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Preface

The book “Recent Trends in Design, Materials and Manufacturing” has covered a
detailed discussion about the problems related to structural mechanics, kinematics
and dynamics of machines, mechanical structures and stress analysis, noise and
vibration analysis, fault detection and conditionmonitoring, optimization techniques,
mechatronics and robotics, product design and development, and tribology. The book
also discusses various properties and performance attributes of modern-age design
in mechanical engineering, including their durability, workability, and carbon foot-
print. The book can be a valuable reference for industries, beginners, researchers,
and professionals interested in sustainable development in mechanical engineering
design and allied fields.

Recent trends in design, materials, and manufacturing offer versatility, in terms of
utilizationover other conventional technologies in the Indian scenario andworldwide.
To explore and report the recent developments in the fields of design, materials,
and manufacturing, the International Conference on Recent Advances in Design,
Materials and Manufacturing 2020 (ICRADMM 2020) is organized during October
15–16, 2020 at Amity University Madhya Pradesh, India. More than 200 delegates
from India and outside India have actively participated in this event and shared their
findings. Also, some renowned speakers from premier institutes were invited to the
event to share their experiences on the new design and development in technology
with the audience.

Gwalior, Madhya Pradesh, India
October 2021

Manvandra Kumar Singh
Rakesh Kumar Gautam
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Structural Mechanics



F-Contractive-Type Mappings in Soft
Metric Space

Ramakant Bhardwaj , Sarla Chouhan, H. G. Sanath Kumar,
and Sudeep Kumar Pandey

Abstract In the present paper, some fixed point results are established in soft metric
spaces for F-contractive-type mappings for random operator. The obtained results
generalized the basic results in fixed point theory. The obtained results are useful
to solve the uncertainty as well as decision-making problems. To find the required
results, the basic concepts of Banach contraction principle are used for complete soft
metric spaces.

Keywords Fixed point · Soft sets · F-contraction · Random operator

1 Introduction and Preliminaries

In the year 1999, Molodtsov [1] initiated a novel concept of soft sets theory as a
new mathematical tool for dealing with uncertainties. A soft set is a collection of
approximate descriptions of an object. Soft systemsprovide a very general framework
with the involvement of parameters. The detail about soft set theory can be studied in
[1–3] and brief for softmetric space, in [4–9]. The detail about fixed point theorem for
random operator and convergence of an iteration leading to a solution of a random
operator equation can be viewed in [10–13]. The definition can be modified for
random operator easily. Throughout this paper (�,�) denotes a measurable space
consisting of a set� and sigma algebra� of subset of�. X stands for a metric space
and C is non-empty subset of X. In 2012, Wardowski [14] introduces a new type of
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contractions called F-contraction and proves a new fixed point theorem concerning
F-contraction.More about F-contraction can be seen in [15–17]. All are modification
of Banach’s contraction principle [18] in different form. The detail about Suzuki-
type mapping can be seen in [19, 20]. The modification form of F-contraction can
be written as follows.

Definition 1.1 Let (X, d) be a metric space. A function T : X → X is said to be an
F-contraction for random operator if there exists τ > 0 such that for all ξ x, ξ y ∈ X

d(T ξ x, T ξ y) > 0 ⇒ τ + F(d(T ξ x, T yξ)) ≤ F(d(ξ x, yξ)),

where F : R+ → R is a mapping satisfying the following conditions:

(F1) F is strictly increasing, i.e., for all ξ x, ξ y ∈ R+ such that ξ x < ξ y, F(ξ x) <

F(yξ);
(F2) For each sequence {ξαn}∞n=1 of positive numbers, lim

n→∞ ξαn = 0 if and only

if lim
n→∞ F(ξαn) = −∞ :

(F3) There exists k ∈ (0, 1) such that lim
n→0+

ξαk F(ξα) = 0.

Lemma 1.2 Let F : R+ → R be an increasingmapping and {ξαn}∞n=1 be a sequence
of positive real numbers. Then the following assertions hold:

(F1’) (a) if lim
n→∞ F(ξαn) = −∞ then lim

n→∞ ξαn = 0;
(b) if in f F = −∞ and lim

n→∞ ξαn = 0 then lim
n→∞ F(ξαn) = −∞.

(F2’) in f F = −∞ or also by
(F2”) there exists a sequence {αξn}∞n=1 of positive real numbers such that
lim
n→∞ F(ξαn) = −∞.

(F3’) F is continuous on (0,∞).

We denote by F the set of all functions satisfying the conditions (F1), (F2’), and
(F3’).

2 Main Results

Theorem 2.1 Let
(
X̃ , d̃, E

)
be a complete soft metric space and let ( f, ϕ) be a

self-mapping of a X̃ into itself. ξ is a measerable selector and (�,�) denotes a
measurable space consisting of a set � and sigma algebra � of subset of�. Suppose

F ∈ F and there exists τ > 0 such that for all ˜̃ξ xλ,
∼
ξ ỹμ ∈ SP(X)

d̃
(
( f, ϕ)

(˜̃
ξ xλ

)
, ( f, ϕ)

(˜̃
ξ yμ

))
> 0
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⇒ τ + F
(
d̃
(
( f, ϕ)

(˜̃
ξ xλ

)
, ( f, ϕ)

(
ỹξ̃ μ

)))
≤ F

(
d̃
(
x̃ ξ̃ λ,

˜̃
ξ yμ

))
. (1)

Then ( f, ϕ) has a unique random soft fixed point in X̃ and for every
∼
ξ x̃∗

λ ∈ X̃ the

sequence ( f, ϕ)n
(∼

ξ x̃0λ0

)
} converges to ∼

ξ x̃∗
λ.

Proof Let
∼
ξ x̃0λ be any soft point in SP(X).

Set ˜̃
ξ x

1

λ1
= ( f, ϕ)

(
˜̃
ξ x

0

λ

)
=

(
f

(
˜̃
ξ x

0

λ

))

ϕ(λ)

˜̃
ξ x

2

λ2
= ( f, ϕ)

(
˜̃
ξ x

1

λ1

)
=

(
f 2

(
˜̃
ξ x

0

λ

))

ϕ2(λ)

−−−−−−−−−−−−−−
˜̃
ξ x

n+1

λn+1
= ( f, ϕ)

(˜̃
ξ x

n

λn

)
=

(
f n+1

(
˜̃
ξ x

0

λ

))

ϕn+1(λ)

.−−

If there exists n ∈ N such that d̃
(˜̃
ξ x

n

λn
, ( f, ϕ)

(˜̃
ξ x

n

λn

))
= 0, the proof is complete.

So we assume that 0 < d̃
(˜̃
ξ x

n

λn
, ( f, ϕ)

(˜̃
ξ x

n

λn

))
=

d̃

(
( f, ϕ)

(
˜̃
ξ x

n−1

λn−1

)
, ( f, ϕ)

(˜̃
ξ x

n

λn

))
.

For any n ∈ N, we have

τ + F

(
d̃

(
( f, ϕ)

(
˜̃
ξ x

n−1

λn−1

)
, ( f, ϕ)

(˜̃
ξ x

n

λn

)))
≤ F

(
d̃

(
˜̃
ξ x

n−1

λn−1
,
˜̃
ξ x

n

λn

))
,

F

(
d̃

(
( f, ϕ)

(
˜̃
ξ x

n−1

λn−1

)
, ( f, ϕ)

(˜̃
ξ x

n

λn

)))
≤ F

⎛
⎝d̃

⎛
⎝˜̃

ξ x
n−1

λn−1
,

∼
x

∼
ξ

n

λn

⎞
⎠

⎞
⎠ − τ.

Continuing this process n− times, we get

F
(
d̃
(
( f, ϕ)

(
ξ̃ x̃ n−1

λn−1

)
, ( f, ϕ)

(
x̃ ξ̃

n

λn

)))
≤ F

(
d̃
(
ξ̃ x̃ n−1

λn−1
,
˜̃
ξ x

n

λn

))
− τ

= F

(
d̃

(
( f, ϕ)

(
˜̃
ξ x

n−2

λn−2

)
, ( f, ϕ)

(
˜̃
ξ x

n−1

λn−1

)))
− τ

≤ F

(
d̃

(
˜̃
ξ x

n−2

λn−2
,
˜̃
ξ x

n−1

λn−1

))
− 2τ

= F

(
d̃

(
( f, ϕ)

(
ξ̃ x̃ n−3

λn−3

)
, ( f, ϕ)

(
˜̃
ξ x

n−2

λn−2

)))
− 2τ

≤ F

(
d̃

(
˜̃
ξ x

n−3

λn−3
,
˜̃
ξ x

n−2

λn−2

))
− 3τ

− − − − − − − − − − − − − − − − −
≤ F

(
d̃

(
ξ̃ x̃0λ0

,
˜̃
ξ x

1

λ1

))
− nτ.

(2)
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From (2), we obtain lim
n→∞ F

(
d̃
(
( f, ϕ)

(
ξ̃ x̃ n−1

λn−1

)
, ( f, ϕ)

(˜̃
ξ x

n

λn

)))
= −∞, which

together with (F2’) and Lemma 1.2 gives lim
n→∞ d̃

(
( f, ϕ)

(
ξ̃ x̃ n−1

λn−1

)
, ( f, ϕ)

(˜̃
ξ x

n

λn

))
=

0,
i.e.,

lim
n→∞ d̃

(
ξ̃ x̃ nλn

, ( f, ϕ)
(˜̃
ξ x

n

λn

))
= 0. (3)

Now, we claim that
{˜̃
ξ x

n

λn

}
is a Cauchy sequence. Suppose, on the contrary, that

there exists ε0 > 0 and sequence
{
λm(k)

}
and

{
λn(k)

}
of natural numbers such that

λm(k) > λn(k) > k, d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

n(k)

λn(k)

)
≥ ε0, d̃

(
˜̃xξm(k)−1

λm(k)−1
,
˜̃
ξ x

n(k)

λn(k)

)
< ε0∀k ∈ N.

(4)

Applying the triangle inequality, we have

ε0 ≤ d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

n(k)

λn(k)

)
≤ d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

m(k)−1

λm(k)−1

)
+ d̃

(
˜̃
ξ x

m(k)−1

λm(k)−1
,
˜̃
ξ x

n(k)

λn(k)

)

≤ d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

m(k)−1

λm(k)−1

)
+ ε0

≤ d̃

(
˜̃
ξ x

m(k)−1

λm(k)−1
, ( f, ϕ)

(
˜̃
ξ x

m(k)−1

λm(k)−1

))
+ ε0.

From (3) and the above inequality that

ε0 ≤ lim
n→∞d̃

(
˜̃
ξ x

m(k)

λm(k)
,

∼
ξ x̃ n(k)

λn(k)

)
≤ 0 + ε0,

i.e.,

lim
n→∞d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

n(k)

λn(k)

)
= ε0. (5)

On the other hand, from (3) there exists k ∈ N, such that

d̃

(
˜̃
ξ x

m(k)

λm(k)
, ( f, ϕ)

(
ξ̃ x̃m(k)

λm(k)

))
= ε0

4

and d̃

(
˜̃
ξ x

n(k)

λn(k)
, ( f, ϕ)

(
ξ̃ x̃ n(k)

λn(k)

))
= ε0

4
. (6)

Next, we claim that
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d̃

(
( f, ϕ)

(
˜̃
ξ x

m(k)

λm(k)

)
, ( f, ϕ)

(∼
ξ x̃ n(k)

λn(k)

))
= d̃

(
˜̃
ξ x

m(k)+1

λm(k)+1
,
˜̃
ξ x

n(k)+1

λn(k)+1

)
> 0. (7)

Suppose, on the contrary, there exists l ≥ N such that

d̃

⎛
⎝∼

ξ x̃m(l)+1
λm(l)+1

,

∼
x

∼
ξ

n(l)+1

λn(l)+1

⎞
⎠ = 0. (8)

It follows from (4), (6), and (8), we get

ε0 ≤ d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

n(k)

λn(k)

)
≤ d̃

(∼
ξ x̃m(k)

λm(k)
,
˜̃
ξ x

m(k)+1

λm(k)+1

)
+ d̃

(∼
ξ x̃m(k)+1

λm(k)+1
,
˜̃
ξ x

n(k)

λn(k)

)

≤ d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

m(k)+1

λm(k)+1

)
+ d̃

(∼
ξ x̃m(k)+1

λm(k)+1
,
˜̃
ξ x

n(k)+1

λn(k)+1

)
+ d̃

(∼
ξ x̃ n(k)+1

λn(k)+1
,
˜̃
ξ x

n(k)

λn(k)

)

≤ d̃

(∼
ξ x̃m(k)

λm(k)
, ( f, ϕ)

(∼
ξ x̃m(k)

λm(k)

))

+d̃

(∼
ξ x̃m(k)+1

λm(k)+1
,

∼
ξ x̃

n(k)+1

λn(k)+1

)
+ d̃

(∼
ξ x̃ n(k)

λn(k)
, ( f, ϕ)

(
˜̃
ξ x

n(k)

λn(k)

))

<
ε0

4
+ 0 + ε0

4
= ε0

2
.

This contradiction establishes relation (7). Therefore, it follows from (7) and the
assumption of the theorem that ∀k ∈ N,

τ + F

(
d̃

(
( f, ϕ)

(∼
ξ λm(k)

)
, ( f, ϕ)

(∼
ξ λn(k)

)))
≤ F

(
d̃

(
λ

∼
ξm(k),

∼
ξ λn(k)

))
. (9)

From (F3’), (5), and (9), we get τ +F(ε0) ≤ F(ε0). This contradiction shows that{∼
ξ x̃ nλn

}
is a Cauchy sequence. By completeness of

(
X̃ , d̃, E

)
,

{∼
ξ x̃ nλn

}
converses

to some point
∼
ξ x̃∗

λ ∈ X̃ .
Finally, the continuity of ( f, ϕ) yields

d̃

(
( f, ϕ)

˜̃
ξ x

n

λn
,

∼
ξ x̃

∗
λ

)
= lim

n→∞d̃

(
˜̃
ξ x

n+1

λn+1
,

∼
ξ x̃

∗
λ

)
= d̃

(˜̃
ξ x

∗
λ,

˜̃
ξ x

∗
λ

)
= 0.

Uniqueness: Let ỹ∗
μ is another fixed point of ( f, ϕ) in X̃ such that

( f, ϕ)
(˜̃
ξ x

∗
λ

)
= x̃∗

λ �=
∼∼

ξ y

∗

μ = ( f, ϕ)(

∼∼
ξ y

∗

μ).
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Therefore, d̃
(
( f, ϕ)

˜̃
ξ x

∗
λ, ( f, ϕ)

˜̃
ξ y

∗
μ

)
= d̃

(∼
ξ x̃∗

λ,
∼
ξ ỹ

∗
μ

)
> 0.

Then we get

F

(
d̃

(
˜̃
ξ x

∗
λ,

∼
ξ ỹ

∗
μ

))
=F

⎛
⎝d̃

⎛
⎝( f, ϕ)

˜̃
ξ x

∗
λ, ( f, ϕ)

∼
y

∼
ξ

∗

μ

⎞
⎠

⎞
⎠ < τ

+ F

⎛
⎝d̃

⎛
⎝( f, ϕ)

∼
ξ x̃∗

λ, ( f, ϕ)

∼∼
ξ y

∗

μ

⎞
⎠

⎞
⎠ ≤ F

⎛
⎝d̃

⎛
⎝˜̃

ξ xλ,

∼∼
ξ yμ

⎞
⎠

⎞
⎠,

which is a contraction. Therefore, the fixed point is unique.

Definition 2.2 Let
(
X̃ , d̃, E

)
be a soft metric space. A mapping ( f, ϕ) : X̃ → X̃ is

said to be generalized F-Suzuki contraction for random operator if there exists τ > 0

and F ∈ F such that for all
∼
ξ x̃λ,

∼
y

∼
ξμ ∈ SP(X)with ( f, ϕ)

(˜̃
ξ xλ

)
�= ( f, ϕ)

(∼
ξ ỹμ

)

1
2

[
d̃
(
( f, ϕ)

(˜̃
ξ xλ

)
, ( f, ϕ)

(˜̃
ξ yμ

))]
< d̃

(
ξ̃ x̃λ,

˜̃
ξ yμ

)

⇒ τ + F
(
d̃
(
( f, ϕ)

(˜̃
ξ xλ

)
, ( f, ϕ)

(
ξ̃ ỹμ

)))
≤ F

(
d̃
(˜̃
ξ xλ,

˜̃
ξ yμ

))
.

Theorem 2.3 Let
(
X̃ , d̃, E

)
be a complete soft metric space and let ( f, ϕ) be gener-

alized F-Suzuki contraction of a X̃ into itself. ξ is a measerable selector and (�,�)

denotes a measurable space consisting of a set � and sigma algebra � of subset of
�. Then ( f, ϕ) has a unique random soft fixed point in X̃ .

Proof Let ˜̃ξ x0λ be any soft point in SP(X)

Set
∼
ξ x̃1λ1

= ( f, ϕ)

(∼
ξ x̃0λ

)
=

(
f

(
˜̃
ξ x

0

λ

))

ϕ(λ)

∼
ξ x̃2λ2

= ( f, ϕ)

(∼
ξ x̃1λ1

)
=

(
f 2

(∼
ξ x̃0λ

))

ϕ2(λ)−−−−−−−−−−−−−−
∼
ξ x̃ n+1

λn+1
= ( f, ϕ)

(∼
ξ x̃ nλn

)
=

⎛
⎝ f n+1

⎛
⎝

∼
x

∼
ξ

0

λ

⎞
⎠

⎞
⎠

ϕn+1(λ)

.−−

If there exists n ∈ N such that d̃

(
˜̃
ξ x

n

λn
, ( f, ϕ)

(∼
ξ x̃ nλn

))
= 0, the proof is

complete.

So we assume that 0 < d̃

(∼
ξ x̃ nλn

, ( f, ϕ)
(˜̃
ξ x

n

λn

))
,∀n ∈ N.

Therefore
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1

2

[
d̃
(
ξ̃ x̃ nλn

, ( f, ϕ)
(˜̃
ξ x

n

λn

))]
< d̃

(˜̃
ξ x

n

λn
, ( f, ϕ)

(
ξ̃ x̃ nλn

))

⇒ τ + F
(
d̃
(
( f, ϕ)

(
ξ̃ x̃ nλn

)
, ( f, ϕ)2

(˜̃
ξ x

n

λn

)))
≤ F

(
d̃
(˜̃
ξ x

n

λn
, ( f, ϕ)

(˜̃
ξ x

n

λn

)))

⇒ F

(
d̃

(
˜̃
ξ x

n+1

λn+1, ( f, ϕ)

(
˜̃
ξ x

n+1

λn+1

)))
≤ F

(
d̃
(˜̃
ξ x

n

λn
, ( f, ϕ)

(˜̃
ξ x

n

λn

)))
− τ.

Repeating this process, we get

F
(
d̃
(˜̃
ξ x

n

λn
, ( f, ϕ)

(
ξ̃ x̃ nλn

)))
≤ F

(
d̃

(
ξ̃ x̃ n−1

λn−1
, ( f, ϕ)(

˜̃
ξ x

n−1

λn−1
)

))
− τ

≤ F
(
d̃
(
ξ̃ x̃ n−1

λn−1
, ( f, ϕ)(ξ̃ x̃ n−1

λn−1
)
))

−2τ

≤ F

(
d̃

(
ξ̃ x̃ n−1

λn−1
, ( f, ϕ)(

˜̃
ξ x

n−1

λn−1
)

))
−3τ

− − − − − − − − − − − − − − − − − − −
− − − − − − − − − − − − − − − − −

≤ F

(
d̃

(
ξ̃ x̃0λ0

, ( f, ϕ)(x̃ ξ̃
0

λ0
)

))
− nτ.

(10)

From (10), we obtain lim
n→∞F

(
d̃

(∼
ξ x̃ nλn

, ( f, ϕ)
(˜̃
ξ x

n

λn

)))
= −∞, which together

with (F2’) and Lemma 1.2 gives

lim
n→∞d̃

(∼
ξ x̃ nλn

, ( f, ϕ)
(˜̃
ξ x

n

λn

))
= 0. (11)

Now, we claim that
{˜̃
ξ x

n

λn

}
is a Cauchy sequence. Suppose, on the contrary, that

there exists ε0 > 0 and sequence
{
λm(k)

}
and

{
λn(k)

}
of natural numbers such that

λm(k) > λn(k) > k, d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

n(k)

λn(k)

)
≥ ε0,

d̃

(
˜̃
ξ x

m(k)−1

λm(k)−1
, ξ̃ x̃ n(k)

λn(k)

)
< ε0∀k ∈ N.

(12)

Applying the triangle inequality, we have

ε0 ≤ d̃

(∼
ξ x̃m(k)

λm(k)
,

∼
ξ x̃

n(k)

λn(k)

)
≤ d̃

(∼
ξ x̃m(k)

λm(k)
,
˜̃
ξ x

m(k)−1

λm(k)−1

)
+ d̃

(
˜̃
ξ x

m(k)−1

λm(k)−1
,
˜̃
ξ x

n(k)

λn(k)

)

≤ d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

m(k)−1

λm(k)−1

)
+ ε0
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≤ d̃

(∼
ξ x̃m(k)−1

λm(k)−1
, ( f, ϕ)

(∼
ξ x̃m(k)−1

λm(k)−1

))
+ ε0.

From (11) and the above inequality that

lim
n→∞d̃

(
˜̃
ξ x

m(k)

λm(k)
,
˜̃
ξ x

n(k)

λn(k)

)
= ε0. (13)

From (11) and (12), we can choose a positive integer such that

1

2

[
d̃

(∼
ξ x̃m(k)

λm(k)
, ( f, ϕ)

(∼
ξ x̃m(k)

λm(k)

))]
<

ε0

2
< d̃

(∼
ξ x̃m(k)

λm(k)
,

∼
ξ x̃

n(k)

λn(k)

)
.

So, from the assumption of the theorem, we get

τ + F

(
d̃

(
( f, ϕ)

(
˜̃
ξ x

m(k)

λm(k)

)
, ( f, ϕ)

(
ξ̃ x̃ n(k)

λn(k)

)))
≤ F

(
d̃

(
˜̃
ξ x

m(k)

λm(k)
, x̃ ξ̃

n(k)

λn(k)

))

τ + F

(
d̃

(
˜̃
ξ x

m(k)+1

λm(k)+1, ( f, ϕ)
(
ξ̃ x̃ n(k)+1

λn(k)+1

)))
≤ F

(
d̃

(
ξ̃ x̃m(k)

λm(k)
,
˜̃
ξ x

n(k)

λn(k)

))
.

(14)

From (F3’), (11), and (13), we get τ + F(ε0) ≤ F(ε0). This contradiction

shows that

{∼
ξ x̃ nλn

}
is a Cauchy sequence. By completeness of

(
X̃ , d̃, E

)
,

{∼
ξ x̃ nλn

}

converges to some point
∼
ξ x̃∗

λ ∈ X̃ .

Therefore,

lim
n→∞d̃

(˜̃
ξ x

n

λn
,
˜̃
ξ x

∗
λ

)
= 0. (15)

Now, we claim that

1

2

[
d̃

(
˜̃
ξ x

n

λn
, ( f, ϕ)

(∼
ξ x̃ nλn

))]
< d̃

(˜̃
ξ x

n

λn
,
˜̃
ξ x

∗
λ

)

1

2

[
d̃

(
( f, ϕ)

(∼
ξ x̃ nλn

)
, ( f, ϕ)2

(˜̃
ξ x

n

λn

))]
< d̃

(
( f, ϕ)

(˜̃
ξ x

n

λn

)
,
˜̃
ξ x

∗
λ

)
∀n ∈ N. (16)

Again, assume that there exists m ∈ N such that

1

2

[
d̃
(
ξ̃ x̃mλm

, ( f, ϕ)
(
ξ̃ x̃mλm

))]
≥ d̃

(˜̃
ξ x

m

λm
,
˜̃
ξ x

∗
λ

)

or
1

2

[
d̃
(
( f, ϕ)

(˜̃
ξ x

m

λm

)
, ( f, ϕ)2

(
ξ̃ x̃mλm

))]
≥ d̃

(
( f, ϕ)

(˜̃
ξ x

m

λm

)
,
˜̃
ξ x

∗
λ

)
. (17)

Therefore,
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2d̃
(˜̃
ξ x

m
λm

,
˜̃
ξ x

∗
λ

)
≤ d̃

(˜̃
ξ x

m
λm

, ( f, ϕ)
(˜̃
ξ x

m
λm

))
≤ d̃

(
ξ̃ x̃mλm ,

˜̃
ξ x

∗
λ

)
+ d̃

(
ξ̃ x̃∗

λ, ( f, ϕ)
(
ξ̃ x̃mλm

))

d̃
(˜̃
ξ x

m
λm

,
˜̃
ξ x

∗
λ

)
≤ d̃

(
ξ̃ x̃∗

λ, ( f, ϕ)
(˜̃
ξ x

m
λm

))
.

(18)

It follow from (15) and (16) that

d̃

(∼
ξ x̃mλm

,
˜̃
ξ x

∗
λ

)
≤ d̃

(∼
ξ x̃∗

λ, ( f, ϕ)
(˜̃
ξ x

m

λm

))
≤

1

2

[
d̃

(
( f, ϕ)

(∼
ξ x̃ nλn

)
, ( f, ϕ)2

(˜̃
ξ x

n

λn

))]
. (19)

Since 1
2

[
d̃

(∼
ξ x̃mλm

, ( f, ϕ)

(∼
ξ x̃mλm

))]
< d̃

(
˜̃
ξ x

m

λm
, ( f, ϕ)

(∼
ξ x̃mλm

))
by the

assumption of the theorem, we get

τ + F

⎛
⎝d̃

⎛
⎝( f, ϕ)

(˜̃
ξ x

m

λm

)
, ( f, ϕ)2

⎛
⎝

∼
x

∼
ξ

m

λm

⎞
⎠

⎞
⎠

⎞
⎠ ≤ F

(
d̃

(
˜̃
ξ x

m

λm
, ( f, ϕ)

(∼
ξ x̃mλm

)))

Since τ > 0, this implies that

F

(
d̃

(
( f, ϕ)

(˜̃
ξ x

m

λm

)
, ( f, ϕ)2

(∼
ξ x̃mλm

)))
< F

(
d̃
(˜̃
ξ x

m

λm
, ( f, ϕ)

(˜̃
ξ x

m

λm

)))
.

So, from (F1), we get

d̃

(
( f, ϕ)

(∼
ξ x̃mλm

)
, ( f, ϕ)2

(∼
ξ x̃mλm

))
< d̃

(˜̃
ξ x

m

λm
, ( f, ϕ)

(˜̃
ξ x

m

λm

))
. (20)

It follows from (17), (18), and (20) that

d̃

(
( f, ϕ)

(˜̃
ξ x

m

λm

)
, ( f, ϕ)2

(∼
ξ x̃mλm

))
< d̃

(∼
ξ x̃mλm

, ( f, ϕ)
(˜̃
ξ x

m

λm

))

< d̃

(∼
ξ x̃mλm

,
˜̃
ξ x

∗
λ

)
+ d̃

(
˜̃
ξ x

∗
λ, ( f, ϕ)

(∼
ξ x̃mλm

))

≤ 1

2

[
d̃

(
( f, ϕ)

(∼
ξ x̃mλm

)
, ( f, ϕ)2

(∼
ξ x̃mλm

))]
+ 1

2

[
d̃

(
( f, ϕ)

(∼
ξ x̃mλm

)
, ( f, ϕ)2

(∼
ξ x̃mλm

))]

≤ d̃

(
( f, ϕ)

(˜̃
ξ x

m

λm

)
, ( f, ϕ)2

(∼
ξ x̃mλm

))
.

This is a contraction. Hence, (16) holds. So, from (16), for every n ∈ N,
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τ + F

⎛
⎝d̃

⎛
⎝( f, ϕ)

(˜̃
ξ x

n

λn

)
, ( f, ϕ)

⎛
⎝

∼
x

∼
ξ

∗

λ

⎞
⎠

⎞
⎠

⎞
⎠ ≤ F

(
d̃
(˜̃
ξ x

n

λn
,
˜̃
ξ x

∗
λ

))

or τ + F

(
d̃

(
( f, ϕ)2

(∼
ξ x̃ nλn

)
, ( f, ϕ)

(˜̃
ξ x

∗
λ

)))

≤ F

(
d̃

(
( f, ϕ)

(˜̃
ξ x

n

λn

)
,

∼
ξ x̃∗

λ

))
= F

(
d̃

(
˜̃
ξ x

n+1

λn+1
,
˜̃
ξ x

∗
λ

))

holds. In the first case, from (15), (F2’), and Lemma 1.2, we obtain

lim
n→∞F

(
d̃

(
( f, ϕ)

(∼
ξ x̃ nλn

)
, ( f, ϕ)

(∼
ξ x̃∗

λ

)))
= −∞.

It follows from(F2’) andLemma1.2 that lim
n→∞d̃

(
( f, ϕ)

(∼
ξ x̃ nλn

)
, ( f, ϕ)

(∼
ξ x̃∗

λ

))
=

0. Therefore,

d̃
(
x̃∗

λ, ( f, ϕ)
(˜̃
ξ x

∗
λ

))
= lim

n→∞d̃

(∼
ξ x̃ n+2

λn+2
, ( f, ϕ)

(˜̃
ξ x

∗
λ

))

= lim
n→∞d̃

(
( f, ϕ)2

(˜̃
ξ x

n

λn

)
, ( f, ϕ)

(∼
ξ x̃∗

λ

))
= 0.

In the second case, from (F2’), and Lemma 1.2, we obtain

lim
n→∞F

(
d̃

(
( f, ϕ)2

(˜̃
ξ x

n

λn

)
, ( f, ϕ)

(∼
ξ x̃∗

λ

)))
= −∞.

It follows from(F2’) andLemma1.2 that lim
n→∞d̃

(
( f, ϕ)

(˜̃
ξ x

n

λn

)
, ( f, ϕ)

(∼
ξ x̃∗

λ

))
=

0. Therefore,

d̃

(
˜̃
ξ x

∗
λ, ( f, ϕ)

(∼
ξ x̃∗

λ

))
= lim

n→∞d̃

(∼
ξ x̃ n+2

λn+2
, ( f, ϕ)

(∼
ξ x̃∗

λ

))

= lim
n→∞d̃

(
( f, ϕ)2

(˜̃
ξ x

n

λn

)
, ( f, ϕ)

(∼
ξ x̃∗

λ

))
= 0.

Hence,
∼
ξ x̃∗

λ is a random soft fixed point of ( f, ϕ).

Uniqueness: Let
∼
ξ ỹ∗

μ is another fixed point of ( f, ϕ) in X̃ such that
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( f, ϕ)
(˜̃
ξ x

∗
λ

)
= x̃∗

λ �=
∼∼

ξ y

∗

μ = ( f, ϕ)(

∼∼
ξ y

∗

μ), then d̃

(
˜̃
ξ x

∗
λ,

∼
ξ ỹ

∗
μ

)
> 0.

So, we have 0 = 1
2 d̃

(∼
ξ x̃∗

λ, ( f, ϕ)
∼
ξ x̃∗

λ

)
< d̃

⎛
⎝∼

ξ x̃∗
λ,

∼∼
ξ y

∗

μ

⎞
⎠ and from the

assumption of the theorem, we obtain

F
(
d̃
(
ξ̃ x̃∗

λ, ξ̃ ỹ∗
μ

))
= F

(
d̃
(
( f, ϕ)ξ̃ x̃∗

λ, ( f, ϕ)ξ̃ ỹ∗
μ

))
< τ + F

(
d̃
(
( f, ϕ)ξ̃ x̃∗

λ, ( f, ϕ)
˜̃
ξ y

∗
μ

))

≤ F
(
d̃
(˜̃
ξ xλ,

˜̃
ξ yμ

))
,

which is a contraction. Therefore, the random soft fixed point is unique.
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Fixed Point Results in b-Metric Spaces
Over Banach Algebra and Contraction
Principle

Abid Khan, Santosh Kumar Sharma, Girraj Kumar Verma,
Ramakant Bhardwaj, and Qazi Aftab Kabir

Abstract The main purpose of this paper is to present some fixed point results
concerning the generalized contraction principle mappings in b-metric spaces over
Banach algebras.We also give an example to support ourmain theorem. To obtain the
results, basic concept of fixed point, that is, Banach’s contraction principle is mainly
used and extension is obtained for various types of expressions. Obtained results are
useful in image processing as well as in materials research for phase transition study
and initial value and boundary value problems.

Keywords Fixed point (FP) · Contraction mapping · B-metric space (BMS) ·
Banach algebra

1 Introduction

Bakhtin [1] introduced BMS in 1989. This is based on Banach’s contraction prin-
ciple. Many authors extended the concept detail can be seen in [2–5, 6–21]. The
concept of BMS coincides with the concept of metric space. In the present paper,
the generalization of contraction principle mappings is done in BMS over Banach
algebras.
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2 Definitions Preliminaries

Definition 2.1 ([12]) X �= ∅ with metric d and s ≥ 1 ∈ R.

A function d : X × X → [0,∞) is a b-metric if, for all x, y, z ∈ X, the following
conditions are satisfied:

(b1) d(x, y) = 0 if and only if x = y,

(b2) d(x, y) = d(y, x),

(b3) d(x, z) ≤ s[d(x, y) + d(y, z)]

(X, d) is called a BMS.

Note Every metric is a BMS with s = 1.

Definition 2.2 ([11]) If < xn > is a seq in a BMS X

a. < xn > is known as b-conv iff ∃x ∈ X : d(xn, x) → 0 as n → ∞.

b. < xn > is a b-Cauchy seq iff d(xn, xm) → 0 as n,m → ∞.

c. A BMS X is called complete iff ∀ b-Cauchy seq in this space is b-conv.

Lemma 2.3 ([12]) Let (X, d) be a b-metric space with s ≥ 1.

i. If a sequence {xn} ⊂ X is a b-convergent sequence, then it admits a unique
limit.

ii. Every b-convergent sequence in X is b-Cauchy.

Definition 2.4 ([11]) Suppose X is a b-metric space with d, Y ⊂ X is known as
closed if f iff ∀ < xn >∈ Y in which b-converges to an element x .

x ∈ Y

3 Main Results

Definition 3.1 ([14]) If X �= ∅ and θ : X × X → [1,∞). A function dθ : X × X →
[0,∞) is called an extended b-metric if for all x, y, z ∈ X it satisfies the following:

dθ1 dθ (x, y) = 0 iff x = y;
dθ2 dθ (x, y) = dθ (y, x);
dθ3 dθ (x, z) ≤ θ(x, z)[dθ (x, y) + dθ (y, z)].

The pair (X, dθ ) is called an extended b-metric.

Remark 3.2 If θ(x, y) = s for s ≥ 1 then we obtain the definition of a b-metric
space.
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Definition 3.3 ([14]) Let (X, dθ ) be an extended b-metric space.

i. A sequence {xn} in X is called to converge x ∈ X, if for every ε > 0, ∃N =
N (ε) ∈ N such that dθ (xn, x) < ε,∀n ≥ N . In this case, we write lim

n→∞xn = x .

ii. A sequence {xn} in X is said to be Cauchy, if for every ε > 0 there exists
N = N (ε) ∈ N such that dθ (xm, xn) < ε,∀m, n ≥ N .

Definition 3.4 ([14]) An extended BMS (X, dθ ) is complete if every Cauchy
sequence in X is convergent.

Theorem 3.5 Let (X, dθ ) be a complete extended bms−ba such that dθ is a contin-
uous functional with parameter s ≥ 1 and let the mappings T : X2 → X satisfying
the contractive condition:

dθ (T x, T y) ≤ k[dθ (x, T x) + dθ (y, T y) + dθ (x, y)]∀x, y ∈ X, (1)

where k ∈ [0, 1) such that for each x ∈ X. T will contain unique FP X :

dθ (x, x) = 0.

Proof Let x ∈ X From (1) we have

dθ

(
T nx, T n+1x

) ≤ kdθ

(
T n−1x, T nx

) ≤ · · · ≤ kndθ (x, T x). (2)

Repeating this process, we obtain

dθ

(
T nx, T n+1x

) ≤ kndθ (x, T x). (3)

Here the proof is divided into two cases.

Case 1

Let T nx = Tmx for somem, n ∈ N, n �= m. if m > n then Tm−n(T nx) = T nx, that
is, T nx = y, where p = m − n, then

T p y = y. (4)

By (1) and (2), we have

dθ (y, T y) = dθ

(
T p y, T p+1y

) ≤ k pdθ (y, T y) (5)

k ∈ (0, 1) ⇒ dθ (y, T y) = 0, so y = T y, that is, y is a FP of T .
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Case 2

Suppose T nx �= Tmx,∀m, n ∈ N, n �= m. We rewrite (2) as

dθ

(
T nx, T n+1x

) ≤ s[kndθ (x, T x)]
≤ s[kndθ (x, T x) + kn+1dθ (x, T x) + kn+2dθ (x, T x)]

≤ s
∞∑

m

smkn+m(dθ (x, T x))

≤ s
∞∑

m

smkm(dθ (x, T x))

.

Since

dθ

(
T nx, T n+mx

) ≤ s
∞∑

m

smkm(dθ (x, T x)). (6)

Similarly, by (1), we have

dθ

(
T nx, T n+2x

)
≤ kdθ

(
T n−1x, T n+1x

)
≤ kndθ

(
x, T 2x

)
≤ s

∞∑

m
smkn+m(dθ (x, T x)).

(7)

For m > 3 andm = 3p + 1, p ≥ 1 and using the fact that gqx �= gr x,∀q, r ∈
N, q �= r, we have

dθ

(
T nx, T n+mx

) ≤ dθ

(
T nx, T n+1x

)

+ s
[
dθ

(
T n+1x, T n+2x

) + · · · + dθ

(
T n+2px, T n+2p+1x,

)]

≤ s[kndθ (x, T x) + kn+1dθ (x, T x) + · · · + kn+2pdθ (x, T x)]

≤ s
∞∑

m

smkn+m(dθ (x, T x))

≤ s
∞∑

m

smkm(dθ (x, T x)).

Thus, for m > n above inequality implies

dθ

(
T nx, T n+mx

) ≤ s
∞∑

m

smkm(dθ (x, T x)).

Similarly, for m > 4 and = 3b + 2, b ≥ 1, gqx �= gr x,∀q, r ∈ N, q �= r,
By triangular property, we have
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dθ

(
T nx, T n+3b+2x

)

≤ s
[
dθ

(
T n+3b+2x, T n+3b+1x

)
+ dθ

(
T n+3b+1x, T n+3bx

)
+ dθ

(
T n+3bx, T n+3b−1x

)
+ dθ

(
T n+3b−1x, T nx

)]

≤ s
[
dθ

(
T nx, T n+1x

)
+ dθ

(
T n+1x, T n+2x

)
+ · · · + dθ

(
T n+3b−1x, T n+3bx

)
+ dθ

(
T n+3bx, T n+3b−1x

)]

≤ s
[
kndθ (x, T x) + kn+1dθ (x, T x) + · · · + kn+3b−1dθ (x, T x) + kn+3bdθ (x, T x)

]

≤ s
∞∑

m
smkn+m (dθ (x, T x))

≤ s
∞∑

m
smkm (dθ (x, T x)).

Finally

dθ

(
T nx, T n+mx

) ≤ s
∞∑

m

smkm(dθ (x, T x)). (8)

We deduce from all cases that

dθ

(
T nx, T n+mx

) ≤ s[kndθ

(
x, T 2x

) + kn

1 − k
dθ (x, T x)]∀n,m ≥ 0. (9)

Therefore, we have

lim
n→∞sdθ

(
T nx, x

) = lim
n→∞sdθ

(
T nx, Tmx

) = dθ (x, x).

Since, lim
n→∞

kn

1−k s‖dθ (x, T x)‖ = 0.

We have lim
n→∞‖dθ (T nx, T n+mx)‖ = 0,∀n,m ∈ N,

which implies {T nx} is a CS in X.

By completeness of X, there exists u ∈ X such that

lim
n→∞T nx = u.

Now we will show that u is a FP of T, i.e., Tu = u. without loss of generality,
assume that T k �= u for any k ∈ N. Therefore, the triangular inequality implies that

dθ (u, Tu) ≤ s
[
dθ

(
u, T nx

) + dθ

(
T nx, T n+1x

) + dθ

(
T n+1x, Tu

)]

≤ dθ

(
u, T nx

) + s
[
dθ

(
T nx, T n+1x

) + k
[
dθ (Tu, u) + dθ

(
T nx, u

)]]

⇒ dθ (u, Tu)

≤ 1

1 − k
s
[
dθ

(
u, T nx

) + dθ

(
T nx, T n+1x

) + kdθ

(
T nx, u

)]
. (10)

Taking limit as n → ∞, and using (4) and (10), we have ‖dθ (u, Tu)‖ = 0.
Hence, Tu = u, i.e., u is a FP of T .
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To show the individuality of u. If u∗ is alternative FP of T, that is, Tu∗ = u∗.
Therefore,

dθ

(
u, u∗) = dθ

(
Tu, Tu∗) ≤ k

[
dθ

(
u, Tu∗) + dθ

(
Tu, u∗) + dθ

(
u, u∗)]

= 0,

which implies that

‖dθ (u, Tu)‖ = 0,

that is, u = u∗.

Example 3.2 Let A =
{
a = (ai j )4×4 : ai j ∈ R, 1 ≤ i, j ≤ 4

}
and ‖a‖ =

1
4

∑
1≤i, j≤4

∣∣ai j
∣∣. Take P = {

a ∈ A : ai j ≥ 0, 1 ≤ i, j ≤ 4
}
inA. Let X =

{1, 2, 3, 4}.
Define a mapping dbms : X2 × X → A by d(1, 1) = d(2, 2) = d(3, 3) =

d(4, 4) = θ

dbms(x, y) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2, 1)

⎛

⎜⎜
⎝

1, 1, 4, 1
4, 2, 3, 1
1, 4, 3, 1
1, 2, 3, 4

⎞

⎟⎟
⎠ if x, y ∈ X;

(3, 1)

⎛

⎜⎜
⎝

4, 1, 4, 1
4, 3, 5, 2
2, 3, 1, 4
3, 4, 2, 1

⎞

⎟⎟
⎠ if x, y ∈ X;

(4, 1)

⎛

⎜⎜
⎝

4, 1, 1, 1
2, 3, 4, 2
3, 2, 1, 1
4, 3, 2, 1

⎞

⎟⎟
⎠ if x, y ∈ X;

(4, 3)

⎛

⎜⎜
⎝

16, 9, 12, 7
20, 8, 6, 2
9, 8, 4, 4
16, 12, 9, 4

⎞

⎟⎟
⎠ if x, y ∈ X;

then (X, dbms) is a bMS − BA over A with coefficient p =

⎛

⎜⎜
⎝

4, 0, 0, 0
0, 4, 0, 0
0, 0, 4, 0
0, 0, 0, 4

⎞

⎟⎟
⎠.



Fixed Point Results in b-Metric Spaces Over Banach Algebra … 21

References

1. Bakhtin IA (1989) The contraction mapping principle in almost metric spaces. Func Anal
30:26–37

2. Aamri M, Moutawakil El (2002) Some new common fixed point theorems under strict
contractive conditions. J Math Anal Appl 270:181–188

3. Akkouchi M (2011) Common fixed point theorems for two self-mappings of a b-metric space
under an implict relation. Hacet J Math Stat 40:805–810

4. Aydi H, BotaMF, Karapinar E,Moradi S (2012) A common fixed point for weak ∅-contractions
on b-metric spaces. Fixed Point Theory 13:337–346

5. Aydi H, Felhi A, Sahmim S (2017) Common fixed points via implicit contractions on b-metric
like spaces. J. Nonlinear Sci Appl 10:1524–1537

6. Beg I, Abbas M (2011) Coincidence and common fixed points of non-compatible maps. J.
Appl. Math. Inform. 29:743–752

7. Bhardwaj R, SanathKumar HG (2020) B-metric space: an application of fixed point. Mater
Today Proc 29(2):659–663

8. Boriceanu M (2009) Strict fixed point theorems for multi-valued operators in b-metric spaces.
Int J Mod Math 4:285–301

9. Czerwik S (1993) Contraction mappings in b-metric spaces. Acta Math Inform Univ
Ostraviensis 1:5–11

10. Demma M, Vetro P (2015) Picard sequence and fixed point results on b-metric spaces. J Funct
Spaces 6–12
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Common Invariant Point Theorem
for Multi-valued Generalized Fuzzy
Mapping in b-Metric Space
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Abstract An effort is being made in this research paper to establish α-fuzzy
invariant point and common α-fuzzy invariant point for multi-valued fuzzy mapping
in complete b-metric space. Some results have been drawn to attain α-fuzzy invariant
point and common α-fuzzy invariant point with new coherent contractive condi-
tions. In this paper, we have extended and generalized the results of Shahzad et al.
(Math 38:419–427, [12]) and proved the existence and uniqueness of invariant point
results for multi-valued fuzzy mapping in b-metric space. The contractive condi-
tions used in this article can be extended to derive other contractive conditions such
as Hardy–Roger contraction or some new extended rational contractive conditions.
The conclusion so drawn can be implemented in various fields of engineering espe-
cially mechanical engineering, electronics, and computer engineering. The result of
this research paper satisfies all the well-known contractive conditions and spaces so
defined. Further some examples were also been quoted in support of the theorems of
this research paper.
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1 Introduction

Invariant point theory has a pivotal role in development of various fields with its
applications on computer science, physical science,medical science, applied science,
and different areas. In the present scenario with the concept of invariant theory
are fuzzy locking system, fuzzy machine has been develop. In 1922, Banach gave
invariant point theorem for contractive mapping in complete metric space. In 1969,
Zadeh evidenced the concept of fuzzy set and then many authors obtain invariant
point results for fuzzy mapping. In 1981, Heilpern contributes some invariant point
results for contraction mapping. After that, the idea of b-metric space was [5, 6]
defined and proved invariant point theoremwith b-metric space and generalized usual
metric space. After his contribution, many researchers proved many invariant point
theorems for fuzzy contractionmapping using b-metric space. In 2009, Boriceanu; in
2016, Joseph; and in 2017, Jinakul and Shahzad proved invariant point and common
invariant point results for multi-valued mapping in b-metric space. In this paper,
we are establishing α-fuzzy invariant point and common α-fuzzy invariant point
theorems for multi-valued fuzzy mapping in complete b-metric space and extending
and generalizing the result of Shahzad et al. [12] with new rational inequality and
we are given for support of them some examples which were quoted. For detail one
can read references [2–4, 9, 10, 13].

2 Preliminaries

Definition 2.1 (Nadler [11]) Let X and Y be nonempty sets. T is said to be multi-
valued mapping from X to Y if T is a function for X to the power set Y. We denote a
multi-valued map by T : X → 2Y .

Definition 2.2 (Nadler [11]) A fixed point x0 ∈ X is said to be invariant point of the
multi-valued mapping T if x0 ∈ T x0.

Example (Heilpern [7]) Every single-valuedmapping can bemulti-valuedmapping.
Let f : X → Y be single-valued mapping define T : X → 2Y by T x = { f (x)}.Note
that T is a multi-valued mapping iff for each x ∈ X, T x ⊆ Y. Unless otherwise
stated we always assume T x is nonempty for each x, y ∈ X.

Definition 2.3 (Jinakul et al. [8]) Let (X, d) be a metric space. A map T : X → Y is
called contraction if there exist 0 ≤ ρ < 1 such that

d(T x, T y) ≤ ρd(x, y) for x, y ∈ X.

Definition 2.4 (Nadler [11]) Let (X, d) be a metric space. A map T : X → CB(X)

is called multi-valued contraction if there exist 0 ≤ ρ < 1 such that

H(T x, T y) ≤ ρd(x, y) for x, y ∈ X.
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Definition 2.5 (Czerwik [5]) Let X be any nonempty set and b ≥ 1 be any real
number. A function d: X × X → R+ is called b-metric if it satisfies the following
conditions for all x, y ∈ X :

1. d(x, y) = 0 if and only if x = y.
2. d(x, y) = d(y, x).
3. d(x, z) ≤ b[d(x, y) + d(y, z)].

Then the pair (X, d) is called b-metric space.

Definition 2.6 (Ayadi et al. [12]) Let (X, d) be a b-metric space. Then the sequence
{xn} in X is called Cauchy sequence if and only if for all ε > 0 there exists n(ε) ∈ N
such that for each m, n ≥ n(ε) we have d(xn, xm) < ε.

Definition 2.7 (Czerwik [5]) Let (X, d) be a metric space. We define the Hausdorff
metric space CB(X) induced by d.

Then

H(A, B) = max
{
supx∈Ad(x, B), supy∈Bd(A, y)

}
.

For all A, B ∈ CB(X), where CB(X) denotes the family of closed and bounded
subset of X and

d(x, B) = in f {d(x, a): a ∈ B}, for all x ∈ X.

A fuzzy set X is a function with domain X and values in [0, 1], F(X) is the
collection of all fuzzy sets in X. If A is a fuzzy set and x ∈ X, then the function
value A(x) is called grade of membership of x in X. The α—level set of a fuzzy set
A is denoted by [A]α and defined as

[A]α = {x : A(x) ≥ α}, where α ∈ (0, 1]
[A]0 = {x : A(x) > 0},

Let X be any nonempty set and Y be a metric space. Amapping T is called a fuzzy
mapping, if T is a mapping from X into F(X). A fuzzy mapping T is a fuzzy subset
on X × Y with membership function T (x)(y). The function T (x)(y) is the grade of
membership of y in T (x). For convenience, we denote the α—level set of T (x) by
[T x]α instead of [T (x)]α [1].

Definition 2.8 (Nadler [11]) A point x ∈ X is called α-fuzzy fixed point of a fuzzy
mapping T : X → F(X) if there exist α ∈ (0, 1] such that x ∈ [T x]α.

Lemma 2.9 (Nadler [11]) Let A and B be a nonempty closed and bounded subsets
of a metric space (X, d), if α ∈ A then

d(a, B) ≤ H(A, B).
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Lemma 2.10 (Nadler [11]) Let A and B be a nonempty closed and bounded subsets
of a metric space (X, d), and 0 < α ∈ R then

for a ∈ A, there exist b ∈ B such that d(a, b) ≤ H(A, B) + ε.

Theorem 2.11 (Shahzad et al. [12]) Let (X, d) be a complete b-metric with constant
b ≥ 1 and T : X → F(X) be a fuzzy mapping and for x ∈ X, α(x) ∈ (0, 1] if
satisfying the following conditions:

H
([T x]α(x), [T y]α(y)

) ≤ a1d
(
x, [T x]α(x)

) + a2d
(
y, [T y]α(y)

)

+ a3d
(
x, [T y]α(y)

) + a4d
(
y, [T x]α(x)

) + a5d(x, y)

+ a6

[
d
(
x, [T x]α(x)

) + (
1 + d

(
x, [T x]α(x)

))

1 + d(x, y)

]

.

For all x, y ∈ X and ai ≥ 0, i = 1, 2, 3. with (ba1 + a2 + b(b + 1)a3+b(a5 +
a6) < 1

and

6∑

i=1

ai < 1 (1)

then T has a fixed point.

Now we present our main theorems with new coherent contractive conditions.

3 Main Theorem

Theorem 3.1 Let (X, d) be a complete b-metric with constant s ≥ 1 and U : X →
CB(X) be a multi-valued generalized fuzzy mapping and x ∈ X, α(x) ∈ (0, 1] if
satisfying the following conditions:

H
([Ux]α(x), [Uy]α(y)

) ≤ ∝1d(x, y) + ∝2d
(
x, [Uy]α(y)

) + ∝3d
(
y, [Uy]α(y)

)

+ ∝4min
{
d
(
x, [Ux]α(x)

)
, d

(
y, [Ux]α(x)

)}

+ ∝5

[
d(y, [Ux]α(x)) + d(y, [Uy]α(y))

1 + d
(
y, [Ux]α(x)

) · d(y, [Uy]α(y))

]

+ ∝6d
(
x, [Ux]α(x)

)
[
1 + d

(
x, [Ux]α(x)

) + d
(
y, [Ux]α(x)

)

1 + d(x, y)

]

.

For all
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x, y ∈ X and ∝i ≥ 0, i = 1, 2, 3. with (∝1 + 2s∝2 + ∝3 + ∝5 + ∝6) < 1 (2)

and
∑6

i=1 ∝i < 1,

then U have a α-fuzzy invariant point.

Proof Let x0 be a random point of X and let x1 ∈ [Ux0]α(x0) then by Lemma 2.10,
we may choose x2 ∈ [Ux1]α(x1)

such that d(x1, x2) ≤ H
(
[Ux0]α(x0), [Ux1]α(x1)

) + (∝1 + s∝2 + ∝6).

Now,
d(x1, x2) ≤ H

([Ux0]α(x0), [Ux1]α(x1)

) + (∝1 + s∝2 + ∝6)

≤ ∝1d(x0, x1) + ∝2d
(
x0, [Ux1]α(x1)

) + ∝3d
(
x1, [Ux1]α(x1)

)

+ ∝4min
{
d
(
x0, [Ux0]α(x0)

)
, d

(
x1, [Ux0]α(x0)

)}

+ ∝5

[
d(x1, [Ux0]α(x0)) + d(x1, [Ux1]α(x1))

1 + d
(
x1, [Ux0]α(x0)

)
.d(x1, [Ux1]α(x1))

]

+ ∝6d
(
x0, [Ux]α(x0)

)
[
1 + d

(
x0, [Ux0]α(x0)

) + d
(
x1, [Ux0]α(x0)

)

1 + d(x0, x1)

]

+ (∝1 + s∝2 + ∝6). ≤ ∝1d(x0, x1) + ∝2d(x0, x2) + ∝3d(x1, x2)

+ ∝4min{d(x0, x1), d(x1, x1)} + ∝5

[
d(x1, x1) + d(x1, x2)

1 + d(x1, x1) · (x1, x2)

]

+ ∝6d(x0, x1)

[
1 + d(x0, x1) + d(x1, x1)

1 + d(x0, x1)

]
+ (∝1 + s∝2 + ∝6)

≤ ∝1d(x0, x1) + ∝2d(x0, x2) + ∝3d(x1, x2)

+ ∝5d(x1, x2) + ∝6d(x0, x1) + (∝1 + s∝2 + ∝6)

≤ ∝1d(x0, x1) + ∝2s[d(x0, x1) + d(x1, x2)]

+ ∝3d(x1, x2) + ∝5d(x1, x2) + ∝6d(x0, x1) + (∝1 + s∝2 + ∝6)

[1 − s∝2 + ∝3 + ∝5)]d(x1, x2) ≤ (∝1 + s ∝2 + ∝6)d(x0, x1)

+ (∝1 + s∝2 + ∝6)

d(x1, x2) ≤ (∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]
d(x0, x1) + (∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]
.

Similarly there exist

x3 ∈ [Px2]α(x2) such that d(x2, x3) ≤ H
(
[Ux1]α(x1), [Ux2]α(x2)

)

+ (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]
.
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Now,

d(x2, x3) ≤ H
(
[Ux1]α(x1), [Ux2]α(x2)

) + (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]

≤ ∝1d(x1, x2) + ∝2d
(
x1, [Ux2]α(x2)

) + ∝3d
(
x2, [Ux2]α(x2)

)

+ ∝4min
{
d
(
x1, [Ux1]α(x1)

)
, d

(
x2, [Ux1]α(x1)

)}

+ ∝5

[
d(x2, [Ux1]α(x1)) + d(x2, [Ux2]α(x2))

1 + d
(
x2, [Ux1]α(x1)

)
.d(x2, [Ux2]α(x2))

]

+ ∝6d
(
x1, [Ux1]α(x1)

)
[
1 + d

(
x1, [Ux1]α(x1)

) + d
(
x2, [Ux1]α(x1)

)

1 + d(x1, x2)

]

+ (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]

≤ ∝1d(x1, x2) + ∝2d(x1, x3) + ∝3d(x2, x3)

+ ∝4min{d(x1, x2), d(x2, x2)} + ∝5

[
d(x2, x2) + d(x2, x3)

1 + d(x2, x2).d(x2, x3)

]

+ ∝6d(x1, x2)

[
1 + d(x1, x2) + d(x2, x2)

1 + d(x1, x2)

]
+ (∝1 + s∝2 + ∝6)

2

[(1 − (s∝2 + ∝3 + ∝5)]

≤ ∝1d(x1, x2) + ∝2s[d(x1, x2) + d(x2, x3)] + ∝3d(x2, x3) + ∝5d(x2, x3)

+ ∝6d(x1, x2) + (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]

[1 − s∝2 + ∝3 + ∝5)]d(x2, x3) ≤ (∝1 + s ∝2 + ∝6)d(x1, x2)

+ (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]
d(x2, x3) ≤ (∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]
d(x1, x2)

+ (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]2
d(x2, x3)

≤
{

(∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]

)2

d(x0, x1)

+ 2

{
(∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]

}2

d(x2, x3) ≤ k2d(x0, x1) + 2k2, where k = (∝1+s∝2+∝6)

[(1−(s∝2+∝3+∝5)]
.

Continuing this process, we inherit a sequence {xn} such that

d(x2, x3) ≤ k2d(x0, x1) + 2k2,

then

d(xn, xn+1) ≤ knd(x0, x1) + nkn.
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Let u, v > 0 with v > u

d(xu, xv) ≤ s[d(xu, xu+1) + d(xu+1, xv)]
d(xu, xv) ≤ sd(xu, xu+1) + s2[d(xu+1, xu+2) + d(xu+2, xv)]
d(xu, xv) ≤ s

[
kud(x0, x1) + uku

] + s2
[
ku+1d(x0, x1) + (u + 1)ku+1

]

+ · · · · · · · · · + sv−u
[
kv−1d(x0, x1) + (v − 1)kv−1

]

d(xu, xv) ≤ sku
(
1 + sk + . . . . . . .. + sv−ukv−u

)
d(x0, x1) +

v−1∑

i=u

si−uiki

d(xu, xv) ≤ sku

1 − sk
d(x0, x1) +

v−1∑

i=u

si−uiki .

Since sk < 1 by Cauchy root test.
∑v−1

i=u s
i−uiki is convergent. Hence {xn} is

Cauchy sequence in X. Since (X, d) is a complete b-metric space then their exist
z ∈ X such that lim

n→∞d(xn, z) = 0.

Now we prove z is a common α-fuzzy invariant point of U. We have

d(z, [Uz]α(z)) ≤ s
[
d
(
z, xn+1

) + d(xn+1, [Uz]α(z))
]

d(z, [Uz]α(z)) ≤ sd(
(
z, xn+1

) + sH([Uxn]α(xn)
, [Uz]α(z))

d
(
z, [Uz]α(z)

) ≤ sd
(
z, xn+1

) + s
{∝1d(xn, z) + ∝2d

(
xn, [Uz]α(z)

) + ∝3d
(
z, [Uz]α(z)

)

+ ∝4min
{
d
(
xn, [Uxn]α(xn)

)
, d

(
z, [Uxn]α(xn)

)}

+ ∝5

[
d
(
z, [Uxn]α(xn)

) + d
(
z, [Uz]α(z)

)

1 + d
(
z, [Uz]α(z)

) · d(
z, [Uxn]α(xn)

)

]

+ ∝6[d
(
xn, [Uxn]α(xn)

)
[
1 + d

(
xn, [Uxn]α(xn)

) + d
(
z, [Uxn]α(xn)

)

(1 + d(xn, z))

]}

.

Taking n → ∞ then we get

d(z, [Uz]α(z)) ≤ sd(z, z)

+ s
{∝1d(z, z) + ∝2d

(
z, [Uz]α(z)

) + ∝3d
(
z, [Uz]α(z)

) + ∝4min{d(z, z), d(z, z)}

+ ∝5

{
d(z, z) + d(z, [Uz]α(z))

1 + d
(
z, [Uz]α(z)

) · · · d(z, z)

}

+ ∝6d(z, z)

{
1 + d(z, z) + d(z, z)

1 + d(z, z)

}}

d(z, [Uz]α(z)) ≤ s
[∝2d

(
z, [Uz]α(z)

) + ∝3d
(
z, [Uz]α(z)

) + ∝5d
(
z, [Uz]α(z)

)]

d(z, [Uz]α(z)) ≤ s(∝2 + ∝3 + ∝5)d(z, [Uz]α(z)])
[1 − s(∝2 + ∝3 + ∝5)]d(z, [Uz]α(z)) ≤ 0,

which is incongruity then we have d
(
z, [Uz]α(z)

) = 0, thus z = [Uz]α(z).
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Hence z is an α-fuzzy invariant point of U .

Theorem 3.2 Let (X, d) be a complete b-metric with constant s ≥ 1 and
U, P: X → CB(X) be a two multi-valued generalized fuzzy mapping and x ∈
X, αU (x), αP(y) ∈ (0, 1] if satisfying the following conditions:

H
([Ux]αU (x), [Py]αP (y)

) ≤ ∝1d(x, y) + ∝2d
(
x, [Py]αP (y)

) + ∝3d
(
y, [Py]αP (y)

)

+ ∝4min
{
d
(
x, [Ux]αU (x)

)
, d

(
y, [Ux]αU (x)

)}

+ ∝5

[
d(y, [Ux]αU (x)) + d(y, [Py]αP (y))

1 + d
(
y, [Ux]αU (x)

) · d(y, [Py]αP (y))

]

+ ∝6d
(
x, [Ux]αU (x)

)
[
1 + d

(
x, [Ux]αU (x)

) + d
(
y, [Ux]αU (x)

)

1 + d(x, y)

]

.

For all x, y ∈ X and ∝i ≥ 0, i = 1, 2, 3. with (∝1 +2s∝2 +∝3 +∝5 +∝6) < 1

and

6∑

i=1

∝i < 1, (3)

Then U and P have common α-fuzzy invariant point.

Proof Let x0 be a random point of X and letx1 ∈ [Ux0]α(x0) then by Lemma 2.10,
we may choose x2 ∈ [Px1]α(x1), such that d(x1, x2) ≤ H

([Ux0]α(x0), [Px1]α(x1)

) +
(∝1 + s∝2 + ∝6).

Now,

d(x1, x2) ≤ H
([Ux0]α(x0), [Px1]α(x1)

) + (∝1 + s∝2 + ∝4)

≤ ∝1d(x0, x1) + ∝2d
(
x0, [Px1]α(x1)

) + ∝3d
(
x1, [Px1]α(x1)

)

+ ∝4min
{
d
(
x0, [Ux0]α(x0)

)
, d(x1, [Ux0]α(x0)

}

+ ∝5

[
d
(
x1, [Ux0]α(x0)

) + d
(
x1, [Px1]α(x1)

)

1 + d
(
x1, [Ux0]α(x0)

) · d(
x1, [Px1]α(x1)

)

]

+ ∝6d
(
x0, [Ux0]α(x0)

)
[
1 + d

(
x0, [Ux0]α(x0)

) + d
(
x1, [Ux0]α(x0)

)

1 + d(x0, x1)

]

+ (∝1 + s∝2 + ∝6).

≤ ∝1d(x0, x1) + ∝2d(x0, x2) + ∝3d(x1, x2)+ ∝4min{d(x0, x1), d(x1, x1)}
+ ∝5

[
d(x1, x1) + d(x1, x2)

1 + d(x1, x1).d(x1, x2)

]

+ ∝6d(x0, x1)

[
1 + d(x0, x1) + d(x1, x1)

1 + d(x0, x1)

]
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+ (∝1 + s∝2 + ∝6).

≤ ∝1d(x0, x1) + ∝2d(x0, x2) + ∝3d(x1, x2) + ∝5d(x1, x2) + ∝6d(x0, x1)

+ (∝1 + s∝2 + ∝6).

≤ ∝1d(x0, x1) + ∝2s[d(x0, x1) + d(x1, x2)] + ∝3d(x1, x2)

+ ∝5d(x1, x2) + ∝6d(x0, x1) + (∝1 + s∝2 + ∝6).

[1 − s∝2 + ∝3 + ∝5)]d(x1, x2) ≤ (∝1 + s ∝2 + ∝6)d(x0, x1)

+ (∝1 + s∝2 + ∝6)

d(x1, x2) ≤ (∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]
d(x0, x1) + (∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]
.

Similarly there exist

x3 ∈ [Px2]α(x2) such that d(x2, x3) ≤ H
(
[Ux1]α(x1) , [Px2]α(x2)

)

+ (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]
.

Now,

d(x2, x3) ≤ H
(
[Ux1]α(x1) , [Px2]α(x2)

)
+ (∝1 + s∝2 + ∝6)

2

[(1 − (s∝2 + ∝3 + ∝5)]

≤ ∝1d(x1, x2) + ∝2d
(
x1, [Px2]α(x2)

)
+ ∝3d

(
x2, [Px2]α(x2)

)

+ ∝4min
{
d
(
x1, [Ux1]α(x1)

)
, d

(
x2, [Ux1]α(x1)

)}

+ ∝5

[
d
(
x2, [Ux1]α(x1)

) + d
(
x2, [Px2]α(x2)

)

1 + d
(
x2, [Ux1]α(x1)

)
.d

(
x2, [Px2]α(x2)

)

]

+ ∝6d
(
x1, [Ux1]α(x1)

)
[
1 + d

(
x1, [Ux1]α(x1)

) + d
(
x2, [Ux1]α(x1)

)

1 + d(x1, x2)

]

+ (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]

≤ ∝1d(x1, x2) + ∝2d(x1, x3) + ∝3d(x2, x3)

+ ∝4min{d(x1, x2), d(x2, x2)} + ∝5

[
d(x2, x2) + d(x2, x3)

1 + d(x2, x2).d(x2, x3)

]

+ ∝6d(x1, x2)

[
1 + d(x1, x2) + d(x2, x2)

1 + d(x1, x2)

]
+ (∝1 + s∝2 + ∝6)

2

[(1 − (s∝2 + ∝3 + ∝5)]

≤ ∝1d(x1, x2) + ∝2s[d(x1, x2) + d(x2, x3)] + ∝3d(x2, x3) + ∝5d(x2, x3)

+ ∝6d(x1, x2)

+ (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]
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[1 − (s∝2 + ∝3 + ∝5)]d(x2, x3) ≤ (∝1 + s ∝2 + ∝6)d(x1, x2)

+ (∝1 + s∝2 + ∝6)
2

[(1 − (s∝2 + ∝3 + ∝5)]

d(x2, x3) ≤ (∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]
d(x1, x2) + (∝1 + s∝2 + ∝6)

2

[(1 − (s∝2 + ∝3 + ∝5)]2

d(x2, x3) ≤
{

(∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]

)2

d(x0, x1) + 2

{
(∝1 + s∝2 + ∝6)

[(1 − (s∝2 + ∝3 + ∝5)]

}2

d(x2, x3) ≤ k2d(x0, x1) + 2k2, where k = (∝1+s∝2+∝6)

[(1−(s∝2+∝3+∝5)]
.

Continuing this process, we obtain a sequence {xn} such that

d(x2, x3) ≤ k2d(x0, x1) + 2k2

then

d(xn, xn+1) ≤ knd(x0, x1) + nkn.

Let u, v > 0 with v > u

d(xu, xv) ≤ s[d(xu, xu+1) + d(xu+1, xv)]
d(xu, xv) ≤ sd(xu, xu+1) + s2[d(xu+1, xu+2) + d(xu+2, xv)]
d(xu, xv) ≤ s

[
kud(x0, x1) + uku

] + s2
[
ku+1d(x0, x1) + (u + 1)ku+1

]

+ · · · · · · + sv−u
[
kv−1d(x0, x1) + (v − 1)kv−1

]

d(xu, xv) ≤ sku
(
1 + sk + · · · · · · · · · + sv−ukv−u

)
d(x0, x1) +

v−1∑

i=u

si−uiki

d(xu, xv) ≤ sku

1 − sk
d(x0, x1) +

v−1∑

i=u

si−uiki .

Since sk < 1 by Cauchy root test.
∑v−1

i=u s
i−uiki is convergent. Hence {xn} is

Cauchy sequence in X. Since (X, d) is a complete b-metric space then their exist
z ∈ X such that lim

n→∞d(xn, z) = 0.

Now we prove z is a Common α-fuzzy invariant point of U. We have

d(z, [Uz]α(z)) ≤ s
[
d(z, x2n+1) + d(x2n+1, [Uz]α(z))

]

d(z, [Uz]α(z)) ≤ sd((z, x2n+1) + sH([Ux2n]α(x2n)
, [Uz]α(z))

d
(
z, [Uz]α(z)

) ≤ sd(z, x2n+1) + s
{∝1d(x2n, z) + ∝2d

(
x2n, [Uz]α(z)

)

+ ∝3d
(
z, [Uz]α(z)

) + ∝4min
{
d
(
x2n, [Ux2n]α(x2n)

)
, d

(
z, [Ux2n]α(x2n)

)}
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+ ∝5

[
d
(
z, [Ux2n]α(x2n)

) + d
(
z, [Uz]α(z)

)

1 + d
(
z, [Ux2n]α(x2n)

) · d(
z, [Uz]α(z)

)

]

+∝6d
(
x2n, [Ux2n]α(x2n)

)
[
1 + d

(
x2n, [Ux2n]α(x)

) + d
(
z, [Ux2n]α(x2n)

)

1 + d(x2n, z)

]}

.

Taking n → ∞, then we get

d(z, [Uz]α(z)) ≤ sd(z, z)

+ s
{∝1d(z, z) + ∝2d

(
z, [Uz]α(z)

) + ∝3d
(
z, [Uz]α(z)

) + ∝4min{d(z, z), d(z, z)}
+ ∝5

[
d(z, z) + d(z, [Uz]α(z))

1 + d(z, z) · d(z, [Uz]α(z))

]
+ ∝6d(z, z)

[
1 + d(z, z) + d(z, z)

1 + d(z, z)

]}

d(z, [Uz]α(z)) ≤ s
[∝2d

(
z, [Uz]α(z)

) + ∝3d
(
z, [Uz]α(z)

) + ∝5d
(
z, [Uz]α(z)

)]

d(z, [Uz]α(z)) ≤ s(∝2 + ∝3 + ∝5)d(z, [Uz]α(z)])
[[1 − s(∝2 + ∝3 + ∝5)]d(z, [Uz]α(z)) ≤ 0,

which is an opposition then we have d
(
z, [Uz]α(z)

) = 0, thus z = [Uz]α(z)

d(z, [Pz]α(z)) ≤ s
[
d(z, x2n+1) + d(x2n+1, [Pz]α(z))

]

d(z, [Pz]α(z)) ≤ sd((z, x2n+1) + sH([Px2n]α(x2n), [Pz]α(z))

d
(
z, [Pz]α(z)

) ≤ sd(z, x2n+1) + s
{∝1d(x2n, z) + ∝2d

(
x2n, [Pz]α(z)

) + ∝3d
(
z, [Pz]α(z)

)

+ ∝4min[d(
x2n, [Px2n]α(x2n )

)
, d

(
z, [Px2n]α(x2n ))

]

+ ∝5

[
d
(
z, [Px2n]α(x2n)

) + d
(
z, [Pz]α(z)

)

1 + d
(
z, [Px2n]α(x2n )

)
.d

(
z, [Pz]α(z)

)

]

+ ∝6d
(
x2n, [Px2n]α(x2n )

)
[
1 + d

(
x2n, [Px2n]α(x)

) + d
(
z, [Px2n]α(x2n )

)

1 + d(x2n, z)

]}

.

Taking n → ∞, thenweget

d
(
z, [Pz]α(z)

) ≤ sd(z, z) + s

⎧
⎪⎪⎨

⎪⎪⎩

∝1d(z, z) + ∝2d
(
z, [Pz]α(z)

) + ∝3d
(
z, [Pz]α(z)

)

+∝4min[d(z, z), d(z, z)] + ∝5

{
d(z,z)+d(z,[Pz]α(z))

1+d(z,z).d(z,z)

}

+∝6d(z, z)
[
1+d(z,z)+d(z,z)

1+d(z,z)

]

⎫
⎪⎪⎬

⎪⎪⎭

d
(
z, [Pz]α(z)

) ≤ s
{∝2d

(
z, [Pz]α(z)

) + ∝3d
(
z, [Pz]α(z)

) + ∝5d(z, [Pz]α(z))
}

d(z, [Pz]α(z)) ≤ s(∝2 + ∝3 + ∝5)d(z, [Pz]α(z)

[1 − s(∝2 + ∝3+ ∝5)]d(z, [Pz]α(z)) ≤ 0,

which is an inconsistency then we have d
(
z, [Pz]α(z)

) = 0, thus z = [Pz]α(z).
Hence zisa common α-fuzzy invariant point of U and P.
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Example 3.3 Let X = [0, 1] and U(x, y) = |x − y| ∀ x, y ∈ X, and then (X, d) be a
complete b-metric space.

Define a fuzzy mapping U : X → F(X)byU (x)(t) =

⎧
⎪⎪⎨

⎪⎪⎩

1, 0 ≤ t ≤ x
8

1
2 ,

x
8 < t ≤ x

4
1
4 ,

x
4 < t ≤ x

2
0, x

2 < t ≤ 1

.

For all x ∈ X, there exists α(x) = 1, such that [Ux]α(x) = [
0, x

8

]
, then

H
( x
8
,
y

8

)
≤ 1

2
|x − y| + 1

4

∣∣∣
(
x − y

8

)∣∣∣ + 1

8

∣∣∣
(
y − y

8

)∣∣∣

+ 1

16
min

{∣∣∣
(
x − x

8

)∣∣∣,
∣∣∣
(
y − x

8

)∣∣∣
}

+ 1

32

[∣∣x − x
8

∣∣ + (1 + ∣∣x − x
8

∣∣

1 + ∣∣(y − x
8

)∣∣∣∣(y − y
8

)∣∣

]

+ 1

64

[∣∣x − x
8

∣∣ + (1 + ∣∣x − x
8

∣∣

1 + |x − y|

]

.

Therefore, 0 ∈ X is the invariant point of U.

4 Conclusion

By using b-metric space, many authors have invariant point results for self-mapping.
In this paper by using b-metric space, we prove the existence and uniqueness
of invariant point results for multi-valued fuzzy mapping. Our result extent and
generalized the result of Shahzad et al. [12] with new coherent expression.
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An Experimental Analysis
for Temperature Dependency
of Photovoltaic Cell Parameters Under
Artificial Illumination

Abhishek Bhushan and Rakesh Kumar

Abstract Solar energy is gaining tremendous importance to solve the electricity
problem of remote areas by converting available solar energy into electrical power
using a photovoltaic module (PVM). The present work focused on the effect of
PVM temperature on the electrical efficiency (ηele) of the PVM by performing an
indoor test. The performance of the PVM depends on many factors such as solar
radiation, module temperature, PVM condition, wind velocity, dust, etc. The solar
radiation and other factors help in increasing the PVM temperature, and this rise in
temperature adversely affects the ηele of the PVM. In this paper, a relation between
intensity, temperature, andηele of the PVMis established.Halogen lamps are installed
above PVM and, by adjusting the distance between the PVM and lamp, we control
the radiation level for the PVM. The average radiation at the PVM top surface is
observed to be 912 W/m2. At these radiation values, the experiment is performed
for natural cooling and forced cooling in indoor condition. The experimental result
shows that with forced air cooling the PVM temperature decreases which result in
an increase in ηele by 3.6%.

Keywords Photovoltaic module · Electrical efficiency · Module temperature ·
Artificial illumination · Halogen lamp

1 Introduction

Energy plays a crucial role in the socio-economic progress of mankind. Presently,
mankind is in search of more and more application of renewable energy sources so
as the dependency on non-renewable energy can be reduced. The renewable energy
sources such as wind energy, solar energy, biomass, geothermal energy, and ocean
energy are environmental friendly, economical, and almost unlimited. For the year
2018, the growth rate for solar energy is 28.9%, wind is 12.6%, and other renewable

A. Bhushan · R. Kumar (B)
Department of Mechanical Engineering, Indian Institute of Technology (ISM),
Dhanbad 826004, India
e-mail: rakesh@iitism.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. K. Singh and R. K. Gautam (eds.), Recent Trends in Design, Materials
and Manufacturing, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4083-4_4

39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4083-4_4&domain=pdf
mailto:rakesh@iitism.ac.in
https://doi.org/10.1007/978-981-16-4083-4_4


40 A. Bhushan and R. Kumar

energy sources 7.0% [1]. Thus, we can say that solar energy is the most popular one
among all the renewable energy sources because it is available in abundance, free of
cost, and environment-friendly. Solar energy is used in two ways: as thermal source
and as electricity generation.

For the conversion of solar energy into useful electrical energy, PVM is used. The
PVM is an array of photovoltaic cell arranged in an array to generate electricity. The
photovoltaic cell is made of semiconductors (Si, GaAs, CdTe, etc.), semiconductors
are capable of generating DC electricity when exposed to light source [2]. The low
conversion rate from available solar energy to electricity is the main concern for the
researchers. Only a maximum of 15–25% total incident energy can be converted to
electrical energy [7, 11]. The performance of PVM largely depends on factors such
as intensity of solar energy or artificial light, condition of a module, environmental
condition (dust, wind, temperature, etc.) and temperature of module [6]. The effect
of module temperature on the ηele the PVM is discussed by [3] and it is found that
as with rise in temperature the ηele decreases. The maximum output of any PVM
is calculated at 25 °C and 1000 W/m2 intensity in a controlled environment [4]. In
Indian climate for any sunny day, the module temperature easily exceeds the 25 °C
mark [16] and thus it affects the output. Many works are done in regards to improve
the ηele of the PVM by regulating the PVM temperature [10]. In order to regulate
the PVM temperature, scientist designs different methods to extract the heat from
the module [5]. This heat extraction is done either by air cooling or by water cooling
of the PVM [8]. With the application of different types of fins at the bottom of the
module, we can also reduce themodule temperature [14]. Halogen lights are installed
in order to have a sufficient light source for the performance analysis of PVM [9, 13].

From the literature review, it has been observed that not much work has been done
to experimentally study the effect of PVM temperature on performance output under
controlled environmental conditions. It has been also seen that work related to the
comparative study of the performance of the PVM for forced and natural cooling
condition is also very less.

Based on the research gap, the objective of the present study is to experimentally
study the effect of air cooling on the ηele of a PVM is performed. And a comparative
study of the PVM output for forced and natural cooling has been done and a relation
between the module temperature, light intensity, voltage, ηele, and current at equal
interval of time has been discussed.

2 Experimental Setup

A very simple experimental setup has been designed with the available resources in
the mechanical engineering workshop of IIT (ISM) Dhanbad to conduct indoor test.
For the setup design, the instruments and parts needed are as follows:
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Fig. 1 Experimental set up
for natural cooling

3

1

4

5 6

1. 100 W PV module,
2. Four halogen lamp of 500 W each,
3. K-type thermocouple,
4. Data accusation system (DAS),
5. Multimeter,
6. Solar meter, and
7. Blower.

As shown in the Fig. 1, four halogen lamps were placed below the 100 W poly-
crystalline silicon PVM. The distance between the lamp and module are adjusted to
control the average intensity. K—type thermocouples have been used for temperature
measurement because it is accurate and fast [12]. Eight K-type thermocouples are
fixed on the back side of PVM and four on the front side of the module. These ther-
mocouples are attached to DAS to record the temperature, an average of the recorded
temperature is found and this average value is taken as the back side and front side
temperatures. The light intensity at four different places of the PVM is measured and
recorded with the help of a solar meter and the average value is taken for the analysis.
A multimeter is used to carry out the measurement of the open circuit voltage (Voc)
and short circuit current (Isc). The temperature, voltage, and current are measured
for intensity value 912 W/m2 at an equal time interval. The experiment is conducted
for both naturally cooling and forced cooling process, 620 W Bosch blowers is used
to provide forced cooling.

3 Results and Discussion

The present experiment is conducted for both natural cooling and forced cooling
conditions, Fig. 1 shows the actual figure for natural cooling and similarly, Fig. 2
is for forced convection. The PVM is exposed to a constant light source and all the
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Fig. 2 Experimental set up
for forced cooling

2

7

readings are recorded at an equal time interval. After a certain time, the change in
PVM temperature is almost constant and we consider that system attains a steady-
state condition. The experiments have been repeated for five times for both the
conditions and the averaged value for all the parameters are taken. Based on the
collected data, following outcome have been observed.

3.1 Front Temperature and Back Temperature

Figure 3 shows the change in front and back sides PVM temperature at an equal
time interval. From the figure, it is clear that the front side temperature rises from
23 °C to a maximum of 65 °C for natural cooling. Once the temperature reaches its

Fig. 3 Front and back side module temperature with time
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Fig. 4 Variation of open
circuit voltage and front side
temperature with time

steady state, the blower has been switched ON and as a result, the temperature starts
decreasing and reaches a constant value of 34 °C. Similarly, it has been observed that
the initial reading for the back side is 23 °C and it reaches to a maximum of 63 °C,
and again decreases to 31 °C when Blower was switched ON.

3.2 Effect on Voc and Isc

Figure 4 shows the change in voltage and temperature with respect to time, from the
figure, it is very much clear that as the temperature increases voltage decreases and,
once we start forced cooling of the module, then again voltage increases. Similarly,
Fig. 5 shows the graph between temperature and current for equal time interval,
and from the figure, it is clear that the current doesn’t change much with change in
temperature the maximum change in the current is of 0.07 A.

3.3 Power and Electrical Efficiency Results

Power output (Pout) of a PVM, having Isc, Voc, and fill factor (FF) is given by Eq. (1)
and ηele of the PVM having area (A) and irradiation (I) is given by Eq. (2) [15]:

Pout = (Voc ∗ Isc ∗ FF) (1)

ηele = (Pout)/(I ∗ A) (2)
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Fig. 5 Variation of closed
circuit current and front side
temperature with time

Fig. 6 Variation of power
output and front side
temperature with time

Fig. 6 shows the graph between Pout and temperature for equal time interval and
it has been reported that, as the temperature increases, the power output decreases
and same is the trend for electrical efficiency as shown in Fig. 7.



An Experimental Analysis for Temperature Dependency of Photovoltaic Cell … 45

Fig. 7 Variation of electrical
efficiency and front side
temperature with time

4 Conclusion

From the experimental result, it is clear that the rise in temperature of the PVM have
a negative impact on the electrical efficiency for a constant light intensity. As the
temperature increases, the voltage decreases and, as a result, the net power output
also decreases. And it is also concluded that, by cooling the PVM, the electrical
efficiency again starts increasing. The percentage increase in the electrical efficiency
is 3.6%. Thus, it is better to use PVM along with solar heater so that the latter will
extract heat from PVM and results in increased electrical efficiency and thermal
energy extracted can be used for other purposes.
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Performance Analysis of Combined
Cycle with Supplementary Heating

Nagendra Kumar Sharma and Rohit Pandey

Abstract Hydraulic power turbine uses water as working fluid were the only means
of energy generation in the beginning of technological development; later steam
and gas turbine came into existence. Water turbine plants do not develop the power
throughout the year. Thermal efficiency gas turbine is very poor approximate sixty
percent of total heat generated in combustion chamber goes waste in the form of
exhausted flue gases. To utilize the thermal energy of these exhausted gases of gas
turbine idea of combined cycle has been introduced. The gas turbine exhaust gas
energy is used to generate the steam used for running steam turbines. It arrangement
results in increased efficiency and increased power and increased efficiency. In the
present work, mathematical modeling for the specific work output of combined cycle
with variable supplementary heating has been done. Steam is generated in two stages,
for high pressure turbine steam it is at 20 bar and 813 K and for low pressure turbine
steam at 10 bar and 623 K. The turbine inlet temperature is variable. Specific work
output combined cycle with variable supplementary heating has been calculated with
different pressure ratios. The pressure has been varied in the range of 4–10. A/F ratio
has been kept constant. Supplementary heating range is taken from 0.0 to 0.5. The
optimum point has been searched and its analysis has been done.

Keywords Combined cycle · Supplementary heating · Air–fuel ratio · Pressure
ratio
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Cpa Specific heat of air
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h3 Enthalpy of low Pressure Turbine inlet
h4 Enthalpy of low Pressure Turbine exit
hf 3 Enthalpy of water at condenser pressure
H.R.S.G. Heat Recovery Steam Generator
L.C.V. Lower calorific value
T 1 Ambient Temperature
T 2 Compressor Exit Temperature
T 2a Actual Compressor Temperature
T 3 Exit Temperature of flue gases
T 4 Exit Temperature of Gas Turbine
T 4a Actual Temperature of Gas Turbine
T 9 Stack Temperature
WT Work output of Gas Turbine
WC Work input to Compressor
Z Part of flue gas passed through Gas Turbine
Za Part of flue gas bypassed through HRSG

1 Introduction

On account of ever increasing demand of electric power several new technologies
have been developed during last few decades and turbines are one of the extensively
used prime movers. In any type of turbine, either thermal, hydel or gas turbine, there
are no reciprocating parts as in case of steam, diesel or petrol engines hence turbines
offers best means to produce mechanical power. For the operation of steam turbines
high pressure and temperature steam are requiredwhich need heavy and costly equip-
ment for the generation of steam.Heating equipment, conventional boiler, andnuclear
reactors employ inefficient indirect heating.

Gas turbine is the later developmentwhich derives its power from the high pressure
and temperature combustion products air and fuel. Flue gases are allowed to expand
through turbine blades. Gas turbine power cycle is of open type and close type.

In an open cycle gas turbine air enters from atmosphere and combustion prod-
ucts are discharged to atmosphere. Main components are compressor, combustion
chamber, and turbine. A major part of power developed is consumed in running the
compressor. If efficiency of turbine and compressor is 50%, the net out is zero.

In closed cycle gas turbine working fluid is confined within the plant and is not
exhausted into atmosphere and is re-circulated. Significant feature of closed cycle gas
turbine is that pressure is very high throughout the cycle which results in reduced
size of plant. Power output can be altered by changing the pressure level in the
circuit. This type of control can accommodate wide range of load conditions without
change in maximum cycle temperature and thus there is not much variation in overall
efficiency.
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Efficiency of gas turbine is low and a big fraction of energy is wasted as exhausted
high temperature flue gases, means have been developed to use energy of these flue
gases to raise steam for steam turbine such an arrangement is called combined cycle
power plant. This combined cycle power plant gaining more attention due to their
increased output and enhanced overall efficiency in comparison to individual steam
power plants and gas turbine power plants.

In a combined cycle exhaust heat loss from gas turbine is significantly reduced
by utilizing this heat in a ‘Bottoming Cycle”, here the high temperature exhaust gas
transfer a large portion of its heat to raise the temperature of steam for steam turbine.
Thus the power output and the thermal efficiency of the plant are increased. On the
basis of exhaust heat utilization method combined cycle can of two types, namely,

a. Basic combined cycle power plant.
b. Supplementary heating combined cycle.

The capacity of unfired HRSG depends on the temperature and mass flow rates of
the gas turbine exhaust. Supplementary heating is often employed to increase output
of steam turbine power plant. More air is required for burning additional quantity of
fuel during supplementary heating. This is obtained by employing higher A/F ratio
in the combustion chamber of the gas turbine power plant. Thus the exhaust gases
have ample air to support combustion of additional quantity of fuel in the HRSG.
Combustion of additional fuel takes place in the gas turbine exhaust gases before
they enter unfired section of HRSG. Supplementary heating is also advantageous if
the gas turbine plant has to operate at the reduced load. Supplementary heating of
required quantity of fuel can compensate for the reduced heat input to HRSG and
thus maintained its full load operation without any disturbance.

Literature shows that gas turbines cogeneration system is nowadays a prominent
area for research and development. Various thesis work has been done and running
simultaneously too. Main focus of this project is the papers of ASME which deals
with the Power Boosting of Gas turbines cogeneration system by using various
modifications.

The power enhancment of gas turbines sytem with the help of regeneration. It
consists of considering the real situation with all the efficiencies not equal to 100%.
The regeneration improves the efficiency of the system, further modification is done
by adding an inlet air cooling system to it. Gas turbines cogeneration system anal-
ysis with alternative regeneration is another paper which deals with improvement
in performance [1]. The critical analysis of reheat cycle performance of the gas
turbines cogeneration system. This paper deals with the modification of gas turbines
cogeneration system with Reheat [2]. The thermal modeling of the combined power
cycle develops a logical tool to know the power developing capacity in advance.
The level of uncertainty was kept <2% [3]. A critical review of advanced gas turbine
cycles for power generation and compared the various power generation cycle. Power
generation and thermal efficiency can be increased by enhancing the exhaust heat
recovery [4]. A vast study of gas turbine cycles which are characterized by low
thermal efficiency and short commissioning duration. Combined power cycle is a
way of improving the thermal efficiency of the power generation system [5]. The
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heat recovery from the steam generator and the energy losses were minimized. Gas
turbine efficiency can be enhanced by raising the gas turbine inlet temperature.
Authors explored the possibilities of increasing the combined cycle efficiency up
to 60% by limiting the maximum pressure up to 220 bar. With the help of reheating
combined cycle efficiency can be enhanced up to 65% [7]. Experimental work with
novel method was used to increase the efficiency of combined gas turbine cycle
by connecting two supercritical (s-CO2) power cycles in series, run by waste heat
of gas turbine cycle and solar energy and compared this system with the conven-
tional combined cycles [8]. A combined model was developed for heat utilization
and economic dispatch for natural gas combined power plant and the effect of heat
load on combined heat and power economic dispatch (CHPED) was analyzed [9].
An innovative system was applied to 200 MW power plant to achieve latent heat
recovery by applying dehumidification of the exhaust gas. This method was applied
to 200 MW power plant, the results showed an improvement of thermal efficiency of
the system by 7.4% [10]. It was found that the quality of steam at the exit of low pres-
sure steam turbine has a significant impact on the output and efficiencies of turbine
[11]. The effect of the quality of exhaust steam on the output of combined power
plant was studied, obtained results showed that steam quality should be constant at
88% for technical feasibility. It was found that an increase in HRSG high pressure
reduces the total cost of the system and increases the efficiency of the system [12].
Author used the experience graph to determine the economic feasibility of natural
gas-based combined cycle gas turbine cycle (CCGT). It was found that in last decade
the price of specific investment for larger CCGTs has reduced up to 35% in practical
terms. This trend of fall in price can be expected to continue in the future. It will
affect the future price of CCGT plants and electricity generation in a positive way
[13]. Theoretical study of combined steam and gas cycle processes was carried and
determined the overall efficiency of the cycle. In this work supplementary firing of
the gas turbine exhaust, efficiency of recovery boiler, and efficiency of heat exchanger
efficiency in steam and gas turbine were considered. It was found that heat produc-
tion has more effect on overall efficiency of the combined plant than overall exergy
efficiency. Supplementary firing of gas turbine exhaust affects the energy efficiency
and exergy efficiency in the same manner [14].

From the above-discussed literature review combined cycle performance can be
altered by using the concept of supplementary heating. In this analysis of effect
of supplementary heating on the performance of individual turbines output, the
combined cycle has been discussed.

2 Mathematical Formulation

Specificwork output and thermal efficiency depend on several parameters, all param-
eters cannot be taken into analysis as it would be a tedious task. So for the analysis
of combined cycle, some important assumptions have been considered.
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• The ambient pressure and temperature are 1 bar and 288 K.
• Highest permissible temperature of gas turbine is 1400 K.
• The isentropic efficiency for compressor and turbine is 85%.
• Calorific value of naphthalene fuel used is 44963.5 kJ/kg.
• The specific heat of flue gases is taken as 1.148 kJ/kg-K.
• Temperature of stack is 413 K.
• Steam used in high pressure turbine at 20 bar & 813 K and low pressure turbine

at 10 bar & 623 K.
• Condenser pressure is 0.07 bar.

(a) Without reheat and without supplementary heating

WT = (
ma + m f

) × cpg × (T3 − T4a) (1)

WC = ma × cpa × (T2a − T1) (2)

Work1 = WT −WC (3)

Worknet1 = Work1/
(
ma + m f

)
(4)

For high pressure turbine working at 20 bar 813 K

Mw = (
ma + m f

) × cpg × (T4a − T9)/
(
h1 − h f 3

)
(5)

If (T 4a > 813 K &T 3 < 1400 K)

Work2 = m f × (h1 − h2) (6)

Worknet2 = Work2/
(
ma + m f

)
(7)

For low pressure turbine working at 10 bar, 623 K

Mw1 =
(
ma + m f

) × cpg × (T4a − T9)/
(
h3 − h f 3

)
(8)

If (623 < T 4a > 813 K &T 3 < 1400 K)

Work3 = mw1 × (h3 − h4) (9)

Worknet3 = Work3/
(
ma + m f

)
(10)

Total work of plant
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Work4 = Worknet1 +Worknet2 +Worknet3 (11)

(b) Without reheat with supplementary heating

Gas turbine work

WT = z × (
ma + m f

) × cpg × (T3 − T4a) (12)

where, z = 1− za

WC = ma × cpa × (T2a − T1) (13)

Work1 = WT −WC (14)

Worknet1 = Work1/
(
ma + m f

)
(15)

For high pressure turbine working at 20 bar & 813 K

Mw =
{
Za × (

ma + m f
) × cpg × T3 + z × (

ma + m f
) × cpg × T4a − (

ma + m f
) × cpg × T9

}

(
h1 − h f 3

)

(16)

If (T 4a > 813 K & T 3 < 1400 K)

Work2 = mw × (h1 − h2) (17)

Worknet2 = Work2/
(
ma + m f

)
(18)

For low pressure turbine working at 10 bar & 623 K (Fig. 1)

Mw1 =
{
Za × (

ma + m f
) × cpg × T3 + z × (

ma + m f
) × cpg × T4a − (

ma + m f
) × cpg × T9

}

(
h3 − h f 3

)

(19)

If (623 K < T 4a > 813 K & T 3 < 1400 K)

Work3 = mw1 × (h3 − h4) (20)

Worknet3 = Work3/
(
ma + m f

)
(21)
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Fig. 1 Combined power cycle

3 Results and Discussion

It is clear from Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 and 19 that
when a part of flue gases is fed to HRSG, the gas turbine efficiency decreases and low
pressure steam turbine efficiency increases irrespective of compressor pressure ratio.
Gas turbine efficiency and low pressure steam turbine become equal at particular
value of za which depends upon the pressure ratio. Low pressure steam turbine
efficiency increase as za increases and reaches its limit after that no improvement is
observed. This limiting value of za varies slightly with pressure ratio. Total efficiency
of the combined cycle depends upon the fraction of flue gases supplied to HRSG,
and it decreases up to za = 0.4 for pressure ratio of 4–8. In the high pressure ratio
range (12–20) total efficiency becomes maximum at 10% of flue gases by pass to
HRSG.
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Worknet1,Worknet2,Worknet3,Work4 V/s Supplementary Heating at A/F Ratio=75, 
Pressure Ratio=4. When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 2 Specific work output of combined cycle with supplementary heating at air fuel ratio 75 and
pressure ratio 4

Efficiency1 ,Efficiency2 ,Efficiency3,Efficiency4V/s Supplementary Heating at A/F 
Ratio=75, Pressure Ratio=4 When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 3 Efficiency of combined cycle with supplementary heating at air fuel ratio 75 and pressure
ratio 4

4 Conclusion

In this study mathematical modeling of combined power cycle is developed and
computer programming is developed. It is observed from the graphs plotted for
efficiency and specific work out that supplementary heating is not effective when
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Worknet1,Worknet2,Worknet3,Work4 V/s Supplementary Heating at A/F Ratio=75, 
Pressure Ratio=6. When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 4 Specific work output of combined cycle with supplementary heating at air fuel ratio 75 and
pressure ratio 6

Efficiency1 ,Efficiency2 ,Efficiency3,Efficiency4V/s Supplementary Heating at A/F 
Ratio=75, Pressure Ratio=6 When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 5 Efficiency of combined cycle with supplementary heating at air fuel ratio 75 and pressure
ratio 6

compression ratio is <12, for compression ratio 12–20 supplementary heating useful.
Higher compression ratio range (12–20) only 10% supplementary heating is suffice
to obtain maximum efficieny of combined power cycle.
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Worknet1,Worknet2,Worknet3,Work4 V/s Supplementary Heating at A/F Ratio=75, 
Pressure Ratio=8. When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 6 Specific work output of combined cycle with supplementary heating at air fuel ratio 75 and
pressure ratio 8

Efficiency1 ,Efficiency2 ,Efficiency3,Efficiency4V/s Supplementary Heating at A/F 
Ratio=75, Pressure Ratio=8 When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 7 Efficiency of combined cycle with supplementary heating at air fuel ratio 75 and pressure
ratio 8
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Worknet1,Worknet2,Worknet3,Work4 V/s Supplementary Heating at A/F Ratio=75, 
Pressure Ratio=10. When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 8 Specific work output of combined cycle with supplementary heating at air fuel ratio 75 and
pressure ratio 10

Efficiency1 ,Efficiency2 ,Efficiency3,Efficiency4V/s Supplementary Heating at A/F 
Ratio=75, Pressure Ratio=10 When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 9 Efficiency of combined cycle with supplementary heating at air fuel ratio 75 and pressure
ratio 10
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Worknet1,Worknet2,Worknet3,Work4 V/s Supplementary Heating at A/F Ratio=75, 
Pressure Ratio=12. When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 10 Specific work output of combined cycle with supplementary heating at air fuel ratio 75
and pressure ratio 12

Efficiency1 ,Efficiency2 ,Efficiency3,Efficiency4V/s Supplementary Heating at A/F 
Ratio=75, Pressure Ratio=12 When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 11 Efficiency of combined cycle with supplementary heating at air fuel ratio 75 and pressure
ratio 12
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Worknet1,Worknet2,Worknet3,Work4 V/s Supplementary Heating at A/F Ratio=75, 
Pressure Ratio=14. When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 12 Specific work output of combined cycle with supplementary heating at air fuel ratio 75
and pressure ratio 14

Efficiency1 ,Efficiency2 ,Efficiency3,Efficiency4V/s Supplementary Heating at A/F 
Ratio=75, Pressure Ratio=14 When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 13 Efficiency of combined cycle with supplementary heating at air fuel ratio 75 and pressure
ratio 14
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Worknet1,Worknet2,Worknet3,Work4 V/s Supplementary Heating at A/F Ratio=70, 
Pressure Ratio=16. When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 14 Specific work output of combined cycle with supplementary heating at air fuel ratio 75
and pressure ratio 16

Efficiency1 ,Efficiency2 ,Efficiency3,Efficiency4V/s Supplementary Heating at A/F 
Ratio=70, Pressure Ratio=16 When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 15 Efficiency of combined cycle with supplementary heating at air fuel ratio 75 and pressure
ratio 16
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Worknet1,Worknet2,Worknet3,Work4 V/s Supplementary Heating at A/F Ratio=70, 
Pressure Ratio=18. When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 16 Specific work output of combined cycle with supplementary heating at air fuel ratio 75
and pressure ratio 18
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Fig. 17 Efficiency of combined cycle with supplementary heating at air fuel ratio 75 and pressure
ratio 20
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Worknet1,Worknet2,Worknet3,Work4 V/s Supplementary Heating at A/F Ratio=75, 
Pressure Ratio=20. When Steam is Generated at 20bar 813Kand 10bar 623K
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Fig. 18 Efficiency of combined cycle with supplementary heating at air fuel ratio 75 and pressure
ratio 20
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Fig. 19 Specific work output of combined cycle with supplementary heating at air fuel ratio 75
and pressure ratio 20
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Effect of Laser Spot Diameter on Melt
Pool Thermal History During Laser
Cladding on Inconel 718 Coatings

Nikhil Thawari , Chaitanya Gullipalli, and T. V. K. Gupta

Abstract Laser cladding is a surface coating technique used to repair the worn-
out components. In this work, effect of laser spot diameter on the melt pool thermal
history during laser cladding on Inconel 718 substrate is studied using finite element-
based numerical modeling. COMSOLMulti-physics heat transfer module is used for
analysis. Six different laser spot diameters of varying size from 1 to 6mm are consid-
ered in the study and the results are compared. The results show that, increase in spot
diameter reduces the melt pool temperature, as about 45% reduction in temperature
is observed as the spot diameter increases from 1 to 2mm and further the temperature
difference reduces with increase in diameter. The substrate melting was not observed
for larger diameters which indicate the absence of metallurgical bond (no cladding)
formation with the substrate, whereas the rapid heating observed in all the samples,
and a decrease in rapid cooling of the melt pool is noticed with increase in laser spot
size; this could be due to decrease in the energy density. Also, the melt pool size is
smaller for low spot diameters, due to the dominant radiation over conduction which
results of high surface temperatures. The overall analysis suggests that high powers
must be incorporated for laser cladding with larger spot diameters and vice versa.

Keywords Laser cladding · Numerical analysis · Thermal history · Laser spot
diameter · COMSOL+

1 Introduction

Laser cladding (LC) is a surface enhancement technique used to repair or rebuilt the
worn-out components damaged due to harsh working environment [1]. In LC, laser is
used for melting the coating material, fed coaxially into the clad region depositing a
layer of the coating [2] as shown in Fig. 1. The cladmaterials used in the process are of
either in powder or wire form, which produces a strong metallurgical bond between
the clad and the substratematerial [3]. The low heat input, minimum distortion, lower
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Fig. 1 Laser cladding process

HAZ, near neat shape cladding, higher process flexibility, etc., are some of the major
advantages of this process [4]. A variety of cladding materials can be used in this
process to produce functionally graded coatings with thickness varying from 0.1 to
2 mm [5].

The quality of laser cladding process depends on various process parameters
like laser power, scanning speed, powder feed rate, overlapping %, spot diameter,
stand of distance (SOD), etc. Most of the studies reported are based on laser power,
speed, powder feed rate due to the system constraints. Also, laser cladding process
involves complex physical phenomena like heat transfer, rapid solidification, phase
transformation, and melting. As a result, it is not preferred all the times to perform
experiments to optimize the parameters to study their effect on the clad quality which
involves huge amount of cost. These problems can be eliminated using Finite Element
(FE)-based numerical modelling to access and predict the process.

Several attempts were made on laser cladding process using FE-based modeling.
Like,Wirth et al. used FEmethodology to validate the effect of process parameters on
thermal history, clad geometry, and absorptivity [6]. Benoit et al. performed numer-
ical analysis to evaluate the role of process parameters on stresses and temperature
in the coating and substrate materials [7]. Farahmand et al. used numerical modeling
to investigate the heat distribution and the stresses with scanning speed [8]. Peyre
et al. studied the temperature distribution considering Arbitrary Lagrangian–Eule-
rian (ALE) procedure in multi-layer cladding [9]. Jendrzejewski et al. developed a
model to evaluate the temperature and stresses in LC process [10]. Though several
researchers attempted to study the process performance with FE-based modeling,
there has been no reports on the role of laser spot diameters on melt pool tempera-
ture history. Hence, in the present study, an FE model is developed to investigate the
effect of different laser spot diameters on melt pool temperatures using COMSOL
Multi-physics 5.4 software; and compared, evaluated the influence of spot diameters
on temperature history in laser cladding.
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2 Simulation Work

The present study is on the use of COMSOLMultiphysics software (version 5.4) for
developing an FE-based numerical model, which is capable of analyzing the thermal
history and to monitor melt pool dynamics during laser cladding. As mentioned
above, LC process involves complex heat transfer phenomena; and hence, to simplify
the analysis assumptions were taken like (i) validation of simple theory of heat
conduction, (ii) both substrate and clad materials are isotropic, and (iii) ignoring
chemical reaction in the clad region. A model geometry, size: 120 mm × 30 mm ×
10 mm is developed as the substrate in COMSOL, shown in Fig. 2a. The governing
equations of heat transfer are defined and the necessary boundary conditions are
applied to the substrate with Eq. (1) is the heat conduction in model considered

ρCp
∂T

∂t
+ ρ Cp u ∇T + ∇q = Q (1)

where ρ = density of material, Cp = heat capacity, T = temperature, and t = time
in sec.

The boundary conditions for the substrate are (i) top surface is exposed to moving
heat source and (ii) remaining all surfaces are subjected to heat losses (due to convec-
tion and radiation). Equation (2) gives the Gaussian shape distribution of the moving
heat source, shown in Fig. 3:

Q = 2 P

�R2
b

exp
− 2 R

R2b (2)

(a) (b) 

Fig. 2 a 3Dblock created inCOMSOLas substrate.bMeshedmodel of geometrywith quadrilateral
elements
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Fig. 3 Gaussian distribution of the laser power source

where P is laser power, Rb spot diameter, and R is the position of spot, which changes
with time. The heat loss from surface, due to convection and radiation, are given in
Eqs. (3) and (4). Here, h is convective heat transfer coefficient, σ is Stefan Boltzmann
constant, and ε is surface emissivity.

qconv = h(Ts − Tamb) (3)

−n · q = εσ
(
T 4
amb − T 4

S

)
(4)

The model is specified with Inconel 718 properties for the geometry, available
in the software material library. The Physics controlled mesh (Extremely fine) with
tetrahedral element is adopted in the present study to discretize the block into number
of finite elements. The geometry block andmeshedmodel are shown in Fig. 2b. Time
dependent study is incorporated to simulate the laser cladding process. In the analysis,
laser is moved over the substrate material with a laser power of 1000 W, scanning
speed 20 mm/s with traveling length of 100 mm, respectively. During numerical
modeling, the laser spot diameter is varied with a constant interval of 1 mm as
specified in Table 1. In each case, the thermal history is recorded at the midpoint of
the substrate for a time period of 2.5 s.

Table 1 Process parameters used for analysis with obtained temperature results

Sr. no Laser power (W) Scanning speed
(mm/s)

Spot diameter (mm) Max. melt pool
temperature (K)

1 1500 20 1 4500

2 2 2820

3 3 1780

4 4 1410

5 5 1180

6 6 1050
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3 Results and Discussion

The melt pool thermal history observed for different laser spot diameters have been
evaluated and the maximum melt pool temperatures recorded for each spot diameter
is listed in Table 1. From the results, it is observed that as the spot diameter increases
from 1 to 6mm, the melt pool temperature decreases drastically from 4500 to 1050 K
for the same laser power. Almost 45% temperature reduction is seen when the spot
diameter is increased from 1 to 2 mm, respectively. Further reduction in the temper-
atures were observed as the diameter increases. It is predicted that, with increase
in spot size, the energy density at the point of contact during deposition is reduced
resulting in lower temperatures.

It can be seen that substrate melting hasn’t occurred for 4–6 mm spot diameters,
as shown in Fig. 4. This indicates the absence of metallurgical bond (no cladding)
formation between the clad and substrate materials. For 1–2 mm spot dia., the melt
pool temperatures were observed to be too high, i.e., 2–3 times the melting point of
Inconel 718 (1670 K). As a result, larger substrate melting occurred along the depth
which may result in increased dilution in the coating. It indicates that cladding with
large spot diameters requires high laser powers and vice versa.

The temperature history measured for different laser spot diameters are shown in
Fig. 5, gives that in cladding, rapid heating is observed for all the samples, whereas,
with increase in spot size, rapid cooling of the substrate material decreases, which is
due to decrease in the heat concentration at the contact point for larger diameters.

The surface temperature contours developed in laser heating is shown in Fig. 6. It
is observed that, for lower spot diameters, melt pool size is small; this phenomenon
is due to the domination of radiation effect over conduction. It is noticed from the
results that at smaller diameters the temperatures obtained are very highwhich shows
that radiation has a dominating role in heat transfer over conduction. On the other
hand, high spot diameters generate lower temperatures, allowing conduction to be
primary mode of heat transfer; thus the melt pool size expands resulting larger area.

Fig. 4 Melt pool temperature variation for different spot diameters
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 5 Melt pool thermal history obtained for different spot diameters. a–f indicates spot diameter
from 1 to 6 mm, respectively

From the overall analysis, it is concluded that laser spot diameter plays an impor-
tant role in laser cladding process. It is also a deciding factor for laser power which
generates the melt pool history during deposition. Also, to investigate the effect
of spot diameter on clad geometry and powder catchment efficiency, an exhaustive
analysis is required with coating layer addition and also to need to be validated with
experiments, which are planned for future work.
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 6 Temperature contours for varying spot diameters. a–f indicates spot diameter from 1 to
6 mm, respectively

4 Conclusions

The FE-based numerical model developed in COMSOL Multiphysics software
predicts the effect of laser spot diameter onmelt pool thermal history in laser cladding.
The following conclusions can be made based on the analysis:

• The increase in laser spot diameter, maximum temperature generated in melts
pool region decreases drastically, due to lower energy density concentration.

• Increase in spot size decreases the rapid cooling of substrate material.
• For small spot diameters, area generated for the melt pool is small and it increases

with spot diameters.
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• High laser powers with large spot diameters are to be used to developed a
metallurgical bond between the clad and substrate materials, and vice versa.
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Impact of Forthcoming Price Increase
for Maximum Fixed Lifetime Product
with Preservation Technology Investment
and Price-Sensitive Demand

Mrudul Y. Jani , Manish R. Betheja , and Urmila Chaudhari

Abstract Whenever a supplier proclaims a price rise, the effect is amplified at a
predetermined point in the future. At that point, each retailer should decide whether
to buy more stock or to purchase at a higher price to take benefit of the present
lower price. The result of price changes on the retailer’s daily replenishment strategy
for deteriorating items with expiry dates is discussed in this model. Price-sensitive
demand is addressed in this research and is appropriate for products whose demand
falls rapidly as the price of the product rises. This article advocates two scenarios:
(I) when the special-order time coincides with the retailer’s replenishment time; and
(II) when the special-order time occurs during the retailer’s sales period. The crucial
objective of this article is to determine the best ordering policies for the retailer in
all cases that reduce the profit difference function between the regular order and the
special order during the reduction time of the special-order quantity concerning cycle
time, selling price, and investment for preservation technology. The scenarios are set
up and demonstrated with numerical illustrations. Additionally, to investigate the
impacts of key parameters on an optimum solution, a sensitivity analysis is carried
out.

Keywords Inventory · Price increase · Price-sensitive demand · Maximum fixed
lifetime · Preservation technology investment

1 Introduction

Merchandise prices have risen globally as a result of the worldwide rise in oil prices.
It has become a severe issue for originalities. Especially once administrators make
decisions about their inventory strategy, they wish to consider increments in trade
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good prices. When a supplier proposes a potential price increase on a commodity
over a fixed period, eachmanufacturer must determine whether to buy enough supply
to meet the current low-cost contract margin before the price increase. In many
industries, demand is also a big factor and it directly proportional to profit. Thus,
the vendor will purchase products as per the demand and make a higher profit.
Nowadays, because of the influence of COVID, customers are demanding more
products like masks, sanitizers, gloves, and handwash, which are all time-dependent.
Furthermore, the price has a huge effect on demand, as consumers aremore interested
in consuming lower priced goods. When dealing with objects that appear at the
time of deterioration, the study of inventory management is critical. (For example,
perishable goods and inventory that is about to expire). Products like chemicals,
blood banks, pharmaceuticals, food packets, vegetables, juices, and even electronic
gadgets have an expiration date. They all begin to deteriorate over time and lose their
original value. Customers’ main concern when ordering goods is that they want to
buy products with an expiration date so that they can be stored for an extended period.
As a result, scholars consider the significances of deteriorating objects over time and
consider them. To diminish the decay of goods, sellers are investing some amount to
conserve the item. Several methods are used to maintain the quality of deteriorating
products and for sellers such as freeze-drying, radiation, electromagnetic radiation,
chemical sterilization, etc.

The rise in product prices is a big source of anxiety for consumers these days.
Fuel, gasoline, diesel, and rawmaterials costs are increasingly rising in everyday life.
As a result, analysts have considered the idea of price growth. Naddor [1] was the
first researcher who designed “an infinite horizon economic order quantity (EOQ)
model”. Then afterthe expectation of future price fluctuations, Lev and Soyster [2]
identified “a finite horizon inventory model” and established an optimal ordering
strategy. Goyal [3] strained the [2] EOQ model and offered alternative techniques to
specify the optimal strategy. Lev and Weiss [4] established the formation of optimal
strategies and behaviors for calculating the best strategy. Goyal et al. [5] analyzed
and given a written report of inventory strategies, under one-time incentives. Khouja
and Park [6] proposed a new EOQmodel that incorporated the constant dynamics of
price peaks and troughs into account. With small special-order quantities, Ouyang
et al. [7] discovered optimum order policy under-declared price rises.

Demand is vital to the growth of every company. Benefit in every industry is
determined by the goods that consumers want. Harris [8] was the initial to create a
simple EOQ model that assumed constant demand. Seasonal products, electronics,
cosmetics, etc., all are examples of time-dependent ingredients. As a result, the
researchers considered this, and Hariga [9] developed an EOQ model under time-
dependent demand. Panda et al. [10] addressed an optimal replenishment strategy for
seasonal goods with time-dependent demand in a ramp-type pattern. Since demand
are influenced by price. Customers’ appetite for goods declines as the price of the
products grows and they are mainly obsessed with and dependent on the price.
As a consequence, price-dependent demands are taken into account. Hossen et al.
[11] created a price and time-dependent fuzzy inventory model. Shah et al. [12]
used a price credit-dependent trapezoidal demand to construct an EOQ model on
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optimal strategies. Under partly backlogged shortages,Mashud et al. [13] established
a mathematical model of stock and price-dependent demand. Agi and Soni [14]
recently proposed a deterministic model of price-dependent demand that combined
pricing and inventory management policies.

Keeping deteriorating items like vegetables, juices, drugs, and fruits in storage for
an extended period would ruin them. As a consequence, when decisive the optimum
order technique, goods of this form that are decaying due to deterioration must
be considered. As a result, researchers consider perishable goods, and Ghare and
Schrader [15] remained the initial to consider a time-dependent inventory model
with a steady rate of demand decrease. After that, Philip [16] cultivated a mathe-
matical model and used three-parameters to consider the Weibull perishable rate.
Yang [17] addressed a two-warehouse dilemma for decaying goods under constant
demand rate. Skouri et al. [18] created an inventory model that took into account a
Weibull deterioration rate, ramp style demand rate, and partial backlog. Tripathi and
Tomar [19] looked at the appropriate way to set a constant rate of deterioration for
time-varying demand in response to an indirect market discount. With the supposi-
tion of quadratic demand with a constant rate of deteriorating goods by following
the stimulus of probable price increases, Shah et al. [20] expanded the [19] model
and obtained an optimum ordering strategy. Jani et al. [21] recently addressed a
mathematical model for the goods’ maximum lifespan and variable demand.

As a result of diminishing products, the consistency of the goods deteriorates over
time. As an effect, consumers are hesitant to purchase the product. The preservation
technology can now be applied to the researcher’s account to preserve consistency
and reduce deterioration. Hwang et al. [22] proposed a multiproduct capacitated
economic production quantity model with a one-time initial investment that reduced
startup time and improved efficiency. Hsu et al. [23] identified an inventory model in
which preservation technology investment was considered in the context of constant
demand. With preservation technology investment, Dye and Hsieh [24] created an
inventory model for deterioration rate with expiry dates. Under the sale price–trade
credit quadratic in nature, Shah et al. [25] established an optimum ordering strategy
and considered the maximum lifespan of deteriorated goods with preservation tech-
nology investment. Chaudhari et al. [26] recently discussed the mathematical model
for the early payment scheme and spent money on perishable material preservation
technology (Table 1).

Rendering to the report, before the cost increase, the vendor is more likely to take
on special order to make a better profit, and the supplier is still ready to supply the
unit to the manufacturer as quickly as possible. As a consequence, to understand the
above business topics, this survey considers the impact of a price rise on a retailer’s
replacement approaches. The purpose of this report is to determine the economic
order quantity model for each of the four cases. The resultings are among them: (1)
The retailer deliberates the supplier’s forthcoming price rise and decides whether to
choose a special-order time; (2) The goods are deteriorating and have a fixed lifespan;
(3) The demand for a product is proportional to its price, which falls exponentially as
the price of the product grows; (4) To save the deteriorating piece, the retailer spends
money on preservation technology. Additionally, two provisions refer to the retailer’s
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Table 1 Summary of works related to a price increase, demand, deterioration, and preservation
technology investment

Source Price increase Demand Deterioration Preservation
technology
investment

Ouyang et al. [7] Yes Constant Constant No

Shah et al. [8] Yes Quadratic Constant No

Mashud et al. [13] No Stock-price
dependent

Non-instantaneous No

Hsu et al. [23] No Constant Constant Yes

Dye and Hsieh
[24]

No Constant Constant Yes

Shah et al. [25] No Price-trade
credit-dependent
quadratic

Maximum fixed
life-time

Yes

Chaudhari et al.
[26]

No Quadratic Maximum fixed
life-time

Yes

In this paper Yes Price-sensitive
demand

Maximum fixed
life-time

Yes

replenishment policies during the special-order period. (I) when the special-order
period coincides with the retailer’s replenishment period; (II) when the special-order
period coincides with the retailer’s sales period. The special-order quantity is always
higher than the standard EOQ in both cases. Byminimizing the total profit difference
between the regular order and the special order, this analysis defines the retailer’s
optimumorder strategy under the expectation of future price increases. The algorithm
is also designed to estimate the optimum value for a total profit difference function.
Finally, numerical examples are given to test the theoretical results and sensitivity
analysis is done for the best optimal solution under the main parameters.

The resulting flow of the article is controlled as follows. Section 2 demonstrates
the notation andassumptions that are used to model a problem. Section 3 is about the
derivation of mathematical models of the inventory problem. Section 4 provides an
algorithm for determining the total profit difference function’s optimality. Section 5
authorizes the resultant inventory model with numerical illustration and sensitivity
analysis of the key parameters is tooaccomplished. Finally, Sect. 6 contains the
conclusion of this article and its future possibilities.

2 Notation and Assumptions

For deriving a mathematical model of the problem, this articlecontainssubsequent
notations and assumptions.
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2.1 Notations

C Purchasing cost per unit ($/unit)

A Ordering cost per order ($/order)

h Inventory holding cost ($/unit/unit time)

a Scale demand, a > 0 (units)

b Price elasticity constant, 0 < b < 1 (units)

p Selling price before the price rise($/unit)

R(p) = a exp(−bp); demand rate (units)

m The maximum fixed lifetime (in years)

θ(t) = 1
1+m−t deterioration rate; 0 ≤ θ(t) ≤ 1

u Preservation technology investment before the price rise ($/unit)

μ Rate of preservation; μ > 0

f (u) = 1 − 1
1+μu ; the amount of condensed deterioration item (in years)

T The cycle time before the price rise (in years)

I (t) The level of inventory before the price rise, 0 ≤ t ≤ T (units)

Q The order quantity; before the price rise (units)

π(T, p, u) Overall profit throughout the cycle time T ($/unit time)

k Price increase of the product ($/unit)

p1 Selling price after the price rise ($/unit)

u1 Preservation technology investment after the price rise ($/unit)

T1 The cycle time after the price rise (in years)

I1(t) The level of inventory after the price rise, 0 ≤ t ≤ T1 (units)

Q1 The order quantity; after the price rise (units)

π1(T1, p1, u1) Overall profit throughout the cycle time T1($/unit time)

ps The selling price of the special-order quantity Qs ($/unit) (decision variable)

us Preservation technology investment of the special-order quantity Qs ($/unit)
(decision variable)

Ts Depletion time for the special-order quantity Qs (in years) (decision variable)

Is(t) The level of inventory when the special-order is adopted, 0 ≤ t ≤ Ts (units)

Qs Order Quantity of the special-order (units) (decision variable)

q Remaininglevel of inventory when the special order is placed (units)

tq The cycle time for remaining stock q(in years)

Tq Reduction time for quantity Qs + q (in years)

Iq (t) Inventory level at the time t during the time interval
[
0, Tq

]
(units)

πSi (Ts , ps , us) The overall profit of a special order during the time interval [0, Ts ] for the case
i, i = 1, 2 ($/unit time)

πri (Ts , ps , us) The overall profit of a regular order during the time interval [0, Ts ] for case i, i
= 1, 2 ($/unit time)

(continued)
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(continued)

gi (Ts , ps , us) Total profit difference between the special-order and regular order during the
special cycle time for case i, i = 1, 2 ($/unit time)

* The superscript denotes the optimal value

2.2 Assumptions

1. The scheme under review contracts with a single item.
2. The demand rate is R(p) = a exp(−bp), where a > 0 denotes the scaling

demand, b denotes the constant of price elasticity. The functional form of
demand rate suggests that when the selling price of the product increases then
demand will decrease exponentially.

3. The instantaneous rate of deterioration is θ(t) = 1
1+m−t , 0 ≤ t ≤ T ≤ m. For

any finite value, m, the range is 0 ≤ θ(t) ≤ 1. If m → ∞, then θ(t) → 0, i.e.,
the item is non-deteriorating.

4. The amount of reduced deterioration rate, f (u), is a concave function of invest-
ment “u” on preservation technology, i.e., f

′
(u) > 0, and f ′′(u) > 0. WLOG,

assume f (0) = 0.
5. To imitate the extra cost of raw textiles, the dealer announces that the unit price

of a commodity will be increased by a certain amount k in the future.
6. The retailer has only one chance to refill its inventory at the current amount

earlier to the price increase.
7. The refilling amount is unlimited with no lead time.
8. Shortages are not allowed.
9. During cycle time, there is not an alternative or restoration for the deteriorating

item.

3 Mathematical Model

The combined impact of price-sensitive demand andmaximum lifetime deteriorating
goods with preservation technology investment leads to diminishing inventory levels
in this report, which reflects largely on the possible effects of price rises on a retailer’s
replenishment strategy. Hence, the rate of change in the level of inventory can be
described by the following equation:

d I

dt
= −R(p) − θ(t)(1 − f (u))I (t) with boundary condition I (T ) = 0 (1)

and the solution is given by
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I (t) =
−a(μu + 1)

[
(1 + m − T )

μu
μu+1 (1 + m − t)

1
μu+1 − m + t − 1

]
exp(−bp)

μu
(2)

Also, by using I (0) = Q, gives

Q = I (0) =
−a(μu + 1)

[
(1 + m − T )

μu
μu+1 (1 + m)

1
μu+1 − m − 1

]
exp(−bp)

μu
(3)

Now, before the price increase, the generated sales revenue of retailer, per cycle
time T can be evaluated as

SR = p

T∫

0

R(p)dt .

Next, before the price increase, the retailer’s total cost components, per cycle time
T is comprised by.

• Ordering cost per unit; OC = A

• Purchasing cost; PC = CQ

• Average holding cost per unit; HC = hC
∫ T
0 I (t) dt

• Preservation technology investment; PT I = uT

Before the price increase and on the original purchase rate C , the retailer imple-
ments a standard economic order strategy. Therefore, the retailer’s total profit before
the price increase can be evaluated as

π(T, p, u) = 1

T
(SR − OC − PC − HC − PT I )

= 1

T

⎛

⎝p

T∫

0

R(p)dt − A − CQ − hC

T∫

0

I (t)dt − uT

⎞

⎠. (4)

By applying the necessary conditions ∂π(T,p,u)

∂T = 0, ∂π(T,p,u)

∂p =
0, and ∂π(T,p,u)

∂u = 0 in (4), it is easily checked that π(T, p, u) is a concave function
T, p and u.

Hence, there exists a unique value for T (say T ∗), p (say p∗), u (say u∗) which
maximizes π(T, p, u).

Now, the upcoming price increase is announced by the supplier,k, per unit, so the
unit price changes C + k from the original purchasing cost C . Thus, the inventory
level at the time t and order quantity Q1 becomes
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I1(t) =
−a(μu1 + 1)

[
(1 + m − T1)

μu1
μu1+1 (1 + m − t)

1
μu1+1 − m + t − 1

]
exp(−bp1)

μu1
(5)

and Q1 = I1(0) =
−a(μu1 + 1)

[
(1 + m − T1)

μu1
μu1+1 (1 + m)

1
μu1+1 − m − 1

]
exp(−bp1)

μu1
.

(6)

Now, the retailer’s sales revenue, per cycle time T1 can be evaluated as

SR1 = p1

T1∫

0

R(p1)dt .

Next, after the price increase, the retailer’s total cost components, per cycle time
T1 is comprised by

• Purchasing cost; PC1 = (C + k)Q1

• Average holding cost per unit HC1 = h(C + k)
∫ T1
0 I1(t)dt

• Preservation technology investment; PT I1 = u1T1

Therefore, the total profit of the retailer (i.e., π1(T1, p1, u1)) during the replen-
ishment period T1 is given by

π1(T1, p1, u1) = 1

T1
(SR1 − OC − PC1 − HC1 − PT I1)

= 1

T1

⎛

⎜
⎝p1

T1∫

0

R(p1)dt − A − (C + k)Q1 − h(C + k)

T1∫

0

I1(t)dt − u1T1

⎞

⎟
⎠.

(7)

Similarly, there are unique values T1
(
say T ∗

1

)
, p1

(
say p∗

1

)
, u1

(
say u∗

1

)
that

maximize π1(T1, p1, u1). The values T ∗
1 , p∗

1 and u∗
1 are obtained by solving the

equations

dπ1(T1, p1, u1)

dT1
= 0,

dπ1(T1, p1, u1)

dp1
= 0, and

dπ1(T1, p1, u1)

du1
= 0

Because the supplier may supply the retailer with an increasing number of prod-
ucts, the retailer may consider placing a special order before the price increase. As
stated above, two conditions may arise for special-order times: (1) the special-order
time coincides with the retailer’s replenishment time; and (2) the special-order time
occurs during the retailer’s sales period. The primary goal of this model is to find the
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best special-order quantity that minimizes the profit difference between regular and
special orders. For the above-mentioned two factors, this analysis now formulates
the profit difference function.

3.1 Case 1: The Special-Order Time Coincides
with the Retailer’s Replenishment Time

Here, the retailer adopts the special-order with its regular replenishment order and if
the retailer orders Qs units then the level of inventory at a time t can be given by

Is(t) =
−a(μus + 1)

[
(1 + m − Ts)

μus
μus+1 (1 + m − t)

1
μus+1 − m + t − 1

]
exp(−bps)

μus
(8)

and the special-order quantity Qs is given by

Qs = Is(0) =
−a(μus + 1)

[
(1 + m − Ts)

μus
μus+1 (1 + m)

1
μus+1 − m − 1

]
exp(−bps)

μus
.

(9)

Now, for this case, the generated sales revenue for the retailer, per cycle time Ts
can be evaluated as

SRs = ps

Ts∫

0

R(ps)dt .

Next, the total cost components per unit time for cycle time Ts is comprised of

• Purchasing cost; PCs = CQs

• Average holding cost per unit HCs = hC
∫ Ts
0 Is(t) dt

• Preservation technology investment; PT Is = usTs

Therefore, for the coincidingspecial order, the net profit during the cycle time Ts
can be evaluated as

πS1(Ts, ps, us) = (SRs − OC − PCs − HCs − PT Is)

= ps

Ts∫

0

R(ps)dt − A − CQs − hC

Ts∫

0

Is(t)dt − usTs . (10)
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If the retailer does not wish to place a special order, as seen in Fig. 1, the retailer
orders Q∗ units at the initial cost price before the price rise, C . As a consequence,
before a price rise, the profit of a regular order is given by

1

T ∗

⎛

⎝p∗
T ∗∫

0

R
(
p∗)dt − A − CQ∗ − hC

T ∗∫

0

I (t)dt − u∗T ∗
⎞

⎠ (11)

which is close to Eq. (4)
Now, after the price increase, the retailer again orders Q∗

1 units at the purchasing
cost, C + k. Thus, the profit of regular orders after the price increase is comparable
to Eq. (7) and is given by

Ts − T ∗

T ∗
1

⎛

⎜
⎝p∗

1

T ∗
1∫

0

R
(
p∗
1

)
dt − A − (C + k)Q∗

1 − h(C + k)

T ∗
1∫

0

I1(t)dt − u∗
1T

∗
1

⎞

⎟
⎠.

(12)

Therefore, for a regular order, the total profit, by using Eqs. (11) and (12) is given
by

QI

Q

Qs

T TI
Time

Inventory Level

Regular order policy

Special order policy

TS

Fig. 1 Special versus regular order policieswhen the special-order time coincideswith the retailer’s
replenishment
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πr1(Ts , ps , us) = 1

T ∗

⎛

⎜
⎝p∗

T ∗∫

0

R
(
p∗)

dt − A − CQ∗ − hC

T ∗∫

0

I (t)dt − u∗T ∗
⎞

⎟
⎠ + Ts − T ∗

T ∗
1

⎛

⎜
⎝p∗

1

T ∗
1∫

0

R
(
p∗
1
)
dt − A − (C + k)Q∗

1 − h(C + k)

T ∗
1∫

0

I1(t)dt − u∗
1T

∗
1

⎞

⎟
⎠.

(13)

Hence, by using (10) and (13), the profit difference function for the coincide
special-order is given by

g1(Ts , ps , us) = πr1(Ts , ps , us) − πS1(Ts , ps , us)

= 1

T ∗

⎛

⎜
⎝p∗

T ∗∫

0

R
(
p∗)

dt − A − CQ∗ − hC

T ∗∫

0

I (t)dt − u∗T ∗
⎞

⎟
⎠ + Ts − T ∗

T ∗
1

⎛

⎜
⎝p∗

1

T ∗
1∫

0

R
(
p∗
1
)
dt − A − (C + k)Q∗

1 − h(C + k)

T ∗
1∫

0

I1(t)dt − u∗
1T

∗
1

⎞

⎟
⎠

− ps

Ts∫

0

R(ps)dt − A − CQs − hC

Ts∫

0

Is(t)dt − usTs . (14)

3.2 Case 2: The Special-Order Time Occurs During
the Retailer’s Sales Period

Here, the retailer places the special order during its selling time. From Fig. 2, when
only q units are left in the retailer’s inventory, at that time, the retailer places its
special order and orders Qs units. Thus, the inventory level immediately reaches
Qs +q when the retailer received the special order and that level can be evaluated as

Qs + q =
−a(μus + 1)

[
(1 + m − Ts)

μus
μus+1 (1 + m)

1
μus+1 − m − 1

]
exp(−bps)

μus

+
−a(μu∗ + 1)

[(
1 + m − (

T ∗ − tq
)) μu∗

μu∗+1 (1 + m)
1

μu∗+1 − m − 1

]
exp(−bp∗)

μu∗ .

(15)
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QI

Q

Qs + q

tq TI
Time

Inventory Level

Regular order policy

Special order policy

Tq

q

q

Qs

Fig. 2 Special versus regular order policies when the special-order time occurs during the retailer’s
sales period (Shah et al. [20])

Moreover, during the time interval
[
0, Tq

]
, the level of inventory at any time t can

be given by

Iq (t) =
−a(μus + 1)

[
(
1 + m − Tq

) μus
μus+1 (1 + m − t)

1
μus+1 − m + t − 1

]
exp(−bps)

μus
.

(16)

Since, Iq(0) = Qs + q, By equating Eqs. (15) and (16), gives

−a(μus + 1)
[(
1 + m − Tq

) μus
μus+1 (1 + m)

1
μus+1 − m − 1

]
exp(−bps)

μus

=
−a(μus + 1)

[
(1 + m − Ts)

μus
μus+1 (1 + m)

1
μus+1 − m − 1

]
exp(−bps)

μus

+
−a(μus + 1)

[(
1 + m − (

T ∗ − tq
)) μus

μus+1 (1 + m)
1

μus+1 − m − 1
]
exp(−bps)

μus
(17)

Thus, Tq can be expressed in terms of Ts as



Impact of Forthcoming Price Increase for Maximum Fixed Lifetime Product … 87

Tq =

− exp

(
1

μu

)

⎛

⎜
⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎜
⎜⎜
⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎜
⎜⎜
⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎜
⎜
⎝

ln

⎛

⎜
⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎜
⎜⎜
⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎜
⎜
⎝

− 1

us (μu + 1)

⎛

⎜
⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎜
⎜⎜
⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎜
⎜
⎝

2F exp(−bps )mμuus − F exp(−bp)mμuus−

G(1 + m − T + tq)

μus
μus+1 exp(−bps )μuus−

G(1 + m − T )

μus
μus+1
s exp(−bps )μuus+

2F exp(−bps )μuus − F exp(−bp)μuus+
2F exp(−bps )mu − F exp(−bp)mus−

G(1 + m − T + tq)

μus
μus+1 exp(−bps )u−

G(1 + m − Ts )
μus

μus+1 exp(−bps )u+
2F exp(−bps )u − F exp(−bp)us

⎞

⎟
⎟
⎟⎟
⎟
⎟⎟
⎟⎟
⎟
⎟⎟
⎟
⎟⎟
⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟⎟
⎟
⎟⎟
⎟⎟
⎟
⎟⎟
⎟
⎟⎟
⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

+ bp

⎞

⎟
⎟
⎟⎟
⎟
⎟⎟
⎟⎟
⎟
⎟⎟
⎟
⎟⎟
⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

(μu + 1)

⎞

⎟
⎟
⎟⎟
⎟
⎟⎟
⎟⎟
⎟
⎟⎟
⎟
⎟⎟
⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

+ 1 + m

(18)

where (1 + m)
−1

μu+1 = F, (1 + m)
μ(u−us )

(μu+1)(μus+1) = G.

Here, in this case, the average holding cost, per unit time Tq , for the retailer’s is
comprised of

HCq = hC

Tq∫

0

Iq(t) dt .

Therefore, for the sales period special order, the overall profit during the cycle
time Ts can be evaluated as

πS2(Ts, ps, us) = (
SRs − OC − PCs − HCq − PT Is

)

= ps

Ts∫

0

R(pS)dt − A − CQs − hC

Tq∫

0

Iq (t)dt − usTs . (19)

Conversely, if the retailer doesn’t want to place any special order, then the retailer
chooses its regular order and it will consist of two stages: (1) the retailer orders Q∗
units before the price increase and (2) orders Q∗

1 units after the price increase.
In phase 1, the retailer only earns the profit through the depletion time of remaining

q. Thus, the profit before the price increase is given by

T ∗ − tq
T ∗

⎛

⎝p∗
T ∗∫

0

R
(
p∗)dt − A − CQ∗ − hC

T ∗∫

0

I (t)dt − u∗T ∗
⎞

⎠ (20)

and, in phase 2, the price is increased k per unit, so the purchasing cost becomes
C + k. Thus, the profit after the price increase is given by
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Tq − (
T ∗ − tq

)

T ∗
1

⎛

⎜
⎝p∗

1

T ∗
1∫

0

R
(
p∗
1
)
dt − A − (C + k)Q∗

1 − h(C + k)

T ∗
1∫

0

I1(t)dt − u∗
1T

∗
1

⎞

⎟
⎠.

(21)

Therefore, for a regular order, the total profit by using Eqs. (20) and (21) is given
by

πr2 (Ts , ps , us) = T ∗ − tq
T ∗

⎛

⎜
⎝p∗

T ∗∫

0

R
(
p∗)

dt − A − CQ∗ − hC

T ∗∫

0

I (t)dt − u∗T ∗
⎞

⎟
⎠

+ Tq − (
T ∗ − tq

)

T ∗
1

⎛

⎜
⎝p∗

1

T ∗
1∫

0

R
(
p∗
1
)
dt − A − (C + k)Q∗

1 − h(C + k)

T ∗
1∫

0

I1(t)dt − u∗
1T

∗
1

⎞

⎟
⎠.

(22)

Hence, by using (21) and (22), the profit difference function during the sales
period special order is given by

g2(Ts, ps, us) = πr2(Ts, ps, us) − πS2(Ts, ps, us)

= T ∗ − tq
T ∗

⎛

⎝p∗
T ∗∫

0

R
(
p∗)dt − A − CQ∗ − hC

T ∗∫

0

I (t)dt − u∗T ∗
⎞

⎠

+ Tq − (
T ∗ − tq

)

T ∗
1⎛

⎜
⎝p∗

1

T ∗
1∫

0

R
(
p∗
1

)
dt − A − (C + k)Q∗

1 − h(C + k)

T ∗
1∫

0

I1(t)dt − u∗
1T

∗
1

⎞

⎟
⎠

− ps

Ts∫

0

R(pS)dt − A − CQs − hC

Tq∫

0

Iq (t)dt − usTs . (23)

Remark It’s worth reminding that the retailer could place the special order only if
the total profit is positive; otherwise, the retailer will disregard the chance of using
a special order.
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4 Algorithm

For both cases, the total profit difference function is given by

gi (Ts, ps, us) = πri (Ts, ps, us) − πSi (Ts, ps, us); i = 1, 2.

Here, this studyimplements the following algorithm to check the optimality of
decision parameters in mathematical software Maple XV I I I .

Step 1: Apply the necessary conditions

∂gi (Ts, ps, us)

∂Ts
= 0,

∂gi (Ts, ps, us)

∂ps
= 0,

∂gi (Ts, ps, us)

∂us
= 0 ; i = 1, 2.

for the optimal values T ∗
s , p∗

s and u∗
s to making the total profit difference function

minimum or maximum.

Step 2: Find all the possible second-order partial derivatives

∂2gi
(
T ∗
s , p∗

s , u
∗
s

)

∂T 2
s

,
∂2gi

(
T ∗
s , p∗

s , u
∗
s

)

∂Ts∂ps
,
∂2gi

(
T ∗
s , p∗

s , u
∗
s

)

∂Ts∂us
,
∂2gi

(
T ∗
s , p∗

s , u
∗
s

)

∂ps∂Ts
,

∂2gi
(
T ∗
s , p∗

s , u
∗
s

)

∂p2s
,
∂2gi

(
T ∗
s , p∗

s , u
∗
s

)

∂ps∂us
,
∂2gi

(
T ∗
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Step 3: Generate the Hessian Matrix
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⎤

⎥⎥
⎦; i = 1, 2.

to obtain the concavity of the total profit difference.

Step 4: In Hessian Matrix, assign theoretical values to inventory parameters.

Step 5: Find eigenvalues of Hessian Matrix Hi
(
T ∗
s , p∗

s , u
∗
s

); i = 1, 2.

Step 6:According to Cardenas-Barron et al. [27], if all the eigenvalues of the Hessian
matrix at the solution

(
T ∗
s , p∗

s , u
∗
s

)
are positive, then the total profit difference function

gi
(
T ∗
s , p∗

s , u
∗
s

)
has a minimum value at the solution and if all are negative, then the

total profit difference gi
(
T ∗
s , p∗

s , u
∗
s

)
has a maximum value at the solution.
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5 Numerical Illustrations and Sensitivity Analysis

5.1 Numerical Illustrations

For the numerical illustrations, the theoretical data are given in Table 2 and the
optimum solution is shown in Table 3.

Case 1 has the best optimal solution in the above two scenarios since the total
profit difference isminimal and positive. This consequencevalidates that if the retailer
follows the case 1 approach, the profits of the regular and special orders are virtually
equivalent. This means that if the retailer uses a special order that coincides with its
regular order, the retailer would probably double its profit.

Now, by applying the above algorithm, this paper next shows the total profit
difference function g1

(
T ∗
s , p∗

s , u
∗
s

)
has a minimum value at the solution.

Table 2 Parameter measures
for the numerical illustrations

Inventory parameters Examples

Case 1 Case 2

a(units) 4000 4000

b 0.04 0.04

h($/unit/unit time) 0.1 0.1

C($/unit) 100 100

A($/order) 100 100

m(in years) 2 2

k($/unit) 6 6

μ > 0 8.8 8.8

q(units) – 20

Table 3 Optimum solution Case 1 Case 2

Ts (in years) 1.542 3.000

ps (in $) 133.15 154.52

us (in $) 8.52 10.79

Qs (units) 30.12 25.09

πSi (Ts , ps , us)(in $) 636.78 1025.93

πri (Ts , ps , us)(in $) 636.80 748.01

gi (Ts , ps , us) =
πri (Ts , ps , us) − πSi (Ts , ps , us)

(in $)

0.02 −277.93
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Step 1: By applying the necessary conditions

∂g1(Ts, ps, us)

∂Ts
= 0,

∂g1(Ts, ps, us)

∂ps
= 0,

∂g1(Ts, ps, us)

∂us
= 0

in mathematical software Maple XV I I I , the optimal values are

T ∗
s = 1.542 years, p∗

s = $ 133.15 and u∗
s = $8.52

Step 2: The values of all possible second-order partial derivatives are

∂2g1
(
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s
)

∂T 2
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)
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Step 3: The Hessian Matrix is given by
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Step 4: The theoretical values to the inventory parameters in Hessian Matrix are

H1
(
T ∗
s , p∗

s , u
∗
s

) =
⎡

⎣
214.93 −6.46 −1.34
−6.46 1.19 0.06
−1.34 0.06 0.36

⎤

⎦

Step 5: The eigenvalues of the Hessian Matrix H1
(
T ∗
s , p∗

s , u
∗
s

)
are 0.35, 1.01, and

215.14.

Step 6: One can observe in step 5, all the eigenvalues are positive, hence it suggests
that the profit difference function g1

(
T ∗
s , p∗

s , u
∗
s

)
has aminimum value at the solution(

T ∗
s , p∗

s , u
∗
s

)
.

(
i.e., g1

(
T ∗
s , p∗

s , u
∗
s

) = 0.02is minimum at
(
T ∗
s , p∗

s , u
∗
s

) = (1.542, 133.15, 8.52)
)
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5.2 Sensitivity Analysis for the Inventory Parameters

In this portion, sensitivity analysis is implemented on ex. (1) and reflects a shift in
decision variables by adjusting inventory parameters up to −20%, −10%, 10%, and
20% along with the overall profit difference function.

The following insights are obtained from Table 4:

1. Once the purchasing cost C increase, both the profit difference function
gi (Ts, ps, us) and the special-order quantity Qs decrease. The simple commer-
cial clarification for this is that if the purchasing cost is higher, the retailer will
place a special order for a lower quantity, ensuing in a minimum profit differ-
ence. Moreover, the optimal special-order quantity and the profit difference
function both are sensitive to the purchasing cost.

2. The price elasticity constant and purchase cost increases cycle time speedily
although scale demand, ordering cost, and holding cost of the productdecreases
cycle time slowly. Often, the maximum fixed lifetime of the product and rate of
preservation increases cycle time slowly.

3. The parameter (h), a maximum fixed lifetime of the product, and purchase cost
increase the price of selling the product slowly. However, scale demand, price
elasticity constant, ordering cost, and the parameter (μ) decreases the price of
selling the product slowly.

4. The price elasticity constant, holding cost of the product, purchase cost, a
maximum fixed lifetime, and rate of preservation decrease investment slowly.
However, scale demand and ordering cost increase preservation technology
investment slowly.

5. The parameter (a),(A), a maximum fixed lifetime of the product, and (μ)

increases the special-order quantity slowly although the holding cost of the
product decreases the special-order quantity slowly. However, price elasticity
constant and purchase cost decrease the special-order quantity rapidly.

6. The parameter (a) increases the profit difference function rapidly although
the parameter (b) and purchase cost decreasesthe profit difference function
rapidly. However, the holding cost of the product risesthe profit difference func-
tion slowly wherever a maximum fixed lifetime, ordering cost, and the rate of
preservation decreases the profit difference function slowly.

From the result shown in Table 5, one can see that as the unit price of the product
increases the cycle time increases speedilythrough the selling price of the product,
preservation technology investment, and the special-order quantity increase slowly.
However, the profit difference function decreases slowly. The graph of parameter k
and profit difference function g1(Ts, ps, us) is shown in Fig. 3, which suggests that
the price increase has a positive effect on the total profit difference function as the
price of the products increases the differencewill decrease and tends to theminimum.
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Table 4 Sensitivity analysis

Parameters Change
%

Values Ts (in
years)

ps (in
$)

us (in$) Qs (units) πS1 (in
$)

πri (in
$)

g1 (in
$)

a −20 3600 1.665 133.86 7.92 25.32 516.68 476.50 −40.18

−10 3800 1.598 133.47 8.23 27.75 577.48 556.16 −21.32

0 4000 1.542 133.15 8.53 30.12 636.78 636.80 0.02

10 4200 1.494 132.88 8.81 32.45 694.83 718.29 23.46

20 4400 1.453 132.65 9.08 34.73 751.80 800.51 48.71

b −20 0.032 1.197 137.47 11.56 58.98 1724.96 2257.39 532.43

−10 0.036 1.348 134.84 9.91 42.16 1054.18 1217.25 163.07

0 0.04 1.542 133.15 8.53 30.12 636.78 636.80 0.02

10 0.044 1.796 132.34 7.39 21.39 369.92 312.77 −57.15

20 0.048 2.131 132.43 6.44 14.92 194.52 133.71 −60.81

h −20 0.08 1.761 132.52 9.42 35.29 761.66 713.56 −48.10

−10 0.09 1.642 132.85 8.93 32.47 693.55 672.01 −21.54

0 0.1 1.542 133.15 8.53 30.12 636.78 636.80 0.02

10 0.11 1.458 133.45 8.19 28.14 588.69 606.42 17.73

20 0.12 1.385 133.73 7.89 26.44 547.36 579.81 32.45

C −20 80 1.419 110.92 11.30 67.38 1563.72 1854.56 290.84

−10 90 1.458 121.88 9.78 44.65 998.26 1099.90 101.64

0 100 1.542 133.15 8.53 30.12 636.78 636.80 0.02

10 110 1.679 144.86 7.49 20.56 398.63 353.11 −45.52

20 120 1.878 157.17 6.62 14.08 237.05 180.84 −56.21

A −20 80 1.426 132.55 8.20 28.54 618.93 669.87 50.94

−10 90 1.486 132.86 8.37 29.36 628.59 652.87 24.28

0 100 1.542 133.15 8.53 30.12 636.78 636.80 0.02

10 110 1.597 133.44 8.68 30.84 643.72 621.53 −22.19

20 120 1.649 133.71 8.83 31.50 649.56 606.95 −42.61

m −20 1.6 1.530 133.13 9.34 29.92 630.29 632.19 1.90

−10 1.8 1.537 133.15 8.91 30.03 633.82 634.70 0.88

0 2 1.542 133.15 8.53 30.12 636.78 636.80 0.02

10 2.2 1.547 133.16 8.20 30.20 639.31 638.58 −0.73

20 2.4 1.551 133.17 7.903 30.27 641.50 640.12 −1.38

μ −20 7.04 1.533 133.16 9.49 29.96 630.92 632.68 1.76

−10 7.92 1.538 133.16 8.97 30.04 634.09 634.90 0.81

0 8.8 1.542 133.15 8.53 30.12 636.78 636.80 0.02

10 9.68 1.546 133.15 8.15 30.19 639.12 638.43 −0.69

20 10.56 1.549 133.15 7.82 30.25 641.17 639.88 −1.29
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Table 5 Effect of the parameter k(Unit price increase) on Ts ,ps ,
us ,Qs ,πS1 (Ts , ps , us),πr1 (Ts , ps , us), and g1(Ts , ps , us)

Parameters Values Ts (in
years)

ps (in $) us (in$) Qs (units) πS1 (in
$)

πr1 (in
$)

g1 (in $)

k 2 1.130 130.99 7.29 24.03 490.59 523.02 32.43

3 1.235 131.55 7.62 25.71 530.98 557.86 26.88

4 1.339 132.09 7.94 27.28 568.73 588.23 19.49

5 1.441 132.63 8.24 28.75 603.96 614.44 10.48

6 1.542 133.15 8.53 30.12 636.78 636.80 0.02

7 1.642 133.68 8.81 31.41 667.31 655.60 −11.71

8 1.739 134.19 9.08 32.60 695.65 671.09 −24.56

1 2 3 4 5 6 7
k 2 3 4 5 6 7 8
g1 32.43 26.88 19.49 10.48 0.02 -11.71 -24.56

2 3 4 5 6 7 8

32.43
26.88

19.49

10.48

0.02

-11.71

-24.56-30

-20

-10

0

10

20

30

40
Effect of the parameter k 

k g1

Fig. 3 Graph of profit difference function w.r.t inventory parameter k

6 Conclusions

This study investigates the influence of a supplier’s announcement of future price
increases on a retailer’s replenishment strategy. Price-dependent demand is discussed
in this study;which suggests that demand declines speedily as the price of the produc-
trises. Besides, products are deteriorating over time and also have a maximum fixed
lifetime. In addition, to preserve the deteriorating inventories, buyers invest some
amount on preservation technology investment. Moreover, this workdeliberates the
two possible scenarios for the special-order time: (I) when the special-order time
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coincides with the retailer’s replenishment time (II) when the special-order time
occurs during the retailer’s sales period. The consequences and observations of this
paper are (1) to reach a minimum profit difference, the retailer should order a special
order that coincides with the replenishment time; (2) The higher the unit price, the
more likely it is that the retailer would need to place a special order to take advantage
of the current low price; (3) increasing a product’s maximum lifetime and preserva-
tion rate decreases the total profit difference; (4) increasing holding costs raises the
total profit difference; (5) when the manufacturer has a special-order period during
the sales period, the profit differential function will be minimized by providing a
higher residual inventory. The main aim of this article is to minimize the total profit
difference between the regular order and the special order. The results are verified
using numerical results, and an algorithm for optimizing the total profit difference
function is constructed. Lastly, the sensitivity analysis is performed on the optimal
solution concerning the key parameters. Current research has several possible exten-
sions like themodel can be further comprehensive by allowing shortages, trade credit,
quantity discounts, and takemore items at a time. Also, it can be additional deliberate
for probabilistic demand, fuzzy stochastic demand, stock time-dependent demand,
etc.
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Industry 4.0 Research: Information
and Communication Technology
Capability Index for Supply Chain
Management

Prashant R. Nair, S. P. Anbuudayasankar, R. Kishore, and R. Pradeep

Abstract Purpose—The objective of this paper is to suggest methods to compute
an effective Information and Communication Technology (ICT), Capability Index
for Supply Chain Management (SCM) as part of assessment framework on ICT
impact on SCM. The other part of this assessment framework is an empirical model
based on SCOR level I performance indicators. This framework can be seam-
lessly dovetailed into the universally accepted and popular APICS Supply Chain
Operations Reference (SCOR) model as its constructs are based on SCOR. The
assessment framework will be a welcome addition to the Industry 4.0 research
underway. Design/methodology/approach—Survey questionnaire was adminis-
tered and collected from 200 + SCM professionals in sectors such as manufac-
turing, services,MSMEs, international companies aswell as SCM/ERPprofessionals
working as domain experts in IT and service companies. Snowball sampling was
primarily used with the support of various industrial associations and professional
body chapters. This questionnaire combines quantitative and qualitative inputs with
adequate provision for open-ended questions with user input as a means of elic-
iting case interviews. After Confirmatory Factor Analysis (CFA) using SEM was
employed to validate the empirical model, its performance indicators are ranked
using AHP and the weights are ascertained. Computing the ICT Capability Index for
SCM from the metrics of the assessment model is done using tools such as Balanced
Scorecard (BSC) and SnormDeBoer standardized normalization (SNORM)method.
Findings—An ICT capability index for SCM is computed based on user input with
respect to the impact of ICT on the supply chain performance indicator as part of this
framework using the methods of BSC & SNORM. 2 industry case studies are used
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for the computation and analysis of this index.Research limitations/implications—
Discussion with an enterprise is needed to take input on the impact of ICT on each
supply chain performance indicator in our calculation for the index. This investiga-
tion considers ICT deployment as the variable which encompasses the entire gamut
of ICT tools and technologies. There could be different granular approaches to ICT
as a variable. A scoring system, scale, and rubric are proposed to be evolved based
on multiple case studies of various enterprises as an extension to this research work.
There is tremendous scope to extend the investigation into SCOR level II metrics
which are diagnostics of strategic metrics and level III metrics which are context
or sector-specific and also considering various geographies. Originality/value–The
managerial implications of this ICTCapability Index for SCMassumes greater signif-
icance as a result of the present situation due to Covid-19 pandemic, which has
accelerated the need for Industry 4.0, digitalization and embracing of ICT not only
for supply chain but also all aspects of the enterprise. There is also an identified
lacuna in terms of performance scoring and assessment framework with respect to
impact of ICT in SCM. The advantages of this index are that it is universal and can be
used by any enterprise irrespective of the geography or country, vertical or domain,
manufacturing or services. This index will provide insights to enterprises on their
ICT capabilities and help them to further leverage ICT so as to adapt their organiza-
tions, digitize their operations and also benchmark with their peers and competitors.
A scoring system and rubric is proposed to be evolved based on multiple case studies
of various enterprises as an extension to this research work.

Keywords Supply Chain Management (SCM) · Information and Communication
Technology (ICT) · Industry 4.0 · Capability Index · Balanced Scorecard (BSC) ·
Snorm De Boer standardized normalization (SNORM)

1 Introduction

Speedy technology advancements and ever-changing market dynamics have altered
the enterprise landscape as fundamentally translated current business models. Infor-
mation and Communication Technology (ICT) applications and deployment have
unlocked the flood gates for all enterprises to compete in any marketplace. Enter-
prises from all geographies and verticals, manufacturing and services, profit and
non-profit are exposed to the current-day challenges of larger competition, pricing
pressures and global marketplace. These challenging settings are popularly referred
to as VUCA short for Volatility, Uncertainty, Complexity and Ambiguity [1] and have
been further complicated by the worldwide web and Information Superhighway. The
following examples illustrate the power of innovation enabled through ICT:

• The largest car company globally is Uber, but fascinatingly Uber does not own
any cars.

• The largest media company globally is Facebook, but interestingly Facebook does
not create any content.
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• The largest retailer globally is Alibaba, but amusingly, Alibaba does not own any
malls or superstore

The deployment of cutting-edge ICT tools such as big data analytics, Internet of
things (IoT), Cyber-Physical Systems (CPS), mobile apps, and the like are revolu-
tionizing automation in enterprises. This wave dubbed Industry 4.0 is fast emerging
as an inflection point in manufacturing and is being touted as the fourth industrial
revolution. Interestingly, in today’s interconnected world, it is not the companies that
are competing, but their supply chains and stakeholder networks.

2 Industry 4.0

Industry 4.0 is the latest wave of computerization in manufacturing. This comprises
cutting-edge ICT tools and technologies such as robotics, IoT, CPS, Artificial Intel-
ligence (AI), machine learning, mobile apps, and cloud computing. This fosters
what has been popularly referred to as a smart factory, fourth industrial revolution,
and Industrial IoT (IIoT). Within modular smart factories, CPS monitor physical
processes in all aspects such as manufacturing, supply chain, and logistics, creating
a digital twin of the physical world and making distributed decisions. Over the IoT
connectivity of physical assets, CPS collaborate and engage in dialogue with one
other and with humans in real time. Both internal and cross-organizational services
are provided and employed by various stakeholders [2]. Industry 4.0 seamlessly
transforms the supply chain into a value chain (Fig. 1).

CPS consists of collaborating computational elements controlling physical
objects,whose processes are seamlesslymonitored, coordinated, controlled, and inte-
grated. The resultant value chain thereby becomes more agile, collaborative, visible,

Fig. 1 Industry 4.0 constituents
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and responsive. An example would be a totally connected and retooled supply chain,
which can reconfigure itself on receipt of any new data point. If a weather delay ties
up a shipment, a connected system can proactively adjust itself and modify manu-
facturing priorities bringing about perfect alignment between supply chain planning
and execution. Digital technologies are transforming supply chain management from
linear to circular models. This trend of transformation and reorganization of SCM
due to the digital technologies of Industry 4.0 is also cited as Supply Chain 4.0 [3].
Industry 4.0 has rendered supply chains to be more transparent, visible, resilient,
adaptable, and pro-active in decision-making. This is in terms of effective access
to timely and actionable information as also communication, collaboration, and
dialogue with various stakeholders. And this benefit has percolated to their partners
and suppliers, who are connected to the enterprise through an extranet.

Adoption of Industry 4.0 technologies has become all the more relevant consid-
ering the fact that annual global supply chain losses run into billions of dollars. Cargo
theft has resulted in loss of $ 23 billion dollars as per BSI in 2015. Three out of 4
companies have seen disruptions in their supply chains in 2015. A couple of years
ago supply chain disruptions resulted in closure of almost 65% of 900 Kentucky
Fried Chicken restaurants in England [3].

Industry 4.0 adoption and deployment are gathering steam. German manufac-
turing powerhouse, Siemens is executing an Industry 4.0 application in biomedical
engineering for artificial knee and hip joints,which are standardized products needing
high level of customization for patients. With industry 4.0 software tools, Siemens
can produce an implant within 3–4 h. Predix, the Operating System for the Industrial
IoT is the engine for enterprises in the new knowledge economy. Predix-based apps
are unleashing new levels of performance for General Electric (GE) [3].

3 Motivation, Background and Relevance of the Research

This effectual investigation assumes greater significance as a result of the present
situation due to Covid-19 pandemic, which has accelerated the need for Industry 4.0,
digitalization and embracing of ICT not only for supply chain but also all aspects
of the enterprise. Indices and metrics for measurement of ICT at an enterprise level
or even at a national level are dime a dozen. The International Telecommunications
Union (ITU), which is part of the United Nations has taken leadership and emerged
as the primary source of global ICT and telecom statistics. One of the major metrics
developed by ITU is ICTDevelopment Index (IDI) used for ranking nations based on
ICT readiness and digital divide with knowledge, social, or economic dimensions.
Consequent to this, there are now 20 similar indices like ICT Diffusion Index by
UNCTAD, Global Innovation Index by WIPO, and Networked Readiness Index by
INSEAD-World Economic Forum (WEF) [4, 5]. On similar lines, there are metrics
developed for industry. McKinsey Global Institute (MGI) has developed MGI India
FirmDigitization Index, which shows how digitally advanced firms are pulling ahead
of their peers and Country Digital Adoption Index [6]. The firm digitization index
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for India is built on digital strategies, organization, and capabilities and is a variant of
the indices developed by MGI for US and European companies. Interesting insights
from these indices and studies are that digital adoption by India’s businesses has so
farbeen uneven. Rather, ICT adoption is uneven not only across firms, but sectors
and countries.

While most supply chain professionals from both academia and industry are in
complete agreement of the reality that ICT conclusively impacts performance and
fulfillment of the supply chainwithmany frameworks having been suggested, there is
an identified lacuna in terms of performance scoring and assessment framework with
respect to the impact of ICT in SCM [7]. Various factors that contribute to this gap in
measurement include intangibility of measures in the knowledge economy [8, 9]; the
dynamic nature of supply chains [10] and multiplicity of performance metrics [11].
In the latest release of SCOR Process Reference model version 11 by APICS [12], a
new process addition is ‘enable’ processes largely concerned with collaboration and
dialogue amongst various stakeholders like suppliers and partners in the enterprise,
which are now primarily through ICT. But APICS does not have list any ICT metric.
Nor does other SCM models like GSCF, balanced scorecard and benchmarking [7].
There is only a casual mention of ICT as a KPA in OPQR framework [13]. A recent
study reinforces this position that a coherent picture or metric of ICT impact on SCM
performance is not available [14, 15]. It is also observed that there is asymmetry and
variability in ICT adoption for SCM across various sectors and companies [7].

Themotivation of this investigation is to append an original addition to the existing
knowledge archive in providing enterprises with a universal benchmark in form
of an assessment framework on their ICT deployment in SCM and its dovetailing
into Supply Chain Operations Reference (SCOR) model of the APICS professional
body, which has 45,000 members. SCOR model is very popular and the de facto
benchmark for process enhancement for SCM [3] with over 200 process elements,
550 measures, and 500 good practices [16, 17]. This assessment framework includes
an empirical model and ICT capability index for SCM derived from performance
constructs of the empirical model, which is built on SCOR Level I metrics. The
managerial implications and benefits of the assessment framework will be discussed
in later sections.

4 Research Methodology

To address this research problem, which is exploratory in nature, an assorted research
method consisting of both descriptive and numerical means seemed appropriate
considering the scope and nature of the research problem. A detailed survey ques-
tionnaire combines quantitative and qualitative inputs with adequate provision for
open-ended questions with user input as a means of eliciting case interviews of ICT
deployment for SCM in the enterprises as well as the quantitative inputs.

In a pilot phase, the survey questionnaire was administered to a cross section of
supply chain professionals from industry and experts from academia. This includes
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both supply chain managers in manufacturing and services directly dealing in supply
chain planning and execution as also professionals working on the automation side
in ERP and software solutions for SCM. Initial feedback and respondents’ point of
view included insights such as respondent needs to be very well-versed in supply
chain concepts and that almost 20 min are needed to fill the questionnaire. These
inputs were factored in with the pilot phase contributing to face validity for the
research instrument. Snowball sampling was employed and support for the survey
was enlisted from industry associations and professional body chapters such as Indian
Institute of Materials Management, MSME Development Institute (DI), CIO Forum
of Computer Society of India (CSI), Institute for Supply Chain Management (ISM),
Coimbatore District Small and Medium Scale industries association (CODISSIA)
andCoimbatoreManagement Association (CMA), all of whom, have a largemember
and subscriber base. More than a thousand e-mails were sent using these good offices
and networks.

An empirical model which is the first part of the assessment framework on impact
of ICT in SCM is propounded based on the SCOR performance indicators details
of which are provided in the next section. After getting a turnaround of 200 respon-
dents, analysis using Structural Equation Modeling (SEM) method was used. These
respondents were SCM professionals in sectors such as manufacturing, services,
MSMEs, international companies as well as SCM/ERP professionals working as
domain experts in IT and service companies. Confirmatory Factor Analysis (CFA)
was used to validate this empirical model and the proposed supply chain performance
constructs. After validation, using these supply chain performance indicators, the
second part of the assessment framework, i.e., the ICT capability index for SCM
is computed using 2methods, namely, Snorm De Boer standardized normalization
(SNORM), Balanced Scorecard (BSC), and ranking of these constructs done using
Analytic Hierarchy Process (AHP).

5 Empirical Model on ICT for SCM

The first part of the assessment framework is an empirical model for measurement of
ICT impact in SCM based on SCOR model, which has been proposed and validated
using Structural EquationModeling (SEM). This model is based on exogenous latent
variable & endogenous and latent & measured variables. Exogenous variables are
independent and this investigation uses ICT Deployment, which refers to the entire
gamut of ICT tools and technologies as the exogenous variable. In the next stage
of research, different granular approaches to ICT deployment variable are proposed.
Endogenous variables are dependent variables and are adopted from SCOR Level
I metrics. As given below in Tables 1 and 5 latent endogenous factors and its 13
measurable endogenous factors are taken fromSCOR to develop the empirical model
of supply chain. These factors or variables are based on theoretical foundation [12]
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Table 1 Endogenous latent
and measured variables [12]

Endogenous latent variable Endogenous measured variables

Reliability Complete Delivery (CD)
On-time Delivery (OD)
Accurate Documentation (AD)
No Damage (ND)

Responsiveness Order Fulfillment Cycle Time
(OCT)

Agility Upside Supply Chain Flexibility
(UPCA)
Upside Supply Chain
Adaptability (UPSA)
Downside Supply Chain
Adaptability (DSCA)
Overall Value at Risk (Risk)

Costs Total Cost to Serve (Cost)

Asset management efficiency Cash to Cash Cycle Time (CCR)
Return on Supply Chain Assets
(RFA)
Return on Working Capital
(ROW)

and validated through expert opinion [7]. Variables list are given above in Table 1 and
the validated empirical models are shown in Fig. 2. Here all λ are factor loadings,
e & δ are measurement errors and γ are regression weights.

6 Computation of ICT Capability Index for SCM

The second part of the assessment framework, i.e., the ICT capability index for
SCM is computed using the supply chain performance indicators from the validated
empirical model and questionnaire responses. ICT Capability Index for SCM has the
potential to serve as a universal benchmark for measuring of the impact, effective-
ness, and benefits of ICT enablement in SCM. Based on the multiple indicators of
ICT impact on SCM, this ICT Capability Index is one that requires Multi-Criteria
Decision-Making (MCDM).

MCDM is used in addressing the real-world decision problems by using both
qualitative and quantitative information. This is peeled down into a ranking of alter-
natives. Building on this, a tool that will help us rank the attributes would be helpful
[18]. MCDM can also be used as an approach to pick the best alternative from
the list of available alternatives [19]. Techniques to address MCDM include PCA,
Data Envelopment Analysis (DEA), fuzzy methods, non-linear programming, ISM,
TOPSIS, andAnalyticHierarchy Process (AHP) [20]. This research investigation has
used two methods to compute the ICT Capability Index for SCM, namely, Snorm De
Boer standardized normalization (SNORM),Balanced Scorecard (BSC), and ranking
of these indicators is done using AHP.
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Fig. 2 Empirical model on benefits of ICT for SCM

6.1 AHP Method for Ranking Indicators to Compute ICT
Capability Index for SCM

AHP is a structured tool for analyzing complicated andmultifarious courses of action.
AHP helps managers ascertain the alternative that is best suited to fulfill their aims.
It provides a logical and coherent framework for providing a hierarchy to a decision
problem, for constituting its elements, linking them to overall goals, and for assess
alternative courses of action. The problem is broken down to elements, which are easy
to understand and a hierarchy is built as also independent analysis of each element and
the inter-relationships between these elements [21]. AHP is well-suited for MCDM
as it is possible to determine the relative ranking of alternatives or attributes [22],
which in this case is supply chain performance indicators impacted by ICT. This led
to the selection of AHP and its extensions as the tool that ranks and quantifies the
attributes in the order of importance and preference.

170 valid responses from the 200 respondents of the survey questionnaire are
converted from Likert scale translated to Saaty Scale and the following methodology
is used as shown in Fig. 3 and supported by Table 2 which is the AHP importance
scale and Table 3 which is the pair-wise comparison matrix so as to get the AHP
ranks and weights of the supply chain performance indicators reproduced in Table 4.
These weights in Table 4 are utilized in the computation of the ICT Capability Index.
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Fig. 3 AHP ranking methodology

Table 2 AHP importance
scale

Importance scale Definition of importance scale

1 Equally important

2 Equally to moderately important

3 Moderately important

4 Moderately to strongly important

5 Strongly important

6 Strongly to very strongly important

7 Very strongly important

8 Very strongly to extremely important

9 Extremely important

6.2 SNORMMethod for Computing ICT Capability Index
for SCM

Snorm De Boer standardized normalization (SNORM) method is used to normalize
supply chain performance constructs and used in conjunctionwith SCORas amethod
formeasuring business performance. Companies can use this tool to assess and gauge
each business practice and also find out the ones that need improvements to be made
[23]. This method is used to calculate the ICT Capability Index for SCM.

Weight of each construct is obtained by AHP from the values in Table 4. SNORM
method is defined as follows [24]:

If large value of a performance indicator or construct is better:
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Table 3 AHP pair-wise comparison matrix from questionnaire responses in likert scale translated
to saaty scale
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Accurate Documentation 1/1 2/1 3/1 4/1 5/1 6/1 7/1 7/1 8/1 8/1 8/1 9/1 9/1 

Complete Delivery 1/2 1/1 3/1 3/1 3/1 3/1 3/1 4/1 5/1 6/1 6/1 7/1 8/1 

Cost 1/3 1/3 1/1 3/1 3/1 4/1 5/1 6/1 7/1 8/1 9/1 9/1 9/1 

No Damage 1/4 1/3 1/3 1/1 4/1 4/1 5/1 6/1 7/1 8/1 8/1 9/1 9/1 

On-time Delivery 1/5 1/3 1/3 1/4 1/1 5/1 5/1 6/1 6/1 7/1 8/1 9/1 9/1 

Order Fulfillment Cycle Time 1/6 1/3 1/4 1/4 1/5 1/1 6/1 6/1 7/1 8/1 9/1 9/1 9/1 
Upside Supply Chain 
Adaptability 1/7 1/3 1/5 1/5 1/5 1/6 1/1 7/1 7/1 8/1 8/1 9/1 9/1 
Downside Supply Chain 
Adaptability 1/7 1/4 1/6 1/6 1/6 1/6 1/7 1/1 8/1 8/1 9/1 9/1 9/1 

Cash to Cash cycle time 1/8 1/5 1/7 1/7 1/6 1/7 1/7 1/8 1/1 7/1 8/1 9/1 9/1 

Risk 1/8 1/6 1/8 1/8 1/7 1/8 1/8 

1/8 

1/7 1/1 9/1 9/1 9/1 
Return on Supply Chain Fixed 
Assets 1/8 1/6 1/9 1/8 1/8 1/9 1/8 1/9 1/8 1/9 1/1 8/1 9/1 

Upside Supply Chain Flexibility 1/9 1/7 1/9 1/9 1/9 1/9 1/9 1/9 1/9 1/9 1/8 1/1 9/1 
Return on Working Capital

1/9  1/8  1/9  1/9  1/9  1/9  1/9  1/9  1/9  1/9  1/9  1/9  1/1  

Table 4 AHP ranks and
weights

ICT impact on Weights Ranks

Accurate documentation 0.217861815 1

Complete delivery 0.137556089 3

Cost 0.141317992 2

No damage 0.126162194 4

On-time delivery 0.104515685 5

Order fulfillment cycle time 0.085308167 6

Upside supply chain adaptability 0.062960113 7

Downside supply chain adaptability 0.044615283 8

Cash to cash cycle time 0.02854347 9

Risk 0.020812043 10

Return on supply chain fixed assets 0.014019403 11

Upside supply chain flexibility 0.009737723 12

Return on working capital 0.006590024 13
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SNORM is ((Si − Smin)/(Smax − Smin)) ∗ 100

If smaller value of a performance indicator or construct is better:

SNORM is ((Smax − Si)/(Smax − Smin)) ∗ 100

where

• Si is Actual performance value of the indicator/construct.
• Smax is Maximum value of the indicator/construct.
• Smin is Minimum value of the indicator/construct.

Actual performance value of the indicator/construct is given by a company based
on the maximum and minimum value of the construct. Actual value of a particular
indicator is given by the enterprise as company value. Finally by multiplying the
weights of the factors and the SNORM value, the performance score for the five
performance attribute is obtained and adding these gives the overall performance
score which is converted to an ICT Capability index for SCM.

6.3 Balanced Scorecard (BSC) Method for Computing ICT
Capability Index for SCM

Balanced Scorecard (BSC) is a comprehensive business performance measure to
measure overall performance in diverse aspects of an enterprise. Using this tool, an
organization is viewed from the following four important perspectives which cover
both operational and financial aspects.

• Customer.
• Internal business.
• Innovation and learning.
• Financial.

Each perspective is constituted of objectives and metrics [25]. This is again
an application of MCDM. BSC impacts decision-makers with insights on whether
enhancements in one perspective are attained at the cost of the other. In our inves-
tigation, BSC is applied in conjunction with matrix goals and interpolation formula
method.Weights are taken fromAHP for each indicator in the samemethod employed
in SNORM method from Table 4. Target and stretch are defined as lower and upper
threshold values for each indicator in the attainment of performance. The actual
company value of a particular indicator is obtained for the enterprise. The attainment
value for each indicator is calculated using the following interpolation formula [26]:

y2 = (x2 − x1)(y3 − y1)

(x3 − x1)
+ y1
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x1, x2 and x3 are target, actual, and stretch values of the indicator.

y1 and y3 are lower and upper threshold values of the indicator.
From the attainment value, the score is computed by multiplying weight of indi-

cator with the attainment value of indicator. And total score is the sum of all perfor-
mance scores, which is our index [26]. Enterprise case studies are hereby explored
based on selected respondents which contained both quantitative data points and
qualitative data points with provision for some open-ended responses as well.

6.3.1 Industry Case Study # 1: Manufacturing Company # 1

The first case study is of a manufacturing company headquartered at Coimbatore
with the following details:

• Respondent: Senior Vice-President.
• Total Number of Employees: 3000.
• Name of Business Vertical/SBU/Description: Horn/Industrial Cleaning Equip-

ment’s/Die Casting/Plastic components/Medical Equipment, etc.
• Total Turnover (In Indian Rupees): Rs. 700 crores.
• Years of Operating experience of enterprise: 40 Years.
• ICT Deployment.

o ERP Package.
o Bar Code.
o DSS.
o Software Agents.
o Cloud Computing.
o Business Analytics.
o High Performance Computing.
o Mobile Apps.
o Social Media.
o CRM package.
o E-business software suite.
o IoT.

• ICT Deployment benefits described by respondent

o Visibility of order status.
o Visibility of shipping and transportation details.
o Accuracy of demand forecasts.
o Decrease of manual work.

• ICT Capability Index computed and shown in Tables 5 and 6 using:

o SNORM: 0.9172.
o BSC: 0.947.
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• Recommendations & Inference from the ICT Capability Index for SCM

o SNORM & BSC are different methods for computing the index and as such
as the range of values and scale will show some variation between the two
methods.

o This is an enterprise which has not only adopted high-end ERP software
package but also cutting-edge ICT tools like analytics, mobile apps, etc. for
their supply chain processes. More or less the enterprise has leveraged the
power of ICT for all aspects of the SCM.

o As such the values of the index are high and this can be compared with other
case studies.

o There is scope to maximize the ICT usage of internal process and financial
measures as evidenced from scores from both methods.

o ICT tools have already been deployed and improvement of internal process
like OCT, UPCA, UPSA can be done by maximizing the usage of these
tools as also look for operational gaps in the ICT-enabled processes like poor
communication between stakeholders, technology incompatibility, etc.

o There is scope for maximization of financial measures, but this requires
management actions and audits.

o As and when required, the enterprise can upgrade their ICT tools.

6.3.2 Industry Case Study # 2: MSME # 1

The second case study is of aMSMEheadquartered at Coimbatore with the following
details:

• Respondent: Senior General Manager.
• Total Number of Employees: 400.
• Name of Business Vertical/SBU/Description: Food processing.
• Total Turnover (In Indian Rupees): Rs. 15 crores.
• Years of Operating experience of enterprise: 15 Years.
• ICT Deployment

o Bar Code.
o Inventory management software package.
o Fleet.
o Management software package.
o Cloud Computing—ESDS.
o Mobile Apps—Local startup.
o Social Media.
o CRM software package—Salesforce.com.
o Management Information System (MIS) package—Tally for finance, Benny

Impex.
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• ICT Deployment benefits described by the respondent

o Better visibility of milk movements [both at procurement and distribution
stages].

o Better Planning for milk and milk products sales and stocking.
o Better utilization of the production facilities.
o Effective manpower deployment.
o Reduction in the milk transaction and storage timings.
o Increase in the shelf life of milk and milk products.

• ICT Capability Index computed and shown in Tables 7 and 8 using:

o SNORM: 0.65
o BSC: 0.8571

• Recommendations and Inference from the ICT Capability Index for SCM

o SNORM and BSC are different methods for computing the index and as such
as the range of values and scale will show some variation between the 2
methods.

o This enterprise is a progressive MSME in dairy and food processing with
ICT deployed for various activities of the enterprise. Even though ERP has
not been procured, MIS packages for operations, finance, etc. are available
as also cutting-edge tools like mobile apps, cloud, etc.

o When this is compared with other case studies, it is clear that there is a
tremendous room for improvement in ICT deployment. From stand-alone
MIS, the MSME can explore a capital investment in procuring an ERP to
integrate the enterprise operations.

o As evidenced from the scores, internal processes to a large extent have been
improved by the stand-alone MIS packages and few cutting-edge tools.

o There is tremendous scope to improve customer, financial, and risk measures.
o If procuring an ERP is not possible, customer measures can be improved

using web services for better dialogue and communication.
o Reducing risk will require more integration and this is best served by

integrating all theMIS packages for various functional areas of the enterprise.

7 Managerial Implications and Future Research Directions

The managerial implications of this ICT Capability Index for SCM assume greater
significance as a result of the present situation due to Covid-19 pandemic, which has
accelerated the need for Industry 4.0, digitalization, and embracing of ICT not only
for the supply chain but also all aspects of the enterprise. The index is derived from
the empirical model which together constitutes assessment framework on impact of
ICT for SCM. The advantages of this index are that it can be used by any enter-
prise irrespective of the geography or country, vertical or domain, manufacturing,
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or services. This index not only provides insights to enterprises on their ICT capa-
bilities for SCM but also assesses to what extent digital matters to them and how it
might transform their business models and supply chains and affect financial perfor-
mance and diagnostics. This will help them to adapt their organizations, leverage
ICT, digitize their operations, and also benchmark with their peers and competi-
tors. The index can also provide insights on selection of appropriate ICT tool after
measurement of its impact on the supply chain paradigm and understanding success
factors and operational challenges for adoption of various ICT tools [27].

This index calculation has been done using 2 methods, namely, SNORM and
BSC. Discussion with an enterprise is needed to take input on the company value on
the effect of ICT on each supply chain performance indicator in our calculation for
the index. Two case studies are showcased with calculation of the index using the
2 methods. Inferences and recommendations are also provided to these respective
companies.

A scoring system and rubric are proposed to be evolved based on multiple case
studies of various enterprises as an extension to this research work. This will essen-
tially involve not only providing the enterprise with an index but also a gradation
model with specific recommendations on moving up the ladder in terms of ICT
adoption. The investigation has focused primarily on strategic supply chain metrics
or level I metrics as per the SCOR model. There is ample scope to extend the inves-
tigation into SCOR level II metrics which are diagnostics of strategic metrics and
level III metrics which are context or sector-specific. A cluster-based or sector-based
analysis approach with or without geographical limitations can also be considered
as an extension to the research.

8 Conclusion

Industry 4.0 is the latest cutting-edge wave of ICT deployment in enterprises. The
present situation due toCovid-19 pandemic has only accelerated the need for Industry
4.0, digitalization, and embracing of ICT not only for supply chain but also all aspects
of the enterprise. While most supply chain professionals are in complete agreement
of the fact that ICT conclusively impacts performance and fulfillment of the supply
chain with many frameworks having been suggested, there is an identified lacunae
in terms of performance scoring and assessment framework with respect to impact
of ICT in SCM. This investigation proposes an ICT Capability Index for SCM as
one part of an assessment framework on ICT impact on SCM. The other part is an
empirical model based on SCOR level 1 performance constructs, which is validated
using SEM from the survey questionnaire responses. These constructs are ranked
using AHP and the weights are ascertained. Computing the ICT Capability Index for
SCM from the metrics of the assessment model is done using tools such as Balanced
Scorecard (BSC) and SnormDeBoer standardized normalization (SNORM)method.
Enterprises irrespective of sector or vertical can use this index as a universal bench-
mark to assess to what extent digital technologies and ICT matters to them and how
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it might transform their supply chains and business models as also affect financial
performance and diagnostics. A scoring system and rubric is proposed to be evolved
based on multiple case studies of various enterprises as an extension to this research
work. Enterprises may be provided with specific recommendations on moving up
the ladder in terms of ICT adoption as also from a cluster or sector-based approach.
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Productivity Improvement in Foundry
Using IoT

Yash Patel, Bhavesh Mewada, Bharat Tank, and Prashant Singh Tomar

Abstract In today’s rapid changing scenario in manufacturing industries, imple-
mentation of Internet of Things is essential for a manufacturing unit in order to
respond effectively and work efficiently. Internet of Things is a system of sensing,
processing, and interacting among devices to transfer data over the network from
anywhere and at any time. Internet of Things is capable of collecting data in real
time, resulting in enhancing the productivity of the manufacturing industries. Nowa-
days, many industries, organizations, and enterprises are urging to equip the fourth
industrial revolution, i.e., Industry 4.0 as it is based on automation which include
Internet of Things, Cyber Physical System, and Industrial Internet of Things, helping
in easy data exchange in manufacturing technologies and processes. Nonetheless
there are still some challenges that need to be investigated in order to implement IoT
in industries and enterprises. This paper addresses the design and implementation of
a real-time temperaturemonitoring and controlling systemwith the help of DS18B20
temperature sensor interfaced with Node MCU and 4-channel relay module that can
access data from anywhere and anytime over the internet. The system will contin-
uously monitor the temperature through mobile app Blynk and if the temperature
exceeds the predefined limit set by the user, a notificationwill be sent to the registered
Email ID that “the temperature is above predefined limit”.

Keywords Node MCU microcontroller · DS18B20 temperature sensor ·
Temperature monitoring ·Wireless communication · Internet of Things

1 Introduction

Internet of Things comprises different types of sensors and actuators, which has the
capability of communicating, interconnecting, and interacting with one other over
the network from anywhere, anytime, with anything, and with anyone. Nowadays,
IoT is gaining more attention from scientists and researchers as it has the ability
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to transform the current systems into smart ones. IoT is an emerging technology,
offering users to continuously monitor the system and in acquiring real-time data
of the system. The foundry industries are facing challenges due to lack of proper
temperature monitoring system. Especially in the foundry industries, in order to
melt the molten metal the temperature of the furnace reaches nearly 1500 °C or
even high, which is a security risk for the workers. In order to ensure the safety of
the workers, the paper focuses on implementing IoT in foundry industries in order
to increase their productivity by monitoring and controlling the temperature using
DS18B20 temperature sensor. It aims at controlling the temperature via mobile app
Blynk using WiFi as communication protocol and Node MCU as microcontroller.
The microcontroller is interfaced with the DS18B20 and the 4-channel relay module
that controls the device for controlling the temperature. The temperature monitoring
system can be used in manufacturing industries, power plants, and other industries
that need the data to be saved and analyzed.

2 Literature Study

In [1], the author had made an attempt to develop a low cost IoT solution for smart
manufacturing in foundry. Simulation was done using Autocast_XI software for
detecting defects during solidification. Simulation software helped in early checking
of effective gating system and defect prediction, saving reasonable productivity and
quality. Thermocouple was placed in the mold cavity to monitor temperature, which
helped in studying cooling curves and quality check of solidification defects. Data
obtained using controller and amplifier were stored in mobile for live monitoring.
IoT platform saved time by providing casting solidification data in real time.

In [2], the author designed, prototyped, and tested an integrated sensor platform
that can record physiological changes-heart rate, oxygen saturation, physical activity
levels, skin temperature, and galvanic skin response. Wearable sensor includes skin
temperature sensor, pulse oximetry sensor, accelerometer sensor for assessments of
activity level, and galvanic skin response sensor for measuring the skin moisture.
The wearable system was compared with clinical measures such as fingertip pulse
oximetry and infrared thermometry which resulted in high accuracy and correlation.
MATLAB softwarewas used for comparing, analyzing, and visualizing the data. This
device offers a variety of versatile uses especially with athletes, military personnel,
laborers, and elderly individuals as it helps in multi-parameter health monitoring.

In [3], the author revealed that IoT improves business effectiveness in various
ways which include enhancing collaboration, improving productivity and efficiency,
coordinating business operations, reducing cost and waste, tracking manufacturing
processes, enhancing human resource at workplace, reducing maintenance times,
improving supply chain of goods and services, connecting machinery together,
improving customer experience, supporting data collection, developing new business
models and remote mobile device management.
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In [4], the author discussed an IoT evolution, IoT ecosystem, and IoT architecture.
A well-structured IoT architecture helps enterprises and industries to create innova-
tive and state-of-the-art services. It also ensures that a variety of enterprise applica-
tions connectswith enterprise IoTdevices for better access of data to users, customers,
consumers, and subscribers. The author also discussed challenges faced by enter-
prises and industries in adopting IoT, which makes it difficult for the industries to
make decision on IoT adoption.

In [5], the author designed heterogeneous wearable IoT sensor for safety and
health applications, suitable for industrialworkplace.Multiplewearable sensorswere
attached to the worker’s body to monitor environmental and physiological param-
eters. Workers body was equipped with two nodes: Safe node for environmental
condition monitoring (ambient temperature, relative humidity, ultraviolet radiation,
and carbon monoxide) and Health node for physiological signal monitoring (body
temperature and heart rate). The wearable sensors communicate through a gateway
via LoRa network which forms heterogeneous IoT platform and provides invaluable
information to the system operator and workers regarding their safety and health
monitoring. Aspects such as sensor node hardware and software design, gateway,
and cloud implementation were also discussed.

3 Design and Discussion

In the proposed system, DS18B20 temperature sensor and 4-channel relay module
are interfaced with the NodeMCUmicrocontroller. The sensors data is processed by
the Node MCU and is updated to the Blynk app using the WiFi as a communication
protocol. The whole system is designed in Embedded C language and simulation of
the written code is done in Arduino IDE.

3.1 Components Used

See Table 1

3.2 Interfacing DS18B20 and 4-Channel Relay Module
with Node MCU

In this project, the 1-wire temperature sensor DS18B20 is interfaced with the micro-
controller Node MCU. A 4.7 k� pull-up resistor is used for the proper connection.
The temperature sensor requires 3.3–5 V power supply, which means that it can be
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Table 1 Components listing Sr. no. Components Quantity

1 Node MCU 1

2 DS18B20 temperature sensor 1

3 4-channel relay circuit 1

4 USB Jack cable 1

5 4.7 k� resistor 1

6 Electric heater 1

7 Bulb 1

powered from one of the 3.3 V Node MCU. The sensor has three wires: black repre-
sents GRD, red represents VCC, and yellow represents 1-wire data. The advantage
of using this temperature sensor is that it occupies only one digital I/O pin of the
microcontroller. D1 pin of Node MCU is connected to the DS18B20 temperature
sensor for acquiring the data from the temperature sensor. The circuit diagram of
Node MCU interfaced with DS18B20 temperature sensor is shown in Fig. 1.

The 4-channel relay circuit is then interfacedwith themicrocontrollerNodeMCU.
An electric heater and a bulb are connected to the relay circuit. The D2 pin of Node
MCU is connected to the IN2 pin of the 4-channel relay circuit. As the data arriving
from the DS18B20 temperature sensor reaches above the predefined limit, the relay
circuit turns off the power supply to the electric heater and the bulb (Fig. 2).

In order to get the data on themobile appBlynk, a unique ID needs to be generated.
After generating the ID, the next step is to include the authentication key, SSID, and
password in the coding for communication between Node MCU and Blynk server.
The process is described in Figs. 3, 4 and 5).

Fig. 1 Circuit diagram of DS18B20 with Node MCU
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Fig. 2 Circuit diagram of DS18B20 and relay circuit with Node MCU

4 Hardware Implementation and Testing

Figure 6 shows the hardware setup of DS18B20 temperature sensor with the Node
MCU. On uploading the program in Arduino IDE, the DS18B20 temperature sensor
shows a result of 33 °C when it is set free in the room which is the room temperature
(Figs. 7 and 8).

The hardware connection of electric heater and the bulb with the Node MCU and
DS18B20 temperature sensor through 4-channel relay module is shown in Fig. 9.

If the temperature is below 35 °C, then the bulb will glow and the electric heater
will heat the water (Fig. 10).

As the temperature reaches above 35 °C (predefined limit), then the relay module
will turn off the electric heater and the bulb (Figs. 11, 12 and 13).

5 Conclusion

• In this project, a circuit is developed which regulate and monitor the temperature
using IoT.

• It helps in overcoming the challenge of lack of proper monitoring system in
industries and homes.

• The microcontroller Node MCU needs to be connected to WiFi in order to show
the temperature on mobile app Blynk. It continuously monitors the temperature
and if the temperature exceeds the predefined limits, a notification will be sent to
the registered email id that “the temperature is above predefined limit”.
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Fig. 3 Account creation and working process in Blynk app

• Theproposed projectwas done on pilot level.After this project, the aim is to imple-
ment IoT in foundry. Firstly, in furnace in order to monitor the temperature inside
the furnace through mobile app Blynk over WiFi. And secondly, implementing
it in casting in order to reduce the defects which occur during solidification, as it
causes a large amount of loss to the industries.
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Fig. 4 Blynk App User Interface
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Fig. 5 Created a new project named temperature
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Fig. 6 Hardware implementation of DS18B20 with Node MCU

Fig. 7 Temperature sensor shows 33 °C (room temperature) in Arduino IDE serial monitor
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Fig. 8 Temperature (33 °C) shown in Blynk app

Fig. 9 Hardware implementation of the proposed system
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Fig. 10 Connection at 30 °C (below 35 °C)

Fig. 11 Connection at 36 °C (above 35 °C)
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Fig. 12 Temperature
(36.5 °C) shown in Blynk
app

Fig. 13 Notification sent by
Blynk on registered Email ID
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Strain Measurement of Aluminium
in Tensometer Using Digital Image
Correlation (DIC)

A. Vijaya , N. Kannan, M. Palaniappan, and G. S. Lohith Kumar

Abstract Digital Image Correlation (DIC) is an evolving optical image technique
to measure deformation. DIC technique correlates a series of images captured during
deformation. Based on the position of speckle pattern on the image, the displace-
ment and strain field are estimated. The aluminium sample is prepared as per ASTM
standard added with speckle pattern spray-painted on its surface. A simple stand-
alone CCD camera—lighting system is used to record the deformation along uniaxial
tensile testing carried out in Tensometer. A series of captured images during defor-
mation are tracked using open-source DIC program inMATLAB software. The static
and dynamic analysis of specimen is also carried out in ANSYS workbench. The
stress and strain values obtained from the experimental readings (Tensometer) and
the image correlations (DIC) closely match each other whereas simulation results
obtained in ANSYS have 16% error compared with experimental. This error may be
reduced by decreasing the element size and reducing errors in meshing and loading.

Keywords Mechanical testing · Tensometer · Aluminium · DIC · Dynamic
analysis

1 Introduction

The knowledge of stress and strain of a material is essential for structural design
and other purposes. Thus, its determination is very significant for all engineering
applications. A strain in any material can be defined as the ratio of change in length
to the original length. It is essential in critical investigation parameters to study
the property of material behaviour. The traditional measuring instruments are not
capable of creating strain plots, mostly due to high costs and not practical, and the
conventional opticalmeasurementmethods require tedious experimental setup [1–3]]
compared to digital image correlation (DIC) methods [4]. Digital Image Correlation
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technique can be tested from small to large test specimen without any restriction
for its size or shape. It uses image correlation principle to measure the strain field
by analyzing the movement of the points marked on the test specimen. The recent
development of inexpensive CCD cameras and rapid growth in image processing
with powerful and affordable laptopsmakes this non-contact measurement technique
more attractive [5–7]. These computer-basedoptical techniques have the advantage of
direct sensing and non-complex systems, which avoids the tedious process. The data
acquisition by DIC is faster compared to other traditional methods. This technique
comprises of creating speckle pattern comprising with finer block dots preferably on
awhite background on the specimen and subjecting it to deformation while capturing
the deformation continuously, either with high-speed camera [8, 9] or with slower
frame rate.

A series of acquired images correlate with each other depending on the subtle
movement of speckle pattern based on the strain it subjected to. Digital image corre-
lation algorithm is an iterative algorithm, which searches for the intensity of speckle
patterns as a subset, inconsequent images from its reference image. The difference
between initial and final positions of speckle pattern gives us full-field displacement
and strain of the test specimen.

Peter and Ranson [4] introduced the concept of DIC digital image correlations and
now many researchers adopted DIC methods for various applications starting from
strain measurement in structural applications [5, 10] to biomechanics [11]. Out of
plane measurement and large deformation are achieved through stereo DIC [12], and
in some cases, DIC is combined with interferometry in a hybrid manner to find the
deformation [13]. Few researchers used DIC to measure the strain of crystal grains
by capturing images in optical microscope and SEM [14]. The literature presented
here is representative and not exhaustive.

There are various contact and non-contact techniques for measurement of strain.
Some software can be used for measurement of strain using 2D DIC. Companies
like correlated solution; Dantec Dynamic produces 2D DIC software. There are also
several other open-source software such as NCORR [15] and MATLAB.

Two-dimensional digital image correlation (2D DIC) is now widely accepted and
commonly used in the field of experimental mechanics. 2D DIC directly provides
full-field displacements to sub-pixel accuracy and full-field strains by comparing
the digital images of a test object surface acquired before and after deformation. Ma
Quanjin et al. [16] investigated themechanical properties ofmaterials like aluminium,
GFRP and plastics using DIC by carrying out tensile test in the universal testing
machine.

In this present study,methodologies of the 2DDIC technique for displacement and
strain field estimation are determined for aluminium rodwhile extension is carried out
in extensometer. In this experiment, Tensometer is used for the application of load
for obtaining the experimental strain values as well as deformations are captured
continuously using a stand-alone CCD camera. These images are then correlated
using MATLAB software. The following study compares the results obtained from
DIC using experimental input speckle images collected from the experiment as well
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as dynamic analysis carried in ANSYS along with experimental strain values from
Tensometer.

2 Methodology

The methodology describes the techniques that are to be followed for the image
acquisition to perform the DIC process in MATLAB. The specimen is subjected to
tensile loading and images are captured at certain desired intervals until the failure
of the specimen. These images are obtained by using a CCD Camera. The images
are then correlated and measured for required parameters using DIC process in
MATLAB. The following Fig. 1 shows a schematic diagram of the experimental
setup. Tensometer, a testing machine, is used to analyze the tensile behaviour of the
material, such as the tensile strength and Young’s modulus. In this present work,
Electronic Tensometer, which is fitted with load cells of capacity 0.2KN, 2KN and
20KN, is used for conducting experiments.

2.1 Specimen

Thematerial for the specimen is selectedAluminium 6061 as per dimensions (ASTM
A370-8). Figure 2a, b shows 3Dmodel of the specimen. Speckle patterns are sprayed
on the specimen, and continuous periodic images are acquired throughWATEC902B
Camera during the entire loading process.

Fig. 1 Schematic setup diagram for strain measurement in tensometer using DIC
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Fig. 2 a 2D Drawing of Specimen as per ASTM b Specimen designed in Solid Works

2.2 Spray Painting Technique

The commonly used speckle preparation technique is the spray paint technique. The
background surface of the specimen should always be painted inwhite. The specimen
is coated with white aerosol paint, throughout its surfaces. The specimen is allowed
to dry for a minimum of 4–5 h. A temporary disposable toothbrush is painted with
the black aerosol paint on the bristles of the toothbrush and is kept at 45 degrees
towards the specimen and flicked gently to paint speckle pattern on it. The specimen
is allowed to dry again before using it for testing.

3 Experimental Procedure

The specimen painted with speckle pattern is fixed on two ends of fixture, which
in turn fitted on electronic Tensometer as shown in Fig. 3. This machine has a data
transfer unit along with the provision of display unit. The data entry for specimen
code, batch code, specimen grade, area of applied load, maximum load (20 kN),
and minimum load (10 N) is fed through the display unit. The camera is fixed in a
proper position to focus it on detection of the speckle pattern and connected to laptop
through interfacing software. The lights are fixed in such a way that the specimen is
adequately illuminated. Once the experiment starts, the experimental data for strain
measurement from electronic Tensometer are transferred through DTU to PC, and
simultaneously specimen images are acquired continuously for analyzing the same
via DIC using CCD camera. The graphs are generated for Stress versus Strain for
the process conducted. The images taken from the camera are being carried out for
the correlation process as in Fig. 4.
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Fig. 3 Experimental setup: image acquisition for DIC in tensometer: fixture and specimen (subset)

Fig. 4 Stress versus strain
graph obtained for
aluminium specimen from
electronic tensometer
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3.1 Experimental Verification

The specimen is clamped and attached with the tensometer, the focus lights are used
to illuminate the specimen and the cameras are placed near normal to specimen
surface and focus towards the specimen as shown in Fig. 5a. Once the tensile loading
on the specimen starts to increase, the specimen elongates. At a load of around 2 KN,
this part of the specimen is observed as shown in Fig. 5b. The necking starts after a
load of around 4.8 KN in the specimen. The necking process involves elongation of
around 3.8 mm of total length of the specimen as shown in Fig. 5c. The specimen
breaks into two due to ultimate tensile loading. At a load of around 9KN, this part
of the specimen is observed as shown in Fig. 5d.
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Fig. 5 Experimental Images of specimen acquired through CCD

3.2 Digital Image Correlation Using MATLAB [17]

In 2D-DIC method, the region of interest in the reference image is defined first,
which is again divided into evenly spaced grid, the displacements are calculated at
each point of the grid and deformation is calculated. The basic principle of 2D DIC
is that matching of same points or pixels of series of images recorded before and
after deformation.

Digital image correlation is an image processing technique used to measure
displacement field and strain by the movement of points marked on the specimen.
DIC falls into three main stages like pre-processing, processing and post-processing.

The gradual application of tensile load, the behaviour of the specimen is recorded
as a video by use of the HONESTECH software. This video, saved in the system, is
acquired into snapshots at periodic intervals. Any desirable number of images can
be obtained. For image acquisition from the video, VLCMedia Player Software can
be used.

For the image to be processed in MATLAB, the size of the image must not be
greater than 1024 kb. The images are supposed to be in greyscale only. The images
are to be named as in order sequentially without any spaces in between. The image
*.tif format is preferred.
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In the processing stage, a series of text files that contain the MATLAB code with
an extension of ‘*.m’ called m-files need to be executed. The m-files used for this
experiment are as follows. The commands of these m files can be downloaded from
[17]

• filelist_generator.m
• grid_generator.m
• automate_image.m
• displacement.m

The ‘filelist_generator’ generates the list of series images assigned with preferred
filename given by the user. It can be done manually as well as automatically. The
series of images as in Fig. 6a are stored for processing in a particular folder.
The ‘grid_generator.m’ is a command that is used to define the region of interest
in the captured images. The speckle pattern in the tensile specimen lies in 2D plane
as a rectangle, and rectangular ROI is chosen. After marking the lower left part of the
specimen and upper right part of the specimen using themarkers, the grid is generated
on the specimen within the ROI with the desired pixel resolution as shown in Fig. 6b.
The correlation between the images is carried out using ‘automate_image.m’ file. It
can be noticed that the markers placed on the specimen surface gradually move, thus
measuring the total deformation that has occurred during the application of tensile
load. The red dots indicate the markers of the deformed specimen, whereas the green
dots are the initial markers, as shown in Fig. 6c. The computed displacement is
plotted and viewed in the post-processing stage using ‘displacement.m’. This is a
collection of function, which helps us to review the displacement field, calculate the
strain and even delete the unwanted trackers.

Fig. 6 a Sample Image b Grid Generator c Movement of grid points during deformation
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3.3 Digital Image Correlation and Tracking with MATLAB
[17]

The displacement of initial markers (Green) in the ROI is plotted as 3D mesh plot as
in Fig. 7. The blue markers show the displacement along x-axis. After filtering the
poorly correlated tracker, 1D Average Strain measurement is plotted for aluminium
in Fig. 8. The stress that has been calculated using the load–displacement graph

Fig. 7 Three-dimensional displacement obtained for aluminium specimen

Fig. 8 1D Average strain
measurement (aluminium)
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Fig. 9 Stress versus strain (aluminium)

obtained from the experimental result is plotted against the strain from DIC and
shown in Fig. 9.

4 Static and Dynamic Analysis of Aluminium in ANSYS

Static analysis is performed to determine the stress, strains, displacements and forces
in structures or components due to applied loads, which do not include significant
inertia and damping effects. The tensile specimen was designed according to the
ASTM standards of Tensometer using SOLIDWORKS, 3D modelling CAD soft-
ware.Thefile is then converted into InitialGraphicsExchangeSpecification (IGES), a
neutral file format that facilitates to exchange information to other software. The static
analysis was performed using ANSYS V16.0 workbench software. The static anal-
ysis consists of selecting engineering material, mesh generation, giving constraint
and solving the problem.

The material selected is aluminium. The properties of the chosen grade material
such as yield strength, ultimate tensile strength, Poisson ratio, Young’s modulus are
provided. Meshing is vital for rendering solutions. Mesh generation is a process of
generating a polygonal or polyhedral mesh that approximates the geometry as shown
in Fig. 10a. The type of mesh used was tetrahedrons, and the element size is given
as 1 mm. The quality of the mesh is checked once meshing is complete. To perform
static analysis, constraints are to be provided, since it’s a tensile testing specimen
one end of the dog bone structure is fixed, and another end is subjected to tensile
loading as shown in Fig. 10b. The load was provided in transient condition with time
interval of 1 s load was gradually increased from 220 N to 10 KN. In Fig. 10b, the
blue region or A is the fixed portion, and the red region or B is the force applied. The
force applied was in positive x-direction.
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Fig. 10 a Meshing of tensile specimen and b constraints for tensile specimen

ANSYS software provides us with various options. Solution such as stress, strain,
total deformation of the specimen can be evaluated. The stress and strain values
obtained under the applied loading conditions are shown in Fig. 11a–c are taken for
comparison. Explicit dynamic analysis was also carried out to determine the response
of the specimen to the real-time data, especially when it is impossible to perform
physical testing. Here also, material is defined first, and then meshing is done. Once
meshing is complete, the constraints are provided. Making one end fixed and another
end is applied with the load of 10 KN. The real-time animation is generated. The
elastic deformation that occurs during dynamic analysis is shown in Fig. 12a. The
neck formation that occurs during dynamic analysis has been shown in Fig. 12b.
The failure of the specimen that occurs during dynamic analysis has been shown in
Fig. 12c.

5 Results and Discussions

The results are obtained in the form of the graph from the entire three-tensile test,
done by Tensometer, ANSYS and DIC. The comparison for all three tests is carried
and plotted in Figs. 13 and 14. The experimental results obtained from tensometer
closely match with DIC results. As the tensile strain increases, the tensile stress also
increases, reaches the UTS 285pa and breaks into two pieces when the tensile strain
reaches to a maximum of 0.24.

The error percentage between the experimental values, DIC and ANSYS is shown
in Table 1. From the above results, one can find that the test result of DIC technique
is closely matched with experimental values. The strain measurement using DIC
provides accurate strain measurement at less cost and fast data acquisition.
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(a) Stress Contour 

(b) Strain Contour 

(c) Deformation 

Fig. 11 Stress, strain and deformation (aluminium)



146 A. Vijaya et al.

(a) Deformation 

(b) Necking 

(c ) Fracture 

Fig. 12 Dynamic analysis of aluminium under tensile loading a deformation b necking c fracture
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Fig. 13 2D Stress versus strain plot (aluminium)

Fig. 14 3D Plot for Stress versus strain plot (aluminium)

Table 1 Error analysis (aluminium)

S.no Content Theoretical Experimental ANSYS DIC

1 Maximum stress 285 Pa 285.7 Pa 333.08 Pa 285.668 Pa

2 Maximum Strain 0.24 0.24 0.06 0.254

3 Error% (Stress) – 0.25% 16.87% 0.23%

4 Error% (Strain) – 0% 75% 5.83%

6 Conclusion

This present study discusses the application of digital image correlation (DIC) tech-
nique for strain measurement of aluminium specimen under uni-axial tensile testing
in Tensometer. A stand-alone camera and the lighting setup are set to capture the
series of images during deformation. The captured images are digitally tracked and
correlated using MATLAB. The results obtained through DIC closely match with
the strain values obtained from the load cell in Tensometer. Static and dynamic
analysis for the tensile specimen is carried out in ANSYS, and the results obtained
through ANSYS have an error percentage around 16%. This may be due to error in
the selection of mesh size as well as loading conditions in ANSYS. Hence, it can
be concluded that DIC is best suited for mechanical testing, and one can apply the
same for unknown material for research purposes. This experiment can be used as
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a student’s experiment in the material testing lab if one has a good resolution CCD
camera and proper lighting system.
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Structural and Thermal Analyses of Gas
Turbine Blades with Internal Cooling
System Under Steady-State Conditions

K. Balaji, G. Jims John Wessley , and S. V. Khandal

Abstract Turbine is a rotating mechanical device that is used to convert the kinetic
energy available in a fluid into useful work. The high-velocity fluid creates an impact
on the blades as it flows over the turbine blades and causes the rotor to rotate, thus
producing useful work that can be coupled to any application. In this present work,
gas turbine blade made of Inconel 718 is modelled using CATIA, and the structural
and thermal analyses are carried out using ANSYS. Four different configurations
were developed for the study, with different number of holes and hole sizes. Also,
the distance between these holes and surfaces were also varied in the analysis. This
analysis revealed that a blade configuration with 12 holes each with a diameter
of 1.5 mm shows better cooling effectiveness and more advantageous in terms of
stress and deformation when compared to other three configurations analyzed in this
study. The temperature of the blade and the deformation and stress obtained for this
configuration were found to be 1090 K, 2.7 mm and 1481 MPa, respectively.

Keywords Cooling system · Gas turbine blade · Steady state · Structural and
thermal analyses · ANSYS software

1 Introduction

Turbines produce power by allowing fast-moving flow of water, gas, steam, air,
or any fluid to impinge on a wheel or rotor fitted with vanes. The working fluid
may be compressible or incompressible but contains a huge amount of potential
energy and kinetic energy. The performance of the turbine blade depends on the
temperature of the blades during energy conversion and hence cooling of turbine
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blade material is very critical. In general, to improve the performance of the blades
by maintaining them at minimum possible temperatures during operation, data on
internal heat transfer and flow are vital in understanding the functionalities behind
the flow and heat generation so as to design effective cooling mechanisms. Few
designs and techniques have been widely used in the turbine blades to increase the
cooling of the blades. The most widely used is the implementation of cold passages
in the middle of the aerofoil lined with rib turbulators and jet impingement along
the stator vanes and also by using pin–fin or dimples along the trailing edge of the
vanes. In order to increase the heat transfer, all the above methods can be combined
appropriately.

The related literature on the cooling of turbine blades reported in the literature is
summarized in this section. In the reviews conducted by Muniyandi [1] and Ugade
and Bhambere [2] on the structural and thermal analyses of turbine blades, it is
found that the number of holes in the turbine blade and the material used in the
construction play major roles in the efficient functioning of the same. The numerical
study performed by Prasad et al. [3], it was concluded that Inconel 717 is the suit-
able material for gas turbine blades, and the optimum number of holes for efficient
operation is found to be 13. However, in the simulation work carried out by Begum
et al. [4] by finite element analysis (FEA) using two different materials, N155 and
Chromium, it is seen that N155 gives better results compared to Chromium, and
it is also concluded that the cooling increases with an increase in the number of
holes. Mahesh et al. [5] used solid works to analyze four different turbine models
with 7, 8, 9, and 10 holes, respectively, and it was reported that the model with 9
holes yielded better results, and the model with 10 holes yielded very poor results.
Krishnam Raju et al. [6] conducted similar studies with CAE software to analyze a
gas turbine blade profile with different models using 7, 8, and 9 holes. It is found
that the structural and thermal analyses were better when the number of holes used
was maximum. The study conducted by Kini et al. [7] on a high-pressure stage gas
turbine blade with different helicoidal duct configurations for cooling shows that a
parameter defined by the ratio of diameter to length of the cooling duct plays a major
role in the performance. The work of Theju et al. [8] compared the structural and
thermal performance of two different materials, namely, Inconel 716 and Titanium
in turbine blades using CAE tools and found that Inconel 718 showed better perfor-
mance parameters. A similar study conducted by Hari and Kumar [9] showed that
the performances were getting better with the increase in the number of holes across
the turbine blades structure. Few other researches like Saif et al. [10] reported the use
of advanced materials as coating on the blades, and Balaji et al. [11] reported on the
effect of hole orientation angle on the cooling effectiveness of the turbine blades. The
work of Veerarahavan [12] reported that molybdenum alloys have good temperature
resistance capabilities when compared with Titanium, Zirconium and super alloys.
Sagar [13] analyzed the deformation due to stress induced in the blade geometry and
reported that the maximum temperature and elongations were found in the blade tip
while the temperature remained almost uniform over the maximum curvature of the
profile with the distribution linearly decreasing from the tip to the root of the blade.
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Ganta [14] and Xie [15] suggested various failure mechanisms and suggestions for
a good blade profile configuration and also the use of dimples in optimal design of
blades.

However, the literatures reveal that the availability of work on the mechanical
and thermal analyses of internal cooling of gas turbine blade system with different
configurations made of Inconel 718 material is not reported. Hence, this research
attempts to perform structural and thermal analyses of gas turbine blade with internal
cooling system under different conjurations using Inconel 718 material applying
ANSYS software.

2 Modelling and Analysis of Gas Turbine Blade

The modelling of turbine blade is done in CATIA software as per the dimensions
of the configuration shown in Fig. 1. A high pressure turbine blade from a military
aircraft engine is selected for this analysis. It is assumed that hot air from combustion
chamber directly hits the high-pressure turbine. CATIAV5 design software is used to
create in-part design aerofoil shape according to the coordinates. The Sketcher work
is completed by using Sketch-based features, dress-up features and transformation
features.

Fig. 1 Dimensions of the turbine blade used in the study
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Four different configurations are created with different size of holes, and the part
design is loaded into the workbench to convert the design into a 3D model. Analysis
of the turbine blade model assembly by creating different views of blade assembly is
also completed. The turbine blade model developed in CATIA is depicted in Fig. 2.

Various configurations of the turbine blade used in the current study are provided
in Figs. 3, 4, 5 6. The number of holes, hole size and the distance between the
holes and surface in each configuration can be seen in the figures as well as in Table
1. ANSYS software was used to perform structural and thermal analyses in these
models. The material for the blade chosen in the study is Inconel 718.

The summary of the different configurations and its specifications used in the
study are given in Table 1.

Fig. 2 Various views of turbine blade model. a Holes are shown over turbine blade tip for cooling.
b Side view of the turbine blade with the cross-section in the form of an aerofoil. cModel of turbine
blade with turbine disk attachment

Fig. 3 Various
configurations of blades used
in the study
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Fig. 4 Various
configurations of blades used
in the study

Fig. 5 Various
configurations of blades used
in the study

Fig. 6 Various
configurations of blades used
in the study

The blade configurations are analyzed using displacement and stiffness method
under steady-state structural analysis system. The engineering data like stiffness
and inertial loads of the component are added. Tetrahedral and hexahedral type of
meshing is used, and thematerial properties of Inconel 718 are chosen. The boundary
conditions are set, and the rotation speed of the blade is fixed as 1000 rpm. The
pressure, temperature and deformations over the turbine blade are analyzed.
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Table 1 Summary of parameters used in the various blade configurations

Configuration Number of
holes

X (Dia) (first
row)

Y (Dia)
(second row)

Z (Distance
between wall
and topside
hole)

Number of
rows

1 10 3.4 - – 1

2 10 2 2 4 2

3 10 1.5 1.5 2.5 2

4 12 1.5 1.5 2.5 2

3 Results and Discussion

The temperature and stress distribution across the blade and the deformation are
analyzed.

3.1 Configuration 1

Configuration 1 has 10 holes created in the mid of the blade with a diameter of
3.4 mm. These holes are used to reduce the temperature over the body.

In Figs. 7, 8, 9, and 10, the pressure, temperature and deformation results are
shown. The temperature is observed to be 1143 K, and deformation is recorded as
1.94 mm with a maximum stress carrying capacity of 1462 MPa. From the result, it
is seen that the hot air from combustion chamber directly striking the turbine blade
is cooled by the air flowing through the holes created on the blade. Hence, this
configuration is found to improve the performance of engine and in turn the lifetime
of the component.

Fig. 7 Temperature distribution (Configuration 1)
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Fig. 8 Temperature across cross-section (Configuration 1)

Fig. 9 Deformation (Configuration 1)

Fig. 10 Equivalent Stress (Configuration 1)
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Fig. 11 Temperature distribution(Configuration 2)

Fig. 12 Temperature across cross-section(Configuration2)

3.2 Configuration 2

In this configuration, the number of holes is maintained as 10, as in the previous
configuration, while the diameter of the hole is reduced to 2 mm. Also, the holes are
introduced in two rows in an attempt to increase the heat transfer rate. This config-
uration is seen to reduce the temperature by 2% but, however, the deformation is
significantly more with the stress distribution also increased by 27%. This configu-
ration may lead to damage of the blade material and failure compared to the previous
configuration. The results of the analysis for configuration 2 are shown in Figs. 11,
12, 13, and 14.

3.3 Configuration 3

In configuration 3, the hole size is further reduced to 1.5mmwhile the other boundary
conditions remain the same as in configuration 2. The results show that the deforma-
tion, stress increased significantly though the cooling provided by the holes is better
for this configuration. Though the thermal performance of this configuration looks
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Fig. 13 Deformation (Configuration 2)

Fig. 14 Equivalent stress (Configuration 2)

good, the configuration may not be advisable from the structural point of view as the
lifetime will be reduced. Figures 15, 16, 17 and 18 show the results of the analysis
using configuration 3.

Fig. 15 Temperature distribution (Configuration 3)
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Fig. 16 Temperature across cross section (Configuration 3)

Fig. 17 Deformation (Configuration 3)

Fig. 18 Equivalent stress (Configuration 3)

3.4 Configuration 4

In configuration 4, the hole dimensions are maintained as in the previous configu-
ration while the diameter of the holes is increased to 12 mm. Results show that the
temperature is reduced more than the baseline configuration, while the stress level
increases by 1.3%, and the deformation also increases to 39%. The analysis results
are shown in Figs. 19, 20, 21, and 22 as shown below.

Table 2 provides the summary of results obtained from the analysis on the four
different blade configurations.
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Fig. 19 Temperature distribution (Configuration 4)

Fig. 20 Temperature across cross section (Configuration 4)

Fig. 21 Deformation (Configuration 4)

Fig. 22 Equivalent stress (Configuration 4)
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Table 2 Comparison of the analysis of various configurations

S.no Configuration Temperature (K) Deformation (mm) Stress (Mpa)

1 Configuration 1 1143 1.94 1462

2 Configuration 2 1128 4.2 1869

3 Configuration 3 1116 4.18 1859

4 Configuration 4 1090 2.7 1481

While configurations 3 and 4 showed better results in terms of cooling effective-
ness, the deformation and stress are found to be more when compared to configura-
tions 1 and 2. This could be due to less distance between the holes and the surface
in configurations 3 and 4. Configuration 4 showed better results when compared to
configuration 3. The minimum temperature, deformation and stress obtained in this
configuration are 1090 K, 2.7 mm, and 1481 MPa, respectively.

4 Conclusions

In the present work, the gas turbine blade model with four different configurations
is developed using CATIA and analyzed using ANSYS software for structural and
thermal analyses assuming Inconel 718 as the material. From the analysis results,
the following conclusions are drawn:

1. The cooling of turbine blade is better with an increase in the number of holes
and with a decrease in the hole diameter.

2. The structural deformation is better with single row of holes while the thermal
cooling is poor. The increase in row numbers increases the strength of the blade
showing less deformation when the number of holes increases and decrease in
hole diameter.

3. A trade-off must be performed to choose the best configuration with better
cooling characteristics and also good structural capabilities. Out of the four
configurations analyzed, configuration 4 gives better heat transfer characteristics
with reasonably less deformation and stress levels.

The life of the blades will be increased by using proper configuration for cooling,
and also the need for maintenance is reduced thereby increasing the efficiency of the
engine.
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Response of Modified 9Cr-1Mo Steel
Under Asymmetrical Stress Loading
at 600 °C

Prerna Mishra , N. C. Santhi Srinivas, and Vakil Singh

Abstract Response of materials under cyclic loading depends on loading type
(symmetrical and asymmetrical). Modified 9 Cr-1 Mo steel is an important mate-
rial used as tube or pipe in steam generator, superheater and reheater components
in thermal/nuclear power plants. This investigation deals with cyclic stress–strain
behaviour of this steel in asymmetric loading under different combinations of the
mean stress (σm), stress amplitude (σ a), stress rate (σ̇ ) at 600 °C. Fatigue tests
under asymmetrical loading were performed with various combinations of σm (80–
100MPa), σ a (215–255MPa) and σ̇ (50–450MPa/s) at 600 °C. Cyclic hardening and
softening behaviour were studied from hysteresis loops in forms of loop width, area
and plastic strain energy. There was cyclic softening with rise in σm and σ a, whereas
with rise in σ̇ there was cyclic hardening. The fractrographs revealed striation like
marks on the cylindrical surface and dimples on the fracture surface.

Keywords Ratcheting · Hardening · Softening · Plastic strain energy · Hysteresis
loop width

1 Introduction

Modified 9Cr-1Mo steel among various ferritic-martensitic steels is preferred as
tubing/pipingmaterial in advanced thermal/nuclear power generating industries. This
steel possesses combination of mechanical properties at elevated temperature and
resistance to stress corrosion cracking beside higher thermal conductivity and lower
coefficient of thermal expansion. Its other attractive features are weldability and
stable microstructure on long exposure at high temperature. The high temperature
strength resulted due to the formation of Nb and V carbides [1–3].
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The design of piping network in power plants involves the factor like operational
pressure, cyclic loadingduring start-up and shut downand seismic effect.Cyclic loads
are induced in the system from thermal stresses resulting from variation in tempera-
ture as well cyclic bending due to seismic or other events of repeated loading. During
service, due to these conditions, the phenomenon of ratcheting occurs. Ratcheting
is progressive development of plastic strain resulting from asymmetric stressing.
Ratcheting strain degrades the fatigue life causing premature failure. Thus, the study
of ratcheting is primarily important for the reliability and integrity of the piping
components [4, 5].

Several investigators have studied the ratcheting behaviour of different structural
materials both experimentally [6–12] as well as through simulation modelling [13–
17]. Materials usually exhibit hardening/softening, depending on the material and
operating parameters such as the amplitude of stress and the history of loading.
Metallic materials in hardened state due to cold working or phase transformation
exhibit cyclic softening whereas in the soft condition following annealing treatment
displays cyclic hardening.

The present investigation examines cyclic stress response of the normalizedmodi-
fied 9Cr-1Mo steel under different combinations of the controlling parameters σm,
σ a and σ̇ at 600 °C.

2 Experimental Procedure

The modified 9Cr-1Mo steel was obtained from IGCAR, Kalpakkam, India in
normalized and tempered condition as plate of 25 mm thickness. Normalizing had
been done at 1060 °C for 1 h, and tempering was carried out at 780 °C for 1 h, and
the material was air-cooled to room temperature (Table 1).

Table 1 Chemical
composition of the material
(mass %)

S 0.002

Al 0.013

P 0.018

C 0.1

V 0.21

Si 0.26

Ni 0.33

N 0.044

Mn 0.41

Nb 0.074

Mo 0.95

Cr 9.27

Fe Balance
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The geometry and sketch of the cylindrical specimens used during testing have
been described in our previous investigation [18]. Ratcheting fatigue experiments
were conducted at 600 °C with the help of three zone resistance heating furnace
for heating the specimens. Uniaxial asymmetrical stress-controlled ratcheting tests
were performed using servo-hydraulic testing system (MTSmodel 810).MTS exten-
someter (Model 632.53E) was used to measure strain. Three operating variables (σm,
σ a and σ̇ ) were used while one variable was varied, the other two were kept constant.
The tests were carried out till failure. Length of approximately 4 mm from the frac-
ture ends was transversely sectioned and examined under field emission scanning
electron microscope (FEI Quanta 200 F).

3 Results

Hardening and softening of structural materials under repeated strain loading are
displayed, respectively, by increase and decrease in stress level. Contrarily hard-
ening/softening under stress-controlled cycling is reflected by decrease/increase in
plastic strain, respectively.

Response of the modified 9 Cr-1 Mo steel under asymmetric cyclic stressing at
600 °C was assessed by change in the width and area of hysteresis loops with the
number of cycles by conducting fatigue tests with different sets of σm, σ a and σ̇ .
Cyclic loading with tensile mean stress leads to a progressive increase in the plastic
strain. The hysteresis loop translation with number of cycles (N) for σm = 80 MPa,
σ a = 235MPa and σ̇ = 150MPa/s is shown in Fig. 1. It is noticed that the hysteresis
loop for the first cycle exhibits the largest plastic strain accumulation.

Fig. 1 Hysteresis loop with
number of cycles at σm =
80 MPa, σ a = 235 MPa and
σ̇ = 150 MPa/s
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3.1 Effect of Tensile Mean Stress on Cyclic Strain Response

The impact of σm from 60 to 100 MPaat σ a = 235 MPa and σ̇ = 150 MPa/s on the
hysteresis loops at 5, 50 and 500 cycles is shown in Fig. 2. In general, an increase
in the area of hysteresis loop demonstrates an increase in plastic strain energy and
consequent fall in fatigue life [18, 20].

Figure 2a–c shows that as σm increases from 60 to 100 MPa, the width as well as
hysteresis loop area increases, and the plastic strain accumulates in positive direction
because of the tensile σm. It may be seen that at σm = 100 MPa, area as well as

Fig. 2 Effect of tensile mean stress on the hysteresis loops corresponding to 5, 50 and 500 cycles:
a 60 MPa, b 80 MPa, c 100 MPa at constant σ a = 235 MPa and σ̇ = 150 MPa/s
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Fig. 3 Plastic strain energy
variation with tensile mean
stress corresponding to
different number of cycles 5,
50 and 500 cycles

hysteresis loop width increases more than at lower σm with number of cycles (N)
due to an increase in softening.

It may be understood from Fig. 3 that plastic strain energy corresponding to σm =
100 MPa is highest and is lowest at σm = 60 MPa. Further, the plastic strain energy
increases with an increase in number of cycles. Thus, the plastic strain energy is
dependent on both the tensile mean stress and the number of cycles [18, 20].

3.2 Effect of Stress Amplitude on Cyclic Strain Response

The effect of σ a is similar to that of σm effect on the hysteresis loops. It is evident that
the width of hysteresis loops increases with an increase in σ a from 215 to 255 MPa
for the respective cycles 5,50 and 500 as observed in Fig. 4a–c.

Figure 5 displays the variation in plastic strain energy on the σ a for 5, 50 and
500 cycles. It shows that there is a linear increase in the plastic strain energy with an
increase in σ a from 215 to 255 MPa. Further, the level of the plots increases with an
increase in the number of cycles. Thus, there is cyclic softening with an increase in
σ a and the number of cycles (N) [18, 20].

3.3 Effect of Stress Rate on Cyclic Strain Response

It may be seen from Fig. 6 in contrast to the increase in size of hysteresis loops with
an increase in σm and σa, there is the opposite effect of increase from 50 to 450MPa/s.
The size of hysteresis loops decreases with an increase in the respective number of
cycles. Both the width as well as area of the loops decreases with increase in σ .
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Fig. 4 Effect of stress amplitude on the hysteresis loops corresponding to 5, 50 and 500 cycles: a
215 MPa, b 235 MPa, c 255 MPa at costant σm = 80 MPa and σ̇ = 150 MPa/s

Further, the accumulation of plastic strain decreases and moves towards negative
strain (Fig. 7).

The variation of plastic strain energy shows negative slope. This may be attributed
to cyclic hardening effect with an increase in [18, 20].

3.4 Fracture Behaviour Under Asymmetric Stressing

It may be seen that in contrast to symmetrical cyclic stress/strain loading exhibiting
fracture surface with features of striations resulting from crack propagation, and the
region of dimples forming due to overload the fracture behaviour under asymmetric
stressing is quite different. The necking area does not occur under symmetric loading,
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Fig. 5 Plastic strain energy variation for 5, 50 and 500 cycles at different σ a: a 215MPa, b 255MPa
at costant σm = 80 MPa and σ̇ = 150 MPa/s

Fig. 6 Effect of stress rate on the hysteresis loops corresponding to 5, 50 and 500 cycles:a 50MPa/s,
b 150 MPa/s, c 450 MPa/s at constant σm = 80 MPa and σ a = 235 MPa
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Fig. 7 Variation of plastic strain energy for 5, 50 and 500 cycles at different: a 50 MPa/s, b
150 MPa/s, c 450 MPa/s at constant σm = 80 MPa and σ a = 235 MPa

there is necking under asymmetric stressing (Fig. 8a). Further, there are features
like striations on the periphery in the necked region close to fracture end (Fig. 8c).
There are no striations on the fracture surface, and there are well-defined dimples,
characteristic of tensile fracture (Fig. 8b) [3, 19].

4 Conclusions

The outcome of asymmetrical loading on variation in width, area and plastic strain
energy of the modified 9 Cr-1Mo steel was studied at 600 °C. The role of variables
such as σm, σ a, σ̇ was examined for 5, 50 and 500 cycles. The following conclusions
are drawn:

• Cyclic softeningwas exhibited due to tensilemean stress from 60 to 100MPa. The
softening effect was found to increase with an increase in the number of cycles.

• Cyclic softening effect under asymmetric stressing increased with an increase in
stress amplitude from 215 to 255 MPa and also with an increase in the number of
cycles.

• The impact of increase in the stress rate under asymmetrical stressing was found
to cause hardening and consequent decrease in the width and plastic strain energy
with an increase in the stress rate.

• Unlike symmetrical loading, the fracture behaviour under asymmetric stressing
was quite different. There was striation like marks on the peripheral surface and
dimples on the fracture surface.
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Fig. 8 Fractographs of the failed specimen (at σm = 80 MPa; σ a = 235 MPa; ˙σ = 150 MPa/s
and T = 600 °C): a full view, b enlarged view of central region showing dimples (tensile feature),
c enlarged view of peripheral region showing striations like features (fatigue feature)
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Finite Element Analysis of Bending
Response of Aluminum 1100-H12
and Mild Steel Hat Shape Beam

Amita Shinde and Gaurav Tiwari

Abstract In this paper, the studywas performed out to explore the bending response
of hat-shaped beams subjected to quasi-static bending for application in vehicle
bumper systems to reduce injury of vehicle as well as passenger. Two distinct mate-
rials, aluminum 1100-H12 and mild steel, were taken for hat shape beam to know the
influence of material strength and ductility on the specific energy absorption (SEA).
The length and thickness of the hat shape beam (both aluminum and steel) were
considered as 500 mm and 2 mm, respectively, whereas height and width of flange
were taken as 80 and 20 mm. The bending response was explored by a three-point
bending test. Three-dimensional finite element analysis was done by using commer-
cial code ANSYS. From the study it is clear that the ductility and weight is one of the
critical parameter which is affecting the energy absorption capability which tends to
increase in specific energy absorption during the tests.

Keywords Single hat shape beam · Aluminum and mild steel material · Specific
energy absorption · Plastic strain · Deformation

1 Introduction

Whenever front or rear collision happens on the vehicles, the bumper is the first part
that comes in contact. At the time of collision, energy gets transmitted to the bumper,
then it goes to the crash box and finally to the safety cage, which leads to happen
damage in the passenger safety cage. If the energy generated at the time of collision is
large in amount and it reaches the safety cage, it may harm the passenger or may lead
to death. There are some different number of ways to keep passengers safe, such as
maintaining speed, using a seatbelt, avoiding distractions, etc. Nowadays, in cars, the
number of safety features are available like airbags, antilock braking system (ABS),
traction control, electron stability control, seatbelts, tire pressure monitors, andmany
more. All these safety features are added to keep passengers safe. In this context,
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a plenty of studies are available wherein the characteristics of energy absorption of
different structures have been studied either through crushing test in axial and lateral
directions or through bending test.

Bumper beam is a key structure forwhichmanufacturing and careful design should
be performed to get good impact behaviors. In this paper, we are focusing on the
bumper beam. Most of the bumpers are made out of plastic and feature an aluminum
or steel bar hidden in the middle. In addition to crushable brackets and bar, bumpers
are sometimes made up of polypropylene foam or thermoplastic. There are different
shapes of the bumper beam like T shape, C, or hat shape. In hat shape also, there is
a single hat or double hat. In accidents, mainly, transverse loading comes in picture.

Zarei and Kroger [1] performed a dynamic bending test on an empty as well
as foam-filled aluminum square beam using LS-DYNA and reported that bending
collapse of a thin-walled beam was localized in the plastic hinge, and other some
parts of beam undergo rigid body rotation. Huang [2] studied the load and boundary
condition effect for bending of thin-walled tubes in transverse direction using finite
element code LS-DYNA and declared that the deformation force responses of thin-
walled tubes were greatly affected by their load position, angle, and span. Chen
et al. [3] studied the design of crashworthiness for hat-shaped composite structures
subject to the three-point bending and transverse compression loading and found
that increasing thickness of wall gives best way to increase the crashworthiness
performance. Belingardi [4] investigated experimentally on a bending behavior of
steel and hybrid thin-walled boxes and explained the importance of joints, which are
adhesive. Reyes et al. [5] studied the capability of energy-absorbing and behavior of
obliquely loaded thin-walled square aluminum columns through quasi-static experi-
ments and realizes that the energy absorption drops drastically when a global bending
mode is initiated instead of progressive buckling. Díaz-Álvarez et al. [7] studied the
energy absorption and bending of biocomposite bumper and studied the post-impact
behavior of beam, which shows that failure is caused because of matrix cracking.
Pyrzowski and Sobczyk [8] studied global and local responses of beams (sandwich)
made of PET foam cores and GFRP face sheets in three-point bending tests and
found accurate estimation of failure, elastic response and damage of beam. Nassir
Husain et al. [9] studied energy absorption characteristics for GFRP (glass fiber rein-
forced plastics) crash boxes made of different types of geometries and concluded
that square geometry gives high energy absorption. Magnucki et al. [10] studied
sandwich beams that are expanded-tapered in three-point bending and determined
the maximum deformation of the beam with shear effect consideration.

The available studies mainly reported the bending analysis of steel structures
having conventional cross-section. Therefore, in-depth studies are required to explain
how the response of the structures having non-conventional cross-section. In given
study, the bending analysis of hat shape beam was done through three-dimensional
finite element analyses, which are made of two distinct materials, mild steel and
aluminum alloy. Three-point bending tests were performed for both the beam for
analyzing energy absorption capability, total deformation, plastic strain effects. The
quasi-static loading condition was applied. With a bending deflection of 100 mm, all
the parameters were analyzed.
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Fig. 1 Quasi-static loading three-point bending test setup for a beam

Table 1 Mechanical
property of hat materials

Material Density
(gm/cm3)

Elastic
modulus
(GPa)

Poisson’s
ratio

Mild steel 7.85 210 0.29

Aluminum
1100-H12

2.71 70 0.3

2 Quasi-Static Loading Condition for Single Hat Shape
Thin-Walled Beam

The geometric configuration for a single hat shape thin-walled beam is shown in
Fig. 1. The specimen has a length L= 500 mm and a thickness of 2 mm. The flange
width and side length were kept as 20 mm and 80 mm, respectively. The height of
this beam is 60 mm. The single hat profiles were placed on two cylindrical supports
with a 30 mm diameter and 400 mm span. The middle cylinder has a diameter
35 mm, which is a pusher. Pusher and supports were made from structural steel with
a elasticity modulus higher than mild steel and aluminum 1100-H12. Table 1 shows
the mechanical properties of mild steel and aluminum 1100-H12. Figure 2 shows the
true stress–strain curve for mild steel and aluminum 1100-H12.

3 Finite Element Modeling

The model for this finite element structure of a single hat shape thin-walled beam
made in finite element analysis software ANSYS has been shown in Fig. 3, which
shows the part model and mesh assembly model. For model boundary condition is
given in such manure that the pusher will show displacement up to 100 mm.
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Fig. 2 True stress–strain curve for a aluminum 1100-H12 b mild steel [6]

Fig. 3 Mesh model of single thin-walled hat beam

The single hat thin-walled beam part was modeled using Creo software whereas
analysis was done through finite element code ANSYS, which is commercially avail-
able. In geometry, we have assigned the thickness of the material as 2 mm. Meshing
done with the number of the division made for the length section is 50 for the beam.
The number of divisions for height and flange portion is kept as 20. The total number
of nodes and elementswere 11,784 and6343, respectively. Surface to surface contacts
was defined between punch and beam, as well as between beam and support. Then
boundary conditions were defined as making the bottom two supports as fixed and
pusher to displace up to 100 mm. For the lower part of the beam, displacement is
kept free in the bottom direction.
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4 Simulation Result

A quasi-static three-point bending test was implemented for aluminum 1100-H12
and mild steel. The specimen was placed on two rigid cylindrical support with a span
of 400 mm with diameter 30 mm. Pusher has diameter 35 mm was displaced up to
100 mm. Figure 4a and b shows the force–displacement curve and final deforma-
tion obtained from simulation for a hat made up of aluminum 1100-H12 as well as
Fig. 5a and b shows force–displacement curve and final deformation obtained from
simulation for a hat made up of mild steel.

(a) (b)

Fig. 4 Quasi-static three-point bending test for aluminum 1100-H12. a Force–displacement curve.
b Final deformation (mm)

(a) (b)

Fig. 5 Quasi-static three-point bending test for mild steel. a Force–displacement curve. b Final
deformation
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The fold of an inward cylindrical is similar to a punch profile, which was formed
in middle part of geometry. To compare the crashworthiness and systematically
evaluate and deformation of a single hat thin-walled beam, it is important to define
crashworthiness indices, which are appropriate. Among the various indices, SEA
(specific energy absorption) is used generally to indicate the capability of energy
absorption of structures with weights and different materials. SEA is the energy
absorbed per unit mass of the structure. This is expressed as:

SEA = EA

M
(1)

where, EA is the total energy absorbed during the deformation of the structure andM
is thewholemass for the given structure.After simulation, specific energy absorption,
the plastic strain was discovered. Table 2 shows the result of materials, aluminum
1100-H12 and mild steel.

From the result shown in Table 2, it was clear that aluminum 1100-H12 offered
more amount of specific energy absorption compared to mild steel. The error shows
that energy absorption capability in aluminum 1100-H12 is 30.36% higher than that
of mild steel. Also, the weight of aluminum 1100-H12 was less compared to mild
steel. Figure 6a and b shows the graph for strain energy versus time for aluminum
1100-H12 and mild steel, respectively.

Table 2 FE model results based on quasi-static loading for aluminum 1100-H12 and mild steel
single hat beam

Material Strain energy (J) SEA (J/kg) Mass (kg) %

Aluminum 1100-H12 26.327 41.168 0.6395 30.3

Mild steel 23.142 12.491 1.8526

(a) (b)

Fig. 6 Graph for strain energy versus time for a aluminum 1100-H12 b mild steel
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(a) (b)

Fig. 7 Strain energy in mJ for a aluminum 1100-H12 b mild steel

(a) (b)

Fig. 8 Equivalent plastic strain for a aluminum 1100-H12 b mild steel

Figure 7 shows that strain energy in aluminum 1100-H12 and mild steel is
26327 mJ and 23142 mJ, respectively.

From Fig. 8, it is clear that plastic strain in aluminum 1100-H12 and mild steel
is 1.2114 mm/mm and 0.9844 mm/mm, respectively. It shows that when load is
removed, deformation observed in aluminum 1100-H12 will be higher than mild
steel.

5 Conclusion

In this work, the bending response of single hat thin-walled beam made up of
aluminum1100-H12 andmild steelwas analyzed throughfinite element analysis. The
beams were made of two distinct materials, aluminum and mild steel, and the quasi-
statically load was applied. Specific energy absorption found for given the material.
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It is concluded that aluminum 1100-H12 gives higher specific energy compared to
mild steel. The weight is also an important parameter that affects specific energy
absorption.
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Ballistic Response of CFRP Armor
Helmet Against Ogive Nosed Projectile

S. L. S. Hamsi, N. Gharde, N. Khaire, and Gaurav Tiwari

Abstract The present study was performed to explore the ballistic response of
unidirectional CFRP composite laminates helmet subjected to impact by ogive
nosed projectile within subordinance velocity regime with aim of development
of lightweight body armors. The ply stacking sequence in the helmet was kept
as (0/90/0/90/0/90). Three-dimensional FE analysis was carried out through an
explicit module of the commercial FEA software “Abaqus”. Hashin’s damage criteria
were employed to record the impact behavior of CFRP helmet. The ballistic limit
was obtained by varying the incidence velocity of the projectile. Further, ballistic
performance was evaluated.

Keywords CFRP · Ballistic limit · Energy absorption · Damage pattern · Ogive
projectile

1 Introduction

Ballistic helmets are important and basic personal protective equipment (PPE) used
by the front head soldiers. Potential threats in the form of advanced jacketed bullets
and fragmenting munitions from missiles, etc., became a concern in recent years.
With the rapid advancement in explosive devices, amajor factor considered inmodern
helmet design is the enhanced strength along with the comfortability with reference
to reduction in weight of the helmet. So, in this context, it is very crucial to study and
predict the ballistic responseof helmet usingnon-conventionalmaterials.On theother
hand, composite materials have been grabbing the attention of researchers because
of their high strength to weight characteristics. The usage of composite materials
has been rapidly increasing in many military applications due to their excellent
mechanical properties like high specific stiffness, specific strength, resistance to
corrosion, increased fatigue life, etc. Experimental and numerical studies have been
carried out on composite materials to find the ballistic performance.
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Tham et al. [1] conducted numerical analysis and experiments on PASGT helmets
when impacted by different projectiles. The outcome showed that helmet was able
to stop the projectile, a 9 mm FMJ bullet. Van Hoof et al. [2] evaluated back-face
deformation of the helmet. In the later studies, Van Hoof et al. [3] compared the
helmet and flat laminate deformations having the same impact conditions and found
that the BFD of the flat laminate was smaller than that of the helmet made of Kevlar
29. Sharma et al. [4] and Zhang et al. [5, 6] performed numerical simulations to
study the capability of Advanced Combat Helmet and found that wearing ACH 10
would mitigate the intracranial pressure. Aare and Kleiven [7] studied the effect
of impact angle and helmet shell thickness on the load levels in human head and
concluded that helmet shell should not deflect more than the gap between head and
helmet. Cantwell andMorton [8] performed impact tests at low and high velocity on a
number of CFRP laminates to study the commencement and development of damage
under different loading conditions and found that impact under high velocities gener-
ates local deformation near contact point, whereas low-velocity impacts indicate the
global deformation. The thickness of laminate, type of fiber, and matrix are some
factors that affect the response of composites to different impact loads. Gold Smith
[9] carried out an analytical investigation regarding the static and ballistic resistance
of carbon fiber laminate plates with thickness up to 6.35 mm which were penetrated
and perforated by a cylindroid-conical projectile. The results showed that the ballistic
limit and energy absorption increased with an increase in thickness and the mech-
anisms through which the damage occurred are crack propagation, delamination,
fiber failure and hole enlargement. Similarly, many experiments were conducted on
stitched and non-stitched fibers [10, 11]. Hosur et al. [10] performed experiments
and simulations on woven carbon composites at higher velocities. They found that
the damage size and ballistic limit was lower for stitched plates than the unstitched
plates. It was also been reported that due to high thickness and fabric architecture,
the satin weave laminates have higher ballistic limits than plain wave laminates.
This was agreed by Larsson [11], who also performed ballistic tests on stitched and
unstitched carbon fiber laminates. Hazell and Appleby-Thomas [12] compared the
ballistic response of a woven laminate to a non-woven laminate and found that the
ballistic performance of both the laminates was similar at high impact energies. In
few papers, the result of oblique impact was studied [13, 14]. Hazell and Kister [13]
studied CFRP laminate when it was impacted by a steel sphere and concluded that
the degree of delamination in the thicker targets appeared to approach an asymp-
totic level. Puente [14] evaluated the CFRP laminates under higher velocity oblique
impacts. The results showed that, after a number of impact tests at velocities between
70 and 540 m/s, the ballistic limit was around 100 m/s for normal impact and around
150 m/s for impacts at 45°. It was revealed that the damage is less for oblique impact
when compared to the normal impact and for higher velocities the damage would be
more for oblique impacts. Chocron [15] performed Ballistic tests on 2D composite as
well as a 3D composite to determine the ballistic limit and he found that 3D composite
had a lower ballistic limit when compared to 2D. Although having a low ballistic
limit, the 3D composite has a damaged area 70% smaller than the 2D composite. The
ballistic limit of the 2D and 3D composites which are having the same densities is
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similar, whereas Smith’s theory [16] also predicted the same. Tanabe et al. [17, 18]
examined the behavior of CFRPdamagedwhen steel sphere impacts on it and showed
that stress and strain–time plots were strongly affected by the fiber/matrix interface
strength and the carbon fiber type used. Similar observations were made by Fujii
et al. [19] and stated that the failure modes varied with the mechanical properties of
the fiber. Karthikeyan et al. [20] compared the ballistic performance of UHMWPE,
CFRPwith stainless-steel plates. The results concluded that the highest ballistic limit
was present for UHMWPE and the least was present for steel plate.Mines and Li [21]
performed experiments on 32-layers unidirectional CFRP laminates to determine the
energy absorbed and structure behavior. The results indicated that therewas only little
effect on energy absorption due to in-plane loading. Jenq et al. [22] conducted an
experiment on glass/epoxy composite laminates subjected to higher velocities using
hemispherical shaped nose projectiles. They found that the damage was mostly due
to delamination and fiber breakage. The ballistic limit was compared experimen-
tally and numerically. Sevkat et al. [23] studied the damage behavior of FRP plates
subjected to impacts at higher velocities and compared both the simulation and the
experimental data, and showed that the main reason for the failure is delamination
of the FRP. Furthermore, some researchers reported the effect of thickness of CFRP
on ballistic [24–27]. Ramachandran et al. [24] studied the ballistic performance of
woven carbon CFRP composites made of two different thicknesses were experi-
mentally and theoretically. The results obtained showed that the residual velocity
decreases, whereas the ballistic limit and energy absorption capacity of the plates
increases with an increase in thickness. Caprino et al. [25] performed ballistic tests
on CFRP panels and compared with the results obtained from previously proposed
papers by Reid and Wen [26] and by Cantwell and Morton [8]. Both proved that
energy is a function of thickness. Bland and Dear [27] performed experiments when
different projectiles impacted on CFRP, and analysis of different failures resulting
from these regimes and both models provided that the perforation energy depends
on target thickness. Hazell [12] said that improvements in the ballistic performance
of CFRP-based structures can be done by increasing c.a. 25% in areal density.

Tse [28] proved that the highest skull stress was present when the projectile
impacted on top. He also concluded that both lateral, rear impacts have the highest
principal shear strains and highest principle strains. Figure 1 shows the von Mises
stresses of the skull obtained when it was impacted at various impact directions. It
indicated that the top impact was the most severe reaching the peak skull stress up
to 15 MPa which is followed by frontal and lateral impacts. Thus, the central impact
on the helmets is of prime concern.

In the available literature, there were only few numerical studies because of the
complex response of composite material with orthotropic behavior. However, FEA
can be used to obtain information on parameters affecting impact phenomena in the
most economical and effective way. CFRP composites have been given promising
responses against ballistic impacts. Most of the studies were performed on woven
(2D) architecture of CFRP composite material with laminated structures. Further,
studies reporting the ballistic performance evaluation of a unidirectional CFRP
composite helmet under the parameters of ballistic limit, energy absorption, and
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Fig. 1 Von Mises stresses under different impact directions [28]

damage pattern are rare in findings. Therefore, it was decided to perform numer-
ical simulations to investigate the ballistic response of unidirectional CFRP helmet
against sharp nosed ogival projectile. The ballistic limit, energy absorption and
damage pattern within the CFRP helmet was studied within a sub ordnance regime.

2 Numerical Modeling

2.1 Helmet

In the present study, numerical analysis was performed to find the ballistic limit of
CFRP helmet, when the ogive nosed projectile strikes the helmet at the top with
different impact velocities. The simulations were performed using Abaqus software.
The 3D cad model of the helmet was developed in Solid works and was imported
to Abaqus to create the FE mesh. Hashin’s damage criteria of Abaqus/Explicit was
included. A laminated approach for composite modeling was used with the assign-
ment of material, orientation, and thickness through composite layup module. The
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Fig. 2 Finite element model for unidirectional CFRP helmet–bullet assembly. a Side View, b Front
view, and c Isometric view

FEmodel for helmet bullet assembly is shown in Fig. 2. The constants for the consid-
ered material model for the unidirectional CFRP helmet are provided in Table 1. Fine
meshing was done on the area under impact as shown in Fig. 3. This was achieved
by partitioning the topmost surface of the helmet. The conventional shell element of
size 1 mm × 1 mm is considered at the impact region.

2.2 Ogive Projectile

The Ogive nosed projectile is shown in Fig. 4. The ogive projectile was modeled
as an analytical rigid (non-deformable) body where the reference point was given
inside the body. Therefore, meshingwas not required for the projectile. The projectile
was assigned with a mass of 52.5 g and having an overall length of 50.8 mm. Only
translational degree of freedom in the impact direction was provided to the projectile.
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Table 1 Material properties of unidirectional CFRP [29]

Material property Symbol Value

Modulus of elasticity in fiber direction (a), (GPa) Ea 132

Modulus of elasticity in transverse direction (b), (GPa) Eb 7.8

Modulus of elasticity in transverse direction (c), (GPa) Ec 7.8

Poisson’s ratio, ab plane ϑab 0.33

Poisson’s ratio, ac plane ϑac 0.33

Poisson’s ratio, bc plane ϑbc 0.35

Shear modulus, ab plane, (GPa) Gab 4.81

Shear modulus, ac plane, (GPa) Gac 4.81

Shear modulus, bc plane, (GPa) Gbc 3.76

Tensile strength in fiber direction (a), (MPa) XaT 2070

Compressive strength in fiber direction (a), (MPa) XaC 1300

Tensile strength in transverse direction (b), (MPa) YaT 61

Compressive strength in transverse direction (b), (MPa) YaC 150

Shear strength, ab plane, (MPa) SaL 110

Shear strength, ac plane, (MPa) SbT 110

Shear strength, bc plane, (MPa) ScT 110

Density (Kg/m3) ρ 1600

Fine Meshing

Fig. 3 Fine meshing
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Fig. 4 Ogive projectile

3 Results and Discussion

3.1 Ballistic Resistance

In the present study, simulations were performed on the unidirectional CFRP
composite helmet subjected to ogive nosed projectile impact within the subordi-
nance velocity regime in order to obtain the ballistic limit of the helmet. Analysis
was carried on a 2mm thick CFRP helmet with a layup sequence of (0/90/0/90/0/90).
The values of impact velocities and the values of respective residual velocities were
shown in Table 2. The velocity at which there is a 50% chance of penetration of the
projectile is known as the V50 ballistic limit. In this analysis, V50 ballistic limit was
determined by averaging the minimum velocity at which the projectile completely
perforates the target and the maximum velocity at which the projectile would not
able to perforate the target. Based on the numerical simulations, the ballistic limit for
the helmet was found to be 45 m/s. From Table 2, it was found that with a decrease
in the impact velocity of the projectile, there was an increase in the drop of velocity
(the difference between projectile incidence velocity and residual velocity).

3.2 Energy Absorption

The amount of kinetic energy lost by the ogive projectile is absorbed by the helmet.
Therefore, energy absorption is an important phenomenon for the change in ballistic
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Table 2 2 mm thick
(90/0/90/0/90/0)
unidirectional CFRP helmet
against central impact by
ogive nosed projectile

Impact
velocity (m/)

Residual
velocity (m/s)

Ballistic limit
(m/s)

Energy
absorption (J)

250 247.85 45 28.09740938

200 195.12 50.614872

150 142.63 56.61293138

80 69.11 42.62495738

60 46.79 37.03076738

50 25.44 48.636168

47 18.98 48.5299395

43 0 48.53625

40 0 42

limit. From Table 2, we can infer that the energy absorption by the CFRP helmet
was increased for the velocities nearer to the ballistic limit as compared to the higher
velocities. Thus, we can conclude that the CFRP laminates can be effectively used
as the backing plate as the effective energy absorber.

3.3 Damage Pattern

The images of simulation results are shown in Fig. 5. It was observed that rupture of
fibers is the major phenomenon due to which the helmet was failed. As the projectile
penetrates into the helmet the elements failed progressively due to the sharp nose
shape of the ogive projectile. A cross failure pattern was seen due to the directional
straining from the fiber rupture. Thus, tensile failure of CFRP against sharp nosed
ogival projectile was observed with minimum fiber stretching.

Direct
ional 
Strain

ing 

Fig. 5 Damage assessment in CFRP helmet
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4 Conclusion

In this paper, the ballistic performance of unidirectional CFRP helmet was evalu-
ated against the ogive nosed projectile impact within subordinance velocity regime.
The CFRP helmet has a ply stacking of (0/90/0/90/0/90). The ballistic limit was
achieved by varying the incidence velocity of the projectile. Ballistic performance
was evaluated under the ballistic limit, energy absorption, and damage pattern. From
the results, it was concluded that the ballistic limit of a unidirectional CFRP helmet
is 45 m/s. Localized damage zone and tensile failure due to fiber rupture of CFRP
helmet against ogival nosed projectile were observed.
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Tensile-Microstructure Evaluation
for LM6 Alloys Synthesized
by Solid–Liquid Mixed Casting

Mayank Agarwal, Devendra Pratap Singh, Manvandra Kumar Singh,
and Rajeev Srivastava

Abstract This experimental work represents a new process for the sand casting of
LM6 Al–Si alloy based on the different amounts of powder-chip reinforcement of
LM6 alloy. In the process, semi-solid slurry was prepared by mechanical stirring
during the solid–liquid mixed processing. In the processing, initially, reinforcement
has been synthesized by the impact of ball milling for a combination of microchips
and nano-size powder particles. Finally, fabricated reinforcement particulates were
well stirred inside the melt of the same alloy for a temperature between 580 and
640 °C. The addition amount of LM6 Al–Si inside the melt ranges from 10 to
25% with an incremental rate of 5%. The experimental results indicate that the
tensile properties of LM6 are improved due to the addition of powdery-chip partic-
ulates. Simultaneously, experimental data confirms the effect of temperature on the
mechanical properties in which mechanical strength directly increases with the drop
of pouring temperature, whereas it has been found a combined effect generated by
reinforced particulates and pouring temperature of slurry confirms an optimal effect
for the tensile strength. The effect of these parameters has been analyzed by the
microstructure evaluation at different levels.
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1 Introduction

In aluminum industries, Al-MMC based on ceramic particulates are highly attracted
toward the designers and engineers due to their excellentmetallurgical propertieswith
respect to weight. These alloys have excellent casting characteristics and forming
ability [1–8]. The trend towards the composite with using semi-solid processing
is considerable of Al–Si alloys which used more in past several years [3]. The
processing parameters in silicon-rich aluminumcasting due to the effect of semi-solid
temperature offers a lot of advantages such as improvedmechanical andmetallurgical
properties, low segregation, excellent wear strength, and so on [4, 5]. During the
processing of semi-solid casting, slurries are obtained by several methods, mostly
by use of the stirring process, in which melts are cooled down below the liquid
temperature and solid particles are used to fabricate a thick slurry [5–7]. This
researchworkwas conducted for powder-chip reinforcement of the same alloymatrix
instead of pure molten metal and a combined effect of powder-chip reinforcement
and temperature has been investigated for the improved tensile strength of LM6
Al–Si alloy due to the effect of processing.

2 Experimental

2.1 Material and Slurry Preparation

LM6 alloy is shown in Table 1, which was used in the process for melting, and slurry
preparation was done with help of an open heat furnace. In the processing, an initial
temperature of about 840 °C ± 20 °C was maintained for all the replicates. This
temperature of the melt is controlled with help of displacement for the crucible made
by china clay for a very short duration. According to weight percentage, powder-
chip reinforcement was mixed at the temperature range between 740 and 760 °C. A
mechanically stirring process has been used until the temperature of the mixed melt
reaches 680 °C ± 10 °C. The pouring temperature of the melt was about 640 °C
for higher pouring temperature casting replicates, whereas 580 °C for lower pouring
temperature castings. Detailed procedure of the cast part and processing has been
discussed in [9–11].

Table 1 Composition of LM6 aluminum alloy according to wt.%

Cu Fe Mg Mn Ni Pb Si Sn Ti Zn Al

0.097 0.57 0.11 0.521 0.12 0.09 11.88 0.05 0.22 0.12 86.22
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Fig. 1 a Schematic diagram for tensile test sample. b Sample test of the mini UTM

2.2 Tensile Testing

To evaluate the tensile properties, test specimens were synthesized by the machining
of cast composite. A tensile test was conducted and the analysis has been reported
according to the tensile specimen of 6 mm diameter and 25 mm gauge length, with
all dimensions conforming to the ASTM E8-00 standards shown in Fig. 1a. These
tests have been performed on the mini Universal Testing Machine BISS model 25
KN capacity shown in Fig. 1b.

2.3 Microstructure Sample Preparation

Microstructural analysis was conducted by the polished cast samples. After polished
to 2000mesh emery papers, sampleswere swabbedwith 2%picral solution in order to
perform scanning electron microscopy. This was conducted to evaluate the effect of
powdery-chip particulates and other processing parameters on the cast morphology
of the fabricated composite, by the help of Scanning Electron Microscope A-ZEISS
EVO MA 15.

3 Results and Discussion

3.1 Tensile Properties

The tensile tests were performed for all 4 series with 5 replicates of each and the
results are shown in Table 2. It is noticed that the solidification rate increases directly
with the multiple additions of solid fractions. As per the results tabulated in the table,
elongation of the series ‘C’ is higher in comparison to other all series. In this casting,
the actual solid fraction was about 20% by weight providing better results with an
increase in ductility due to sudden incomplete recrystallization under low pouring
temperature. The ultimate tensile strength is much higher for low solid fraction and
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Table 2 Typical tensile properties of all series of LM 6 solid fraction cast sample

Series Fs (%) Tp (°C) E (in GPa) YS (in MPa) UTS (in
MPa)

Elongation
(in %)

Pm (in KN)

A 10 580 73.173 94.25 175.75 0.4475 6.781

B 10 680 64.8 105 157.8 0.271 6.294

C 25 580 74.75 79.4 171.5 0.6225 6.243

D 25 680 66.46 132.5 189 0.348 6.087

high temperature cast for the series ‘D’ and ductility of the cast becomes greater due
to a higher rate of solid fraction increase. It is observed from the obtained results that
the peak load (Pm) for all the series is the same with sufficient change in the yield
strength.

Figure 2a shows the variation in the stress value with the corresponding strain
rate for 580 and 680 °C temperature casting. It is observed that marginal difference
in the deformation appears for the 580 °C temperature casting in the curve ‘A’ and
‘D’ as shown in Fig. 2a. Further, low deformation for the cast composite fabricated
under 680 °C temperature and 10% reinforcement addition has been observed, which
is shown by the curve ‘B’ in Fig. 2a. As the wt% of reinforcement increases with
680 °C, strength increase with low deformation is shown in the curve ‘C’. This
change has been observed due to the faster internal cooling effect generated during
the process of stirring [12]. Finally, it has been observed that 580 °C with a higher
amount of reinforcement samples gives the moderate change in ductility with a
reasonable increase in the strength of the LM6 alloy.

Furthermore, percentage elongations with the corresponding amount of reinforce-
ment can be identified from Fig. 2b. Lower rate for the mixing of reinforced particles
and 580 °C showsminimumelongation and confirms the lower ductility of the casting
whereas this observed maximum for 580 °C with 25% wt. of reinforcement partic-
ulates. The average young’s modulus values of the 580 °C and high added amount

(a) (b)

Fig. 2 a Stress–strain diagram for all series of tensile tests of LM 6 powder-chip reinforcement
cast samples. b Variation in % elongations for corresponding solid fraction
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of reinforcement during the investigation were 75.67 GPa and 181.67 MPa UTS for
the 8 samples. The decrease in the tensile strength value of the fabricated composite
samples, containing low addition of the reinforced particulates can also be justified
by dislocation density and by relative density. A drop in the temperature during the
slurry formation results in elevation of dislocation density during solidification of
the cast metal leads to a reduction in resistance to plastic deformation and a decrease
in strength [5, 11–14].

3.2 Microstructure Analysis

Figure 3 shows the scanning electron micrographs for the cast of various temperature
and reinforcement combinations. It is evident that the grains appear finer after the
addition of chip particulates in higher density at low pouring temperature shown in
Fig. 3a.

The microstructure of the cast of series ‘C’ (25% reinforcement with 580 °C)
shown in Fig. 3b is fully equiaxed and the inside porosity of the cast specimen is
very less compared to the cast of the series ‘A’ (10%–680 °C), as shown in Fig. 3a.
Diffusion (partial) of the solid chip particles in the microstructure is observed inside
the bigger cavity as shown in Fig. 3a, d (in white phase), which provides sufficient

Fig. 3 Microstructure of a 10% reinforcement and 680 °C b 25% reinforcement and 580 °C
c Diffused chips for 20% reinforcement and 680 °C, casting, closer Microstructure of d 10%
reinforcement and 680 °C e 25% reinforcement and 580 °C casting
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increase in the ductility of the materials. For 25% reinforcement addition in Series
‘D’, solid particles diffusemore along the sidewall of the cavity shown in Fig. 3c, this
is accepted due to inoculation of the master solid particle as secondary shrinkage of
the chips and powder particles inside the cavity [9, 10]. The combined conjugation
bunch of small chips and powder particles with a mean radius of more than 81
microns diffuses inside the melt construct due to primary shrinkage at the time of
pouring clearly appears on the images [9]. The happening shows in two forms first
the diffusion rate is more for the pouring temperature about 680 °C about the walls
of the cavities when solid fraction was about 25%, but this type of diffusion has not
taken place for 10 and 15% reinforcement addition [8, 9]. Further from Fig. 3e, it is
clear that a consolidated effect of the solid fraction and pouring temperature for the
20% reinforcement under a pouring temperature range below 600 °C. This depicted
incomplete recrystallization for the semi-solid slurry which affects the shrinkage
behavior of the melt. The basic mechanism of secondary shrinkage of the melt and
solid fraction takes place in this series [11, 14].

4 Conclusions

• The inoculation of powdery-chip particulates of LM6with the same parent matrix
melt improves the tensile properties of the cast with an influence of semi-solid
liquid slurry. Experimental results for percentage elongation during the test
showed the significant improvement in the ultimate tensile strength of themodified
cast composite with respect to parent material.

• With the addition of LM6 powder-chip ball-milled particulates, the solidification
rate of the cast increases due to faster heterogeneous nucleation which provides
finer and equiaxed grain distribution for the low pouring temperature along the
cavities generated during the solidification.

• Multiple shrinkages during the process between the melt and solid chips reduce
the inside porosity, as well as increase the relative density of the cast.

• The microstructural analysis concludes that the combined effect of pouring
temperature and powder-chip reinforcement is the primary factor according to
the diffusion of solid particles and internal reduction of the defects against the
short cavities.

• The thermomechanical process for the semi-solid casting owing to the extensive
plastic flow of the reinforcement particulates and inside annexing of the fibrous
α-Al grains provides the distinct microstructural and tensile behavior.
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FEM-Based Impact Analysis of Roll
Cage of an All-Terrain Vehicle

Jitendra Yadav, Santosh Kumar Kurre, and Shubham Thakur

Abstract The paper explains the crashworthiness of the car in order to ensure the
safety of the occupants. The anticipatedwork is projected to study the effect of impact
loads on the chassis frame/roll cage of an off-road vehicle. The dynamics are captured
through transient for impact testing. The results highlight the dynamics of roll cage
under the front impact. The response of the system for the cases without and with
bumper are compared. The impact severity has been determined by pinpointing the
nodes at which maximum and minimum deflection, velocity, and stresses occur. The
simulating is done with the transient dynamic analysis of the roll cage on ANSYS.
Results of the work with transient dynamic analysis ensure the sufficiency of the
design. The FOS is found to be higher in case of bumper.

Keywords Roll cage · All terrain · FEM · ANSYS · Crashworthiness · Chassis

1 Introduction

The drastic crash conditions of vehicle structures are analyzed to check the capabil-
ities of sustaining impact loads. The common example of various loading is frontal
impact, pole impacts offset, angular impact, and side collisions. On the other hand,
non-crash functional requirements such as vibration, durability, and fatigue life cycle
are also important in the vehicle design. The high impact bearing ability for improved
safety of the vehicle is one of the important criteria like others such as fuel economy,
cost, performance, etc. Researchers are using various software tools to capture the
impact dynamics of automobiles. These software tools ensure quick results in iden-
tifying feasible solutions before building a prototype. So far from the guideline, one
should expose the drastic complex crash situations toward the computer simulation to
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save labor, time, andmoney. However, a lot of work on the vehicle dynamics has been
described but the changing demands of comfortable drive conditions encourage the
automobile engineers to have more study. Vehicle dynamics include model design,
chassis design, chassis analysis, rapid prototyping of model, and transient dynamic
analysis. Thompson et al. [1] determined the effects on stiffness and camber response
with overall chassis flexibility by using a FEM model. In this analysis, they have
taken care that the roll stiffness the suspensions the values by model of rigid body
kinematics. Lonny et al. [2] found that baseline chassis torsional stiffness is directly
proportional to the sensitivity of individual component. Thus, knowledge of indi-
vidual structure members’ sensitivity is helpful in modifying baseline chassis. In
this manner, the targeted torsional stiffness of baseline chassis is achievable with
minimum weight and the lowest possible placement of Szczotka et al. [3] proposed
multibody dynamics modeling with open and closed kinematic chains, thus ensuring
the analysis of different applications with these approaches. Leiva et al. [4] used the
GENESIS program effectively to get the optimized solution in automobile designing.
Kuti [5] modeled vehicle dynamics for 3D motion by FEM. They suggested that
proper placement of elasticity and mass may be decisive in getting the ensured
dynamics. Fischer et al. [6] worked on the comfort of passengers by dealing with the
vibration control and interior soundproofing by FEM in contrary to the high vibra-
tion with light structures. They suggested that by combining the theoretical study
and measurement, a better noise level for a 3-cylinder engine could be achieved
in comparison with a 4-cylinder engine. Hadri et al. [7] analyzed vehicle for inde-
pendent suspension at both the axle by a step-by-step algorithm which is based on
tire force calculation based on sliding mode observation. Yaw motion results in the
acceleration of the vehicle in the longitudinal and lateral directions. They concluded
that vehicle transient response is influenced by load transfer effect. According to
Johansson et al. [8], there is a need for efficient tools to cope with the requirement of
extra features in trucks to focus on optimization and modularization. According to
Sun [9], crashworthiness is the technology applied to protect occupants, in case of
an impact to the vehicle’s structural integrity, by absorbing the kinetic energy, and at
the same time, by lowering the crashing force, thus ensuring safety to the occupants.
Joao et al. [10] emphasized the requirement of an accurate model that is capable of
dealing with the composite behavior of systems that are subjected to large motion
with small elastic deformation. The rollover propensity of an ATV is determined
mainly by its stability [11].

So far from the above discussion, it becomes clear that a lot of work has been
done in the field of modeling the structures/vehicles. However, the work in analyzing
the structures/vehicles is comparatively less but it keeps on increasing with the avail-
ability of new software tools for the designers for analyzing their models and proto-
types. In literature, very less work is reported for off-road vehicles. An intensive
study of the effect of impact loads on the whole chassis frame of an off-road vehicle
is still an untouched work of research, which is the main motive of the present paper.
The present work is intended to have an impact analysis on off-road vehicles to know
the weak areas to cater the scope of improving the design. The simulation is done
with the transient dynamic analysis of the roll cage on ANSYS.



FEM-Based Impact Analysis of Roll Cage of an All-Terrain Vehicle 201

2 Modeling of the System

The roll cage is modeled kinematic, dynamic and FEM. The attributes, which are
provided to elements, are the element type, real constraints, material properties, and
cross section of elements. Firstly, the significant points are set using a Cartesian
coordinate system and then lines are created by joining the key points, to mesh
the model with particular attributes. At last, the FEA model is created (see Fig. 1).
There are 103 elements and 80 nodes have been created. The boundary conditions at
different nodes varies according to situations. Depending on the points of application
of force, the dynamic response of the model changes. The boundary conditions
change with time, therefore, the final conditions differ from the initial ones. When
the vehicle strikes with the roll cage with some velocity, then due to the impact
forces, load is applied on some definite points/nodes of the roll cage due to which
deformation takes place. The results are in the form of graphs, e.g., deflection versus
time plot, velocity versus time plot, acceleration versus time plot, etc., for different
nodes and in form of animations of deformed shape. The stresses can also be obtained
for different boundary conditions. The output of the program can be stored in the
form of a figure, which is easy to handle and store.

2.1 Kinematic Modeling

The kinematic modeling for the analysis on model, which is made up of steel hollow
pipes, is done by considering the case of front impact in which a vehicle coming with
a speed of 40 km/h strikes at the front portion. The damping controls the vibration of

Fig. 1 Roll cage FE-Model
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Table 1 Data for front impact. Velocity of striking vehicle = 40 km/h

Time (sec) Force on each node
(N)

Node of
application
(without bumper)

Node of
application (with
bumper)

Total impact load
(IN)

1.1 175 12,14,50,51 81,82,83,84 700

1.2 350 12,14,50,51 81,82,83,84 1400

1.3 525 12,14,50,51 81,82,83,84 2100

1.4 700 12,14,50,51 81,82,83,84 2800

1.5 875 12,14,50,51 81,82,83,84 3500

1.6 1050 12,14,50,51 81,82,83,84 4200

1.7 1225 12,14,50,51 81,82,83,84 4900

1.8 1400 12,14,50,51 81,82,83,84 5600

1.9 1575 12,14,50,51 81,82,83,84 6300

2 1750 12,14,50,51 81,82,83,84 7000

a body or system by dissipation of energy internally or by radiation [12]. The amount
of dissipated power from the vehicle suspension depends on the vehicle bounce and
pitch modes [13]. The analysis is done considering two cases, viz., with and without
damper. In the present case, the maximum amplitude of impact force acting is of the
order 7000 N. This impact force is assumed to be gradually increasing from 700 to
7000 N in 10 steps, i.e., the application of force starts from 700 N and after 10 steps;
it reaches to the highest value that is 7000 Nwithin one second. For the case the time,
force applied, and node number of force application are tabulated and represented
(see Table 1).

2.2 Dynamic Modeling

Chassis supports upper lumpedmasses and distributes these loads to the axle through
the suspension system to the wheels. The roll cage is engineered and constructed
frame is designed for occupants’ safety at the time of misshapes especially rollover
[14]. The chassis for the off-road vehicle has an unconventional shape, above which
supporting beams are mounted to provide extra support to the lumped masses such
as engine, etc. The FEM model of the roll cage is formulated (see Fig. 1).

The Roll cage is made up of steel having material property tabulated below (see
Table 2).
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Table 2 Material properties of steel

Modulus
of elasticity

Ultimate tensile stress Yield stress Poisson’s
ratio

Density

E (N/m2) σut (N/m2) σyt (N/m2) μ P (kg/m3)

205 × 109 4.83 × 108 2.18 × 108 0.30 7850

3 Finite Element Modeling

3.1 General Procedure

Several tools are applied for the optimization of the design [15]. The flow block
diagram (see Fig. 2) is the procedure for FEA of the Roll cage model by ANSYS
(Reference ANSYS Tutorial).

3.2 Element Type

For the analysis, it is essential to select appropriate elements from a library of element
types for finite element modeling. In case of modeling of the Roll cage, the required
element is Pipe16.

Pipe16. PIPE16 is considered a uniaxial element capable of modeling all loading
conditions, i.e., tension, compression, torsion, bending, etc. With six degrees of
freedom and two nodes (see Fig. 3).

3.3 Real Constraints

Properties of the element types are represented by the real constraints. The FEA
model behaves like the original element after giving these values as an input. The
property of the FEAmodel is the same as that of the original elements. The following
are the real constraints for Pipe 16 element type (see Table 3).

4 Results of Simulation

The results in form of dynamic responses, i.e., deflection-time and velocity–time
plot are obtained by the simulation performed on the roll cage model for different
prevailing boundary conditions for all five cases. The roll cage is considered to be
appliedwith a gradually increasing load from 700 to 7000N in ten steps commencing
in 1 s at a speed of 40 kmph. The results are also compared for different nodes.



204 J. Yadav et al.

Define Element Type

Define Real constant

Define Material Properties

Define Cross Section

Finite Element Modeling of Roll-Cage

Apply Boundary Conditions

Load Applications

Solution

Review Results

Fig. 2 Finite element analysis procedure in ANSIS

In this case, a vehicle coming at a speed of 40 kmph, strikes the roll cage at its
front portion. The purpose of this analysis is to check the strength and stability of the
roll cage in case where a vehicle strikes it from the front. ANSYS gives the results
after applying the boundary conditions to the FE-model of the roll cage.

Relative deflection is the deflection in UZ direction (means deflection in vertical
upward or downward direction) at each node of the roll cage with respect to time
in a global coordinate system. The relative deflections of all nodes on the roll cage
and the relative velocities of all nodes on the roll cage are obtained in for of Relative
deflection verses time plot. The sample results are shown below (see Figs. 4 and 5).

From the nodal solution (see Figs. 6 and 7), it is shown by the study that without
bumper the maximum deflection occurs at node 79 of the magnitude 2.1 mm and
maximum velocity occurs at the same node, i.e., 2.6 mm/s. For the case with bumper,
maximum deflection occurs at node 52 of the magnitude 1.55 mm.
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Fig. 3 Pipe16 geometry

Table 3 Set of real constants
for the Pipe16 Element

S. no Name Description

1 OD Outer diameter of pipe

2 TKWALL Thickness of the pipe

Fig. 4 Relative deflections versus time Plot for nodes 51, 52, 53, 54. (Without bumper)
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Fig. 5 Relative deflection versus Time for nodes 51, 52, 53, 54 (with bumper)

Fig. 6 Nodal solution (without bumper)

The deflection at each critical node is calculated and tabulated. The deflection of
the critical nodes for the cases without damper and with damper is shown below (see
Fig. 8).

The FOS for both cases are shown below (see Table 4).
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Fig. 7 Nodal solution (with bumper)

Case- 1 Front Impact
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Fig. 8 Node number versus Deflection (without bumper and with bumper)

Table 4 Stress analysis Case −1 Yield stress
(N/mm2)

Induced stress
(N/mm2)

Factor of safety

Without bumper 218 114 1.9

With bumper 218 106 2.05
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5 Conclusion

It is palpable from the study that the induced stress is less in the case with bumper.
The percentage reduction in induced stress is of themagnitude 7%. Thus, more safety
can be provided to the vehicle by employing a bumper. The proposed analysis for a
car model for different impact forces and speeds to estimate the critical speed and
force amplitude for a car model at the time of crashing at the design stage. Such type
of analysis prior to manufacturing can save time, labor, and money as well as provide
the safest modes of performance. The present work also can be extended to have the
results of all possible kinds of impact like rear impact, left side impact, right side
impact, and bottom impact. Thus, one can compare the results and identify the most
severe impact. Such analysis will be useful for car manufacturers to take care of the
safety of vehicle and passenger effectively.
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Fault Investigation of Rolling Element
Bearing Using Vibration Signature
Analysis and Artificial Neural Network

Pavan Agrawal, Arvind Singh Tomar, and Pratesh Jayaswal

Abstract The bearing is the heart component of any revolving machine and is
utilized in enormous applications like surgical machines to ship engines, etc. In the
present research, an experimental exploration has done using vibration signature,
continuous wavelet transform (CWT), and machine learning techniques, i.e., deci-
sion tree (DT) and artificial neural network (ANN) for defect investigation of bearing.
Vibration signatures in the time domain have been captured from the healthy and
defective bearings. Two real-valued wavelets were examined in this experimental
investigation. The mother wavelet is chosen from two real-valued wavelets using the
energy entropy ratio (EER) criterion, which selects the analytical uniqueness from
the raw vibration signal’s wavelet coefficient. These analytical characteristics are
adopted as an input of decision tree and artificial neural networks for the catego-
rization of faults. Eventually, the Morlet wavelet is decided and communicates more
reliable outcomes with an artificial neural network algorithm.

Keywords Bearing defects · Energy entropy ratio ·Wavelets · ANN · DT

1 Introduction

The vibration analysis is the non-destructive health monitoring technique used to
detect the location and severity of the faults. To be precise, researchers such as Lu
et al. [1] and Cui et al. [2] have employed time-domain signal processing for bearing
healthmonitoring.Agrawal et al. [3] have reviewed the vibration signature analysis to
find out the faults in rolling element bearings using the time and frequency domains.
Hassan et al. [4]monitored the structural health of welded steel pipes using frequency
response function and vibration-based fault detection techniques. Kankar et al. [5]
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have detected the severity of defects in ball bearings utilizing time-domain statistical
features such as log energy entropy, kurtosis, skewness, etc. Vibration analysis-based
monitoring provides early information regarding the critical faults when compared
with the healthy vibration signals [6–8]. The effectiveness of damping and stiffness of
the bearing is investigated based on the natural frequency of the rotor-bearing system
[9]. Naeini et al. [10] have utilized the ANN techniques for pattern recognition of
the control chart via statistical process control technology. There are a variety of
complex and real base wavelets like Morlet wavelet, Meyer wavelet, Daubechies
wavelet, complex Morlet wavelet, etc. [11–13].

In the present manuscript, a methodology for early defect investigation and cate-
gorization of faults of REB has been suggested. The assortment of mother wavelets
has been manifested by implementing the wavelet selection criterion. Initially, two
real-valued mother wavelets were used. It has been identified from the consequences
that the Morlet wavelet fitted with the selection criteria. Additionally, with the ANN
classifier, the statistical parameters selected based .on the Morlet wavelet furnish
defects classification with augmented.performance. The proposed methodology is
shown in Fig. 1.

2 Experimental Setup (Vibration Data Collection)

An SKF experimental simulator is employed to extract vibration signatures for
healthy and faulty bearings like outer race defect, inner race defect, defects on ball,
and outer race surface roughness. The simulator consists of an inductionmotor (1HP)
that allows for variable speed up to 2000 rpm. An accelerometer has been mounted
on the bearing housing. The self-aligned ball bearing model SKF 2207 EKTN9 has
been used in the present experimental work. Vibration signals from healthy and faulty
bearings have been taken using a handheld FFT analyzer. The fault is inserted on
various elements of bearing using the electro-discharge machine (EDM). All tests
have been conducted in SKF Reliability and Maintenance Center, MITS, Gwalior.
The proposed methodology’s soft computing and code generation have been done
on MATLAB.

2.1 Feature Extraction

The vibration signatures in terms of acceleration are acquired from bearing housing
using an accelerometer. The accelerometer converts the mechanical movements into
analog signals and transferred them to the FFT analyzer. The captured signal is
sampled and converted into a discrete signal in the FFT analyzer. The signals from
healthy and defective bearings are acquired at a shaft speed of 820 rpm in the time
domain. The sample signal of inner race fault bearing in the time domain is shown
in Fig. 2.
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Fig. 1 Proposed
methodology flowchart using
for bearing fault
investigations

Fig. 2 The signature of inner race fault in the time domain
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A total of 275 signals (55 of each bearing) of five bearings (one healthy and four
faulty) are acquired from the experimental test rig.

3 Wavelet Transform

Wavelet investigation is the currentmethod applied to examine the health condition of
the bearing and determine the critical problems of industrial machines. The wavelet
transform’s principal roles are small waves placed at different times, enhancing the
resolution of complex signals. To obtain preferred relevant data from raw vibration
signatures, each of them is then converted into their generalized form of 27 sub-
signals. Using two real wavelets such as Meyer and Morlet, the CWCs (continuous
wavelet coefficients) are calculated for every signal for each bearing class. For a
selection of appropriatemotherwavelets, themaximumenergy entropy ratio criterion
has been selected.

3.1 Maximum Energy-to-Entropy Ratio Criterion (MEER)

The best-suited selection criteria of wavelets are to maximize the energy to the
wavelet coefficients and minimize its Shannon entropy. Consequently, the combined
tasks required to form a ratio of those measures called as energy to entropy ratio [14]
are given by

ζ(n) = E(n)

Sentropy(n)
(1)

where entropy of wavelet coefficient is given by

Sentropy = −
m∑

i=1

pi .logz pi (2)

where pi is the energy probability distribution of wavelet coefficient and is given by

pi =
∣∣Cn,i

∣∣2

E(n)
(3)

where Cn,i is the ith wavelet coefficient of the nth scale (Table 1).
The value of EER was observed as maximum for the Morlet wavelet. Hence, the

Morlet wavelet is selected as a basewavelet for feature extraction for defect diagnosis
of SABB. At 820 rpm, the high value of EER is seen for inner race fault at the 25th
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Table 1 MEER criterion for real wavelets at 820 RPM

Wavelet type Bearing condition MEER Signal no Scale no

Meyer Ball fault 0.2058 16 22

Healthy bearing 0.0546 48 17

Inner race fault 0.2675 25 25

Outer race fault 0.2457 52 29

Surface roughness 0.0250 37 17

Morlet Ball fault 0.2506 16 23

Healthy bearing 0.0641 48 17

Inner race fault 0.2974 25 25

Outer race fault 0.2759 17 25

Surface roughness 0.0291 37 17

scale of the 25th signal usingMeyer wavelet as shown in Fig. 3a. A high value of EER
is seen for inner race fault at the 25th scale of the 25th signal using Morlet wavelet
as shown in Fig. 3b. On behalf of the maximum energy entropy ratio criterion, the
Morlet wavelet is selected as a mother wavelet. Estimated the statistical features like
peak value, RMS, mean value, skewness, crest factor, standard deviation, variance,
and kurtosis [8, 15–17] for Morlet wavelet at speed 820 rpm and then fed to machine
learning techniques.

4 Machine Learning Techniques

The machine learning is a method for generating an artificial model from vibration
data and predicting bearing vibrations. Machine learning is divided into two types:
supervised learning and unsupervised learning.

4.1 Artificial Neural Network (ANN)

The human brain has an exceptional capability to think, remember, and consis-
tent excellence, which becomes prompted various researchers to improve artificial
models whose necessary learning process is comparable to such natural neurons. Rao
et al. [13] have reviewed the ANN’s structure and its history. It has further applied
concerning defects and the life prediction of bearing. Samanta et al. [18] have studied
the defect identification of bearings experimentally utilizing the ANN classification
algorithm. The statistical features of time-domain vibration data have been applied
directly as input data to the ANN. The construction of ANN is as shown in Fig. 4.
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(a) A plot between MEER and scale No. for Meyer wavelet at 820 rpm

(b) A plot between MEER and scale No. for Morlet wavelet at 820 rpm

Fig. 3 The plot between MEER and scale number at 820 rpm for a Meyer b Morlet wavelet

Fig. 4 Structure of ANN
[19]
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Fig. 5 Example of a
decision tree [20]

4.2 Decision Tree (DT)

The decision tree (DT) is a supervised machine learning method which is based on
regression theory. The decision tree is also known as a regression tree or classification
tree. The classification tree is a binary tree and accompanies the tree’s decisions from
the root (beginning) node down to a leaf node (contains the response) to predict these
responses. Classification tree gives a True and False response given in Fig. 5 [20,
21].

In Fig. 5, the sample used pair predictors, sunny, and rain, and start at the top
node (outlook). The decision tree shows the decision about playing tennis or not
according to weather conditions. The tree’s leftmost branch has represented the
negative instances (humidity-high and wind-robust), while the right side branches
show the positive instances (humidity-normal and wind-weak). On behalf of the
above positive instances, the decision tree predicts that tennis may have been played.

5 Results and Discussion

Totally 50 instances for an individual bearing (healthy and defective bearings),Morlet
wavelet, and 9 features including speed are used for testing and training objectives.
The testing and training purposes, two classifiers ANN and DT have been carried out
in the existing examination. These classifiers are shown in Tables 2 and 3 for Morlet
wavelet in the sort of confusion matrices. The confusion matrices are formed with
the number of experiment samples precisely classified and wrongly classified. The
actual class made the rows, and prognosticated class made the columns of confusion
matrices (Fig. 6).

In machine learning techniques, the confusion matrix is used to represent the clas-
sifier of statistical features. The confusion matrix is a precise table arrangement that
authorizes a visualization of a classification algorithm’s performance. Each column
of the confusion matrix shows the predicted class instances, and each row of the
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Table 2 Result of ANN for Morlet wavelet utilizing EER criterion (confusion matrix)

Using test set Using tenfold cross validation

BF IRF ORF SRF HB Classified as BF IRF ORF SRF HB Classified as

9 0 1 0 0 BF 10 0 0 0 0 BF

0 9 1 0 0 IRF 0 8 2 0 0 IRF

0 0 10 0 0 ORF 2 0 8 0 0 ORF

0 0 0 10 0 SRF 0 0 0 10 0 SRF

0 0 0 0 10 HB 0 0 0 4 6 HB

Table 3 The result of DT for Morlet wavelet utilizing EER criterion (confusion matrix)

Using test set Using 10-fold cross validation

BF IRF ORF SRF HB Classified as BF IRF ORF SRF HB Classified as

10 0 0 0 0 BF 3 1 5 0 1 BF

0 9 0 1 0 IRF 0 7 1 2 0 IRF

0 0 10 0 0 ORF 5 0 5 0 0 ORF

0 0 0 9 1 SRF 0 2 0 7 1 SRF

0 0 0 0 10 HB 1 2 1 0 6 HB

matrix represents the real class. It is also known as the error matrix. In the present
research, the work above matrix is used to classify healthy and different faulty bear-
ings. Figure 7 shows the confusion matrix diagram of a decision tree for the Morlet
wavelet without andwith 10-fold cross validation. The layout is a plot between actual
and predicted classes. In Fig. 7a for ball fault, outer race fault, and health bearings,
instances are classified in 100% corrected while inner race fault and surface rough-
ness faults are classified in 90% corrected. In a total of 50 cases, 48 cases are found
correct and 2 incorrect. It shows the accuracy of the classifier i.e., 96%.

Figure 7b, confusion matrix with 10-fold cross validation, represents that ball
fault, inner race fault, and outer race fault bearings are classified as 30, 70, and 50%
corrected. In comparison, surface roughness fault and healthy bearing have been
organized in 70 and 60% correct. In a total of 50 instances, 28 instances are found
right and 22 incorrect. It shows the accuracy of the classifier, i.e., 56%.

A scatter plot diagram is the representation of correct and incorrect instances
on screen for classification purposes. Figure 8 has been drawn on MATLAB using
machine learning statics. In the present work, statistical features like kurtosis and
standard deviation of 50 instances for five different bearings (each 10) are entered
in the decision tree. After processing software, results are shown in terms of correct
(dot) and incorrect (cross) instances. Similarly, Figure 9 displays the scatter plot for
10-fold cross validation.

Table 4 shows the classification accuracies of the sameclassifiers for theEERcrite-
rion. Using the test set correctly classified instances for ANN and DT, are 96% and
96%, respectively. Using a 10-fold cross-validation set correctly classified instances
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Fig. 6 All confusion matrix diagram of ANN without and with validation (for EER)

for ANN and DT, are 80% and 28%, respectively. The classification performance
of the ANN classifier has come out best than DT classifiers with the use of Morlet
wavelet.
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(a) Without validation (b) with validation

Fig. 7 Confusion matrix diagram of DT without and with validation (for EER)

Fig. 8 Scatter plot diagram of DT for all bearings without validation
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Fig. 9 Scatter plot diagram of DT for all bearings with10-fold cross validation

Table 4 Assessment of the success of prediction using Morlet wavelet (EER criterion)

Parameters ANN Decision tree (DT)

Test set 10-fold cross
validations

Test set 10-fold cross
validations

Instances classified
correctly

48 (96%) 40 (80%) 48 (96%) 28 (56%)

Instances classified
incorrectly

02 (4%) 10 (20%) 02 (4%) 22 (44%)

Total number of
instances

50 (100%) 50 (100%) 50 (100%) 50 (100%)

6 Conclusion

The methodology of bearing defect investigation concerns the energy entropy ratio
criterion for the selection of the mother wavelet. Bearing defects based on defect
location and generalized roughness has been considered for research. Wavelet-based
eight statistical characteristics are estimated from vibration data utilizing the Morlet
wavelet as an optimally chosen base wavelet between two wavelets. Two Machine
Learning Techniques (MLTs), viz., ANN and DT have been used for bearing faults
analysis. The defect classification efficiency of these MLTs for the energy entropy
ratio criterion is represented in Table 4. Comparable research exhibited that ANN
offers a more reliable classification execution than DT. The classification efficiency
of ANN has been evaluated by 80%, which is higher than DT (56%) due to its extra
unique generalization inclinations.
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Enhancement of Aerodynamic Efficiency
of a Formula Car by Incorporating
a Passive Device in the Front Wing

K. Balaji, G. Jims John Wessley, S. V. Khandal, and Mayuri Gore

Abstract The formula cars are designed and developed based on aerodynamic
shapes to meet out the high speed demand and efficiency. In connection to this, the
current work introduces the concept of using a passive flap over a high lift passive
device in front of the wing of a car aiming at improving the down force and stability.
Models were designed using ANSYS software with different angle conditions of
detached passive flap and without the passive flap and analysis carried out with
ANSYS CFX at different velocities. This work also compares the results of down
force generated in a typical formula one car without high lift device and with high lift
device in the front wing. The down force generated was found to be about 8.67, 8.70,
8.73, and 8.76% in formula car with high lift passive device attached to the front
wing at 250 kmph, 275 kmph, 300 kmph, and 350 kmph, respectively, when angle
of attack (AOA) was varied from 16 to 20° for the same L/D ratio. It is observed
that the flap system is used to increase the down force and increase the drag which
leads to improved stability of the vehicle at high speeds and turning the car is made
without reducing the speed.

Keywords Down force · Stability enhancement · Formula car · Front wing ·
Passive device
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1 Introduction

Modern formula one (F1) cars have a single seat, open wheel, and open cockpit with
substantial front and rear wings with the engine placed behind the driver. These cars
have to be developed by the manufacturers considering aerodynamics according to
the rules and regulations specified for the race and are unique to the championship.
A lot of time as well as money are invested in designing the shape of these cars
aerodynamically which plays a vital role in the success of the design. The principal
forces acting on a F1 car are lift, drag, down force, and thrust. The prime objective of
the designer is to create a down force and to minimize the drag.While the down force
helps to stabilize the car tires onto the track and improve cornering forces the drag
force slows down the speed of the car. F1 cars have aerodynamic features in-built in
the rear spoiler, front wing, and bottom plate. Any defect in these components will
disturb the balance of the car on the track. Also, positioning the engine, gearbox,
and driver plays an equally important role in the successful design of these cars.
Bernoulli’s principle that is used widely to determine the lift force on an aerofoil
in aircraft is applied in these cases as the cars use an inverted aerofoil. Applying
Bernoulli’s principle to the cars, the pressure is maintained greater on the upper side
of the aerofoil than the lower side which results in a net down force. Thus, the down
force which is a force opposite to the lift force is always more than lift. Primarily,
the design community works on perfecting the down force properties of a car rather
than addressing its drag.

Attempts have been made by various researchers to improve the aerodynamic
performance of F1 car using different add-on devices and alternate configurations
through steady-stateCFD simulations. These studies show that there is a considerable
reduction in both drag and lift forces due to streamlining the airflow across the car.
The most appropriate configuration for improved aerodynamic performance in F1
car is suggested by Devaiah and Umesh [1]. Another study [2] showed that the
aerofoils showed stall between 10º and 30º angle of attack (AOA) and as the AOA
increased, the lift increased initially and the wing-tip (free) vortex strength increases
proportionally. At some point of the flow across the suction side of the wing, the
flow separated and the wing will stall. In a study by Jeffrey and Zhang [3], the
aerodynamics of a single element wing fitted with Gurney flaps at trailing-edge
region shows that a twin vortex structure developed downstream of the Gurney flap.
The spectral analysis of the Laser Doppler Anemometry (LDA) data shows that the
wake consists of a von Karman vortex street of alternately shed vortices and the same
was confirmed by smoke visualization. The vortex shedding enhanced the trailing-
edge suction while upstream face of the device showed reverse trend. Circulation
is the result of pressure difference acting across the trailing edge because of these
two changes. In a similar study, it is seen that the front and rear wings have more
effect on aerodynamic performance of a racing car. The computational study on front
wing of a FSAE race car was used to determine the ratio of lift to drag coefficients.
NACA 23,012 aerofoil profiles were analyzed using ANSYS 14.0 by which ground
clearance and effect of AOA onwing performance were studied. The results revealed
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that 50 mm above the ground with an AOA of 4 degrees the drag coefficient was
0.008 and lift coefficient was 0.130 which provides best operational settings [4]. A
study by Mortel [5] aimed to use a front wing to generate a load of around 600 kg
at 330 kmph and simultaneously deflect the air from the wing tip to the inside of
the front wheels so as to reduce the flow interaction between wheels and front wing.
The study also discusses the importance of vertical endplates near to the front wing
which is responsible for the flow deflection from wheels. A study by Seljak [6] is
done to research the reason of using inverted aerofoil for front wing in the F1 cars
and it is seen that generation of a down force by incorporating front wing provides
greater control and stability to the cars by making use of the negative lift the wing
experiences due to theminimal effect of ground proximity.At a givenAOA, this led to
higher drag with reduced lift. Near-ground fly-trailing vortices are partially blocked
by ground due to which the downwash generated by the wing reduces. Downwash
decrease led to increase in AOA of wing thereby resulting in more lift and less drag.

Analysis of low Reynolds number flow past single element in a wing fitted with
Gurney flap at trailing-edge regionwas carried out byHoria and Ion [7]. The complex
flow separation phenomena on aerofoils were observedwith unstalled incidences and
it is seen that Gurney flaps increased the overall loading enabling maximum suction.
The Gurney flap with attached flow increases the circulation around aerofoil by
which lift increases as compared to the normal aerofoil. Generally pressure is more
at windward side of the flap as compared to leeward side and this lower pressure
tendency on upper surface of trailing edge makes the flow to follow the flap and turn
downward and the entire circulation over the aerofoil was enhanced. With a given
AOA, the bubble stretch at leading edge showedmaximum lift and further increase in
AOA initiated flow separation leading to stall. Also, as the size of flap increased, the
forward moving bubble led to the reduced occurrence of stall. Joseph [8] performed
study on the aerodynamics of race cars observing the air motion on moving vehicle
and its components. The vehicle stability control depends on down force distribution
between front and rear wheels. The aerodynamic down force generated with higher
drag enabled the ability to corner faster in a controlled manner with increase in
speed. The paper also explains that the inverse aerofoil in the front wing adds a
greater downward force about 30%. Another study by Brown and Filippone [9] on
the aerodynamic shape of a formula car with Gurney flap focuses on the optimization
of the height of Gurney at very low-speed region to find an analytical expression
among optimal height, aerofoil’s chord, and free stream velocity. The experimental
results showed that a height less than the thickness of the boundary layer at the
trailing edge have negligible drag. Therefore, flaps can be attached to low Reynolds
number systems like gliders, micro-air vehicles, wind turbines, etc.

Design and testing of amodel formula car has been carried out experimentally and
using CFD by Desai and Channiwala [10]. The model is made up of thermocol with
multi-holes for connecting it to the manifolds. The model is kept stationary within
the test section of the subsonic wind tunnel and is tested at various subsonic speeds.
The drag coefficient (CD) found for exterior profile was 0.4, which is acceptable for
fuel savings. Suresh and Sitaram [11] studied the energy efficiency of a centrifugal
fan and found that the efficiency was low at low Reynolds number as compared to
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high Reynolds number with Gurney flap. This affects the operating range due to
higher static pressure on shroud and diffuser hub of centrifugal fan and is observed
to be good in elimination of laminar separation bubble at low Reynolds numbers of
LP turbine blade besides reduction in loss coefficients. Syazrul [12] observed that in
the front wing of a formula one car, the generation of down force is to be maximized
to keep the car on the track without tire slip. This also improves the cornering force
of the formula one car.

In the work of Stephen [13], six turbulence models were developed to quantify
surface pressure, sectional forces, and wake flow field that showed better results
compared to the earlier results. This work highlighted that flaps are the main element
contributing to down force while also contributing to drag. The works of William
andMichael [14] show that the front portion of a car plays a vital role in downstream
flow field behavior, while the Reynolds number is insignificant causing only 3–4%
variation in lift and drag. It is seen that a change in flap deflection by 10° increased
CL by 0.5 with no effect on drag coefficient at a constant lift coefficient. Also, the
endplate design plays a vital role on the performance of a race-car front wing. An
increase in endplate area led to increase in lift coefficient without much reduction in
drag coefficient. Zhang and Zerihan [15] showed that a maximum down force was
achieved by increase in the lower surface suction and loss in down force was caused
by upper surface pressure and lower surface suction losses, with a reduction in height.
For a high flap angle, it is observed that there is a sharp reduction in boundary layer
separation and circulation loss in the main element.

The formula car generates lift instead of generating down forcewhen it is designed
with poor aerodynamics andmakes the formula car unstable besides losing its control.
Also it has a negative effect on its speed at the corners of the track. The front wing
of formula car is a highly critical component that plays a vital role in controlling the
airflow around the rest of the formula car. The front wing alone accounts to about
30% of the total down force. The balance of the formula car is based on the load
acting on the front wing and the airflow around it. Scarce literature is available on the
design of passive device for front wing that generates more down force. Therefore,
an attempt is made to increase the down force by choosing effective aerofoils in the
elements of front wing and for high lift passive devices. The models were designed
using ANSYS software with different angle conditions of detached passive flap and
without the passive flap and the analyses were carried out with ANSYS CFX at
different velocities.

2 Modeling and Analysis of Formula Car

The methodology followed in this work is as follows:

• Identification of aerofoil (NACA 632–215, NACA 9414) and passive device for
front wing.
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Fig. 1 Model without flap

• Modeling of main and secondary elements of front wing with detached passive
flap at different AOA (Angle = 16o, 18o, 20o) using ANSYS software.

• Analysis of the modeled components using ANSYS CFX over a moving ground
surface.

• Result comparison of the models at various subsonic velocities for better down
force at same L/D ratio.

A schematic representation of the aerofoil used in the study is shown in Fig. 1.
Figure 1 represents the model without detached passive flap, with main element

wing fixed at 6o and secondary element wing fixed at 25o. Figure 2 shows the model
with detached passive flap, with main element wing fixed at 6o, secondary element
wing fixed at 25o, and Gurney flap fixed at 16°. Figure 3 shows the model with
detached passive flap, with main element wing fixed at 6o secondary element wing
fixed at 25o andGurney flap fixed at 18o. Figure 4 showsmodel with detached passive

Fig. 2 Model with flap at 16o
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Fig. 3 Model with flap at 18o

Fig. 4 Model with flap at 20o

flap, with main element wing fixed at 6o, secondary element wing fixed at 25o, and
Gurney flap fixed at 20o (Table 1).

3 Results and Discussion

From the analysis, it is seen that the down force increases with the detached passive
flap compared to the front wing without the Gurney flap. The converged result of the
analysis is shown in Fig. 5.
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Table 1 Specifications of passive device

Sr. no Details Dimensions Units

1 Aerofoil NACA 632–215 –

2 Detached passive flap NACA 9414 –

3 First element angle 6 Degree

4 Second element angle 25 Degree

5 First element length 380 mm

6 Second element length 180 mm

7 Detached passive flap chord 57 mm

8 Horizontal distance between the two elements 367 mm

9 Vertical distance between the two elements 85 mm

Fig. 5 Converged result of the analysis

3.1 Case 1: Analysis at 250 Kmph

Four different models with varying detached flap conditions (1, 2, 3, and 4) are
analyzed at a velocity of 250 kmph. The results of the four models are compared for
the down force generated and it is depicted in Fig. 6.

There is a gradual increase in the down force at different AOA with the flap
system. A maximum of about 12.67% increase is seen using the detached passive
flap as compared to the existing model. On the contrary, the drag force is found to
increase. The increase in down force and drag is provided in Table 2.
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Fig. 6 Down force and drag comparisons at 250 kmph

Table 2 Results for speed
250 kmph

Condition Position of flap Downward force
(N)

Drag (N)

1 No flap −2249.16 511.816

2 Flap at 16o −2399.73 582.594

3 Flap at 18o −2425.52 590.64

4 Flap at 20o −2534.53 617.67

3.2 Case 2: Analysis at 275 Kmph

The models with varying detached flap conditions are analyzed at a velocity of 275
kmph and the down force and drag generated are provided in Fig. 7.

It is seen that the down force gradually increased with increasing angle of attack.
Improvement of about 12.70%was observed with detached passive flap as compared
to existing model at 20°. The drag force is also found to increase. The increase in
down force and drag is provided which is shown in Table 3.

Fig. 7 Down force and drag comparisons at 275 kmph
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Table 3 Results for speed
275 kmph

Condition Position of flap Downward force
(N)

Drag (N)

1 No flap −2723.7 619.057

2 Flap at 16o −2906.85 704.781

3 Flap at 18o −2954.26 714.334

4 Flap at 20o −3069.73 747.132

3.3 Case 3: Analysis at 300 kmph

Figure 8 shows the four different models with varying detached flap conditions
analyzed at a velocity of 300 kmph.

The analysis shows that a down force increases gradually with increasing angle of
attack. Amaximum of about 12.73% improvement is obtained with detached passive
flap as compared to the existing model at 20°. The increase in down force and drag
is shown in Table 4.

Fig. 8 Down force and drag comparisons at 300 kmph

Table 4 Results for speed
300 kmph

Condition Position of flap Downward force
(N)

Drag (N)

1 No flap −3243.32 736.48

2 Flap at 16o −3462.79 838.582

3 Flap at 18o −3516.03 849.763

4 Flap at 20o −3656.47 888.941
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Fig. 9 Down force and drag comparisons at 350 kmph

Table 5 Results for speed
350 kmph

Condition Position of flap Downward force
(N)

Drag (N)

1 No flap −4420.94 1001.87

2 Flap at 16o −4721.28 1141

3 Flap at 18o −4811.15 1155.82

4 Flap at 20o −4984.7 1209.42

3.4 Case 4: Analysis at 350 kmph

The four different models with varying detached flap conditions are analyzed at a
velocity of 350 kmph. The down force and drag results are shown in Fig. 9.

Down force gradually increases with increasing angle of attack. Maximum
increase of downward force of 12.76% was observed with detached passive flap
compared to existing model at 20°. The increase in down force and drag is provided
in Table 5.

3.5 Down Force Generated at Various Velocities

Down force variation at various velocities and at different AOA is illustrated in
Fig. 10. Nearly about 12% down force increase is observed at same L/D ratio.
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Fig. 10 Down force with different conditions

Fig. 11 Drag force with different conditions

3.6 Drag Force at Various Velocities

Figure 11 shows the drag variation with different velocities and various AOA for a
fixed L/D ratio. This increase is due to increase in down force.

4 Conclusions

In the present work, four different models of flap in a formula car have been designed
and analyzed at varying conditions of the detached passive flap using ANSYS and
CFX for different velocity conditions. Based on the analysis, the following results
are concluded:

• The down force generated was about 8.67, 8.70, 8.73, and 8.76% with detached
passive flap at 250 kmph, 275 kmph, 300 kmph, and 350 kmph, respectively, and
when AOA was varied from 16 to 20° at constant L/D ratio.
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• The down force is increased by 21% at 16° compared to the existing model for
all velocity conditions.

• The down force is increased by 19% at 18° compared to 16° for all velocity
conditions.

• The down force is increased by 36% at 20° compared to 18° model for all velocity
conditions.

• The drag value also increases constantly at all speeds and maximum drag of 20%
at an angle of 20° compared to existing model. Further, the drag increases with
increase in velocity.

It is concluded that high down force can be generated by flaps and enables the
formula car to have a stable turn at the corners of the track at high speeds with high
stability.
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Design and Analysis of Exoskeleton
with a Torque Prediction Algorithm

R. Venkatesh , B. Satish Kumar , K. Umamaheswara Rao ,
S. S. Mantha, and K. Dileep

Abstract This paper gives accurate prediction values for selection of actuator for
exoskeleton robot. After carefully analysing various research works conducted by
researchers, modelling of exoskeleton is done using SolidWorks software. The main
aim of this paper is to suggest the suitable motor at knee joint in exoskeletons.
So, to find the torque, Python software is used by considering the three indepen-
dent parameters, namely, speed, height and angle of the human leg. These three
parameters can be calculated by using a motion analysis software—Kinovea. Later
analysis software ANSYS is used to complete the stress analysis of each component
of exoskeleton. Exoskeletons are suits or wearable devices that are placed round
the human body. Lower extremity exoskeletons are used for various functions—
performance amplification, locomotion (ambulatory) and rehabilitation. This kind
of skeleton is incredibly helpful for the military applications particularly in carrying
weapons and providing ease to the soldiers.Within the alternative hand, exoskeletons
for ambulant and rehabilitation assist patients to steer by providing joint trajectories
of the gait cycle.

Keywords Exoskeleton · Solidworks · Ansys · Kinovea · Python · Deep learning

1 Introduction

Every year nearly 1.25 million people lose their lives in accidents and almost 3
million people suffer from serious injurious across the world [5]. Many of these
injured people might be paraplegic. So, they need exoskeletons to enhance their
strength. This paper provides a way to select the type of actuator for the exoskeleton
based on the experimental results. This paper also gives complete information about
the current technologies regarding construction and controlling of exoskeletons and
predicts the torque at different joints with the help of machine learning algorithm,
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i.e. multivariate algorithm and the accuracy of prediction have been carried out with
deep learning technology.

2 Literature Survey

Singla et al. [1] gave an alternative power sources for the exoskeletons, with the rapid
growth in usage of exoskeletons. Most of the exoskeletons commercially available
use lithium-ion battery. The charging of the battery becomes a large bottleneck when
the individual who wears the exoskeleton must go on trekking or mountaineering for
a week journey. An alternative power source can be a useful choice to make batteries
more efficient and rugged. These appliances were also regarded as cost-effective and
environmentally friendly.

Spanda et al. [2] define the testing exercise performed on an exoskeleton of a
commercial passive lower limb: The Chair less Chair, wearable sitting support that
enables employees to switch between a standing position and a seated position. Tests
were conducted on FCA employees who volunteered for the research. In the second
step, anthropometry and postural angles of the worker are reproduced by considering
some static postures. The greater the proportion reduced the strain on the limbs of
the subject.

Srinath et al. [3] proposed an exoskeleton for lower limb amputees and dynamic
analysis was performed using ADAMS software that gave better results for time
versus force and time versus torque. Modelling of exoskeletons is done using
SolidWorks software.

Kumar and Chakravarthy [4] designed a model for torque prediction of selecting
appropriatemotor in exoskeletons.Machine learning algorithmswere used to validate
the prediction of torque values generated by the model. Data from knee and hip joints
is obtained from motion analysis software, i.e. Kinovea.

3 Theoretical Analysis

3.1 Torque Calculation Methods

The first step within the exoskeletons or active orthoses style is mechanism sort
choice. There are some essential problems that ought to be thought of within the
style method, viz., steady-state potency, power/mass magnitude relation, strain,
power/volume magnitude relation, power consumption, stress, bandwidth, auxil-
iary gear mechanism, auxiliary power offer instrumentation and ease management
procedures. Additionally, the actuators ought to be chosen considering the aim of
the body coverage. The primary step within the mechanism choice is, deciding the
amount of torsion and power needed for driving the exoskeleton. The specified torsion
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and power are often calculated in three totally different ways: full build modelling,
estimation mistreatment CGA1 knowledge, and experimental procedure [6].

The torsion on every joint has three parts in 3D area. Throughout level walking,
within the articulation, the part that is within the direction of region flexion is the
biggest one. Sometimes within the alternative two directions, passive actuators area
unit used equally in knee and hip the direction of extension needs a lot of power
and torsion whether you wear a backpack or not. It ought to be thought of that if
the mission of the body covering changes appreciate occupancy a circular path, the
opposite parts become necessary. Since the complete body modelling methodology
is simply too sophisticated thanks to high DOF of build, the tactic can cause awfully
troublesome procedure. If no simplification is used, it might be therefore troublesome
to unravel the equations and calculate the torques and powers required.

3.2 Estimating Torques Using CGA Data

Lots of experiments are done on traditional human gait. They accordingly normalized
that knowledge, relative to humanweight throughout level walking; however, none of
them investigated the impact of carrying backpack on torques and walking patterns.
During this technique of torsion estimation, it is assumed that of having linear scaling
if traditional CGA knowledge can cause a decent estimation of joint torques and joint
powers [7]. This suggests that backpack mass has constant impact and because of
this the body mass increases and therefore the frame would not greatly influence the
gait patterns of the user. Therefore, addition of the backpack mass to the body mass
is considered while calculating the torques [8]. Examining the CGA results shows
that not solely there’s heaps of variance within the most torsion and power, however
additionally there are some variations between the patterns. On the opposite hand,
there is no complete experimental knowledge to verify the results of this estimation.

3.3 Determining Torques Based on Experiment

Earlier the strategies of dynamic modelling and CGA based mostly would not essen-
tially give reliable knowledge to style the system. In this methodology, the mean
square measure tested below the condition of carrying a 35 kgs backpack [9]. The
walking gait cycle is recorded employing a motion capture system and two force
plates. Then the information would be analysed and therefore the joint torques
are calculated. Earlier it is assumed that the human will bear his/her weight, and
therefore the exploit system should tolerate the burden of automation and backpack
and conjointly overcome the automation inertia. By subtracting the traditional level
walking torsion and power knowledge from the experiment results, the specified
motor torques and power are calculated. The advantage of this methodology is its
reliability (Fig. 1).
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Fig. 1 Force acting at hip, knee, ankle

4 Video Motion Analysis

Video movement analysis is used to get data about moving subjects from video.
Instances of this incorporate step examination, sports replays, speed and increasing
speed computations and, on account of group or individual games, task execution
investigation. The movement’s examination method for the most part includes a fast
camera and a PC that has programming permitting outline-by-outline playback of
the video [10].

A computerized camcorder is fixed on a tripod. Utilizing video movement inves-
tigation programming, the picture on screen can be adjusted to the size of the scale
empowering estimation of true qualities [11]. The product likewise observes the
time between edges to give a development versus time informational index. This is
helpful in ascertaining gravity, for example, from dropping a ball. Complex game
examination frameworks, for example, those by Verusco technology advancements
in New Zealand utilize different strategies, direct feeds from satellite TV to give
ongoing investigation to mentors over the Internet and progressively point-by-point
post-game investigation after the game has finished.

Customarily, video movement examination has been utilized in logical circles for
computation of velocities of shots, or in sport for improving play of competitors.
As of late, PC innovation has permitted different utilizations of video movement
investigation to surface including things like showing principal laws of material
science to class understudies, or general instructive undertakings in game and science.

In sport, frameworks have been created to give an elevated level of assignment,
execution and physiological information to mentors, groups and players [12]. The
goal is to improve individual and group execution or potentially examine restriction
examples of play to give strategic bit of leeway. Police and measurable researchers
dissect CCTV video when exploring crime. Police use programming, for example,
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Fig. 2 Video motion analysis

Kinesense, which performs video movement examination to look for key occasions
in video and discover suspects (Fig. 2).

5 Drive System and Controllers

Harmonic drive system may be a power gear mechanism that is an awfully fashion-
able alternative in electrical motivated systems. Drive system and controller section
will reduce the output speed additionally and improves the output force for entire
system. Besides no backlash, high-accuracy and high-torque quantitative relation we
employed drive system unit. Besides, it is compact in size; this is often because of the
special style that produces its input homocentric with its output [13]. The harmonic
drive system is opted for construction of exoskeleton by considering its merits [14].

Raspberry Pi is now widely used even in analysis, like for weather observation
thanks to its low value and movability [15]. Exoskeletons are empowered with the
Raspberry Pi controllers for controlling signals from the actuators, as Raspberry
controllers are very fast and rugged in nature, and complete controlling of the system
is efficiently carried out with this controller.
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Table 1 Materials Aluminium
7075

Duralumin
(Aluminium
2024)

Prosthetic
aluminium
(Aluminium
7068)

Yield strength 503 (Mpa) 503 683

Density 2.80 (g/cc) 2.77 2.85

Availability High High Low

Machinability Medium High Medium

6 Material

In planning associate degree skeletal system, a fabric that is lightweight and robust
is needed to make the frame of the exoskeleton. This is often because of low-weight
frame that needs low power to actuate the piece. Skeletal system ought to be onerous
enough to resist the force generated by the mechanism and additionally the weight
of the user. Studies are done by metallic element alloys area unit chosen as their
main material for the frame of the skeletal system. Though different types of metallic
element alloys are employed in completely different studies, themost reasonmetallic
element alloys are one in each of the foremost fashionable material because of its
lightness and strength. In combination of metal or metallic element 2024 and chrome
steel is employed to construct the structure of the skeletal system. The metal is
employed to form the frame and therefore the chrome steel is employed to make
the joints. On the opposite hand, combination of metallic element alloy 7075 and
polymer six area was used to form the structure of the skeletal system [16]. The
metallic element alloy 7075 area unit is employed in high load structure whereas the
polymer six area unit is applied in low load structure to create the skeletal system
as lightweight as potential. In combination of carbon fibre and prosthetic metallic
element tube that uses metallic element 7068 is employed to construct the skeletal
system. The prosthetic metallic element tube is chosen because it is designed for
human use and lightweight. Carbon fibre area unit is solely employed in a little
portion as it’s lighter than metallic element alloys (Table 1).

7 Modelling

Modelling of the exoskeletons has been done with the help of SolidWorks software.
Following figures depict how the modelling work is carried out for construction of
exoskeletons. All the modelled parts have been assembled at the final stage which is
shown in Fig. 11 (Figs. 3, 4, 5, 6, 7, 8, 9, 10 and 12).
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Fig. 3 Support link 1

Fig. 4 Support link 2



246 R. Venkatesh et al.

Fig. 5 Leg link

Fig. 6 Motor
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Fig. 7 Waist support

Fig. 8 Foot
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Fig. 9 Upper leg link

Fig. 10 Support belt
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Fig. 11 Final assembly

Fig. 12 Front view
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Fig. 13 Equivalent von Mises stress

8 Analysis

Analysis of the modelled exoskeleton parts has been done under extreme load condi-
tions and the analysis work has been carried out by Ansys software (Figs. 13, 14, 15,
16, 17 and 18).

9 Experimental Results

See Table 2.

10 Video Motion Analysis

Video motion analysis has been done with the help of Kinovea software, where a
person is made to walk on the treadmill and video has been recorded [17]. That video
has been analysed by Kinovea software through which ankle, knee and hip angles
data has been recorded [18]. Based on this data, using torque calculation methods,
required torque has been calculated by substituting these values, respectively. It is
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Fig. 14 Equivalent von Mises stress

Fig. 15 Safety factor
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Fig. 16 Equivalent von Mises stress

very hectic and complex task to calculate the torque values repeatedly, and hence
this process has been automated with the help of Python software (Fig. 19).

10.1 Torque Calculations

Torque calculation requires the estimated values of mass of the actuators and the
mass of the links the user is assumed of weighing 85 kg.

Formulas for torque at different joints (Table 3).

τ1 = sinθ

[
(m1 + mL1)g(

l1
2

) + m3g(l1)

]

+ sinθ

[
(m4 + mL2)g

(
l1 + l1

2

)]

+ sinθ [m4g(l1 + l2)]

+ sinθ [(m6 + mL3)g(l1 + l2)]

+ cosθ

[
(m6 + mL3)g

(
l3
2

)]
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Fig. 17 Equivalent von Mises stress

Fig. 18 Equivalent von Mises stress
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Table 2 Speed obtained
from KINOVEA software

Motion Speed
of foot (m/s)

Speed
of knee (m/s)

Speed
of hip (m/s)

At rest 0 0 0

Walking forward 0.32 0.17 0.13

Walking backward 0.73 0.89 0.13

Fig. 19 Walking on treadmill

τ2 = sinθ

[
(m4 + mL2)g

(
l2
2

)]
+ sinθ [m5g(l2)]

+ cosθ

[
(m6 + mL3)g

(
l3
2

)]
+ sinθ [m6g(l2)]

τ3 = cosθ

[
(m6 + mL3)g

(
l3
2

)]

From the above calculations, the

• Torque required at hip joint = 560 Nm.
• Torque required at knee joint = 289 Nm.
• Torque required at ankle joint = 129 Nm.

Prediction of torques has been done using machine learning techniques. Multi-
variate algorithm is employed to predict the output torque. To validate the results,
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Table 3 Body segment
weights/lengths

Parameters Notation Values/
units

Mass of actuator at hip joint m1 0.920 kg

Mass of thigh m2 18.275 kg

Mass of actuator at knee joint m3 0.513 kg

Mass of shank m4 8.16 kg

Mass of actuator at ankle joint m5 0.196 kg

Mass of foot m6 2.89 kg

Mass of thigh link mL1 3.5 kg

Mass of shank link mL2 4.75

Mass of ankle link mL3 1.85

Length of thigh l1 50 × 10−2 m

Length of shank l2 48.5 × 10−2 m

Length of foot l3 23.55 × 10−2 m

Angle of thigh joint θ1 230

Angle of knee joint θ2 570

Angle of ankle joint θ3 450

whether the predicted value is correct or not, deep learning concept has been
employed in this research.

11 Deep Learning

The predicted output data has been compared with the output processed in neural
networks. The best possible means of validation of the predicted outputs is done
through deep learning technique. The deep learning technique involves numerous
numbers of neurons connecting each other with specified weights on them. The
input data is processed through the hidden layers, cost function and accuracy has
been calculated precisely using deep learning technique [19].

TensorFlow methodology is imbibed in the deep learning algorithm and the
input data has been tested and trained for a specific number of cycles [20]. The
output obtained after processing of TensorFlow technique has been recorded and
the average loss for testing and training of data set has been recorded. The data has
been processed in the deep learning module using TensorFlow and employing mean
optimizer, obtained average loss value for the trained data set is 21.69% and average
loss value for testing data set is 34.10% for hip torque and 1.50%, 3.19% for knee
torques, respectively (Figs. 20, 21 and 22).

The data obtained from Kinovea is compared with the previous methods of data
retrieving processes. The data when compared is more or less similar to the previous
methods and hence the processing of that data by machine learning algorithm and
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Fig. 20 Deep learning block diagram (with three input variables and two outputs variables)

Fig. 21 Average loss value of hip-torque (trained sets)
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Fig. 22 Average loss value of hip-torque (test sets)

Fig. 23 Average loss value of knee-torque (trained sets)
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Fig. 24 Average loss value of knee-torque (tested sets)

the prediction of the torques were said to be accurate and hence this method is
recommended for prediction and calculation of torque values through gait analysis
(Figs. 23 and 24).

12 Conclusion

In this paper, modelling of exoskeleton has been done with SolidWorks software
and the modelled exoskeleton is validated with Ansys software which analysed the
working of the model at extreme conditions. The torque required for this exoskeleton
has been calculated from the hip, knee and ankle data captured from the videomotion
analysis software, i.e. Kinovea software and the process is automated with Python
programming software. Then prediction of the torques for selecting the actuator, i.e.
motor has been done with the machine learning algorithms and is validated with the
accuracy rate using deep learning technology. By this, doctors can easily evaluate the
type of exoskeleton actuators for the amputees/old-age people that ease the effected
ones to carry out their works more efficiently and accurately. Ergonomics and safety
parameters have been improved in exoskeletons from this research work.
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Characterization of Noise Sources, Built
Material and Acoustic Parameters
of a Newly Renovated Special Purpose
Space
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and Bashmal Salem

Abstract The study of acoustical characteristics is important to understand sound
propagation, absorption, build up and aural comfort in closed and open spaces. This
article presents experimental investigation and analyses of the acoustical character-
istics of a renovated room in the Mechanical Engineering Department of the Aligarh
Muslim University (AMU). To design a space (room, hall, lab, etc.), the acoustic
parameters such as Early Decay Time (EDT), Reverberation time (RT), Noise crite-
rion and other parameters need to be determined. Absorption is also an important
parameter to determine the acoustics of a space. The absorption coefficient of built
material and objects in the room was measured using a new in situ method (sec
0). The presence of occupants and various objects inside a space can change the
overall absorption performance of that space. These parameters help acousticians to
correctly design andmaintain the venues according to the need. The results of experi-
mental data collected using microphones were found to be in accordance with values
set by various standards. The room was found to be suitable to be used as a lecture
room and laboratory, while it was unsuitable for musical purposes. These aspects
should be considered before designing the space, and knowledge of the absorption
coefficient of any object should be utilized for enhancing the acoustics of a space in
the early designing and interior designing phases.
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1 Introduction

Acoustical evaluation is an integral part of room design as the acoustical characteris-
tics specify the purpose forwhich a designed closed space (room, hall and auditorium)
is to be used. It is essential to know the room acoustics properly to knowwhether it is
suitable to be used as a classroom/lab, etc. To know the acoustical features correctly,
we need to go step-wise from noise characterization to acoustical parameter evalua-
tion. In this case, we are concerned about knowing the complete acoustical features
of a research lab that is newly renovated; a description of the lab is given in coming
sections. First of all, noise characterization will be conducted for the room and the
background noise level was measured for different operating conditions at different
locations. Ambiance of the room was also assessed and an average and maximum
sound levels of noisiest proximity were recorded.

After noise characterization, absorption tendencies of different objects present in
the roomwere assessed. Absorption wasmeasured using PU-based in situ absorption
probe which gives absorption of any object in situ (refer to sec 0). The effect of the
absorption by these objects on the overall acoustics of the room was discussed.

Then acoustical parameters were measured. The most commonly used method
for determining the acoustic parameters and evaluating sound quality is the impulse
response method in which a random noise (pink noise, white noise, balloon pop
sound, etc.) is played for a short while and is received by an omnidirectional micro-
phone. Plotting the sound pressure levels as a function of elapsed time gives the
various acoustical characteristics of the space under study. In the present study,
white Gaussian noise has been used to generate impulse response, and various soft-
ware have been used for its analyses. Many studies have been carried out using the
impulse response method to classify spaces, some of which will be discussed in
coming sections.

Acoustical evaluation is an integral part of room design as the acoustical char-
acteristics specify the purpose for which a designed closed space (room, hall and
auditorium) is to be used. The most commonly used method for determining the
acoustic parameters and evaluating sound quality is the impulse response method in
which a random noise (pink noise, white noise, balloon pop sound, etc.) is played
for a short while and is received by an omnidirectional microphone. Plotting the
sound pressure levels as a function of elapsed time gives the various acoustical char-
acteristics of the space under study. In the present study, white Gaussian noise has
been used to generate impulse response, and various software have been used for its
analyses. Many studies have been carried out using the impulse response method to
classify spaces, some of which are discussed below.

Milner et al. studied the modal characteristics of a series of reverberation rooms
with parallel ceilings and floor using the finite element method (FEM). He concluded
that similar performance can be shown by the rooms having dissimilar shapes. Perfor-
mance of the rooms was also found to be very responsive to the small changes in the
configuration of rooms [1].
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Soulodre et al. performed a series of subjective and experimental evaluations of
various acoustical features in North American concert halls. Acoustical parameters
such as reverberation time (RT), Clarity (C50), Strength (G) and Lateral energy frac-
tion (LEF)weremeasured. Relation of loudness, clarity and echowith the parameters
G, C50, RT, etc. were established. They concluded from the results that long RT at
lower frequencies is generally recommended but at the same time low-frequency
energy of sound should also be maximized [2].

Hodgson assessed acoustical performance experimentally in some randomly
chosen classrooms at the University of British Columbia (UBC). Acoustical quality
of the classrooms was found better when occupied than the unoccupied situation.
So student occupancy in the classrooms creates a noticeable effect in the classroom
acoustics, and it should be kept in mind while designing such spaces [3].

Cirillo and Martellotta performed an acoustical study on nine Romanesque
churches in Apulia (Southern Italy). Monaural and Binaural parameters were calcu-
lated according to ISO3382. The average value ofwhole space and also the individual
value related to different positions were measured. First, it was investigated how
reverberation time got affected by the architecture of a space, then average values
of the other parameters that are important in acoustical calculations were assessed.
It was concluded that the monaural parameters could be expressed as functions of
the source-receiver distance and one or two of the following parameters: average
absorption coefficient, room volume, reverberation time and absorbing surface area
[4].

Knüttel et al. used an analytical method to describe the influence of the direc-
tivity of the loudspeaker on Room Impulse Response (RIR). He concluded that the
influence of directivity exists in very reverberant rooms also [5].

Scannell et al. performed a subjective and objective evaluation of acoustical and
architectural features of 23 Informal Learning Spaces (ILSs). 850 students partici-
pated in the survey.Hepointed out that the level of generated soundbyvarious sources
including student’s voices exceeded the various set standards. It was concluded
that acoustical properties of such learning spaces should be sought with occupants’
perception, and correctivemeasures should be taken tomeet the required expectations
[6].

Alam et al. performed an acoustical study on Kennedy Auditorium in Aligarh
Muslim University with the use of active sound systems. Absorption tendencies of
built material and their effect on auditorium acoustics were also assessed. Rever-
beration time (RT) of the auditorium was found greater than the acceptable limits
especially when the frequency is low. It was concluded that the reason for high RT
is the very reflecting nature of sidewalls. Some acoustic treatment on the walls was
recommended for absorbing the low-frequency sound. It was also recommended that
the existing sound system should be modified with some line arrays [7].

Pelegrín-García et al. presented the effect of four rooms with different acoustical
features on the speech generated by some talkers when addressing the same listener
from four different locations. It was realized that when talkers prolong their speech,
then it is the case of difficult understanding. It was concluded that talker-listener
relative distance is a key point in speech comprehension [8].
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Pelegrín-García and Brunskog presented a study by conducting experiments in a
laboratory to find the favourable acoustical conditions of a room for speech-related
activities. An objective study was coupled with a subjective survey to find out the
effect of bad acoustics on human comfort. Teachers with some voice problems were
also included in this study. It was concluded that teachers having some problem with
their voice perceived their surrounding very differently than the other teachers, and
they prefer more decay times when they speak [9].

Zannin and Marcon performed objective and subjective evaluations of acoustical
comfort in the classrooms. Around 60 teachers and 500 students were surveyed.
Major sources of annoyance were found in the speaking sound from the occu-
pants and neighbouring classrooms. Acoustical parameters such as reverberation
time background noise and also the sound insulation were measured. The acoustical
quality of the classroom was found to be not good according to the Brazilian Stan-
dard NBR 12,179. Simulations were also performed to suggest better acoustics with
some acoustical treatment using sound absorbers [10].

Lyberg-Åhlander et al. presented a subjective survey on some teachers related to
the acoustic perception of classrooms and environment. They created two groups,
the first one having teachers with some voice-related problems and the other one of
healthy teachers. They concluded that teachers having some voice-related problems
are more concerned about the room acoustics and reacted heavily to the load-related
issues than the healthy teachers [11].

It can be concluded from the above studies that from the acoustical perspective of
a space, some factors such as background noise, reverberation time and absorption
tendencies of built material play a very important role. Subjective surveys were also
performed to point out the annoyance sources. Notice sources should be identified
and characterized and also the built material should be characterized and natural
absorption of the materials should be in mind at the designing phase of a building
or space. An in situ method for measuring absorption was discussed in this article
which can give absorption of any object in minutes. It will be discussed in coming
sections.

2 Methodology

In lecture rooms and labs, a major acoustic concern is verbal communication as most
of the activities in the lab are dependent on speech intelligibility (SI). The speech
intelligibility in rooms and enclosures is related to signal-to-noise ratio (SNR) as
well as the acoustical characteristics of the enclosures. Thus, it can be influenced by
background noise (BN) and reverberation time (RT). Both BN and RT are influenced
by the absorption coefficient. BN can be calculated using Sound Level Meter (SLM),
and Absorption can be calculated using PU-based in situ absorption probe (refer to
sec 0) which can easily give results in a few minutes. From a directional perspective,
a room acoustic indicator is of three types, i.e. monophonic indicators, directionally
influenced indicators and directional indicators. Pressure impulse response is a very
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common and effective method to determine monophonic indicators (EDT, RT60,
C50, STI and SNR). The response is taken from a single microphone [12].

3 Case study

3.1 Description of Room

The room under study was renovated under the DST project and is in the main
building of Zakir Hussain College of Engineering and Technology, Aligarh Muslim
University, Aligarh, Uttar Pradesh, India. The room measures 26 × 21 × 16 ft and
has two windows (3.75 × 2.6 ft) and one door (7 × 4 ft). Two window ACs and
three fans are installed in the room. The maximum capacity of the room is x pupils.
It can be used both as a lecture room as well as an acoustics measurement laboratory.
The floor is covered with ceramic tiles and there is no false ceiling installed in the
room. The walls of the room are made of brick, plastered with cement mortar having
a thickness of about 1 ft and painted with white distemper. Two big tables are there
at the centre of the room (approx. area is 24 ft2). Five big tables are put adjacent to a
wall. Tabletop surface area of each table is around 15 ft2. There is a metallic almirah
of surface area around 12 ft2 attached with each table. Besides a wall, five wooden
board computer tables (approx. area 6 ft2) are there. Thickness of the tabletop of each
table is 2 cm. Two steel almirahs of total surface are around 30 ft2 are there adjacent
to a wall. Ten chairs with foam and Rexene covers are there each chair having a
surface area of around 6 ft2 (sitting and back). The absorption coefficient of all these
objects was calculated and its effect is discussed in the coming sections.

3.2 Measurements

See Fig. 1.

4 Experimental Setup

See Figs. 2, 3, and 4.
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Fig. 1 Layout of the room; a= 7.92 m; b= 6.4 m; c= 4.88 m; F1, F2, F3= Fans; C= Ceiling; F
= Floor; W1, W2 =Windows; AC1, AC2 = Air conditioners; D = Door; L1, L2, L3, L4 =Walls

Fig. 2 Picture of the room under study

5 Background Noise and Noise Criterion

Measurements were taken at six different points under four different conditions: ACs
and fans ON (S1), ACs ON and fans OFF (S2), ACs OFF and fans ON (S3) and ACs
and fans OFF (S4).

One of the basic parameters that affects the acoustical comfort in a place where
speech-related activities are performed such as classrooms and meeting rooms is
BackgroundNoise (BN).Many countries such as theUSA, theUK, France, Germany
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Microphone

Omnidirectional 
Speaker

SLM

DAQ

Signal 
Conditioner

Fig. 3 Instruments used for measuring monophonic parameters from impulse response

Fig. 4 Instrument used for measuring absorption

and Brazil have set some recommendations to limit the Background. Limiting back-
ground noise level in India is 55 dB during the day and 45 dB during the night
(according to the Indian standardNBC 2005). Background noise wasmeasured using
a sound level meter (Larson and Davis Soundtrack LxT1) at six different locations
in the room and Noise Criterion was established using the same data.

Room under study is situated inside the premises and is not adjacent to the main
road. A major source of noise is traffic noise from the road. The maximum and
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Table 1 Maximum and
average sound level at
noisiest proximity

LAmax (dBA) LAeq (dBA)

75.2 66.4

average noise levels were measured in the noisiest proximity shown in Table 1 and
background noise in different situations is shown in Table. It can be seen that the
surrounding of the building is not very noisy as it is situated inside the university
campus and far away from the main highway.

6 Monophonic and 1/3 Octave Band filtered Parameters

To measure the monophonic parameters (listed in Table 2), a two-channel SDG
1032X (SIGLENT) waveform generator has been used, which generates a Gaussian
white noise signal to a BAS-001 (Larson andDavis) power amplifier connected to the
sound source.A dodecahedral omnidirectional sound sourcewas used. The generated
sound was captured by a random incidence microphone (PCB PIEZOTRONICS)
connected to the NI 9215 DAQ Assistant via a signal conditioner (refer to Figs. 2,
3 and 4), and the flow diagram for the connection is shown in Fig. 5. The impulse
response was acquired using LabVIEW.MATLAB codes were then used to calculate
different parameters. The measurements were taken following the specifications of
the ISO 3382 standard [13].

Before the calculations of EDT and RT60, the Impulse Response was band-
filtered in 1/3 Octave Bands with centre frequencies (fc) ranging from 125 Hz to
8 kHz. Measurements were taken at six different points in each classroom under four
different conditions: ACs and fans ON (S1), ACs ON and fans OFF (S2), ACs OFF
and fans ON (S3) and ACs and fans OFF (S4).

Table 2 NC and BN for
different situations in the
room

Situation NC Leq (dBA)

S1 63 67.7

S2 60 63.4

S3 60.2 64.7

S4 30.6 41.5

Fig. 5 Flow diagram for connection
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7 Built-Material Characterization

Our industrialized Society includes many harmful sources of noise. Noise pollution
from these sources can beminimized with the help of the absorption of sound energy.
It is important to characterize the built materials inside the buildings/rooms. Various
materials inside a space have the tendency to absorb or attenuate the sound [14,15].
Absorption tendency affects the acoustical parameters and speech intelligibility in
spaces [16,17]. These materials have to be pointed out and characterized accordingly
[18,19]. Absorbersmade from differentmaterials are used to attenuate sound inmany
applications. If we need to attenuate noise and want to manufacture some sound
absorbers or even if we need to know the absorption of the different objects in any
space (which is the case now), then it is necessary to know the acoustical properties
of those materials used in manufacturing the absorbers.

To calculate the absorption of built materials and other objects present in the room,
a new in situ method was applied using Microflown in situ absorption probe (see
Fig. 6) which can give the absorption in minutes without any destructive techniques.

7.1 Working of Absorption Probe

A spherical speaker generates the sound, and sensors are placed at a fixed distance
(23 cm) from the speaker. The system is designed in such a way that it decouples the
sensors from structure-borne vibrations. Pressure and velocity are measured directly

Fig. 6 (1) Impedance Gun: sound source. (2) Scout | Data Acquisition: Highly accurate 24-bit,
4-channel data acquisition. (3) MFPA-2 | Signal Conditioner. (4) PU Sensor Broadband PU probe:
Having two sensors one for pressure and the other one for particle velocity. (5) Sample: minimum
size of the sample should be 30 × 30 cm
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on the surface of the sample material to be tested. Absorption and reflection coeffi-
cient can be deduced from the measured impedance which is the complex ratio of
pressure and velocity [20].

7.2 Features of Microflown In Situ Absorption Probe [20]

Range of Frequency: Works for a wide range of frequencies starting from 300 Hz to
10 kHz.

• Mode of Operation: This method is truly in situ and gives results in a fewminutes.
• Parameters that can be measured:

i Impedance
ii Sound reflection coefficient
iii Sound absorption coefficient.

• Non-destructive Method: This method is non-destructive in nature, and there is
no specific requirement related to the shape and size of the sample to be tested.

• Incident Angles: This probe works on normal as well as oblique incident angles
also and gives suitable results in all the situations.

• Nature of Surfaces of the Sample: It can work on plane and curved surfaces as
well.

• Requirement ofMaterial to beTested: Itworks for both homogeneous and inhomo-
geneous materials (e.g. jetliners) as it measures the pressure and particle velocity
directly on the surface of the material.

8 Results and Discussion

8.1 Background Noise and Noise Criterion

The values ofA-weighted background noise levels (Leq) and the corresponding noise
criterion (NC) for the four situations S1, S2, S3 and S4 are listed in Table. Each value
was obtained by using the SLM and recording the data for 20 s. It was observed that
Leqs for all cases except S4 were much higher than the recommended values. This
was due to the noise coming from the fans and air conditioners. On the other hand,
Leq for S4waswell tolerable; hence the room seems to bewell insulated fromoutside
noise. This implies that the room is ideal for listening when there are no electronic
equipment operating in it, however, this is only possible in winters when there is
no need for cooling. Under the conditions of fans and ACs operating, it becomes
essential to provide sound insulation inside the lab so that the noise levels could be
minimized. A-weighted background noise levels (Leq) were measured for different
locations of the room also, as shown in Fig. 7. It can be concluded from the chart
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Fig. 7 Equivalent sound level at different locations

that there are no significant changes in noise with reference to the locations inside
the room. The reason for this uniformity is that the room has a simple cuboid shape,
and there are many similarities in the room with respect to the interiors and object
placement. Major reflecting surfaces are floor tiles and walls, which has an almost
similar effect at every location. The NC curve for S1 is shown in Fig. 8. Similar NC
curveswere used to calculateNCs for the other three situations.Noise criterion is only
found suitable for S4 implying that the relative noise levels for the octave frequencies
are much higher than acceptable values for S1, S2 and S3. Unacceptable NC may
create fatigue and negatively affect productivity and the ability to communicate.

Fig. 8 NC curve for measured data in situation S1
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8.2 Built-Material Characterization

Absorption tendencies of all the objects and built material present in the room were
measured using in situ absorption probe, and it was established that most of the
surfaces and objects in the room are reflecting in nature (see Fig. 9). The absorption
coefficient of floor tiles and the wall is very low and comprises most of the surface
area. It is one of the main reasons for the poor acoustics of the room and deviation
from the standard reverberation time. Some objects’ material have good absorption
tendencies, but their surface area is very low in comparison to other reflecting surfaces
so it doesn’t create any noticeable effect on the overall absorption of the room (see
Table 3).
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Fig. 9 Absorption coefficient versus frequency

Table 3 Absorption of different objects in the room

S. No Description Surface area
(approx.) m2

Fraction of total room
surface area (%)

Absorption
coefficient

1 Chair back 1.8 <1 0.36628

2 Chair bottom 1.8 <1 0.51103

3 Chair front 1.8 <1 0.314844

4 Table 6.5 2.7 0.148255

5 Computer table 3.2 1.3 0.162615

6 Wall 176 73.3 0.13524

7 Floor tiles 50 20.8 0.163919

8 Metallic Almirah 8.1 3.3 0.135983
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Themismatch between Sabine’s RT and the calculatedRTsmay be due to the pres-
ence of experimental equipment, apparatus, tables and other furniture in the room.
These equipment and objects in the room, to some extent and for some frequencies
(see Fig. 9), provide absorbing surfaces also which result in the lowering of RT. It
can thus be inferred that even though there is no acoustical treatment in the room,
the presence of the above-said stuff acts as a sound absorber and makes the room
suitable for hearing lectures (it can be seen in Fig. 9 that in mid-frequencies, some
materials acts as good absorbers).

Built material of the spaces and specific geometries has the tendencies to absorb
and attenuate sound. The presence of occupants and various objects inside a space can
change the overall absorption of that environment. These aspects should be consid-
ered before designing the space and information should be utilized for enhancing the
acoustics of a space.

8.3 Monophonic and 1/3 Octave Band-filtered Parameters

According to the Indian standard IS: 2526–1963, the recommended reverberation
time for speech category rooms of size comparable to the one under study is about
0.9 s. Sabine’s relation yields RT60 for the room to be 2.5 s, which is due to poor
or no acoustical treatment on surfaces of the room, and the absorption coefficients
are lower due to the presence of mostly reflecting surfaces (as discussed in sec 0).
Speech Intelligibility also got hampered by background noise which is increased by
high reverberation time.

Summary of RT60 and EDTmeasured in six locations at frequencies ranging from
125 Hz to 8 kHz is shown in Table. The decibel drop (shown in Figs. 10 and 11),
RT and EDT were calculated using Schroeder’s model. EDT was calculated using
the slope up to 10 dB drop, while RT60 was calculated using slope between 15 and
35 dB drop. RT was found high at lower frequencies for all the six locations (shown
in Fig. 12) in the room. It indicates that the absorption of low-frequency sound is also
low. Larger values of EDT than RT indicate lower clarity of sound and low speech
intelligibility [21]. RT60 was in compliance with the Indian standard for the medium
frequency range (500–2000 Hz). For other centre frequencies, the RT was much
higher which indicated poor sound absorption at both low and high frequencies
(as discussed in sec 0). However, human ears are more sensitive in the medium
frequency range, thus the reverberation characteristics of the room are suitable for
hearing (Fig. 13).

From Figs. 10 and 11, it is observed that Schroeder’s model is more applicable at
mid- to high frequencies as the decay curves are smoother at these frequencies and
follow the characteristics of Schroeder’s curve as well. This implies that the results
obtained at these frequencies are more reliable. However, the values of results at
other frequencies are close to these values, therefore all the measured values are
accurate, and the methods used in experimentation are reliable. The fluctuation in



274 M. Zaid et al.

Fig. 10 Decibel drop at fc = 125 Hz

Fig. 11 Decibel drop at fc = 8000 Hz

the decay curves at lower frequencies is due to poor absorption and scattering of
low-frequency sound.

The average values of R, C50 and D50 (see Table 4) are much beyond the tolerance
bounds [22]. Thus, the room is unsuitable for musical events as a larger value of
C50 provides music a sensation of definition (D50), while its decrement adds ‘tone-
fullness’ [5]. In concert halls, a lower value of definition is preferred, but the average
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Table 4 Various parameters at different locations

Location Unfiltered
EDT60(s)

Unfiltered
RT60(s)

R C50 (dB) D50 STI %ALcons

L1 2.18 0.83 20.69 −21.88 0.112 0.7148 3.5465

L2 2.12 0.76 23.41 −24.33 0.087 0.7152 3.5386

L3 2.24 0.78 21.58 −22.68 0.103 0.7683 2.6535

L4 2.82 0.92 23.64 −24.54 0.086 0.7644 2.7106

L5 1.5 0.67 22.4 −23.41 0.087 0.9008 1.2947

L6 2.56 0.82 22.31 −23.33 0.097 0.7161 3.5212

Average 2.24 0.79 22.34 −23.36 0.095 0.7633 2.8772
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measured D50 is even lower than the desired value [23]. Furthermore, high values
of EDT are preferable for concert halls while the trend is reversed after 2 s, this
again makes the room unsuitable for music as most of the values of EDT are greater
than 2 s. The STI of the room has an average value of 0.76 which implies that the
speech intelligibility of the room is quite good. Even though the D50 was very less,
the measured STI was within a good range of intelligibility; this is due to the high
value of signal-to-noise ratio (SNR = 55 dB) which directly influences the value of
STI. It is to be noticed that SNR alone is not a measure of STI; it is also affected by
band-filtered RTs and modulation frequencies. In the current study, the combination
of the measured RTs and STI indicates good quality of sound and intelligibility but
inappropriate clarity. It can thus be inferred that the room is suitable to be used as a
classroom or a laboratory but unsuitable for musical purposes.

9 Conclusions

Background noise was found in acceptable limit only when AC and fans are OFF and
windows are closed, but it is not possible in summers when opening the windows
is cost-effective measure for natural ventilation. Some corrective measures should
be taken to check this because depending on the level of noise, it can adversely
affect the occupants of the built space. Therefore, it is necessary to first identify the
various internal and external noise sources and then to characterize them. Noise or
sound source characterization is the first step in the acoustical design of a built space.
Corrective measures should be taken in the early designing phase.

Most of the objects and surfaces in the room were found reflective and only some
small objects were found to have good absorption, but this result of obtaining absorp-
tion of various objects can be utilized in designing the interiors of the room. Built
material of the spaces and specific geometries have the tendencies to absorb and
attenuate sound. The presence of occupants and various objects inside a space can
change the overall absorption of that environment. These aspects should be consid-
ered before designing the space and information should be utilized for enhancing the
acoustics of a space.

The combination of themeasuredRTs and STI indicates good quality of sound and
intelligibility but inappropriate clarity. It can thus be inferred that the room is suitable
to be used as a classroom or a laboratory but unsuitable for musical purposes. Good
room acoustics criteria include sufficient loudness, reverberance, clarity, uniformity,
echo-free sound and minimal background noise. Thus, the optimum acoustic quality
is a balance between clarity (requires short RT), sound strength (requires high RT)
and vivacity (requires long RT).
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A Comparative Study on Mathematical
Approaches to Determine the Time Lag
and Synchrony Between Two Time-Series
Data in Different Engineering
Applications

N. Abinson Paul, Rajakumar S. Rai, and S. J. Vijay

Abstract Time-delay estimation (TDE) and determining synchrony between two
time-series signals are important aspects to analyze complexmechanical engineering
systems. Time-delay estimation has been a research subject in numerous fields
such as radar, sonar, seismology, geophysics, ultra-sonics, sans hands correspon-
dences, and so on. The different mathematical approaches discussed here include
finding the variance and standard deviation for distinguishing and limiting the data
available at the array of sensors. This research work audits the latest mathematical
approaches for time-delay estimation and defining synchrony between both periodic
and non-periodic data signals. Specifically, calculations carried out incorporate the
summed up cross-correlation calculation, the multichannel cross-relationship calcu-
lation, dynamic time wrapping, and proof method-based calculations. Moreover,
their relations, differences in impact of various parameters considered for obtaining
time delay to each other, and enhancements are also stated in an analytical approach.

Keywords Time delay · Time series · Synchrony

1 Introduction

Time-delay estimation and determining synchrony between two time-series data are
challenging research fields and find applications in different domains of science and
technology [1]. As far as data mining is concerned, there are several application
domains with time-series data. The OECD glossary of statistical terms [2] defines a
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time series as “A time series is a set of regular time-ordered observations of a quan-
titative characteristic of an individual or collective phenomenon taken at successive,
in most cases equidistant, periods/points of time.”

To analyze complex engineering systems, it is necessary to differentiate the data
provided by two similar sensors. Sensors provide signals that convey data. Depending
on the type of signal available, different mathematical methods are used to process
the data to obtain the time delay between the signals and to establish different means
of synchrony between the signals. Time-series analysis is widely used for signal
processing, forecasting, econometrics, pattern recognition, statistics, earthquake
prediction, mathematical finance, electroencephalography (EEG), weather fore-
casting, communications engineering, control engineering, astronomy, and various
domains of applied science and engineering in which temporal measurements are
involved [3].

2 Delay Estimation Methods

2.1 A Gradient Method

Gradient methods on TDE depend on adding the delay by a vector which depends on
the cost function that is to be minimized. The cost function is defined in such a way
that it defines the synchrony between two signals. The gradient algorithm normally
involves expanding second-order Taylor’s series around the estimated delay.Gradient
algorithms are generally defined based on Gauss–Newton and least mean squares
method (LMS) [4–6].

A gradient approach called distance method finds an accuracy of less than 5%
in the time-delay estimation of non-periodic data analysis of solar heating circuit.
The Euclidean distance is calculated by analyzing the temperature courses on two
temperature sensors placed in a solar circuit. A defined sector of the temperature
curve (T i S1) from the first sensor is being cut out by selecting ±m (number of
elements chosen to define the sector) measured values from a chosen point in time,
about which flow rate is to be determined. The sector is shifted by time shift (t
lag) positions across the second temperature curve (T i S2). For each of these offsets,
mathematical distance k (t lag) is calculated using Euclidean metric represented by
the equation:

k(t lag) = 1

sqrt(2m + 1)
∗ sqrt

+m∑

i=−m

((
T i S1(t − t lag) − T i S2(t)

)2)

The factor (2 m + 1)−0.5 is a normalizing factor for k, which depends on the size
of the number of elements chosen to define the sector (±m). The time shift (t lag)
will be equivalent to the occurrence of an index position of minimum value of k
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(t lag). This “k(t lag)” can be used to determine the fluid running time in the solar
heating system [7–9]. The gradient method has the advantage that it can be used for
determining time delay of both periodic and non-periodic data for a certain extent
accurately depending on the signal available where othermethods fail to give suitable
inferences.

2.2 Cross Correlation

Coupled oscillator models are useful to determine the time delay of periodic signals
occurring in many natural phenomena such as a laser system [10], a living system
with plasmodium of Phys arum polycephalic [11], cardiorespiratory system [12], and
neuronal populations [13–15]. Coupled oscillatormodels are analyzed inmultivariate
data [16] by instantaneous phase synchronization methods [17]. Delay estimation
can be achieved to a good extent using the synchronization matrix since signals are
periodic and of the same characteristics. If synchrony is far away, this method fails
to determine the time shift. Finding the synchronization matrix forms the basis of
the famous dynamic time wrapping methods for time-delay estimation.

Themost discussedmethod in time-delay estimation is the cross-correlation func-
tion, which can be defined in different mathematical ways. It gives the similarity
measure of the first signal with the second signal, depending on the defined cross-
correlation function. Either one of the signals is fixed or the other signal is allowed to
move as a sliding window to compute the summed up cross-correlation function. The
delay is obtained where the similarity measure is maximum [18, 19]. Cross correla-
tion is the most popular and widely used method in analyzing pattern recognition,
probability, and statistics in various signal processing domains.

2.3 Neural Network for Time Delay Estimation

In recent years, advancement in many machine learning techniques such as artificial
neural networks, supervised learning techniques, regression and classification can
be implemented in the time-delay estimation problems.

Time-delay determination using neural networks is a promising approach. Artifi-
cial neural networks are trained by noisy signal, filtered signal, and delayed signal.
Accurate time-delay estimates are possible through neural networks. Classical tech-
niques of obtaining cross correlation between two signals use a method to find the
correlation function by looking for the common occurrence of peaks and valleys in
the signal. The positions of occurrence of peaks and valleys are used to determine
the time delay between the signal. The computational effort to perform correlation
is demanding when handling huge data [20, 21]. These two steps of computation of
classical approaches can be replaced by a single pass of the neural network feedfor-
ward structure [22]. A direct approach and an indirect approach can be defined for
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modeling of the neural network. The directmethod for time-delay estimation employs
a neural network-based time-delay estimator to identify the delay directly. On the
other hand, the indirect approach employs a neural network model with time delay
as an online nonlinear programming procedure [23]. While using neural networks, a
supervised estimation time delay can be obtained as the output of a previously trained
neural network which has the input of two signals as two vectors. The neural network
modeled for determining a delay between two signals should be capable of system
identification and interpolation of an ideal response represented by the occurrence
of peaks and valleys, observed at the correct time delay with minimized errors [24].

2.4 Delay Estimation by Model Fitting

Time-delay estimation problems regarding different kinds of periodic signals can be
analyzed in a way similar to analyzing sinusoidal waveforms. This method uses fast
Fourier transforms (FFT) for model fitting. Reconstruction of the first time series is
carried out by numerically trying to fit estimated phase derivatives of first and second
series of data by a coupling function for different values of the time shift. Available
data is used to create a model fitting with a probe function in the form of Fourier
transforms. The method is widely used in nondestructive testing, Global Navigation
Satellite Systems (GNSS), wireless communications, and instruments that use sonar
methods. Algorithms using Fourier transforms search for known signal shapes. Since
the sensors receiving a superimposition of an attenuated and delayed replica of a
known signal with noise happens during the transformation of data, the occurrence
of similar shapes can be identified and used for determining the time delay between
signals.

The most common method for FFT is the matched filter approach [25]. In this
algorithm, the width of the signal is matched by an autocorrelation function. If
the width of the signal is good, this method is suitable. But there is a practical
difficulty in increasing the width of the signal while transmitting data. As a remedy
to this problem, recent developments are the estimation of high-resolution sinusoidal
frequency and techniques like the Direction of Arrival (DOA) estimation [26]. Time-
delay estimation can be done in both the time domain and frequency domain. The
frequency domain is found to be more suitable for this approach.

For the general problem formulation, the received signal in one sensor is defined
as follows:

y(t) =
L∑

l=1

(a1s(t − d + e(t)), 0 ≤ t ≤ T

S(t),0 ≤ t ≤ To signifies the known transmitted signal (real valued or complex),
y(t) represents the received signal, having L replicas of S(t), gain of (a1) delay (d),
and e(t) is the noise.
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2.5 Weighted Fourier Transform and Relaxation (WRELAX)
Algorithm

Weighted Fourier transform uses the principle of minimizing nonlinear least squares
(NLS) criterion and maximum likelihood approach [27]. Sometimes the defined cost
function has a complicatedmultimodal shape in the time domain,making it very diffi-
cult to estimate the localminimum. To overcome these difficulties, a relaxation-based
optimization algorithm (WRELAX) is used to obtain the NLS parameter estimates.
After applying the relaxation criteria, the Euclidean norm can be computed and the
location of the dominant peak can be computed using fast Fourier transform [28].
The WRELAX algorithm decouples the multidimensional matched filters with that
of one-dimensional matched filter.

The EM algorithm is similar to WRELAX algorithm [29], which converts the
multidimensional optimization problem into a series of a one-dimensional optimiza-
tion problem. The algorithm decomposes the available data into its signal component
and estimates separately the parameters of each signal component.

Time-delay estimation techniques for automatic control applications in the
industry including open-loop and closed-loop systems [30, 31] can be implemented.
One of the successful implementations of the TDE method is inferencing the turbu-
lent fields (such as density, velocity, and temperature) at the locations of a last cost
flux surface. Current measurements of the turbulent velocity field are limited to the
outer edges of the last closed flux surface (LCFS). Measurement of the turbulent
velocity inside LCFS is possible in systems such as the international thermonuclear
experimental reactors [32].

3 Measurement of Synchrony Between Two Time Series

3.1 Pearson Correlation

Pearson correlation coefficient which is referred to as “Pearson’s r” is the ratio of
covariance of two random signals to the standard deviation of two signals. The
correlation coefficient obtained after computation gives a linear relationship between
two time-series data on the scale of − 1 to + 1. Correlation coefficients describe the
strength and direction of the association between the variables. Correlation fails to
specify nonmonotonic or nonlinear relationships. Hypothesis tests are carried out to
test the null hypothesis. This helps to determine the confidence intervals, where it is
feasible to find whether a correlation is possible or not for the available data. In a
broader aspect, the Pearson correlation gives a simple method to compute synchrony
between time-series data of different kinds. But it fails to provide insights into data
signals and as which event occurs first, which is to be computed using another
correlation method [33–36].
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3.2 Time Lagged Cross Correlation

Time lagged cross correlation (TLCC) can determine the directionality between
two events as a leader–follower relationship, in which the leader initiates an event
that is being observed by the second signal with signal transmitting losses. There
are different methods available to identify the correlation between two signals which
include regression andGranger causality. Oneway of obtaining a correlation between
two signals is by Granger causality. It uses forecasting techniques as regression
methods, to findmere correlations. TLCC ismeasured by transferring one time-series
data signal and repeatedly calculating the correlation between the first and second
signal.When peak correlation is obtained, it is concluded thatmaximum synchrony is
established between two signals. The widely used algorithms are detrended moving
average cross-correlation analysis and detrended cross-correlation analysis (DCCA).
A time-laggedDCCAcross-correlation coefficient quantifies the level of time-lagged
cross correlation between two non-stationary time series. The detrended covariance
is calculated as a lagged convolution and can be useful to obtain a delay between
time-series data. This analytical approach is suitable in the fields of physiology,
geology, ethnology, economics, and other related fields [37–40].

Another extension of TLCC to analyze more fine-grained dynamics in the two
signals is windowed time-lagged cross correlations (WTLCC). In this method, the
time-lagged cross correlations inmultiple movingwindows of the signal are repeated
continuously. So, each window can be defined and analyzed separately comparing
the difference between leader–follower interaction of the signals [41, 42].

3.3 Dynamic Time Warping

In the analysis of time-series data, dynamic time warping (DTW) is one of the
algorithms used in measuring the similarity between two signals. DTW finds appli-
cation in speech recognition and patternmatching. Thismethod calculates an optimal
match between two temporal sequences. The two sequences are warped non-linearly
in the time dimension to obtain the similarity measure. The optimal warping path
is computed by considering the principle of continuity and monotonicity. DTW
computes the Euclidean distance at each frame across every other frame to deter-
mine the minimum path that will closely match the two signals. In classical DTW,
the accumulated cost matrix is computed and from that the optimum warping path is
computed by considering the condition of continuity and monotonicity. In multiscale
DTW, one can make use of data-dependent constraint regions. DTW can be used to
compare data with different window lengths. From one signal, we can select a greater
number of points and from the other signal, we can choose a fewer number points to
determine the delay [43, 44].
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3.4 Peak Synchronization

Peaks are corresponding to events in a signal especially in the study of dynamic
systems. Considering time-series analysis of two signals, the occurrence of peaks
and valleys withmutual correspondencemay lead to establishing synchrony between
the two signals. By selecting a window from two signals, the most prominent feature
to obtain mutual dependence is identified. To achieve peak synchronization, first
detect successful peaks, which can be compared to obtain useful events in the time-
series data. One common method is to obtain local maxima in the chosen window.
Window threshold techniques likeHilbert transformandpatternmatching canbeused
as the means to identify the peaks. A density function is then defined to compare
the identified peaks. Suitable peak synchronization measures were found using the
Gaussian function between the two signals [45–49]. Using this approach periodic
wave forms such as sinusoidal wave forms can be analyzed effectively.

3.5 Synchronization Using Cumulative Signals

It is possible to estimate the time delay after finding synchronization points between
the time series. This method is based on changing the input data into cumulative
signals and turning points of the curves are found and the time delay is determined
by the time difference of these points. In this approach, a window of data points
is chosen, which contains appropriate data points that will enable time delay to
be determined. The time interval of the window when the signal will permanently
exceed a given threshold value can be determined. Time interval T = N�T, where
�T-sampling time and N is the total number of samples.

Next step is to convert the input signal s(n) into the cumulative signal as follows:

Sc(n) =
n∑

(i=0)

S(i), n = 1, . . . N

where N determines the time window in relation to the number of elements
considered.

To determine the time of occurrence of a turning point, the following method is
used (Fig. 1).

Sc(n) =
n∑

(i=0)

S(i), n = 1, . . . N

Algorithm. The turning point of the cumulative signal is determined as the point of
intersection of the signal Sc by a straight-line l, where l is defined based on (1) or
(2).
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Fig. 1 Illustration of finding the infection point on comparison of the areas of Siuand Sia,
determined by cumulative signal Sc and straight-line l using criteria (a) and (b)[50]

(a) min
(
Snu − Sna

)
, n = 1. When S1u >= S1a , where Snu Sna is the area under and

above the defined straight line and cumulative signal curve Sc, respectively,
and the line l passes through the points n, Sc (n) and (N, Sc N).

(b) min
(
SN − n
a − SN − n

u

)
n = 1 . . .N. When S1u < S1a , where

(
SN − n
a − SN − n

u

)
is

the area under and above the defined straight line and cumulative signal curve
Sc, respectively. And l passes through the points 1, Sc (1), and (N–n, Sc (N–n)).

Applying the above algorithm to the two input signals separately, the delay can
be obtained [50]. This new method finds applicability and gives an accuracy of less
than 10%where conventional time-delay estimation method such as correlation fails
due to absence of identifiable features in the window of data considered to determine
time delay.Noisy signals are analyzed effectivelywith this approach since cumulative
signals are considered for determining time delay.

4 Conclusion

A more detailed comparison of effective mathematical approaches for time-delay
estimation is presented here. The selection of approach depends on the features that
can be extracted from the data and compared with each other to establish a suit-
able synchrony which leads to time-delay estimation. The classical cross-correlation
method and its modifications including weighing functions are the most popular
methods for analyzing noised and periodic signals due to high accuracy and low
computational complexity. Gradient approach gives better accuracy for time-delay
estimation of non-periodic signals.
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Envelope Spectrum Analysis of Noisy
Signal with Spectral Kurtosis to Diagnose
Bearing Defect

Arvind Singh Tomar and Pratesh Jayaswal

Abstract Rolling element bearing generates a complex vibration due to geometrical
flaws, surface irregularities during production, faulty bearing used, and error in the
associated component. These vibration signals are usually covered with background
noise. This research paper has shown the extraction of fault feature frequency when
the raw vibration signal is immersed with heavy noise and this can be achieved by
applying kurtosis, spectral kurtosis, and bandpass filter before the envelope spectrum.
Besides, this article has revealed several methods that can extract several frequency
spectrum characteristics. In this paper, the vibration signal case study is discussed,
and this vibration signal was immersed with heavy background noise. The enve-
lope spectrum analysis fails to isolate the fault function from this signal and needs
some advanced strategy to solve this kind of situation. Many researchers used the
de-noising process as a pre-filter signal before enveloping. Also, de-noising has
some drawbacks, like the loss of original features. The noise degrades the perfor-
mance of signal-processing algorithms. Applying kurtosis, spectral kurtosis, and
bandpass filter before the envelope spectrum is done to overcome these drawbacks.
These frequency spectrum characteristics more efficiently serve a bearing health.
For bearing diagnostics, envelope analysis is a useful vibration analysis tool. The
frequency-domain characteristics allow for a quick assessment of a machine’s health
without the need for extensive diagnostics. The intermittent impacts of a defected
bearing were collected using envelope analysis from the modulated signal. When the
vibration signal is comparatively low in energy and “embedded” within additional
vibration from the related part, it is still rational.
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1 Introduction

Rolling element bearing (REB) used in many applications in industry and the failure
of REB may result in machinery breakdown [1, 2]. Therefore, fault investigation is
necessary to avoid these types of bearing failure [2, 3]. Vibration data of bearing
contains lots of information regarding fault and their location [4]. Vibration analysis
iswidely used in rolling part bearings to locate localized defects [5, 6]. In the presence
of a defect, the periodic force impacts result from impulsivity at a fixed frequency and
its frequency is calculated by the shaft speed, sampling frequency, and geometry of
bearing [2–4]. Consequently, periodic impulses are critical state indicator of REBs,
and the fault detection generally classifying the bearing characteristic frequencies
(BCFs) by assuming the outer race is stationary in most cases [4, 5, 7].

This paper presents how to implement a rolling element bearing fault investigation.
Also, this paper focuses on studying the noisy vibration signal from the associated
component of the machine. The method described in this paper demonstrates how
to implement envelope spectrum analysis besides with spectral kurtosis. Localized
defect develops in bearing in various locations like a defect in the inner race (IR), in
the outer race (OR), ball, also in cage [8]. The inner race defects systematic diagram
presented in Fig. 1.

Different defect positions have different critical frequencies: The first is the ball
pass frequency outer race (BPFO),which has the following formulae for the signature
frequencies:

BPFO =
{
N

2

[
fi

(
1 − d cosα

PD

)]}
(1)

Other critical frequencies expressing various defect positions: second is ball pass
frequency inner race (BPFI), third is fundamental train frequency (FTF), and fourth
is ball spin frequency (BSF). The formulae for those characteristic frequencies are
as follows [9]:

Fig. 1 Bearing with inner race affected by crack
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BPF I =
{
N

2

[
fi

(
1 + d cosα

PD

)]}
(2)

FT F = f g = 1

2

[
fi

(
1 − d cosα

PD

)]
(3)

BSF = fr = Dp

2d
( fi )

[
1 −

(
dcosα

PD

)2
]

(4)

where the number of rolling element N, pitch diameter of bearing PD, diameter of
ball d, angle of contact α, and the shaft speed is denoted by fi .

2 Envelope Spectrum Analysis and Spectral Kurtosis

2.1 Envelope Spectrum Analysis

Demodulation investigation is required since signals of a defective machine are
modulated by defect characteristics. Likewise, envelope analysis can obtain detailed
analysis of the collected signals. High-frequency resonance analysis also called enve-
lope analysis and it’s a signal-processing method that can be viewed as a dominant
and reliable classification for defecting identification in rotating machine bearings
[10].

Generally, envelope spectrum analysis processed in three steps which are as
follows: the first step is the original vibration data is bandpass filtered, second step is
to making enveloped by wrapping the base portion of the time-domain signal across
the uppermost part followed by Hilbert-Huang transform (HHT), and in the third
step, it is modified by employing fast Fourier transform (FFT). Finally, the enve-
lope spectrum derived from vibration data contains distinct details regarding peak
amplitude. These peak amplitudes are not clearly seen in the FFT domain [1, 10, 11].

2.2 Spectral Kurtosis

Kurtosis is described as the fourth normalized central moment and calculates a higher
peak or lower peak concerning the distribution peak [12]. Dwyer (1983) proposed a
frequency-domain kurtosis (FDK)method,which is the advancement of time-domain
spectral kurtosis (SK).The frequency-domain kurtosis is interpreted as the ratio of
the fourth-order central moment of the short-term Fourier transforms divided by
the square of the second-order central moment of the short-term Fourier transforms
(STFT) (Dwyer 1984). Mathematically,
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xFDK ( f ) =
E

{[
x(q, f p)

]4}

E
{[
x(q, f )2

]2} (5)

where

x(q, f ) =
√

h

m

m−1∑
i=0

wi x(i, q)exp(− j f pi) (6)

also

x(i, q, ) = x[i + (q − 1)m)n] (7)

where h = the period among succeeding measurements of the method,wi = 1,
f = 2π/m, q = 1, 2 . . . n, i = p = 0, 1, 2, . . .m, j = √−1, and x(i, q, ) = signal
input.

The simplest way to use the spectral kurtosis procedure is to use the kurtosis
at a certain frequency to detect the appearance of non-Gaussian elements, as well
as using the frequency bands where those non-Gaussian elements exist. Spectral
kurtosis is a description of the kurtosis of a particular frequency element of a signal.
Spectral kurtosis is calculated by signal decomposition of a time waveform in the
time domain, where the value of kurtosis in the frequency group is determined locally
[11, 13]. The spectral kurtosis signal x(t), the fourth-order normalized cumulate is
known as spectral kurtosis xSK ( f ) and is calculated by Eq. (8):

xSK ( f ) = 〈|H(t, f |4〉
〈|H(t, f |2〉2

− 2 (8)

where H(t, f ) is the complex envelope function of x(t) at frequency f captured
utilizing the short-term Fourier transforms algorithm:

H(t, f ) =
+∞∫
−∞

x(τ )w(τ − t)e− j2π f τdτ (9)

The Kurtogram algorithm is proposed by [14] and is obtained from the spec-
tral kurtosis [14]. Spectral kurtosis for various window sizes is calculated by the
Kurtogram algorithm and also utilizes a bandpass filter. The bandpass filtering of
signal is done to optimize the Kurtogram using the central frequency ( f c) and
bandwidth (bw) of the kurtogram.



Envelope Spectrum Analysis of Noisy Signal with Spectral Kurtosis … 295

Fig. 2 Experimental setup [17]

3 Experimental Investigation

3.1 Description of Test Rigs

Bearing data of the aforementioned article is developed by Case Western Reserve
University (CWRU) [17]. A SKF makes deep groove ball bearing number6205-2RS
JEM was used in this experiment. The sampling frequency is taken as 12,000 Hz for
all types of faults considered. The load varies between 0 and 3 hp with shaft speed
variation from 1772 to 1730 rpm, respectively. Figure 2 shows the laboratory setup
used in this investigation. Electrical discharge machining is used in an experimental
bearing to produce artificial defects of various diameters in various locations inside
the inner and outer races [17].

3.2 Inner Race Fault Investigation (Case 1)

Case 1: The first case involves a defect on the inner race of the bearing 6205-SKF.
To find the inner race defect, the envelope analysis is used. The 6205-SKF bearing’s
BPFI and related parameters are as follows:

BPF I =
{
N

2

[
fi

(
1 + d cosα

PD

)]}

where the N = 09, PD = 46.4mm, d = 7.2mm, α = 0degree, inside diameter
of bearing = 25mm, and outside diameter of bearing = 52mm. The sampling
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Fig. 3 Time-domain raw signal from inner race fault

frequency and total data point in the experimental investigation are 12,000 Hz and
122,917. The shaft frequency f i = 28.83 Hz. Therefore, from the above equation,
the corresponding BPFI is 156.1477 Hz as per the specification of the bearing.

Order monitoring is a pre-processing tool for reducing the effect of shaft speed
variations. But, in this experiment, speed of the shaft is uniform, and therefore there
is no requirement to complete the order tracking process. Figure 3 shows the original
inner race fault signature in the time domain.

The original signal amplitude is modulated at a certain frequency, the time-
domain signal, as well as the time period, and demonstrate this T = 0.00642 ≈
1/BPF I, BPF I = 155.76. It indicates that the rolling part bearing has a defect in
the inner race.

In the frequency domain, visualize the raw data and Fig. 4 shows the raw signal
inner race fault envelope signal and the associated envelope spectrum of inner race
fault shown in Fig. 5.

Figure 5 registers the following: the different peaks are visible and provide impor-
tant knowledge about the fault type. The frequency value of different peaks and their
multiple of harmonics are mentioned in this diagram. The observed values of peaks
at frequency 154.9 Hz with frequency harmonics are 338.5 Hz and 454.9.4 Hz. The
BPFI observed with its harmonics agreeing with the calculated BPFI 156.1477 Hz
is exposed. Therefore, it can be considered that the inner race defect is classified by
the envelope analysis
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Fig. 4 Envelope signal of raw signal inner race fault

Fig. 5 IR defect observed in envelope spectrum with BPFI and its harmonics
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3.3 Bearing with Outer Race Fault Investigation (Case 2)

Case 2 is the outer race fault investigation which uses bearing 6205-SKF with a
defect on the outer race. The envelope analysis is applied to examine to find the outer
race defect. BPFO and the relevant parameter of the 6205-SKF bearing are given as
follows:

BPFO =
{
N

2

[
fi

(
1 − dcosα

PD

)]}

where the N = 09, PD = 46.4mm, d = 7.2mm, α = 0degree, inside diameter
of bearing = 25mm, and outside diameter of bearing = 52mm. The sampling
frequency and total data point in the experimental investigation are 12,000 Hz and
122,136. The shaft frequency f i = 28.83 Hz. Therefore, from the above equation,
the corresponding BPFO is 103.3223 Hz as per the specification of the bearing.

Repeat the same procedure for finding the BPFO and its harmonic for outer race
fault. Sometimes in presence of heavy background noise, normal bearing data and
outer race data do not show clear peaks at BPFI, BPFO harmonics as shown in Fig. 6.
When the signal is immersed with heavy noise, envelope spectrum analysis facing
difficulty extracts the fault feature frequency. In this condition, kurtosis of vibration
data is calculated, which indicates the signal impulsiveness. Figure 7 represents the
kurtosis value for various types of bearing fault.

The IR defect signal has higher impulsiveness, as seen in Fig. 3. As a result,
the envelope spectrum is effectively stored and visualizes the peaks and harmonics
at (BPFI). When immersed in heavy background noise, the peaks at BPFO and its
harmonics are mildly visible in the case of an OR defect. Extracting the impulsive
signal or amplifying the SNR is expected prior to envelope spectrum analysis (signal-
to-noise ratio). By introducing kurtogram [16] as a pre-filter process and spectrum
kurtosis before envelope spectrum analysis, this heavy background noise problem is
resolved.

From Fig. 6, it is easily observed that immersed noise suppressed the fault feature
frequency at BPFI and BPFO means no clear pictures are visible in Fig. 6 for BPFI
and BPFO. Figure 7 represents the time-domain waveform and kurtosis value of a
bearing with an IR defect, an OR defect, and a normal bearing. The normal bearing’s
kurtosis value is 2.9572, the inner race fault’s kurtosis is 5.2911, and the outer race
fault’s kurtosis is 8.2898. Hence, higher kurtosis value is observed when bearing
faulting an inner race and outer race. Higher kurtosis represents non-stationarity of
the signal, immersed with heavy background noise. The parameter shown in Fig. 8
gives the necessary information for selecting the required bandpass filtering. The
bandpass filter is used as a pre-filter for the data and improves the differentiation of the
non-stationary component. Following observation recorded from Fig. 8, maximum
kurtosis = 7.1128 at a level of 4.6, optimum window length = 48, center frequency
= 2.625 kHz, and bandwidth = 0.25 kHz. For computing kurtosis locally within
the frequency band, kurtogram and spectral kurtosis are used. The bandpass filter
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Fig. 6 Envelope spectrum normal and outer race (heavy background noise signals)

Fig. 7 Time-domain waveform and kurtosis value of bearing. a Inner race, b Normal and c Outer
race

was added to the initial signal to produce a higher impulsiveness of signal for enve-
lope spectrum analysis after deciding the maximal kurtosis value from Fig. 8 and
its specific frequency band. By using the optimal window length which describes
kurtogram is utilized to determine spectral kurtosis shown in Fig. 9. In addition,
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Fig. 8 Kurtogram for band selection

a strong spectral kurtosis value denotes a broad power variance (dB) at the corre-
sponding frequency. The envelope spectrum analysis is conducted on these higher
impulsive data. As a consequence, the non-stationary portion of the vibration signal
is found using a spectral kurtogram.

Figure 10 represents a comparison between the kurtosis values of outer race raw
signal fault with bandpass-filtered outer race raw signal fault kurtosis value. Before
bandpass filtering, the kurtosis value is 8.2898 after bandpass filtering kurtosis value
is 12.0876. Therefore, from Fig. 10, the higher kurtosis achieved after bandpass
filtering is clearly observed.

Kurtogram diagram represented in Fig. 8 recommended the center frequency ( f c)
and bandwidth (bw) for the bandpass filtering. By applying bandpass filtering to the
original signal data the value of kurtosis is increased as shown in Fig. 10. By doing
this, the modulated peak amplitude of the outer race defect will regain and improve.
Finally, the envelope signal is extracted as shown in Fig. 11 and represents the
observed value of BPFO = 103.4 Hz and their harmonics 206.7 Hz. The observed
value of BPFO and its harmonics matching with the calculated value revealed that
the REB has outer race defect. After bandpass filtering with the frequency band
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Fig. 9 Spectral kurtosis

Fig. 10 Bandpass filter
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Fig. 11 Bandpass filtered signal envelope spectrum with OR defect

submitted by kurtogram and spectral kurtosis provide improved envelope spectrum.
Hence, we investigate the outer race defect in the bearing envelope signal that can
show the defect indication at BPFO and its harmonics.

4 Conclusion

The performance of spectral kurtosis in the diagnosis of REB defects is an inter-
esting innovative method. This paper investigates the rolling element bearing fault at
two locations, an inner and outer race. Firstly, envelope spectrum analysis is applied
for determining inner race defect frequency and their harmonics. As the inner race
defect frequency envelope signal shows high impulsiveness. Therefore, envelope
spectrum captures the peaks and harmonics at BPFI efficiently. Secondly, the enve-
lope spectrum is failed and did not show any peaks at BPFO and its harmonics for
outer race data with heavy noise or slightly noticeable. In this situation, before the
envelope spectrum investigation, it is necessary to extract the impulsive signal or
amplifying the SNR (signal-to-noise ratio). By introducing kurtogram as a pre-filter
process and spectrum kurtosis before envelope spectrum analysis and by applying
the above steps, the problem of heavy background noisy signal is resolved. The
outcome acknowledges that the suggested procedure of fault investigation is feasible
and useful for the condition monitoring of the rolling element bearing. Besides, the
experimental investigation here presented is distinguished by a uniform speed. Future
studies directed at inquiring the robustness of the suggested approach in the presence
of rotation speed fluctuations also using the empirical mode decomposition (EMD)
method are adaptive and utilized for the non-stationary signal.
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Semi-Automatic Boundary Detection
of Weak Edges for Medical Image
Analysis

Neha Bhadrawale, Rajeev Kumar Gupta , and Arti Jain

Abstract The study and investigation of medical images is a crucial task for the
prediction of critical diseases in our day-to-day life. The image processing gives
various methods for the analysis of critical diseases using segmentation. In this
paper, semi-automatic image segmentation technique for the analysis of blood vessel
segmentation is proposed. The technique is quite efficient in terms of accuracy and
sensitivity for the utility of the blood vessel segmentation process, demanding an
improvised segmentation area and in turn enhances accuracy. From the improvement
perspective, the threshold technique is used with an objective function optimization
technique. This improvises the segmentation area and so increases the value of sensi-
tivity. It is hybrid approach which uses Gabor transform, Fuzzy C Mean (FCM),
and Ant Colony Optimization (ACO) for the weak edge detection. The blood vessel
segmentation process uses Gabor to transform the technique with set FCM andACO.
The set level image segmentation technique improves the segmentation area as well
as quality of segmentation for boundary and object detections.
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1 Introduction

The process of segmentation of blood vessels is a very critical stage in detecting
diabetes and heart disease. Changes in the structural composition of retinal blood
vessels are signs of the initiation of essential diseases, for example, diabetes, hyper-
tension, heart strokes, and other multiple cardiovascular diseases [1, 2]. Blood vessel
morphological changes include vessel diameter changes, vessel tortuosity increases,
hemorrhages, neovascularization, and arteriovenous nicking [3, 4]. The primary stage
for the quantification of such changes and the identification of vessel defects in
computer-aided medical diagnosis is automatic retinal blood vessel segmentation. In
addition, the elimination of blood vessels in areas of the optic disk allows a clearer
estimation of the extent of glaucoma in the background or in retinal images. Vessel
segmentation is quite a challenging problem due to its complicated non-linear nature
of blood vessels and very poor contrast between blood vessels and their context. In the
related literature, several methods for detecting blood vessels have been reported. In
image processing and computer vision [5, 6], image segmentation plays an important
role. It is also used to divide an image into different regions that ideally correspond
to various objects in the real world. One of the efficient methods for image segmen-
tation is thresholding [7, 8]. Thresholding methods have gained a lot of attention
over the last few decades due to the benefit of smaller storage space, high processing
speed, and ease of manipulation. Since this is a well-researched field, several algo-
rithms exist to determine an optimal image threshold. In the fields of remote sensing
and medical sciences, an applicability of computer vision and pattern recognition
is growing day by day. The need for the method of image segmentation is now
growing. The segmentation method initially operates by clustering strategies such
as K-means. In the latest study trend, however, the authors have suggested various
techniques for image segmentation [7, 9]. The image segmentation method under-
mines the thesis of data and noise influence. Authors also used soft computing and
the neural network approach to minimize noise and blurred areas. The segmentation
techniques are distinguished as segmentation techniques based on the edge, area, and
graph.

In this work, the Fuzzy C Means (FCM) and Ant Colony Optimization (ACO)
techniques are used to enhance the vessel segmentation algorithm. The ACO opti-
mizes a blood vessel’s potential worth. Using the FCM algorithm, the optimized
value of the vessel is segmented and the Gabor transform is quite useful to extract
texture-based information from the input image.

The rest of the paper is detailed as follows. Section 2 discusses related work in
the field of blood vessel segmentation. Section 3 discusses the Gabor transform and
ACO. Section 4 discusses our proposed methodology. Section 5 discusses the result
analysis of the proposed work. Section 6 discusses conclusion and future work.
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2 Related Work

To explore the vast field of medical images, this section discusses the related work
using vivid methods of image processing in different dimensions. A vessel dynamic
form shows that an accelerating system is carried out by labeling the continuously
advanced features and retains a strategic distance from the rehashed measurement
of them on the resulting accent, provided the nearby power weighting and the vessel
vector area [1]. Tests using the constructed and authentic pictures of the vessel
approve the demonstration studied. Correlations with the restricted dynamic form
demonstrate the nearby twofold fitting model, and vascular dynamic shape display
talks about model which is more exact, productive, and appropriate for the extraction
of the vessel tree from various restorative images.

In [2], a novel area-based technique is proposed for extricating valuable data
from minuscule pictures under the complex conditions. It is primarily used for the
division of platelets and accurate examination. The dynamic model identifies a few
internal and external shapes of a protest from its experience. The model talks about
moderately more alluring execution rather than the customary models, even though
the outcomes are still an element over the division in the nucleolus range. From the
experimental results, it looks for crossover model that catches the powerless edge
limit while utilizing the nearby fitting terms. At the same time, it watches the control
of territorial differences and utilizes it as a rule to shape these terms to precisely
catch the limits. The analyses exhibit that it performs absolutely fine in fragmenting
the cell layer as well as the nucleolus, respectively.

In [3], a new dynamic approach demonstrates variation levels which detail the
picture divisions as well as confinement of the target. They join a neighborhood
picture fitting term and a worldwide picture fitting term which drives toward shape
advancement. Their model can portion images with power inhomogeneity, where
beginning of shape occurs at anyplace within the picture. It approves its adequacy
in various manmade images and genuine pictures. Here, the potential trial comes
about demonstrating its preferences as far as precision, effectiveness, and vigor are
concerned. This paper introduces a novel localized dynamic shape that is shown in a
variable level set plan. Their representation uses both nearby and worldwide image
data which controls the movement of the shape. Subsequently, it can handle force
inhomogeneity with an adaptable introduction skillfully. Their model executes the
GFRLS method, in order to dispose of the necessity of an initialization process.
Their results exhibit that the model has preferred execution in comparison to C-V
and LIF demonstrate. A versatile intertwining level set technique is displayed to
join the alluring features of the two known strategies, individually. The spatial data
of the picture naturally balance the weights of the ADPLS and LBF. Exploratory
outcomes demonstrate that extensive execution pointers such as precision, solidness,
and speed are altogether being enhanced by utilizing this enhanced technique [4].
The combined strategy examined coefficient of variable weighting to consolidate
both the ADPLS technique and the LBF. Tests show that the present method is better
thought about exhaustive execution than the separate calculation of ADPLS and LBF
in the division accuracy, speed, and strength.
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The strategy fixes various power vasculatures and the aneurysmal low-
differentiation areas that are influenced by the turbulent flows. They focus on the use
of philters (multi-dimensional) and neighborhood variations to strength-dependent
image, highlighting on distinguishing contrast shifting vasculatures [5]. Then to
a great degree, a low-force area, influenced by the turbulent flows, identifies the
structural topology using filters (multi-range) and nearby differences. The technique
utilizes an apparition picture volume with an aneurysm and four clinical cases. It
accomplishes the dice score (0.80) in the apparition case. The strategy is assessed by
using a picture volumewith the vascular ghost and four clinical cases. Given a similar
division system, different parts of the talked about approach: (i) round force broken-
ness descriptor, (ii) refined power irregularity descriptor, (iii) relatedDHproportions,
and (iv) topology refinement are analyzed. They tentatively demonstrate that they
convey promising outcomes in the distribution of aneurysms within the pictures of
the PC-MRA.

The directed strategy exhibits to handle the issue of retinal vein division,
which consolidates two predominant classification techniques: convolutional Neural
Network (CNN) which is executed as trainable progressive element extractor and
outfits another Random Forest (RF) function as a trainable approach. While coordi-
nating the benefits of learning and customary classifiers, this technique consequently
takes in components from the crude pictures and foresees the examples, and Genetic
Algorithm (GA) which is used as a parametric enhancement for the CNN. Addi-
tionally, they keenly attempt the CNN max. pooling (maximum pooling) [6] as the
progressive component extractor while contrasting CNN. Apart from this, they also
apply the strategy over vivid biomedical pictures, e.g., layer division, etc.

The difficulty is utilizing a discriminatively prepared contingent arbitrary field
which shows more expressive possibilities. Specifically, they use late outcomes,
empowering amazingly quick induction in a completely associated demonstration.
They observed that this rich yet experimentally effective unit is combined with prin-
cipled discriminative preparation, given an ordered yield bolster vector machine.
This in turn produces a fully mechanized system that is measurably indistinguish-
able from a human specialist annotator. Subsequently, contending techniques endure
as measured by affectability [10]. Interestingly, their approach nearly coordinates the
execution of a specialist (human being) both in specificity and affectability, and hence
accomplishes the significantly higher affectability over rest other contending strate-
gies. Affectability can especially be vital as it is an exact estimation for vessels pixels,
an essential objective within the vessel division toward the picture investigation.

In [11], the line-formed in profilingwith an application to cerebrumvein andAVM
division is effective for settling the subtle elements and the calculation time. Their
strategy considers both the nearby proximate andmore extensive neighborhood of the
handled pixel,whichmakes it efficient for dividing substantial vein tree structures and
also fine structures of the AVMs. The outcome on apparition informational collec-
tions for different clamor and ancient rarity levels demonstrate high strength of the
examined technique. The approval is performed by the examination of divided AVM
locale with the portioned pictures of an onyx cast after embolization methodology
which proves the effectiveness of their strategy. The acquired outcomes on genuine
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CTA information pleasantly smooth tubular vessels, resultant of the outspread situ-
ating of the line-molded SEs for the solitary pixel. Their strategy precisely fragments
themost astoundingmeasure of the vein structure, contrastedwith other division tech-
niques. The first change is finished by adding a new discriminant that highlights to
the components pool and is utilized as a part of the classification. The second change
ends by applying the new heuristic capacity in light of the likelihood hypothesis in
the insect state framework rather than the old that gives Euclidean separation and
is utilized sometime recently. The after effects of the enhancements are promising
while applying the enhanced approach to the STARE database for the retinal images.
They have enhanced the elements while incorporating a novel discriminant high-
light, which is chosen by the CFS heuristic [12] inside the best elements set, likewise
enhances the execution of the ACS, utilizing new heuristic capacity in light of the
likelihood hypothesis rather than the old one, which depends on the Euclidean sepa-
ration. In [13], deep learning-based edge detection model is proposed which used
deep neural network for semantic edge detection.

The primary issues in the medicinal picture investigation are covering tissue divi-
sion. Since the veins banter into the optic plate zone and mislead the chart cut calcu-
lation through breaking the optic circle limit, to accomplish great division comes
about, the MRF picture remaking calculation kills vessels in the optic circle territory
with no modification of the pictures [7, 8]. In the fundus retinal images, it demon-
strates a new approach to the portion veins and optic circle. In modern ophthal-
mology, the technique can be used to improve non-intrusive resolve. An imperative
predictor for infections such as diabetic retinopathy, glaucoma, and hypertension is
the morphology of an optic circle as well as of the vein. As a first step, extraction of
tree of the retina vascular, the system uses the process of chart cutting [14]. In order
to measure an area of the optic plate, the vein data is then used. The division of the
optic plate is carried out using two techniques of choice. The Markov irregular field
(MRF), remaking technique of the picture, sections the optic circle while expelling
out the vessels from the optic plate district, so remuneration calculates strategy frag-
ments that optic plate utilizes in the earlier nearby force learning of the vessels [15].
The three open datasets, namely, DiaRetDB1, DRIVE, and STARE, are attempting
the technique. The findings and connation with the choice strategies reveal that their
approach achieves successful execution in the vein and optic circle segmentation.

3 Feature Extraction and ACO Gabor Transform

This section discusses the Gabor transform function. The Gabor transform function
is very efficient for the extraction of texture features. The extracted texture feature
gives the formation of the moment and gradient. Visual content is further divided
into general or domain specific. Here, we have used it for the extraction purpose. To
implement the texture analyzer, use of two-dimensional Gabor functions is done to
produce a strengthen correlation with the textural data in a color image [16]. The
Gabor functions are Gaussian that are modulated by the complex sinusoids. In the
2-D space, it contains the form of, as is stated in Eq. (1):
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The filters’ dictionary is given by an appropriate dilatation, and g(x, y) rotation
of the generating function, as is stated in Eq. (2).

gmn(x, y) = a−mg(x ′, y′) (2)

where m = 0, 1…., S – 1; x’ = a−m (xcosθ + ysinθ); y’ = (-xsinθ + ycosθ); μ =
n¼/K;

a = (Uh/Ul) – 1/ (S – 1);

θ: angle of rotation, K: no. of orientations, S: no. of scales in multi-resolution, Ul,
Uh: lower and upper center frequencies of interest.

Then a representation in the compact form is derived from the learning and classi-
fication processes. For a given input sample image I(x, y), Gabor wavelet transform
is, as is stated in Eq. (3)

Wmn(x, y) =
∫

I (x, y)gmn ∗ (x − x1, y − y1)dx1dy1 (3)

where * is the representationof the complex conjugate (mean:μmn, standarddeviation
(s.d.) as 3/4 mn), magnitudes of transform coefficients which describe the given
image, as is stated in Eq. (4).

μmn =
¨

|Wmn(x, y)|dxdy

and, σmm =
√¨

(|Wmn(x, y) − μmn|)2dxdy
(4)

To construct a feature vector, we have used mean and s.d. as μmn and σmn, i.e.,
the components of the feature vector, as is stated in Eq. (5):

f = [
μ00σ00,μ01σ01, . . . , μmnσmn

]
(5)

As a consequence, for orientations and scale shifts, numerical vector of 30 dimen-
sions is obtained. It is important to be noted that the texture function has been calcu-
lated only for the rectangular grid, since computing the texture vector for one arbitrary
area is difficult. For the optimization process, the extracted texture function generates
a feature matrix.

The ACO algorithm is being proposed by Dorigo and Scholar. The biological
ants’ action inspires the algorithm proposed. The dynamic population-dependent
process [7] is supported by the algorithm. The working theory of continuity and
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shortest path estimation is the working principle of ant colony optimization. Ants
are creepy crawls that live or live. Since they are visually impaired animals, they use
the pheromone guide to find the most restricted way from home to sustenance. The
pheromone is the concoction material held by the ants, which among them serves
as the primary medium of correspondence [17, 18], directing the assurance of the
following progress in this way. Then again, because of the strength of pheromones
that are saved in different ways [19, 20], ants find the shortest path. The strength of
the pheromone and the length of the tracks are used to re-enact the insect structure,
by and large. The ACO is used here, during the fusion process, to pick the local
feature process.

4 Proposed Algorithm

In this research work, we have proposed an algorithm which is a combination of
the algorithms ACO and FCM. For the purpose of the selection and optimization
of the extracted features by the Gabor transform algorithm, former one is used. The
optimized characteristics move through the later one, and the image of the blood
vessel is segmented. In step-by-step mode, the process of the proposed algorithm is
defined explicitly as shown in Fig. 1.

Step 1. The features that are extracted earlier are allowed to pass through the ACO
and decide an initial ant’s size (say, N = 500).

a. Initializes the pheromone value. All features must have different value.
b. Uses the condition of selection for an optimal solution, as is stated in Eq. (6).

Fs(Mi j) =
[
τ
(
fi , k j

)]
α[ρ(vi , ki )]β∑

k=0 f [τ( f i,k)]α[ρ(vi,k)]β
(6)

Here,

τ( f i, ki) is the value of mapped ants’ features.

Fs is the final solution of features.
c. An optimal features set is estimated.

Step 2.

a. Compute relative feature set value, as is stated in (7).

Rf = LSI

Wd
(7)

Here,
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Fig. 1 Flow of proposed
segmentation method

LSI is the interference value of ants.

Wd is the sum value of center FCM.
b. The FCM processing of feature, as is stated in Eq. (8).

FS =

⎧⎪⎨
⎪⎩

max(R f )− Fs

max
h = 1 : (WS)

i f si ∈ f j

0 otherwise

(8)

c. Measure the value of center difference, as is stated in (9).

Rd =
n∑

fd=1

m∑
pf=1

(xi − FS) (9)

d. If the Rd value is zero, then the segmentation process is completed.
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5 Result Analysis

In MATLAB 7.14.0, the suggested approach is implemented and checked with
different images of blood vessels. The measurements of precision, specificity, and
sensitivity are taken into consideration in this job. The two vessel segmentation
datasets from the University of California, Machine Learning (ML) repository,
namely, DRIVE: Digital Retinal Images for Vessel extraction and STARE: Struc-
tured Analysis of Retina are considered for evaluating the output parameters. The
output comparison of metrics—specificity (SP), sensitivity (SE), and accuracy (AU)
using GF, ALT, and our proposed work with respect to different input images and the
threshold value (as 5) are exemplified, as shown in Table 1. The specificity is defined
as True Negative Rate (TNR) and sensitivity is defined as True Positive Rate (TPR).

In Fig. 2, it is depicted that a comparative analysis among the evaluation metrics,
namely, specificity, sensitivity, and accuracy rates are performed for the GF, ALT,
and our proposed method that too for the threshold value set at 10. On the basic of
Fig. 2, it is stated that our proposed work gives better specificity, sensitivity, and
accuracy values as compared to the other comparative approaches.

Table 1 Comparative analysis of specificity (TNR), sensitivity (TPR), and accuracy (ACC) using
GF, ALT, and our proposed method (here, threshold: set to 5)

Image Method Specificity (SP) Sensitivity (SE) Accuracy (AU)

1 GF 91.5151 62.5151 92.5151

ALT 90.9676 66.3656 91.9676

Proposed method 93.0648 67.4646 93.0648

2 GF 89.5368 60.8951 91.2551

ALT 91.9676 62.8956 90.8476

Proposed method 94.10648 66.4646 92.0648

3 GF 90.5251 62.5151 91.8251

ALT 88.8576 67.8756 90.5876

Proposed method 91.6948 65.4646 92.2448

4 GF 91.5151 64.5151 90.2451

ALT 89.8696 66.3656 92.4876

Proposed method 92.8748 66.8946 93.5898

5 GF 89.5151 62.5151 89.2541

ALT 91.4676 66.5456 90.9676

Proposed method 94.0648 68.4546 92.0648
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Fig. 2 Comparison of GF, ALT, and proposed method when threshold value is set to 10

6 Conclusion and Future Work

In this work, hybrid method for the blood vessel segmentation is proposed which
combines the Gabor transform, ACO, and FCM algorithms. The experimentation
is conducted on the MATLAB 7.14.0 platform, over different images of the blood
vessels. The DRIVE and STARE vessel datasets are taken from the UCI ML repos-
itory, namely, vessel segmentation dataset. The proposed work is quite efficient
in terms of evaluation metrics, namely, specificity, sensitivity, and accuracy. The
method compares different set level parameters for the vessel segmentation, for
which comparisons with other segmentation methods, e.g., Gabor Filter (GF) and
alternate (ALT) are also done. The intensity in homogeneities can be visualized
in the images that are used for the routine imaging for the boundary detections.
The results depict that the proposed approach provides the better segmentation irre-
spective of the shape and position of an initialized contour, and resultant contours
are quite thin which gives no discontinuities. The composite form of the proposed
method decreases the time complexity. These region values are not recalculated for
the recalculation process, they can be redefined in the future.
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An Efficient and Lightweight Intrusion
Detection System for Mobile Ad Hoc
Networks

Y. Sharmasth Vali , N. Prakash, and L. Shakkeera

Abstract The distinctive aspects of Mobile Ad Hoc Networks (MANETs),
including dynamic network topology, susceptible wireless medium, and limited
battery power are highly vulnerable to various types of invasion. The traditional Intru-
sion Detection System (IDS) prevents the network from intruders using observation-
based techniques and security algorithms. However, the limited battery power and
network overhead is still a major issue to design an IDS. This paper proposes a
Distributed and Cooperative Lightweight Intrusion Detection (DCLID) system to
discern and eradicate the intruders from the network. The proposed system includes
local detection engine, local analyzer, and trust management system. A local detec-
tion engine continuously monitors the network activity and stores the monitoring
data in a table. A local analyzer examines the monitoring data periodically to eval-
uate a threshold based on network traffic and network connectivity. An extra field
is added to a routing protocol to store the observed data for threshold measurement.
The DCLID system is a lightweight system, it only turns on when the attack happens
in the network and the network lifetime is high owing to lightweight designing. The
threshold value measurement is used to trigger the IDS for detecting the intruders
based on trust estimation. It estimates the trustworthiness of a node using Demp-
ster–Shafer (DS) evidence theory. The DS theory provides a mathematical way to
merge the observed data from different observers for deciding trustworthiness of an
intruder. The simulation results demonstrate the efficacy of the DCLID system.
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1 Introduction

MANETs (mobile ad hoc networks) are comprised of mobile nodes that run in the
open medium without any infrastructure [1, 2]. The topology of MANET’s network
changes suddenly and without notice. Person or cooperative nodes perform network
tasks such as path discovery and data packet forwarding on their own. The capacity
of MANET nodes to self-configure provides scalability and versatility. Because of
the network operations of nodes, resources are quickly depleted. Battery capacity
is one of the most important issues in an open MANET environment. Because of
its distributed and transparent nature, MANET is vulnerable to a variety of attacks.
Reactive and proactive routing protocols are vulnerable to routing attacks because
they are based on the presumption that all nodes are cooperative. Malicious nodes
use cooperative routing algorithms to conduct routing attacks. In MANET, common
routing attacks include the sleep deprivation attack, the black hole attack, the link
withholding attack, the replay attack, the packet dropping attack, the rushing attack,
the newcomer attack, and the Sybil attack. Node mobility, battery power limits,
and bandwidth must all be addressed by routing protocols. Due to these features,
a conventional centralized control scheme is not feasible in MANETs. Researchers
are motivated to develop an Intrusion Detection System as a result of these scenarios
(IDS).

Intrusion has the potential to jeopardise a company’s reputation, confidentiality,
or resource availability. A device designed to detect such intrusions is known as an
intrusion detection system (IDS) [3]. The most effective ways for minimizing the
burden of intrusion are intrusion detection and prevention methods. Because of the
constraints in achieving IDS requirements, such as the need to aggregate network
audit data and detect intrusions with a low rate of false positives, developing IDS in
MANET is more complex and difficult than developing IDS in fixed networks. In
general, IDSs are classified as either centralized or distributed.

The centralized IDS contains a centralized monitor to observe the whole network
activity. In a distributed IDS, each node contains separate IDS, and the observer
nodes observe the network functions independently. The cooperative observer nodes
share the independent observations between them for taking appropriate decision. A
major problem in the distributed IDS is how to merge the observational information
of several nodes.

This paper proposes a framework of Distributed and Cooperative Lightweight
IntrusionDetection (DCLID) system todiscover andmitigates the effects of intruders.
It contains a local detection engine and the local analyzer. A local detection engine in
the DCLID system is always on, and it frequently observes node activities. DCLID
appends one field in the routing protocol for accumulating observed data. A local
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analyzer, analyzes the observed data for determining intrusions. Each node keeps
threshold value which depends on successful packet delivery in the network. The
packet loss is measured in terms of network connectivity and traffic. With the aim of
increasing the network lifetime, the DCLID system is designed as a lightweight. If
the threshold is varied due to intrusion, the local analyzer provides intrusion alert to
originate the IDS. The IDS uses DS theory to determine a node’s trustworthiness [4].
The DS theory gathers and combines the observations of different nodes to reflect
the uncertainty.

1.1 Problem Statement

The characteristics of MANETs make it susceptible to several intrusions. Intrusion
detection andpreventionhavebeenused for the last decades as oneof the vital security
components in MANET. Intruders can compromise the nodes in the MANET and
launch network layer attacks in the network. The routing protocol layer is vulnerable
due to the deployment of cooperative algorithms, resource constraints of nodes, lack
of clear defense mechanisms, and the transient nature of services in the network. The
conventional IDS techniques do not offer complete solutions and hence, intrusion
detection mechanisms are widely suggested to secure MANETs.

The detection of routing attacks is still a challenging issue due to mobile nodes
and power constraints. Therefore, this work proposes a framework DCLID system
to detect the attacks in MANET. The DCLID is a lightweight system, and it employs
DS theory for evaluating the trustworthiness. The DS theory reflects uncertainty by
collecting strong evidence from various independent observers in a secure manner.

1.2 Contribution

• The primary objective of this paper is to differentiate between the active and
passive attacks in MANET. The framework DCLID comprises a local detection
engine and the local analyzer. For threshold measurement, the DCLID system
adds a field to the routing protocol of the MANET.

• The local detection engine observes a node behavior and the local analyzer period-
ically examines the observed data and independent observations are stored in the
routing table. The DCLID measures the threshold using packet loss obtained in
the routing table. This work differs the packet loss due to intruders by measuring
the packet loss due to network traffic and connectivity.

• The local analyzer generates an intrusion alarm when the disparity occurs in
threshold value. The intrusion alarm triggers the IDS to determine the intruders
based on DS theory. The DCLID system mitigates the intruder using strong
evidence which is collected from distinctive observers.
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2 Literature Survey

It proposes the Dempster–Shafer (DS) theory [4], which is a distributed intrusion
detectionmethod that expresses uncertainty. To assess the intruders, this paper gathers
and incorporates information from inaccurate observers. It calculates trustworthiness
for a single node using Bayesian method. The trustworthiness is determined using a
hypothesis and evidence gathered from unreliable sources. The Dempster combina-
tion rule blends the data collected by various nodes independently. It [5] proposes a
collaboration system for Intrusion Detection Networks (CIDNs) that uses a Bayesian
theorem for each peer’s feedback aggregation scheme. IDS is linked to the social
network through this work. It models each IDS’s false positive (FP) and true positive
(TP) using a beta distribution. The CIDN [6] framework offers rewards to successful
nodes in order to promote them. The Bayesian approach lowers the cost of false
positives. CIDN, on the other hand, has a high overhead and power consumption.

Due to their shared experience, the paper [7] proposes a robust Bayesian confi-
dence management model to estimate the degree of trustworthiness of participating
IDSs. Furthermore, the Dirichlet family of probability density purposes is applied to
the self-reliance management in this analysis. For evaluating the future action of IDS
built on the earlier history of IDS. This work determines the intruders effectively.
The intrusion detection schemes in [8] detect packet dropping attacks and [9] detects
the selfish nodes.

The work in [10] describes a sleep deprivation attack. The paper [11] presents a
clustered detection technique that elects a cluster head monitoring node on a regular
basis. The control node is in charge of keeping an eye on the cluster and detecting
local and global intrusions. It constructs a finite statemachine that abstracts the actual
node’s actions in relation to the on-demand routing protocol specification (FSM). The
monitor node watches each node’s activity and detects an attack if some of the node’s
actions aren’t validated by the FSM. Using a hierarchical architecture, a cooperative
intrusion detection system [12, 13] detects packet dropping attacks.

ARAN [14] is an authenticated hop-by-hop routing scheme that protects the
network from malicious nodes. Using the certification method, ARAN detects mali-
cious nodes that trigger denial of service, path redirection, tunneling, and routing
loops. SEAD [15] is a stable routing protocol for proactive routing that uses a one-
way hash function to protect against routing packet alteration, ads, false routing
packets, wormhole attacks, and replay attacks. A specification and synthesis for
modeling and analyzing MANET routing protocols was proposed in [16]. It extracts
parameters from traffic flows and uses them to detect intrusions. The anomaly detec-
tion approach produces a behavior that nodes may use to assess the trustworthi-
ness of other nodes [17], and it validates their process with an anomalous payload
descriptor. The payload is examined in the training process, and payload is collected
from various nodes to create profiles that are compared using a similarity matrix.
Exchanging models between nodes, on the other hand, adds to the communication
and processing overhead.

The game-theoretic paradigm is used in [18] to detect intrusion in MANETs. It
simulates a two-player Bayesian game in which the attacker and the detector are
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both present. It uses Bayesian hybrid detection approaches, such as lightweight and
heavyweight systems, to analyze the network in two different ways. Since it uses
so little resources, the lightweight networking monitoring system is still on. The
heavyweight monitoring system, on the other hand, uses ABID to create profiles and
compare them to tested data in order to detect intrusion. The work in [19] suggests
using Markov chain classifiers to identify anomalies. There are two phases in the
anomaly detection algorithm. The first step is to create a Markov chain table, and the
second is to create a classifier using a Markov model.

Using a version of the chi-square goodness of fit test and control charts [20], an
anomaly-based intrusion detection protocol (AIDP) detects and removes the intruder
responsible for a sleep deprivation attack. An approach in [21] proposes a frame-
work that uses three feature vectors to model the network’s normal behavior and
the ABID discrimination module to define the black hole attack. A neural network
and watermarking techniques are used in an intrusion detection engine for mobile
ad hoc networks [22]. In [23], a TWOACK scheme is proposed. The TWOACK
scheme overcomes watchdog’s drawbacks, such as receiver collisions and insuffi-
cient transmitting capacity. By obtaining ACK, the TWOACK scheme determines
the misbehaving connection. Each data packet receives an ACK and then transmits
over the next three nodes on the routing route. Each node sends an ACK to the node
located two hops away. Similarly, the TWOACK scheme resolves receiver collision
and minimal transmitted capacity. Receiving ACK from a node two hops away from
the sender, on the other hand, greatly increases network overhead. TWOACK has a
high overhead and electricity consumption.

3 Distributed and Co-operative Lightweight Intrusion
Detection (DCLID) System

In DCLID, each node consists of an IDS for independent local observation. The local
detection engine in the IDS monitors the actual behavior of the node and obtains the
monitoring data in a table. In order to accumulate the observed data, the framework
adds one extra field in the routing protocol. The threshold is calculated based on
packet loss due to the normal network behavior such as traffic and connectivity. The
local analyzer periodically examines the observed data for discovering intrusions. If
any dissimilarity occurs in the threshold value due to intrusion, the IDS produces a
local intrusion alarm. The IDS is activated to discover the intruders using trust estima-
tion. The neighboring IDSs share their independent observations to the corresponding
observer node for evaluating the trustworthiness of the suspected node.

The evidence may be uncertain due to the presence of compromised nodes. To
reflect the uncertainty, the proposed DCLID system employs DS theory to estimate
the trustworthiness. The DS combination rule collects and combines the evidence
collects from different observer nodes. Thus, DCLID prevents the network from
proactive and reactive attacks such as rushing attack, replay attack, sleep deprivation
attack, black hole attack, and Link withholding attack.
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3.1 System Model

The size of a network is expressed as X*Y. G represents the network as a commu-
nication graph (N, E). The number of nodes in the network G is represented by N.
The contact range of each node is denoted by R, and R = 250 is used in the simu-
lation. The set E contains all directional links between node A and B, where A, B
ε N. The speed of each mobile node is S. In the framework, the packet delivery
threshold (PTH) measurement is used to detect attacks. The probability of traffic (PT)
and connectivity (PC) measurement is used to evaluate the packet loss (PL). The PTH
measurement depends on PL. The misbehaving probability is denoted as Pm. Pm is
calculated based on DS evidence theory. The DS evidence theory estimates the belief
(Baal (H)) and plausibility (pl (H)) to calculate the trustworthiness of the hypothesis.
The frame of discernment (powerset) denotes as �, and the powerset comprises 2 �

subsets. The basic probability assignment number considers between 0 and 1. The
mass set (degree of belief) contains null set m (φ) = 0 and sum of � m (Hi) = 1,
and power set m(H) = {m(φ), m (Hi)}. The bel (H) and pl (H) evaluates using basic
mass probability.

3.2 An IDS Framework for Threshold Calculation

A local detection engine attaches to every node for detecting local intrusions. The
local detection engine is always on as it consumes minimum energy. The intrusion
alert is generated based on threshold measurement. The threshold is normally varied
due to two conditions such as the nature of network activity and intrusions. For
threshold measurement, the framework attaches one additional field with MANET
routing protocols. The field counts the ACK packets to obtain the successful packet
delivery rate. The network traffic and connectivity are used to measure packet loss.
Routing protocols create paths for data packets to travel. The Transport Control
Protocol (TCP), which is used in the transport layer, guarantees data transmis-
sion success. In the routing technique, a receiver successfully receives a packet,
the receiver is required to send back an ACK to the sender along the same route.
The framework counts and stores the ACK count in the routing table for measuring
packet loss in the routing layer.

The threshold value estimation depends on the packet loss in the network. The
packet loss is the ratio of the number of packets received to the total number of
forwarded packets. The packet loss occurs due to general network functions like
network traffic and connectivity. The DCLID computes the packet loss probability
as follows:

PL = (PT + PC)
/
2 (1)
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In Eq. (1), PT and PC represent the traffic probability and connectivity probability,
respectively. The PC is the ratio of node density (ND) to the communication range of
the node (NR). It is estimated as follows:

PC = ND ∗ NR (2)

The PT appraises using Round Trip Time (RTT) delay assigned on the data packet
for receiving an ACK packet. RTT is the amount of time taken to forward the data
packet, and receive anACK successfully to the corresponding data packet. The traffic
probability in the network is calculated using Eq. (3):

PT =
(

n∑

X=1

RTTdelay

/

TRTT

)/

n (3)

where

RTTdelay = TRTT − TACKreceiving (4)

In (4), TRTT is the RTT assigned in the forwarding data packet, and TACKreceiving

is the ACK receiving time for the corresponding data packet. The RTTdelay is the
difference between actual RTT andACK receiving time. A successful packet delivery
probability (PS) is the difference between the probability of the total number of
generating packets (PG) and the probability of packet loss (PL) due to network activity.
It is calculated as follows:

PS = PG − PL (5)

PTH < PS (6)

Equation (6) depicts the relationship between the packet delivery threshold and a
successful packet delivery probability. The threshold is changed dynamically owing
to, network conditions. If intruders present in the network, the corresponding local
analyzer generates a local intrusion alert to activate the IDS. The DCLID starts to
appraise the trustworthiness using DS evidence theory.

3.3 Intrusion Detection Based on Trust Evaluation

Each node maintains a trust table in which each of its neighbors is assigned a trust
value. On local independent observation, each node obtains the table. A neighbor
node’s trustworthiness is not spread internationally since it is held locally. Neigh-
boring nodes receive intrusion warnings and report back to the corresponding node
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on their findings of the suspicious node. Since routing attacks can compromise neigh-
bouring nodes, the intrusion warning created node receives shaky proof. As a conse-
quence, in order to make good choices, the corresponding node also estimates the
trustworthiness of the neighboring nodes. Using DS proof theory, the node calculates
neighboring node confidence and plausibility. To show that node S is an intruder,
node A generates an intrusion warning. Nodes B, C, and D are nodes that are similar
to nodes A and S. Nodes B, C, and D also made statements about node S. Node B
could be hacked, so Node A assesses the trustworthiness of Nodes B, C, and D. A
neighboring node B’s confidence is measured as follows:

Bel(B) =
∑

m(An)

An ⊂ B
(7)

In Eq. (7), A is the collection of evidence that supports the probability of a neigh-
boring node’s claim is true. Likewise, the observer node estimates trustworthiness of
other neighboring nodes. However, the neighboring nodes provide uncertain infor-
mation due to its compromised nature. It is crucial to estimate the trustworthiness of
neighboring nodes for considering the claim about the suspected node. Hence, the
node considers the maximum evidence that is provided with nodes intersecting with
the corresponding neighbors. The plausibility is a maximum belief of neighbors and
it is calculated as follows:

Pl(B) =
∑

m (An)

An ∩ B �= φ
(8)

In (8), An is the maximum share of the evidence from various observer nodes that
intersect with the neighboring node. The pl (B) is the maximum belief for B to be

true. The disbelief and dis-plausibility of B represent as bel
(
B̂

)
and pl

(
B̂

)
. The

relationship between belief and plausibility is as follows:

pl(B) = 1 − Bel(B) (9)

Diversely, the Eq. (9) can be written as follows:

Bel(B) = 1 − pl
(
B̂

)
(10)

Likewise, node A appraises the trustworthiness of all neighboring nodes, which
claims about the node S using evidence collection. It is necessary to calculate
the average trust for deciding the trustworthiness of an intruder. The average
trustworthiness of node S is calculated using DS combination rule.

The Dempster combination rule combines the independent observation for esti-
mating the average trustworthiness of the suspected node. The basic mass probability
of two independent observers denotes as m1(A) and m2(C) for hypothesis B.
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m1,2(B) = m1(A) ⊕ m2(C) (11)

m1,2(B) = 1
/
(1 − k)

∑
m1(A) m2(C)

An ∩ B �= φ
(12)

In Eq. (12),

k =
∑

m1(A) m2(C)

An ∩ B �= φ efficacy
(13)

In Eq. (13), the two masses m1(A) and m2(C) support to believe the node B.
The three nodes B, C, and D claims trustworthiness about suspected node S. The DS
theory computes the trustworthiness of each neighboring node to decide the intruder’s
trustworthiness. Likewise, the DCLID system effectively detects and mitigates the
intruder from the network. The DCLID system determines several routing attacks as
shown in the Table 1.

4 Performance Evaluation

4.1 Simulation Setup

The DCLID system’s efficiency is demonstrated using NS-2 simulation. The simu-
lation was run on a random topology of 100 nodes in a 1000× 1000 m network area.
A mobile node has a speed of 20 m/s. A node’s communication range is 250 ms.
TCP traffic with File Transfer Protocol (FTP) is implemented with a packet size of
512 bytes. The initial energy of every node is fixed as 100 J. The simulation run time
is 500 s. The simulation focuses on metrics such as routing overhead, energy level,
Intrusion Detection Accuracy (IDA), and False Positive Error (FPE). The proposed
DCLID system compares with an EAACK scheme [24] for analyzing performance.

4.2 Simulation Results

Intrusion Detection Accuracy. Intrusion detection is a term that refers to the detec-
tion of intrusion The ratio of successfully identified intruders to the total number
of intruders is called accuracy. The sensitivity of intrusion detection for different
numbers of intruders is shown in Fig. 1. The DCLID system determines and substan-
tiates the intruders based on strong evidence which is collected from distinctive
independent observers. In contrast, the existing EAACK determines the intruders
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Fig. 1 The number of
intruders versus intrusion
detection accuracy

based on ACK packets only. In DCLID, the detection accuracy is also high if a high
number of intruders may present the network. Thus, the DCLID attains high detec-
tion accuracy compared to EAACK. In Fig. 1, the DCLID and EAACK accomplishes
98.2% and 95.2% detection accuracy to 25% intruders.

RoutingOverhead. Routing overhead is the ratio of the number of additional packets
(such as Route Request (RREQ), Route Reply (RREP), and evidence) is generated to
the total number of data packets. Figure 2 illustrates the plot of misbehavior ratio and
routing overhead. Fraction of misbehaving nodes denotes as pm. The nodes share
their independent observations only when intruders occur in the network. DCLID did
not perform computational calculations at all time due to lightweight IDS designing
and thus, minimize the network overhead considerably. In Fig. 2, the DCLID and

Fig. 2 Misbehavior ratio
versus routing overhead
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Fig. 3 The number of nodes
versus false positive error

EAACKscheme attain 0.45 and 0.62, respectively, overhead for 0.46 pm. In EAACK,
the misbehavior ratio exceeds the threshold value; the network overhead is increased
unexpectedly. The variation depicts at 0.46 pm in Fig. 2.

False Positive Error. The percentage of all good nodes incorrectly classified as an
intruder is known as the FPE. Figure 3 depicts the relationship between the number
of nodes and FPE. The EAACK sends misbehavior report authentication (MRA)
packets through the routing path to validate the behavior of suspected node, while
it did not consider the evidence for decision-making. To minimize the FPE, the
proposed DCLID method tests the trustworthiness of a suspicious node by gathering
information from independent observers in two separate stages. Thus, the FPE is low
in the DCLID system as strong evidence assists in decision-making. In Fig. 3, the
DCLID system and EAACK attain FPE 22% and 34%, respectively, for 450 nodes.

Energy Level. Figure 4 illustrates the relationship between the number of intruders
and energy level. The IDS calculates the trustworthiness value to determine and
ignore the intruders from the network. If the occurrence of intruder rate is high,
the IDS requires high energy to perform computational calculations by sharing
evidences. In DCLID, the energy utilization level is minimum compared to a conven-
tional EAACK scheme. In Fig. 4, the DCLID and EAACK require 43 J and 61 J of
energy to detect 29% intruders, respectively.
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Fig. 4 The number of
intruders versus energy level

5 Conclusion

This paper focuses on the intrusion detection problem in the MANET and proposes
a framework DCLID system that comprises a local detection engine and a local
analyzer for discovering and mitigating intruder effects. In the MANET routing
protocol, the system adds an area for obtaining independent observations. The
packet loss in the network due to normal network functions determines the threshold
measurement. Based on the threshold difference, the local analyzer generates an
intrusion alarm. The DCLID is designed as a lightweight IDS to prolong the life of
the network. It only triggers when intruders reach the network. Thus, the DCLID
system diminishes energy consumption and also minimize the network overhead.
The DCLID evaluates trustworthiness of a node using DS evidence theory. By gath-
ering and integrating data from a number of objective observers, the DCLID method
replicates uncertainty. The replication outcomes show that the proposed system is
capable of identifying and mitigate the intruders effectively, compared to existing
EAACK. The DCLID system integrates with all topologies-based MANET routing
protocols, and it also extends to other wireless networks.
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Synchronization of Uncertain
and External Disturbance Time Delay
Chaotic Systems

Ajit K. Singh

Abstract This article addresses the synchronization problem of a class of uncer-
tain and external disturbance time delay chaotic systems with nonlinear inputs in a
drive response structure. The high complexity of the multiple unknown parameters
of system can provide a new approach for enhancingmessage security in chaos based
encryption systems. With uncertain and external disturbance time delay, advanced
Lorenz and Rössler systems have been considered to demonstrate the synchroniza-
tion problem. Simulation results are presented to illustrate the effectiveness of the
considered chaotic systems with and without the unknown parameters.

Keywords Active control method · Advanced Lorenz system · Chaotic systems ·
Rössler system · Synchronization

1 Introduction

Chaos in dynamical systems is very common and has been highly demonstrated. The
ordinary differential equation of the chaotic dynamical system is linearised around
the required fixed point to entitle application of linear control theory. Although this
idea is effective but the approximation region for the linearised model is not exactly
defined. Also linearisation may take away the chaotic nature to a certain degree. In
1990, Pecora and Carroll [1] introduced a method to synchronization two identical
chaotic systems. After that chaos synchronization has attracted a great recognition
from different fields and has been encountered by researchers in the last few decades
[2–7]. By synchronization means the trajectory of drive system to govern response
systemso that trajectory of response systemgoes alongwith trajectory of drive system
asymptotically. Many methods such as OGY method [8], active control method [9],
feedback approach [10], backstepping design [11], time-delay feedback approach
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[12], nonlinear control technique [13] and etc. have been studied for picking up
chaos control and synchronization.

However, most of the study has based on chaotic systems with certain parameters.
But in real application, some or all of the parameters are uncertain. In fact, one can
rarely ever attain parameters of chaotic systems in communication theory, so the study
on the synchronization of uncertain chaotic systems has some practical application
[14–16]. In this regard, Han et al. [17], Yassen [18], Singh et al. [19], Park [20] and
Elabbasy et al. [21] investigated the synchronization of uncertain chaotic systems.

Synchronization in low dimensional chaotic systems is designed. Subsequently
synchronization of high dimensional chaotic systems has emerged an interesting area
in the field of nonlinear dynamics. Therefore, the research on synchronization of time
delayed chaotic systems has obtained reasonable recognition. Time delayed systems
are naturally connected to systemswithmemory that convinced formost of biological
and engineering systems such as dynamics of optical systems viz. Ikeda system,
blood production in patients with leukaemia viz. Mackey-Glass model, population
dynamics, laser physics, physiological model, control system, neural networks, etc.
[22–26]. Hence, time delay chaotic systems can be considered as a special cases
of spatiotemporal systems, which extends synchronization to infinite dimensional
systems.

In practical applications of chaos synchronization theory, uncertainties, external
disturbances and time delays occur commonly in chaotic synchronization and many
more real control systems. There are still many problems whose studied to be worthy
of attention in this field. For example, time delay can consider in inaccurate feedback
control behaviours, and then result in the instability and non synchronous phenomena
of chaotic systems. There is still scope to put some efforts to reduce the conservatism
in order to synchronize chaotic systems efficiently and more accurately.

Motivated by the above discussions, author investigates synchronization of chaotic
systems subjected to the time delays, uncertainties and external disturbances. This
paper also addresses the chaotic attractor of two different uncertain, external distur-
bance and time delays chaotic systems with non linearity inputs.

2 Mathematical Model

Consider an uncertain and external disturbance chaotic drive system

dXd (t)

dt
= (A + �A) Xd (t) + Fd (Xd (t − T )) + Dd (t) , (1)

and an uncertain and external disturbance chaotic response system

dXr (t)

dt
= (B + �B) Xr (t) + Fr (Xr (t − T1)) + Dr (t) +U (t), (2)
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where Xd = [xd , yd , . . . , zd ]T ∈ R
n and Xr = [xr , yr , . . . , zr ]T ∈ R

n represent
state vector variables. Matrices A, B ∈ R

n×n are constant. Functions Fd , Fr :
R

n → R
n are nonlinear. Parametric uncertainties �A, �B ∈ R

n×n are bounded
with ‖�A‖ ≤ λd and ‖�B‖ ≤ λr . External disturbances Dd(t) and Dr (t) are
bounded with ‖Dd (t)‖ < μd and ‖Dr (t)‖ < μr . ‖ · ‖ denotes the matrix norm.
Control function U (t) ∈ R

n is based on the synchronization method. Let the error
state vector is defining in the following manner

e (t) = Xr (t) − Xd (t) ,

then the error system is obtained as

d e (t)

dt
= (B + �B + �A) e (t) + F (Xd (t) , Xr (t))

+ Dr (t) − Dd (t) +U (t),
(3)

where
F (Xd (t) , Xr (t)) = Fr (Xr (t − T1)) − Fd (Xd (t − T ))

+ (B + �B − A) Xd (t) − �AXr (t) .

Using active control method the appropriate control function is chosen to stabilize
error system (3).

3 Systems Description

3.1 Advanced Lorenz System

The advanced Lorenz system [27] is given by the following set of differential
equations

d xd (t)

dt
= α (yd (t) − xd (t))

d yd (t)

dt
= −xd (t) zd (t) + β xd (t) + γ yd (t)

d zd (t)

dt
= x2d (t) − δ zd (t)

(4)

where xd(t), yd(t), and zd(t) are driving system state variables, α, β, γ and δ

are parameters. When the system parameters are set to α = 20, β = 14, γ = 10.6,
δ = 2.8 and initial condition [xd (t) , yd (t) , zd (t)]T = [−19, −12, −6.5]T ,

chaotic attractor of the system (4) is shown in Fig. 1.
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Fig. 1 Chaotic attractor of the advanced Lorenz system
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Fig. 2 Phase portrait of the time delay advanced Lorenz system

The time delay advanced Lorenz system [28] is given by

d xd (t)

dt
= α (yd (t) − xd (t)) + ρxd (t − τ)

d yd (t)

dt
= −xd (t) zd (t) + β xd (t) + γ yd (t)

d zd (t)

dt
= x2d (t) − δ zd (t)

(5)

where variables τ and ρ are lag time and control parameter respectively. For
appropriate choice of the variables τ and ρ system (5) shows chaotic nature. For
τ = 0.001, and ρ = 3, phase portrait of the time delay chaotic system (5) is
depicted in Fig. 2.
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Fig. 3 Phase portrait of the uncertainty and external disturbance time delay advanced Lorenz
system

In the presence of uncertainties terms and external disturbances, the time delay
advanced Lorenz system (5) is consider as

d xd (t)

dt
= α (yd (t) − xd (t)) + ρxd (t − τ) + 0.12xd (t)

+ 0.09zd (t) + 0.5 sin (10t)

d yd (t)

dt
= −xd (t) zd (t) + β xd (t) + γ yd (t)

+ 0.02xd (t) − 0.3 cos (50t)

d zd (t)

dt
= x2d (t) − δ zd (t) + 0.11yd (t) + 0.3zd (t)

+ 1.5 sin (20t)

(6)

with the uncertainty�A =
⎡
⎣
0.12 0 0.09
0.02 0 0
0 0.11 0.3

⎤
⎦ and the external disturbance Dd (t) =

⎡
⎣

0.5 sin (10t)
−0.3 cos (50t)
1.5 sin (20t)

⎤
⎦ . The phase portrait of the system (6) is shown by Fig. 3.
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3.2 Rössler System

The Rössler system [29] is written by the set of differential equations

d xr (t)

dt
= −yr (t) − zr (t)

d yr (t)

dt
= xr (t) + α1 yr (t)

d zr (t)

dt
= β1 + xr (t) zr (t) − γ1 zr (t)

(7)

where xr (t), yr (t), and zr (t) are response system state variables, α1, β1 and γ1 are
parameters. When system parameters are taken as α1 = 0.2, β1 = 0.2, γ1 = 5.7
and initial condition [xr (t) , yr (t) , zr (t)]T = [0.5, 1, 1.5]T , chaotic attractor of
the system (7) is shown in Fig. 4.

The double time delay Rössler system [30] is described as

d xr (t)

dt
= −yr (t) − zr (t) + ρ1 xr (t − τ1) + ρ2xr (t − τ2)

d yr (t)

dt
= xr (t) + α1 yr (t)

d zr (t)

dt
= β1 + xr (t) zr (t) − γ1 zr (t)

(8)

where variables τ1 and τ2 are lag time; ρ1 and ρ2 control parameter. For appropriate
choice of the variables system (8) shows chaotic behaviour. For τ1 = 1.0, τ2 = 2.0,
ρ1 = 0.2 and ρ2 = 0.5, phase portrait of the double time delay chaotic system (8)
is depicted in Fig. 5.
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Fig. 4 Chaotic attractor of the Rössler system
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Fig. 5 Phase portrait of the double time delay Rössler system

With uncertain terms and external disturbances, the double time delay Rössler
system is described as

d xr (t)

dt
= −yr (t) − zr (t) + ρ1 xr (t − τ1) + ρ2xr (t − τ2)

+ 0.01xr (t) + 0.05 sin (30t)

d yr (t)

dt
= xr (t) + α1 yr (t) + 0.05zr (t) + 0.4 cos (20t)

d zr (t)

dt
= β1 + xr (t) zr (t) − γ1 zr (t) − 0.02yr (t)

+ 0.1zr (t) − 0.1 sin (25t)

(9)

with the uncertainty �B =
⎡
⎣
0.01 0 0
0 0 0.05
0 −0.02 0.1

⎤
⎦ and the external disturbance

Dr (t) =
⎡
⎣

0.05 sin (30t)
0.4 cos (20t)
−0.1 sin (25t)

⎤
⎦. The phase portraits of the system (9) is shown through

Fig. 6.

4 Synchronization

Consider the system (5) drives the system (9). Then the response system is written
as
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Fig. 6 Phase portrait of the uncertainty and external disturbance double time delay Rössler system

d xr (t)

dt
= −yr (t) − zr (t) + ρ1 xr (t − τ1) + ρ2xr (t − τ2)

+ 0.01xr (t) + 0.05 sin (30t) +U1 (t)

d yr (t)

dt
= xr (t) + α1 yr (t) + 0.05zr (t) + 0.4 cos (20t) +U2 (t)

d zr (t)

dt
= β1 + xr (t) zr (t) − γ1 zr (t) − 0.02yr (t)

+ 0.1zr (t) − 0.1 sin (25t) +U3 (t) .

(10)

Compare system (1)with system (6); and system (2)with system (10) and defining
the active control functions as

U1 (t) = ρxd (t − τ) − ρ1xr (t − τ1) − ρ2xr (t − τ2)

− (0.01 + α) xd (t) + (1 + α) yd (t) + zd (t)

+ 0.12xr (t) + 0.09zr (t) + 0.5 sin (10t)

− 0.05 sin (30t) + V1 (t)

U2 (t) = −xd (t) zd (t) − (1 − β) xd (t)

− (α1 − γ ) yd (t) − 0.05zd (t)

+ 0.2xr (t) − 0.4 cos (20t)

− 0.3 cos (50t) + V2 (t)

U3 (t) = x2d (t) − β1 − xr (t) zr (t) + 0.02yd (t)

− (0.1 + δ + γ1) zd (t) + 0.11yr (t)

+ 0.3zr (t) + 1.5 sin (20t)

+ 0.1 sin (25t) + V3 (t)

(11)
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and taking the error variables as

e1 (t) = xr (t) − xd (t) , e2 (t) = yr (t) − yd (t) , e3 (t) = zr (t) − zd (t) ,

the error system (3) is reduced to

d e1 (t)

dt
= 0.13e1 (t) − e2 (t) − .01e3 (t) + V1 (t)

d e2 (t)

dt
= 0.12e1 (t) + α1e1 (t) + 0.05e3 (t) + V2 (t)

d e3 (t)

dt
= −0.09e2 (t) + (0.4 − γ1) e3 (t) + V3 (t) .

(12)

The error system (12) is to be controlled by a new control linear function of error
states inputs V1 (t) , V2 (t) and V3 (t) . Defining the appropriate control inputs
Vi (t) , in order to stabilize the system (12) such that lim

t→∞ ei (t) = 0, i = 1, 2, 3.

Thismeans that that system (6) can be asymptotically synchronizedwith system (10).
This is achieved by choosing a 3 × 3 matrix A such that

⎡
⎣
V1 (t)
V2 (t)
V3 (t)

⎤
⎦ = A

⎡
⎣
e1 (t)
e2 (t)
e3 (t)

⎤
⎦ .

Let the matrix A is chosen in the form

A =
⎡
⎣

−1.13 1 0.01
−0.12 α1 − 1 −0.05

0 −0.09 γ1 − 1.4

⎤
⎦ .

In this particular choice, the closed loop system has the eigen values −1, −1 and
−1, which leads that the error states ei (t) → 0 as t → ∞, i = 1, 2, 3. Thus the
synchronization between considered systems (6) and (10) is achieved.

5 Simulation Results

In this section, numerical simulation results are presented to show the effectiveness
of considered active control method in synchronization of advanced Lorenz system
and Rössler system along with time delay, uncertainties and external disturbances.
Taking time step size t = 0.001, fourth order Runge-Kutta method is applied to
solve the differential equations. Then initial error vector is [ed (t) , er (t) , e3 (t)]T

= [19.5, 13, 8]T as parameters are used as previous. The state trajectories of drive
system (6) and response system (10) are shown in Fig. 7. It is observed from Fig. 8
that the advanced Lorenz system and Rössler systems are synchronized with error
functions converge to zero as time becomes very large.
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Optimization of Machining Parameters
on Vertical Milling Machine for Al-CNT
Composites Using Taguchi Design
of Experiments

Sachchida Nand, Manvandra Kumar Singh, and C. M. Krishna

Abstract Aluminum is ductile, cheapest, and light material and when alloyed with
CNT using casting methods have wide applications in aviation industry and auto-
mobile industry due to its increase in strength and decrease in weight. In order to
make various components, the machinability of this alloy needs to be tested on CNC
machines which aremostly applicable for increasing productivity. In this paper, work
piece selected is Al-CNT composite and tool material selected is HSS tool and exper-
iments are performed for different combinations of selected input variables. The
objective of this research, on the basis of optimum values of material removal rate
(MRR) and tool wear rate (TWR), is to derive an optimum combination of these
input variables for maximizing productivity. Input parameters used are cutting speed
(N), feed (F), and depth of cut (Dp) and the range of values considered for study
are based on various speed ranges used in automobile industry. For data collection,
Taguchi (L9 orthogonal array) design of experiments are used and for regression
modeling,ANOVA (MINITABversion 18) is used. Regression equations formaterial
removal rate and tool wear rate are presented for prediction purpose.

Keywords Al-CNT composite · Cutting parameters · Productivity · Design of
experiments · And vertical milling machine
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1 Introduction

In several engineering applications, there is a requirement of very light material with
good mechanical properties. Aerospace, automobile, sports equipment, electronic
equipment, etc., are some of the applications which need these required properties.
The metal matrix composites produced by Aluminum 6061 and CNTsmay be appro-
priate solution for such types of applications. In most of the cases, machining of Al-
CNT composite on milling machine poses a challenge if the CNT in the matrix is not
distributed uniformly. Hence, it is important to study the such composites’ machining
characteristics and to understand how the input parameters, such as, depth of cut,
feed, and cutting speed are to be selected in order tomaximize selected output param-
eters. In this research paper, CNC high speed vertical milling machine is selected for
machining Al-CNT composite and to conduct experiments using Taguchi Design of
Experiments in order to decrease the number of experiments and to reduce experi-
mentation time and cost. In addition to reduction of cost, to concentrate mainly on
productivity, this can be achieved by taking material removal rate and tool wear rate
as output parameters. As material removal rate increases, the manufacturing time
and in turn manufacturing cost reduce drastically and hence productivity increases.

Aladdin [1] predicted tool life in the end milling process and obtained first- and
the second-order models by using a response surface optimization process that has
a leading factor, speed, axial cutting depth, and feed. Alekseev et al. [2] observed
that the impact of carbon nanotubes which in form of different weight percentage
in the mechanical properties of cast A5 aluminum with CNT’s composite. Alojzij
et al. [3] studied the key challenges of product customization, shorter lead-time,
and growing product diversities to meet new levels of the manufacturing standard
from governing to distributed systems for manufacturing industries. Aranke et al. [4]
studied tribological behavior of AA 7075 reinforced with MWCNT by pin-on-disc,
block-on-ring, abrasive wear tester, etc.

Arunachalam et al. [5] discussed the importance of stir casting in the produc-
tions of MMCs. Baskar et al. [6] established different types of algorithms (GA.
Hill Climbing algorithm, memetic algorithm, etc.) for milling operations to opti-
mize different machining variables (i.e., genetic algorithm (GA), memetic algorithm,
and hill climbing algorithm) and for both single-tool and multi-tool operations by
taking the three objective functions, such as (a) less production cost, (b) low produc-
tion time, and (c) more profit. Bhashara et al. [7] proposed adaptation of a crossover
for the single factory that manufactures the components and considered in most of
the process planning cases. Brezocnik et al. [8] predicted and established genetic
algorithm programming for surface roughness and obtained the prediction accuracy
increase by vibrations in the end milling process when the feed rate is most influ-
enced by surface roughness. Choi et al. [9] developed nanostructured composite of
Al 2024/CNTs and investigated strengthening characteristics in terms of boundary
hardening, edge hardening, and hardening by CNTs. Chandrasekaran et al. [10]
reviewed on modeling and optimization using soft computing methods spanning
approximately two decades.
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Dewangan et al. [11] experimented with the uniform dispersion of CNT in MMC
by ultrasonic waves of high intensity. Esawi [12] studied the effect on mechanical
properties of CNTs on Al composite prepared by the application of ball milling
process and hot extrusion process. Fnides et al. [13] studied cutting force and rough-
ness of surface of components made of hot work steel. The author introduced a
mathematical model and identified that the tangential cutting force is very sensi-
tive to the variation of depth of cut and to the variation of cutting forces. Feed
rate and flank wear variations are also responsible for surface roughness. Ganesh
Babu et al. [14] achieved the machining parameter effects to show if depth of cut
increases then cutting force in the direction of tangent is also increased throughout
end milling operation on AlSiC metal matrix composite material. Ghani et al. [15]
correlated different machining variables of speed, low depth of cut, and low feed
rate for improved surface finish and minimum cutting force. Results have shown
that axial depths of cut increase when cutting forces also increase.

Pare et al. [16] obtained surface roughness models after optimization using
four meta-heuristic techniques and their work admited that gravitation search algo-
rithm (GSA) proved to be the finest out of these four unconventional optimiza-
tion techniques for surface roughness and that teacher–learner-based optimization
(TLBO) gave better result in terms of number of iterations. They found that non-
linear regression equation, better explains the correlation between surface roughness
and input parameters. From this literature review, output parameters, such as, tool
wear rate, and material removal rate are selected. Similarly, input parameters, such
as, cutting speed, depth of cut, and feed rate are selected. A regression modeling is
used for establishing relationship between the above variables. These are explained
in the subsequent paragraphs.

2 Methodology and Experimentation

In this research, experiment contains three factors each at three levels. So, total
number of runs required is 27 without replications. With three replications, for each
combination, total number of experiments is 81. But by Taguchi L9 array, nine
experiments have been carried in order to make meaningful conclusions with 96%
confidence level.

2.1 Work Material

In present study, Al-CNT is used as work piece. It is suitable for manufacturing of
automotive and aeronautics industry components. TheAl-CNTcomposite is prepared
using stir castingmethod. The advantage of this method is that the composite is made
using controlled conditions and desired consistency can be obtained by selecting
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Fig. 1 Work piece after machining

proper speed of stirring the mixture of Al and CNT. Work piece after machining is
shown in Fig. 1.

2.2 Selection of Equipment and Tools

The tool selection is done on the basis of five factors, such as the machine being
used, the material being used, the quantities of machining parts, the requirements
of the customer, and the details of the tool to be used. For measuring the weights
of work piece and machine tool before and after machining, a weighing machine is
used separately for work piece and the tool. In this paper, a CNC milling machine of
computer aidedmanufacturing laboratory (inMANIT, Bhopal) is used formachining
of Al-CNT (150× 70× 25 mm) with selected process parameters and with end mill
cutting tool (HSS). The CNC milling machine is having Siemen’s code and 20 tool
magazine supplied by MTAB MaxMill Plus.

2.3 Process Parameters and Their Different Levels

The input process parameters for milling operation and their several levels are given
in Table 1. The output parameters chosen arematerial removal rate and tool wear rate.
They are measured as weight difference during machining divided by the machining
time. Greater value of material removal rate and least value of tool wear rate are
preferred.

Table 1 Input process
parameters and their different
levels

Input parameters Level 1 Level 2 Level 3

Spindle speed (rpm) 2000 3000 4000

Feed rate (mm/min) 100 150 200

Depth of cut (mm) 0.2 0.3 0.4
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3 Results and Analysis

The data collected with necessary calculations are shown in Table 2. For the devel-
opment of linear regression equation using MINITAB software, this data is used.
Regression analysis process is used for developing the relationship among variables
in order to predict output variables. The linear regression equations developed using
MINITAB 18 software, are shown in Eqs. (1 and 2).

MRR = − 0.0534+ 0.000028V+ 0.000179F + 0.0966D (1)

TWR = −0.000248+ 0.000000V + 0.000000F + 0.000244D (2)

The significance of input factors on MRR and TWR are tested using ANOVA
analysis (shown in Tables 3 and 4) and they are found to be significant to 95%
confidence limit as evident by the P-value obtained. The coefficients are significant as
the F-value is greater than the tabulated F-value. Hence, the above equations can be
used for predicting MRR and TWR for given input variables.

Table 2 Experimental data and computed output variables

Exp. no. V F D MRR TWR

1 2000 150 0.2 0.049689 3.10881E-05

2 2000 200 0.3 0.061739 6.08696E-05

3 2000 250 0.4 0.089484 0.000129032

4 2500 150 0.3 0.063492 6.34921E-05

5 2500 200 0.4 0.085988 0.000117284

6 2500 250 0.2 0.091714 0.000131429

7 3000 150 0.4 0.1075 0.000177632

8 3000 200 0.2 0.083403 0.000115183

9 3000 250 0.3 0.093094 0.000154696

Table 3 Analysis of variance for MRR

Source DF Adj SS Adj MS F-value P-value

Regression 3 0.002195 0.000732 6.92 0.031

V 1 0.001156 0.001156 10.93 0.021

F 1 0.000479 0.000479 4.53 0.087

D 1 0.000560 0.000560 5.29 0.070

Error 5 0.000529 0.000106

Total 8 0.002724
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Table 4 Analysis of Variance for TWR

Source DF Adj SS Adj MS F-value P-value

Regression 3 0.000000 0.000000 9.42 0.017

V 1 0.000000 0.000000 15.58 0.011

F 1 0.000000 0.000000 6.20 0.055

D 1 0.000000 0.000000 6.49 0.051

Error 5 0.000000 0.000000

Total 8 0.000000

4 Conclusion

This study indicates that the parameters cutting speed, feed, and depth of cut are the
essential factors impacting the MRR and TWR of Al-CNT composites. The regres-
sion equations are developed. They can be used successfully for predicting the output
variables with a confidence limit of 95%. These results can be used by industrialists
for setting their machining conditions for given output variables and researchers for
optimizing the machining conditions using various optimization techniques.
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Numerical Study on Domain
Independency for Prediction of Vortex
Shedding Parameters of a Circular
Cylinder

Vidya Chandran, Sheeja Janardhanan, and M. Sekar

Abstract The catastrophes of history make vortex-induced vibration an exten-
sively studied area. The response predictions of offshore and sub-sea structures have
gained importance off-late ever since these have been widely used by the petroleum
industry. Most of the studies have confined to the comprehension of wake char-
acteristics and the estimation of hydrodynamic loading and shedding parameters
of stationary cylinders. Computational fluid dynamics has evolved as one of the
effective tools in prediction of response characteristics under vortex shedding and
many researchers have studied various aspects of computations that are crucial with
reasonable degree of accuracy. This paper addresses the effect of the geometrical
shape of fluid domain that encompasses a marine riser during simulations. Four
different shapes are analyzed using Reynolds Averaged Navier–Stokes Equation-
based commercial solver, ANSYS®. All four domains have the same number of
elements, mesh density, and flow Reynolds number (Re). Hydrodynamic force coef-
ficients and frequency of shedding in each case were estimated and compared with
previously published numerical and experimental results. It is observed that circular
domain is the most efficient in predicting both loading and shedding characteristics
with less than 10% deviation as against the theoretical results. Elliptical and square
domains failed to capture the vortex shedding phenomenon. The study reveals a
significant characteristic of numerical simulations on the modeling and meshing of
both near-wall and wake regions.
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1 Introduction

When a bluff body encounters a fluid flow at Reynolds Number (Re) above 40, it
is observed to oscillate in the direction of fluid flow and also perpendicular to it.
This phenomenon is a result of boundary layer separation in the wake of the bluff
body owing to adverse pressure gradients. Vortex-induced vibration (VIV) of under-
water structures is a much investigated topic from the nineteenth century. Progress in
research on this complex phenomenon took pace with the famous Tacoma Narrows
Bridge collapse in 1940. A wind of a very normal speed of approximately 20 m/s
caused the bridge to undergo torsional vibrations at the rate of 14 vibrations/min [1].
The collapse of this bridge which spanned the Tacoma Narrows strait was primarily
due to aero-elastic flutter caused by resonance of the wind frequency and the natural
frequency of the structure. Thewind frequencymay be interpreted as the frequency at
which, the air flow across the bridge was shedding vortices in its wake. This incident
boosted the research in the field of VIV, which led to the development of many tools
for predicting vortex shedding frequency and amplitude. Several analytical, empir-
ical, semi-empirical, experimental, and numerical tools were developed for accurate
prediction of VIV of underwater structures [2, 3] anticipating such catastrophes in
ocean environment and also understanding the level of fatality when associated with
highly explosive petroleumproducts. Even though experimental approaches aremore
reliable, they are indeed expensive and demand huge infrastructure. The need for
visualization and thereby understanding the inherent physics of such complex fluid
structure interaction phenomenon pave way to numerical analysis of flow around
bluff bodies using Computational Fluid Dynamics (CFD) tools [4]. The accuracy of
prediction using CFD depends on many factors such as the geometry, grid quality,
turbulence modeling, etc. Since vortex shedding is a coupled fluid structure interac-
tion phenomenon greatly influenced by the wake of the structure, modeling of the
wake flow is as important as that of the near wall flow [5]. Hence, unlike other CFD
problems, VIV prediction is highly influenced by the shape of the domain selected
for analysis. In this paper, a comparative study of the accuracy of VIV prediction is
conducted for four different two-dimensional (2D) domain shapes—circular, ellip-
tical, rectangular, and square domains with a uniform average mesh density and flow
parameters are determined.

1.1 Vortex-Induced Vibration

Vortex shedding is a fluid phenomenon occurring at the wake of bodies, especially
bluff bodies as a result of boundary layer separation. The separated layer will tend
to cause fluid rotation, since the outer layer which is in contact with the free stream,
moves faster than the inner layer, in contact with the body surface. This fluid rotation
results in the formation of vortices, which are shed at the wake of the body alterna-
tively from either side. The alternate shedding of vortices leads to the development
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of different lift forces on each side of the body causing the body to oscillate in the
direction perpendicular to the direction of flow, otherwise known as cross flow (CF)
direction [6]. If the vortex shedding frequency matches the natural frequency of the
body, it will enter into resonant vibration at high amplitudes. This phenomenon is
known as lock-in [7]. Boundary layer separation and the resulting vortex shedding
also leads to variation of drag force on either side of the body in the direction of
flow. As a result, the body oscillates in the direction of flow otherwise known as
in-line (IL) direction [8]. It is observed that during lock-in the body oscillates with a
frequency equal to that of vortex shedding in CF direction and at twice that of vortex
shedding in the IL direction [9].

Hydrodynamic lift and drag forces acting on the body during vortex shedding is
given by Eqs. (1 and 2), respectively.

FL = 1

2
CLρAV

2 (1)

FD = 1

2
CDρAV 2 (2)

CD is the coefficient of drag, ρ is the density of the fluid, A is the projected area of
the object, and V is the free stream velocity of the fluid. CL is the coefficient of lift.

The magnitude of hydrodynamic force coefficients and the shedding frequency
strongly depends on the flow Reynolds number, Re. The shedding frequency can be
expressed non-dimensionally as Strouhal Number, St as shown in Eq. (3):

St = fvD

V
(3)

fv is the shedding frequency. Accurate prediction of these parameters is critical in
the design of offshore structures and pipelines to keep them away from the lock-in
region, which may lead to severe catastrophes [10].

Studies have proved CFD as an efficient tool to predict the hydrodynamic vortex
shedding parameters [11]. Influence of several parameters like grid quality and turbu-
lence model used in the analysis were investigated by several researchers [12, 13].
It was observed that quality of grid not only in the near wall region but also in
the wake is much important for predicting this complex fluid–structure interaction
phenomenon. In this paper, a comparative study on the accuracy of shedding param-
eters predicted by four different domain shapes is presented. A comparative study
on circular, elliptical, rectangular, and square domains were carried out to ascertain
the most appropriate geometrical shape for simulations in this field.
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2 Numerical Model

2.1 Meshing

Flow around a 2D cylinder of diameter 0.02 m is analyzed using four different
domain shapes to compare values of vortex shedding parameters. For each domain,
a structured grid is generated using ANSYS® 18 ICEM CFD platform. The study
aims to find the most suitable domain shape for the prediction of vortex shedding
characteristics. Figures 1a–d show the computational domains used for the estimation
of hydrodynamic loads and shedding frequency of a stationary cylindrical structure.
The origin of the Cartesian coordinate system is located at the center of the cylinder.
The domain size is fixed ensuring there is no boundary or entrance effect.

Since vortex shedding is a fluid phenomenon for which wake characteristics are
important, capturing of wake flow physics is ensured by taking wake length suffi-
ciently large. For each domain, the maximum lateral distance from the cylinder to the
boundary, especially in flowdirection is taken equal to 30D [14], whereD is the diam-
eter of the cylinder. The geometric parameters of various domains are represented
in Table 1. The geometry has been blocked and a structured mesh was generated for
hydrodynamic analysis. A grid independency test has also been conducted at Re =
1000 for the selected domain.

Fig. 1 Various domains used for simulation of flow past 2D cylinder aCircular domain, bElliptical
domain, c Rectangular domain, and d Square domain
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Table 1 Geometric parameters of various domains

Domain type Minimum element
size

Total no. of
Elements

Domain size Domain area (m2)

Circular 0.0002 79,000 Diameter, d = 1.2 m 1.13

Elliptical 0.0002 79,000 Major axis, a =
0.8 m
Minor axis, b =
1.2 m

0.75

Rectangular 0.0002 79,000 Length, L = 0.8 m,
Breadth, B = 0.4 m

0.32

Square 0.0002 79,000 Side, S = 1.2 m 1.44

Vortex shedding is a boundary layer phenomenon. Hence, the accuracy of predic-
tion of the hydrodynamic force coefficients strongly depends on near wall grid
elements. The near wall element size for each grid is 2× 10–4 which is observed to be
sufficient to accommodate at least 20 elements within the hydrodynamic boundary
layer of the cylinder. For each case, the total number of elements is also controlled
and made not more than 80,000. Details of various grids are given in Table 1.

2.2 Flow Analysis

The hydrodynamic analysis of each grid is performed using ANSYS®-18 FLUEN.
Flow Re is maintained uniform at Re = 1000, which falls in the subcritical range
[15]. Fluid consider for the simulation iswater—liquidwhich is available in the fluent
materials data base. Density of water (ρ) is 998.2 kg/m3 and the dynamic viscosity is
0.0001 Pa.s. Details of boundary conditions applied are given in Table 2. Pressure and
velocity are coupled using PISO scheme with skewness correction factor unity. Least
square cell-based gradient is chosen for spatial discretization. Spatial discretization

Table 2 Details of applied boundary conditions for hydrodynamics flow analysis

Boundary Domain type

Circular Elliptical Rectangular Square

Boundary
conditions

Inlet Velocity inlet
(Specified
velocity)

Velocity inlet
(specified
velocity)

Velocity inlet
(specified
velocity)

Velocity inlet
(specified
velocity)

Outlet Pressure outlet Pressure outlet Pressure outlet Pressure outlet

Cylinder wall No slip No slip No slip No slip

sidewalls – Symmetry
boundary
condition

Symmetry
boundary
condition

Symmetry
boundary
condition
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scheme for pressure, momentum, and turbulent kinetic energy is set as second-order
upwind. A first-order implicit transient formulation is used for the simulation.

Time step size for the transient simulation is fixed as 0.001 s ensuring the near wall
Courant number to be less than unity. Also, for capturing the shedding phenomenon
properly, it is ensured that each theoretical time period of shedding (calculated from
St Number) consists at least 20 time steps. To account for the increased turbulence,
k-ω SST model has been used. Contours of pressure distribution in the domain are
given in Fig. 2 and the time histories of CL and CD in Fig. 3. From the contours
of pressure distribution, shedding of alternate vortices is evident at current Re. The
cylinder is expected to oscillate at the frequency of vortex shedding which is same
as that of the frequency of oscillation of lift force or lift coefficient.

Hydrodynamic forces estimated from the flow analysis are expressed in non-
dimensional coefficients of lift and drag. Fluent simulation writes the time histories
of these coefficients. The time histories of lift and drag coefficient after convergence
for time duration of 10–20 s are given in Fig. 3. Hydrodynamic parameters of vortex
shedding obtained from the simulation are presented in Table 3. It is observed that
there is a significant influence of domain shape on the shedding parameters. It should
be noted that the number of elements as well the mesh density in all grids are the
same.

Fig. 2 Total pressure contours from hydrodynamic analysis a Circular Domain, b Elliptical
Domain, c Rectangular Domain, and d Square Domain
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Fig. 3 Time histories of coefficient of drag and lift. a CD for circular domain, b CL for circular
domain, c CD for elliptical domain, d CL for elliptical domain, e CD for rectangular domain, f CL
for rectangular domain, g CD for square domain, h CL for circular domain
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Table 3 Vortex shedding parameters predicted by various domains

Parameters Domain

Circular Elliptical Rectangular Square

Coefficient of Drag, CD 1.35 2.57 1.47 2.9

Coefficient of Lift, CL 1.1 2.37 1.2 2.8

Frequency of oscillation of Drag, fD 0.9 0.31 0.65 0.56

Frequency of oscillation of Lift, fL 0.45 0.16 0.33 0.3

Frequency of Vortex shedding, fv 0.45 0.16 0.33 0.3

Strouhal Number, St 0.18 0.06 0.13 0.12

3 Results and Discussions

From the simulations carried out on various domain shapes, it is observed that the
drag coefficient is over predicted by elliptical and square domains. With rectangular
domain, the value of CD is 1.47 and, with circular domain, CD is 1.35. The predicted
CD values at Re= 1000 by the circular and rectangular domains are quite close to the
experimental and numerical result values shown in Table 4 [16–18]. Circular domain
is found to be successful in closely predicting CD and hence it is compared with the
previously published values in Table 4. The compared domains show a similar trend
in predicting coefficient of lift CL of the cylinder as that of CD with the circular
domain giving a more realistic value of 1.1.

Irrespective of the domain shape, it is observed that drag force oscillates at twice
the frequency of lift. This is a proven phenomenon in the physics of vortex shedding
behind a circular cylinder [9]. Every domain could successfully replicate this ratio of
drag and lift oscillations. Predicted values of shedding frequency indicates that the
circular domain inmost effective in capturing the vortices. This observation is further
strengthened by the value of St predicted. For Re = 1000 the theoretical value of St
for a circular cylinder is 0.2 [9]. Only the simulation using circular domain satisfies
this theory.

A comparative graph of the hydrodynamic force coefficients and non-dimensional
shedding frequency is presented in Fig. 4. The rectangular domain occupies the least
domain area of 0.32 m2. As the number of elements in grid is same for all cases,
the rectangular domain is supposed to have the highest mesh density. And hence
rectangular domain is expected to give a more realistic and accurate prediction of

Table 4 Drag Coefficient for
Re = 1000 from various
experimental and numerical
studies

Source CD Source St

Experimental [16] 0.9 Experimental [19] 0.202

Numerical [17] 1.15 2D Numerical [20] 0.201

Numerical [18] 1.2 3D Numerical [21] 0.203

Present (Circular
domain)

1.35 Present (Circular
domain)

0.18
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Fig. 4 Variation of shedding
parameters with area of the
domain

parameters. On contrary, the circular domain which has the second largest area has
given good predictions both in terms of hydrodynamic force coefficients as well as
shedding frequency. Elliptical domain which is having lesser area than the circular
domain has produced erroneous predictions with a Strouhal number value St =
0.06. This is due to the influence of side walls as seen from the pressure contours
represented in Fig. 2b. Also the convergence seems to be very slow with this type of
domain. Square domain is also not efficient in predicting the shedding parameters
with over predicted values of force coefficients. This is a strong indication that
the accuracy of prediction in case of vortex shedding parameters not only depends
on the average mesh density but also is a strong function of the meshing strategy.
Grid of the circular domain is more or less uniform in the entire fluid domain thus
ensuring effective accounting of the wake physics. Elliptical and circular domains
have similar meshing strategy. The poor performance of elliptical domain can be
related to blockage effect of curved side boundaries. Rectangular and square domains
are meshed with improved mesh density in the wake of the cylinder over a predefined
strip of flow in order to capture the shed vortices. But it should be understood from
reduced accuracy that the far wakemust also be captured to ensure perfect prediction.
There is a drop in the value of St, when the far wake mesh density is compromised.
This observation indicates that the shedding is influenced not only by the shape and
orientation of the bluff body, but also the fluid flow in its vicinity.

4 Conclusions

A strong influence of domain shape on the accuracy with which the VIV parame-
ters are numerically predicted is observed. Circular domain is observed to predict
the phenomenon of shedding with most accuracy. The predicted values of hydrody-
namic force coefficients and shedding frequencies are within 10% deviation from
the theoretical values for the circular domain. Elliptical domain failed to predict
both hydrodynamic forces and shedding frequency. A deviation of nearly 90% is
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observed comparing the values of force coefficients obtained using circular and ellip-
tical domains. Even though square domain seems to be a modification of rectangular
domain an over prediction of 97% is observed for hydrodynamic force coefficients
compared to the values given by rectangular domain. Both rectangular and square
domains have predicted the shedding frequency with almost same accuracy showing
a 35% deviation from theoretical value. Values of St presented are a strong indica-
tion of the efficacy of circular domain in effectively capturing the effect of shedding
vortices. For a circular cylinder, the theoretical value of St is 0.2. Numerical result
from circular domain shows only a 10% deviation. Grid used in the circular domain
is unique in the sense that themesh density is uniform throughout the domain without
abrupt transitions at any section. Rectangular domain can be expected to give accu-
rate VIV prediction with a more uniform and finer grid. The following points can be
concluded from this work:

• For the same number of elements, circular domain is the most suitable one for
VIV prediction.

• Circular domain gives an accurate prediction of both hydrodynamic load and
frequency of response which is very much needed for a response analysis.

• For striking a compromise between accuracy and area of the mesh, rectangular
domains can be considered as the next judicial option.

• Rectangular domain successfully predicted hydrodynamic force coefficients but
the accuracy of frequency prediction is compromised.

• Elliptical and square domains are not suitable for VIV response prediction.
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Design and Performance—Analysis
of Hybrid Drive Optimized
for Torque–Speed Characteristic
Requirements of Heavy Vehicles

Kumaran Duraikannu, Yuddhveer Singh Kachhawa, Abhishek Vats,
and Sahil Purushotham Kanchan

Abstract Hybrid vehicles are the vehicles driven by the combination of motive
powers from the internal combustion engine (ICE) and the electric motor. The project
focuses on the development of a hybrid mechanical device for automobiles. The
primary objective was to increase the output torque and moderate the operative load
on the engine. The coupling designed uses the concept of epicyclic arrangement of
four bevel gears for the transmission of motion. The coupling proves to be useful in
scenarios where the vehicles are required to stop and move at quick intervals. The
power split device was designed with a test vehicle, “TATA LPT 909 EX2.” The
motor selection was made on the basis of the engine characteristics and the overall
torque requirement of the vehicle during electricmode and hybridmode of operation.
The motor used to aid the IC engine was “Emrax Motor.” Hand calculations and
simulations using SolidWorks Motion Analysis were made. The Total Input Power
(TIP) is associated with the Total Output Power (TOP) to acquire the torque yield
of the hybrid system through the coupling. The analysis of the design was done
on ANSYS Workbench with the torque from the motor and the engine to verify the
safety of the designs and compute the Factor of Safety (FOS). Proof of concept for the
hybrid drive was made with a working prototype using 3D printed parts and tested,
which validates the concept of a hybrid drive for desired torque–speed characteristics
of a selected vehicle.
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1 Introduction

Hybrid Vehicles are highly efficient and environment-friendly vehicles which work
on both ICE and electric motors. Extensive work has been done in the field of hybrid
vehicles, but many steps can be taken to increase their efficiency and to reduce their
cost because in some scenarios complete electric vehicles (EVs) are a long goal.
There are different kinds of hybrid vehicles, differentiated by their transmission and
according to the type of hybridization available. Each kind of advancement has its
upside and downside. Various procedures are utilized to accomplish the hybridization
of power trains and to yield the maximum efficiency. Some different techniques
are additionally utilized, e.g., regenerative braking which utilizes the possibility of
charging of battery for extra life. The most common technique employed in hybrid
vehicles is using the gasoline ICE to run a generator which charges the battery to
operate the electric motor and drive the vehicle. Hybridization of consumer cars is
widely implemented by various companies, but in recent years, the focus has been
shifted towards the heavy vehicle sector. There are numerous difficulties which need
to be tackled in the heavy vehicle’s hybridization such as high-power requirements,
high torque requirements, and ruggedness in operation. The aim of this work was
to lay a foundation of hybrid vehicles in the heavy vehicle industry. Hybridization
of heavy vehicles will ensure a smooth transition from already existing IC engines
to electric motors. It will also help to tackle the problems currently at hand while
simultaneously working towards the electrification of this sector. This study focuses
on developing a gear mechanism which will integrate the power of the propulsion
units, i.e., internal combustion engine and electric motor. The main aim was to
develop amechanical coupling device to integrate the power of the existing ICEngine
with a high torque motor to improve the running characteristics and thus decrease
the load on the engine. To successfully attain our objective of coupling the two
independent sources, we used the transmission differential concept to develop our
design. We provided two independent inputs to our coupling (which is a differential)
to gain a single output [1].

2 Experimental Methods and Performance Measures

2.1 Parallel Hybrid Coupling

Parallel hybrid coupling is a device used to couple the two independent sources
used to drive a vehicle. This coupling can be used for the addition of torque and
can allow the powertrain to receive power when one of the power sources is turned
off. The parallel hybrid coupling which we developed was a differential-based PSD
which uses the concept of reverse differential action where the input from the two
power sources was provided through two different input shafts, and the output was
the addition of both the inputs. The differential-based PSD is the core component
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Fig. 1 Line diagram for
differential-based parallel
hybrid coupling

of any PHEV or SPHEV as it directly influences the control strategy of the power
systems and the performance of the vehicle. The working of a power split device is
explained in the line diagram of the parallel hybrid coupling represented in Fig. 1.
The coupling housed bevel gears in epicyclic gear arrangement along with a helical
gear pair to provide the necessary reduction and ensure noise-free operation [2].

2.2 Selection of Test Vehicle

For the development of the coupling device, a test vehicle was selected in order to
obtain key values for the calculations and design. The test vehicle gave us the torque
and power values which were then used to attain the key parameters of the gearbox.
This also provides us with a room to improvise on certain aspects of the design. The
vehicle selected by us was “TATA LPT 909 EX2.”

Specification of the test vehicle [3]:
Engine specification:
Model: TATA LPT 909 EX2.
Type: 4 Cylinder in-line water-cooled, Turbo-inter-cooled CRDI engine.
Max. Engine output: 93.2 kW (125 BHP) at 2400 RPM.
Max. Torque: 400 Nm at 1300–1600 RPM.
Gearbox specification:
Type: GBS 6F/1R (550-Syncromesh).
No of gears: 6 forward and 1 Reverse,
Gear ratios: 1st gear–6.9, 2nd gear–4.02, 3rd gear–2.39, 4th gear–1.46, 5th gear–

1.00, 6th gear–0.84 (Over drive), Reverse gear–6.37.
Rear-axle specifications:
Type: Hypoid gears with a single reduction and a fully floating shaft.
Speed ratio: 3.875:1.
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Table 1 Maximum engine output

Gear Max. RPM Gear ratio Torque
(Nm)
developed
on the
crankshaft

Final drive Torque
output
(Nm) on
the wheels

RPM on
the wheels

Maximum
velocity of
the vehicle
at each
gear
(kmph)

1 2400 6.9 400 3.875 5347.5 89.76157 13.988

2 4.02 3115.5 154.0684 24.009

3 2.39 1852.25 259.1443 40.383

4 1.46 1131.5 424.2156 66.107

5 1 775 619.3548 96.517

6 0.84 651 737.3272 114.901

Fig. 2 Variation of engine
torque

2.3 Torque and RPM Calculations and Tabulations

The calculations of torque and RPMwere made using standard formulas, the perfor-
mance of the benchmark engine can be premeditated using similar methods, the data
was tabulated in Table 1, and a graph was plotted for it as shown in Fig. 2.

2.4 Selection of Driving Electric Motor

Selection of electricmotor plays an integral part in designing the entire hybrid system
as it the second impelling unit whichwas installed to enhance the overall output of the
benchmark vehicle and therefore, it ought to be comparable to the ICE preinstalled.
As in SPHEV, the electrically driven motor used should be capable of impelling
the automobile on its own and can also assist the ICE used. The motor shortlisted
was EMRAX 348 (Low-Voltage Motor). This a Permanent Magnet Synchronous
Combined Cooled (Air+ Liquid-cooled). The specification of the motor is tabulated
in the below Table 2 showing all the operating parameters [4].
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Table 2 Motor Specification

Peak torque 1000 Nm

Continuous torque 500 Nm

RPM range 3200–4000 RPM

Peak power 330 kW at 3200 RPM

Continuous power 200 kW at 3200 RPM

Efficiency 98%

Dry mass 40 kg

Maximal battery voltage

Table 3 Elemental composition (constituents, in percent)

Carbon Silicon Manganese Chromium Sulphur Phosphorous

0.17–0.22 0.15–0.35 1.00–1.40 1.00–1.30 0.35 (max.) 0.35 (max.)

2.5 Material Selection

The standards followed were the Indian Standards or IS. Material which we selected
for our gears was IS9175, commonly known as 20MnCr5. This material is widely
used for manufacturing gears in gearbox, differential, axle, etc. 20MnCr5 can be
measured as an industry standard. The industry standard material endures diverse
cures to obtain the preferred properties required to make the gears. The elemental
composition of the 20MnCr5 is tabulated in Table 3. The mechanical properties of
20MnCr5 are Tensile strength: 1000–1300 MPa, Yield stress(min): 700 MPa, Izod
impact value: 40 J [5].

3 Results and Discussion

3.1 Design of a Parallel Hybrid Coupling

The design process of the power split device starts with the design calculations [6]
of the respective gears. The coupling consists of four bevel gears which act as a
differential and help in the addition of torque. SolidWorks 2017 was the software
package used to implement the entire designing phase of the gearbox.
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Fig. 3 Bevel gear

Fig. 4 Helical gear

3.2 Bevel and Helical Gear—Computer-Aided Design

A plane is selected and sketch was drawn with proper dimensions and extruded as
shown in Fig. 3 of the bevel gear and Fig. 4 of a helical gear.

3.3 Assembly of the Parallel Hybrid Gearbox

Every part of the assembly was designed and developed using SolidWorks and the
assembly, usingmates and constraints was also performed. In Fig. 5, we can visualize
how the couplingwill look after production. The verification of characteristics of PSD
was completed by both theoretical calculations and simulation from the software.
The verification was done to check whether we satisfy our basic requirement of the
problem statement and the behavior of the device under different modes and running
condition.
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Fig. 5 Assembled CAD of the parallel hybrid gearbox

3.4 Theoretical Verification of Power Split Device

The output RPM of the PSD was calculated from the standard relations. Figure 6
shows the common differential arrangement when both the output shafts are at the
same speed. Similarly, we calculated the theoretical speed at all the gears as depicted
in Table 4.

Fig. 6 Differential arrangement when wheels are moving in a straight line
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Table 4 Theoretical RPM

Motor RPM Motor RPM
after
reduction

Gear Engine RPM Gear ratios Engine RPM
after initial
reduction

Calculated
coupled RPM

3000 923.0769 1 2400 6.9 347.826 635.451

923.0769 2 4.02 597.014 760.045

923.0769 3 2.39 1004.184 963.630

923.0769 4 1.46 1643.835 1283.456

923.0769 5 1 2400 1661.538

923.0769 6 0.84 2857.142 1890.11

RPM of crown gear =
RPM1 + RPM2

2

3.5 Verification of Power Split Device Through Motion
Analysis

With the purpose of performing motion analysis, the gearbox was completely
reassembled in a separate assembly file. All the mates and constrains were chosen
systematically and in a specific sequence. It was made sure that the assembly was
not over-defined nor under-constrained. The gears were rotated with the help of the
cursor before starting the motion analysis so as to check and verify all the mates.
Once all the mates were defined, contact between parts was defined and the input
parameters of the different RPMs were given. The graphs plotted in SolidWorks
motion analysis were in the units of degrees/s which was converted to RPM. The
motion analysis was conducted for every gear pair in SolidWorks, as shown in Figs. 7
and 8. From the motion analysis we found the hybrid coupled RPM for each and
every gear pair which was tabulated in Table 5 and compared with the theoretically
calculated coupled RPM.

Similarly, the performance of the benchmarked test vehicle was premeditated for
Hybrid Mode using similar methods, and the data was represented in Tables 6 and 7.
From the data of Tables 6 and 7, the graph was plotted, as shown in Figs. 9, 10 and 11.

Using the above calculations torque on each and every gear in hybrid mode was
calculated and the Tables 8, 9, and 10were generated having TorqueOutput ofMotor,
Torque Output of Engine, and Combined Hybrid Torque [7] and RPM, respectively.

Using the Tables 8, 9 and 10 graphs are plotted as Figs. 11 and 12. The snapshot of
ANSYS window during finite element analysis of helical gear is depicted in Figs. 13
and 14.



Design and Performance—Analysis of Hybrid Drive Optimized for Torque… 373

Fig. 7 Motion analysis for first gear

3.6 Prototyping

A 3D printed scaled prototype of the PSD was made for the easy understanding and
demonstration of the running conditions of the hybrid coupling. 3D printing belongs
to a few of the cheapest and most widely used method for rapid prototyping. Mostly,
it melts the material and layers it on top and creates the subsequent layers and creates
the 3D model. The prototype was made after the design and analysis phase using the
dimensions obtained in the design process. The prototype was manufactured using
3D printer Ultimaker 1. The material used in printing was PLA plastic due to its easy
printability in the printer. Pre-requisite data for printing was configured in software
CURA as shown in Fig. 15 which can also show the estimated time for completion.
The below mentioned Fig. 16 shows the computer-aided design made of a prototype
in different orientations.
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Fig. 8 Motion analysis for hybrid mode

Table 5 Hybrid RPM

Motor
RPM

Motor RPM
after
reduction

Gear Engine
RPM

Gear ratios Engine
RPM after
initial
reduction

Calculated
coupled
RPM

Hybrid
coupled
RPM

3000 923.0769 1 2400 6.9 347.8261 635.4515 635

923.0769 2 4.02 597.0149 760.0459 760

923.0769 3 2.39 1004.184 963.6305 963.5

923.0769 4 1.46 1643.836 1283.456 1283

923.0769 5 1 2400.000 1661.538 1661.5

923.0769 6 0.84 2857.143 1890.110 1890
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Table 6 Coupled RPM (Motion Analysis)

Engine RPM Gear ratios Engine RPM after initial
reduction

Coupled RPM (motion analysis)

2400 6.9 347.826 635.451

4.02 597.014 760.045

2.39 1004.184 963.630

1.46 1643.835 1283.456

1 2400 1661.538

0.84 2857.142 1890.109

Table 7 Speed of Vehicle

RPM on the
differential in only
engine mode

RPM on the differential
in coupled hybrid mode

Speed of the test
vehicle in only engine
mode (kmph)

Speed of the test
vehicle in coupled
hybrid mode (kmph)

89.761 163.987 14.634 26.736

154.068 196.140 25.119 31.978

259.144 248.678 42.250 40.544

424.215 331.214 69.163 54.001

619.354 428.784 100.978 69.908

737.327 487.770 120.212 79.525
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Fig. 9 RPM at different modes
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Fig. 11 Torque output in different modes

Table 8 Torque output of motor

Motor torque (Nm) Motor RPM Motor reduction Motor torque on
bevel gears (Nm)

Motor RPM on
bevel gear

1000 3000 3.25 3250 923.07

500 1625
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Table 9 Torque Output of Engine

Gear Gear ratio Engine torque on bevel gears (Nm) Engine RPM on bevel gears

1 6.9 2760 347.826087

2 4.02 1608 597.0149254

3 2.39 956 1004.1841

4 1.46 584 1643.835616

5 1 400 2400

6 0.84 336 2857.142857

Table 10 Combined Hybrid Torque and RPM

Motor input
power (HP)

Engine input
power (HP)

Total input
power (HP)

Combined
hybrid RPM

Hybrid output
torque (Nm)

Hybrid output
torque at
wheels (Nm)

330 93.2 423.2 635.451 3985.364 7721.643

200 93.2 293.2 760.045 2308.495 4472.709

200 93.2 293.2 963.630 1820.783 3527.767

200 93.2 293.2 1283.456 1367.060 2648.679

200 93.2 293.2 1661.538 1055.986 2045.973

200 93.2 293.2 1890.109 928.285 1798.553
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Fig. 12 Torque output and RPM in different modes
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Fig. 13 FEA of bevel gear pair

Fig. 14 FEA of bevel gear pair showing maximum stress

The gears were scaled down from their actual size for the ease of printing as
the full-scale model requires a huge amount of time to get printed and due to size
limitation of the printer it cannot accommodate the print of this large size. A casing
was designed for housing the gears and to enclose the prototype. Thematerial used for
the printing the prototype was PLA which is prevalent material used in 3D printing.
It is conventionally used for 3D printing as it is easily available and can easily be
accommodated in different varieties of 3D printers. The fixture for mounting the
gearbox and the motors is made using Poly-methyl methacrylate (PMMA) as shown
in Fig. 17.
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Fig. 15 Software setup for 3D printing (CURA)

Fig. 16 CAD of prototype isometric view

4 Conclusions

An overall increase in the initial RPM of the test vehicle can be recorded from 347.8
to 635.45 RPM. Thus, we can infer the successful coupling of both the inputs. The
RPM initially increases and then decreases as the PSD averages the RPM of both
the input drivers. This is because the RPM of the motor remains constant and that
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Fig. 17 Proof of concept prototype

of the ICE keeps on increasing. The input speed from the ICE at first gear to the
PSD is 347.8 RPM, while that of the EM is 923.1 RPM. The output RPM obtained
by providing these inputs simultaneously, is 635.45 RPM. The torque output of the
benchmarked vehicle using the ICE at its first gear was 5347.5 Nm on the wheels.
Upon installation of the PSD, the output torque increases to 7721.66 Nm on the
wheels while maintaining the same final axle reduction. An increase of 44.39% can
be seen in the initial starting torque of the vehiclewith the installation of the PSD. The
output power of the benchmarked vehicle on the ICE alone was 93.2 kW. With the
addition of an electric motor, the supplementing peak power of the motor increases
the output power to 359.72 kW. The running torque of the motor is 200 kW which
makes the running power of the test vehicle 249.22 kW. With the installation of
the PSD, the initial high torque requirements of heavy vehicles are met for urban
applications. The higher initial torque can thus allow the vehicles to lift the load with
greater ease.
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Handling and Scheduling of Inner-City
Lagoon Water Through Numerical Index
and Multivariate Statistics

Yogesh Shukla, Nasir Khan, and Sonia Shivhare

Abstract Dynamic study and chief element study are accustomed to learning
regardingwater that when it is uncovered in the environment, it has various impurities
possessing many dangerous things which could be harmful to any living organisms.
If impure water is taken by them, it is about to cause severe damage to their fitness.
So, to make water drinkable and free from different impurities, some refinement
methods have been used in this paper. These particular methods have the necessi-
ties of scheduling and manipulation to handle the treatment of water. We have used
the multivariate statistical tools for managing huge and difficult figures so as to get
improved information about the lagoon water value.

Keywords Dynamic study · Chief element study · Multivariate statistical tools ·
Raid gravity filter · WQI

1 Introduction

The water when exposed to the atmosphere contains many impurities which are
harmful to any living organisms; it is likely to cause serious harm to their health.
Hence, in order to make water potable and free from various impurities, purification
methods are found out.

In the immediate future, drastic changes in the design of water treatment. The goal
of water treatment is the production of accomplishing this goal should be reasonable
with respect to capital and operation personal they should be able to cope with the
variable is raw water quality, demand those are present use. Water quality criteria
based on present-day standards and guides are present to assist in the water system
performance goal for any plants. The storm is commonly characterized as the occa-
sional inversion of winds and the related precipitation. In India, such changes in
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climatic conditions are experienced multiple times in a year. At the point when
dampness-loaded breezes streaming in the southwesterly heading from the Indian
Ocean causes precipitation over the Indian sub-landmass from June to September,
the wonder is named as South West (SW) Monsoon. Most pieces of the nation get
downpour from SW Monsoon.

Besides, the beginning of the storm is once in a while deferred which influences
the planting of many downpours sustained harvests. On different events, the storm
may start on schedule, yet numerous mid-season breaks happen to prompt crop
disappointments, and regularly ranchers need to re-sow their harvests. In such cases,
the poor ranchers face huge misfortunes as they lose their time, work, and sources of
info, yet in addition, need to contribute again on seeds and contributions for the second
time in a similar season with no certification of accomplishment. The downpour
nourished ranchers are commonly poor and have little assets; they additionally don’t
get satisfactory credit from the budgetary establishments.

In this paper, we discussed the commencement of the rainy season on a callous
ground [1]. By and large, it is outstanding that the precipitationmarvels amid summer
rainstorms over the Asian summer storm district are delivered by the southwesterly
rainstorm. In any case, the precipitation wonders before the foundation of storm
flow every year have not been examined, despite the fact that they may add to the
foundation of rainstorm dissemination. In this investigation, the conditions when the
irregular precipitation amid the pre-rainstormperiod happened in 1998 are uncovered
utilizing everyday mean reanalysis information. Tempests of this period are called
pre-rainstorm tempests. The present investigation envelops some significant param-
eters related to pre-rainstorm tempests and attempts to distinguish at least one signif-
icant indicator and predicts so that, later on, relapse examination (straightforward or
different) should be possible advantageously to consider pre-storm tempests.

The alternating rainfall during the season of pre-monsoon is shown that it is
indicated that the rotation in rainfall in the pre-monsoon season is supplemented by
the westerly passage. By using the numerical method, we are able to solve and clarify
this problem. In this paper, it is not certain whether the precipitation occasions amid
the pre-rainstorm period impact the foundation of the storm course. The warmth
spending examination over the Indochina Peninsula amid the pre-rainstorm period
ought to be done. Moreover, the job of the air–land connection for the rainstorm
beginning. In India study on the lake is very limited. After the industrialization and
population growth in developing countries, the recent decades are witness of water
pollution [2–8]. Around the urban lake, the area population increased day by day and
continuously infringed lake areas because of demand for water and land [9]. This
process work as waste discarding locations that affected our locality with adverse
effects [10].

The lakes in the urban areas are becoming poisonous or more polluted due to
the turn loose of sewage from the households and the sediments. As result these
immoderate additions, namely nitrates and phosphates vexatious increased in the
lake and form anaerobic and pulverize it. Such a bothersome change in water science
[11] brings disintegration of lake water quality.
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2 Methodology

The system embraced in the present examination comprises of.

• PCC OR Pearson Correlation Coefficient
• Testing OF Persistence
• Logic Prepositional.

2.1 Correlation Coefficient of Pearson

Degree of association between two variables ‘α’ and ‘β’ measured by Pearson
Correlation Coefficient (PCC). PCC mathematically is calculated as

ραβ =
1
n

n∑

i=1
(αi − α)

(
βi − β

)

√

1
n

n∑

i=1
(αi − α)2

√

1
n

n∑

i=1

(
βi − β

)
(1)

where

n → Observed value total number

α → Mean of the variable α

β → Mean of the variable β.
Following symbols are used in this section: ρd�ρ,ρd�T , ρd�v , ρd�R/H , ρv�T ,

ρv�P , ρv�R/H , ρ�R/H�P , ρ�R/H�T , and ρv�R/H . Above-mentioned quantities have
statistically analyzed and differently measured for every year in April and May.

2.2 Calibrate for Perseverance

Diligence implies the presence ofmeasurable reliance amongprogressive estimations
of a similar variable [12]. Persistence is measured by lag-1 autocorrelation. In the
Sect. 3, we are counted as a dichotomous random variable χ for PCCs by using
Eq. (1), shown by

χ = 1 if |p| < 0.5

= 0 if |p| > 0.5 (2)
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We have to prepare the entries 0 and 1, respectively, and orderly. In the subse-
quent stage in Eq. (2), the slack 1 autocorrelation coefficient is determined for each
succession.

2.3 Prepositional Logic

Prepositional logic is developed the logic for fining the al possible results between
0 and 1. In this type of logic, a mathematical relationship is required to express
the appropriation of the reality of a variable [1]. A capacity called an “enrollment
work” is expected to demonstrate the degree to which a variable ‘x’ has the trait
‘F’. Enrollment capacities are characterized on a vast expanse of talk shown by the
exploration variable. In the present paper, slack 1 autocorrelations make the essential
universes of talk. XI is for April and X2 is for May. The suggestion ‘P’ tried for the
present examination is:

“The level of relationship between any pair of parameters is reliably exceptionally
high is extremely valid.” Thus, the relationship function is written as

μx (r) = 0; if r is lessthan 0.5

= r/0.6; 0.5 < x < 0.6

= 1 if x > 0.6

3 Conclusion

From the above study and study of Figs. 1, 2, and 3, the following are found:

(a) Monsoon water is associated with Pre-Monsoon water is mostly dependent
upon post-monsoon water.
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Fig. 1 Rainfall (in mm) (Yearly)
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(b) Maximum Monsoon water with pre-monsoon depends mostly upon the
humidity change ratio during the thunderstorm.

(c) During the pre-monsoon, surface temperature also changed and monsoon is
depending highly upon the duration of the post-monsoon water.

(d) Change in relative humidity during the post-monsoon depend upon the dura-
tion of the total monsoon period. In pre-monsoon, humidity change and total
monsoon do not depend on each other.

(e) Degree of association between water quality of pre-monsoon water and post-
monsoon water. During the monsoon, variation in air pressure and relative
humidity remains almost the same.

After analysis of a sample of monsoon and post-monsoon, we find that some of
major features like changes in surface temperature, changes in relative humidity, and
degree of association between water qualities. Monsoon water is more impure than
post-monsoon water.

Since, we got analyzed result, so new techniques for water purring should be
applied on monsoon water rather than post-monsoon water.
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Multi-objective Optimization
and Numerical Analysis of Coil Spring
Used in Automobile Suspensions

Anurag Tripathi, K. Rameshkumar, and S. Saravanamurugan

Abstract The present work focuses on optimization of a helical coil compression
spring made of ASTM A227 CLASS II and this type of springs are utilized in three
wheelers. The main goal is to maximize natural frequency and strain energy absorp-
tion of the spring using a multi-objective optimization formulation. The performance
of the spring may be enhanced by improving the capacity of strain energy absorp-
tion. The stiffness and geometric parameters of the spring has an impact on natural
frequency and strain energy. Design parameters of a spring such as wire and mean
coil diameter, number of active coils and pitch are optimized in this study. Pareto-
optimal solutions are generated using Non-Dominated Sorting Genetic Algorithm-II
and the results are verified using numerical approach. Modal and static analyses have
been carried out for the selected designs generated by NSGA-II.

Keywords Multi-objective optimization · Coil spring · Pareto-optimal solutions ·
Numerical model

1 Introduction

Design optimization is one of the most crucial fields of engineering design. Opti-
mization helps to give the better design of product considering various limitations
imposed. The design problem is conceived as a mathematical problem consists
of objective function, constraints, design variables, and bounds. A set of mathe-
matical equation that fulfills the desired condition is considered as objective func-
tion. The objective function needs to be optimized either by maximization or mini-
mization according to the requirements. Constraints are satisfied while finding the
optimum values of the design parameters. It is important that design parameters
should influence both the objective function and as well as constraints. Optimization
problem formulation is broadly classified into single-objective and multi-objective
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optimization problems. Single-objective optimization problem involves only one
objective function subject to design and bound constraints, whereas most of the real-
world problems involve multiple objectives subject to design and bound constraints.
Considering the difficulty to solve multi-objective optimization problems, many
researches considered objective functions separately and obtained solutions using
traditional and modern heuristic-based approaches. Traditionally, method such as
weighted sum approach, where weighs are assigned to objective function is used to
solve multi-objective optimization problem and the multiple objectives are formu-
lated as a single-objective optimization problem. These problems were solved using
traditional and as well as modern heuristic methods. Off late, researchers have
developed methodology to arrive non-dominated solutions considering optimiza-
tion problems with multiple objectives without considering objectives separately.
In this paper, coil spring used in light automobile has been modeled as a multi-
objective optimization problem and Pareto-optimal solutions are obtained using
heuristic approach.

The spring is one of the important components in an automobile. Varieties of
springs are used in automobiles such as helical coil springs and leaf springs. These
springs are used as a part of suspension system in the automobiles. Optimizing the
spring’s wire diameter, coil diameter, and pitch leads to minimization of cost and
maximization of comfort of the passengers. In most of the research in optimization
area, researchers and industry practitioners solve the multi-objective problem by
assigning weights and used traditional methods to arrive solutions to the problem.
The spring are optimized for many different objectives like minimizing the mass,
volume, stress distribution, space constraints, and maximizing the natural frequency,
strain energy, etc. Yokota et al. [1] has developed the optimal weight design problem
considering allowable shear stress, wire diameter, mean diameter, and number of
active coil of spring as a constraints. They solved the optimization problem using
genetic algorithm. Wahl [2] conducted series of test on springs to provide the huge
data for the study purpose. Many heuristic techniques like genetic algorithm and
particle swarm algorithms were used in their study to find the optimum solution to
design variable such as wire diameter, mean coil diameter, number of active turns,
and pitch of coil. Ranganathan et al. [3] compared the performance of wave spring
with the conventional helical coil spring. The authors chose the two material for
the spring design, i.e., Chrome silicon and music wire. Under different static load
conditions, springs were tested. Dynamic analysis was also carried out by varying
the forces between 3000 and 4000 N. In static and dynamic conditions, deformation
and von Mises stresses were estimated for wave spring and coil spring. Saravana-
murgan et al. and Ram et al. [4, 5] used numerical optimization technique to optimize
tuned spring–damper–mass system. Rameshkumar et al. [6] explored particle swam
optimization technique to optimize continuous function. Geem et al. [7] proposed a
new Harmony Search Algorithm (HAS). The proposed algorithm was developed by
observing the music rhythm to search for perfect to reach the state of harmony. This
harmony became analogous to the optimum solution for the problem. The authors
have optimized the design parameters of helical coil spring. The bi-objective func-
tions are considered in their study are minimizing the weight and maximizing the
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strain energy of coil spring. Xiao et al. [8] have considered the Particle Swarm Opti-
mization (PSO) algorithm for optimizing theweight of helical coil spring considering
the constraints such asmaximum axial deflection, shear stress, and critical frequency,
space between the coils, spring index, and fatigue. Three design variable was chosen
for optimization such as Wire Diameter (d), Mean diameter (D), No. of turns (N).
PSO algorithm was used for optimization process in their study. Raja et al. [9] have
considered Simulated Annealing (SA) and Cuckoo Search (CS) to get the optimum
parameters of helical coil spring formulated as a constrained optimization problem.
Optimality criterions considered are maximizing the natural frequency and strain
energy of helical coil spring.

Many engineering design problems involve simultaneous solutions of multiple
objective functions. Number of extensions of Genetic Algorithms (GA) has been
developed by the researchers to obtain Pareto-optimal solutions simultaneously
[10–13]. Later Deb et al. [14] proposed a modified and improved algorithm called
Non-Dominated Sorting Genetic Algorithm-II (NSGA-II). The important features of
NSGA-II include use of elitist principle, explicit diversity preservingmechanism and
emphasizing non-dominated solutions. The proposed algorithm takes the advantage
of handling the mixed, continuous, and discrete variable. They have considered prac-
tical examples to prove the importance and computation capability of their procedure.
Taktak et al. [15] have used two-noded FEMmodel of coil spring each of 6 degree of
freedom tomake the 3D isotropic helical beammodel. In their formulation, they have
also considered the shear strain effect, which is based on the resultant force using
a hybrid approach. In their modeling approach, the complexity arises due to shape
of structure and coupling the behavior of strain. The numerical results are presented
for 2D and 3D beam at different load condition. Rahul et al. [16] applied multi-
objective optimization technique to optimize helical spring used in three wheelers.
Yang et al. [17] have considered the axial load under different dynamic conditions.
They have modeled the spring by Euler–Bernoulli curved beam element based on
absolute nodal coordinate formulation. The author specially focused when the spring
comes in partial or fully contact stresses when the structure experiences an impact
load or a load higher than the safe limit. The concept of contact comes into picture
which leads to deterioration of spring, uneven damage and leads to failure before the
expected life.

Most of the researchwork is focusedonoptimizingdesignparameter of helical coil
spring using single-objective formulation. Real-world problems involving multiple
objectives were solved by considering objective separately or by assigning weights
for the objectives using traditional weighted sum methods. In most cases, problem
formulation does not include real-world constraints such as variable load and factor
of safety. Use of heuristic approaches to identify non dominated solutions is not well
explored for multi-objective formulation of spring problems. In this paper, the open
coil spring used in an automobile has been modeled as a bi-objective optimization
problem. Two objective functions, namely, maximizing strain energy and natural
frequency are considered in this study. The objective functions are subjected to
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various realistic constrains. Pareto-optimal solutions are arrived by adopting NSGA-
II procedure. The solution obtained by NSGA-II is validated by conducting modal
analysis.

2 Objectives and Problem Formulation

The objectives of this study are given as follows:

• To optimize the helical coil spring using multi-objective optimization formula-
tion with an objective of maximizing the strain energy and maximizing natural
frequency considering realistic constraints.

• To conductmodal and static analysis of helical spring to validate the non-dominant
solutions obtained using the heuristic approach.

2.1 Problem Formulation

In this paper, the helical coil spring is designed for static load conditions. A circular,
constant diameter, constant pitch helical open coil spring used in an automobile
suspension is considered in this study for optimization. The spring material is
ASTM A227 CLASS II material. Design variables, objective function formulations,
constraints, and variable bounds are discussed in this section.

Design Variables. The design variables taken into consideration for optimizing the
overall design are:

i. Wire Diameter (d)
ii. Mean Coil Diameter (D)
iii. No. of Active Coil (N)
iv. Pitch of coil (p)

Objective Functions of the Optimization Problem

a. Natural Frequency of Coil Spring. In the design of spring, it is assumed that the
load is applied at a very slow rate. But in actual case, the springs works in a
nonlinear pattern and experience stress and vibration. The natural frequency of
the spring is to be high to improve the dynamics performance of the spring. The
natural frequency formula is provided in the Equation-1. The natural frequency
needs to be maximized.

f = 1

2

√
k

m
(1)

k = Gd4

8D3N
(2)
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where k = Stiffness of spring; m = mass of the spring; G = Shear modulus of
rigidity; d = Wire diameter; D =Mean coil diameter; and N = No. of active coils

b. Strain Energy. Strain energy has a significant impact on design of spring. The
amount of energy stored by the spring to perform useful work is depending on
the strain energy value of the spring. The strain energy function is shown in the
Equation-3 and it has to be maximized.

U = 8F2d3N

GD4
(3)

where F = Force.

Constraint Formulation. The realistic constraints were taken into consideration in
the optimum problem formulation. Table 1 depicts the various realistic constraints

Table 1 Details of various constrained imposed on the objective function

S. no Condition Expression Equation no

1 Shear Stress τ = Ks
8FD
πd3

(4)

2 Length Under Loading Fmax
k + 1.05(N + 2)d − lmax (5)

3 Allowable Deflection under Preload
Condition

Fp
k − δpm (6)

4 Max Deflection Under Loading, Fp
k + (Fmax−Fp)

k +
1.05(N + 2)d − Fmax

k +
1.05(N + 2)d

(7)

5 Spring Index C − D
d (8)

6 Coil Diameter (D + d) − Dmin (9)

7 Wire Diameter dmin − d (10)

8 Deflection condition for Preload and
Max. Load

δw − (Fmax−Fp)
k (11)

9 Buckling Condition bc − (N P+2d)
D (12)

10 Soderberg Equation 1
FOS =
τm
τy

+ τa
τy

(
2τy
τe

− 1
)
where; τm =

Ks
8Fm D
πd3

; τa = Kw
8Fa D
πd3

Ks = (4C−1)
(4C−4) + 0.615

C and

Kw = 1+ 1
2C

(13)

Notations: τ = Shear Stress (MPa); F = Force (N); J = Polar Moment of Inertia; A = Area; T =
Torque; FOS = Factor of Safety; G = Shear Modulus of Rigidity (MPa); E = Young’s Modulus
(MPa); k= Stiffness of spring; δ=Deflection (mm); l=Length (mm); τm=Mean Stress (MPa); τa
=Amplitude Stress (MPa); τe= Endurance Stress (MPa); τy=Yield Stress (MPa); bc=Buckling
(mm); m =Mass of spring.
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Table 2 Design parameters

Parameter name Value

Maximum Force (Fmax) 3200 N

Minimum Force (Fmin, Fp) 1337 N

Constant, A 1983

Constant, n 0.190

Maximum allowable deflection under preload 152.4 mm

Deflection from preload 31.75 mm

Maximum free length 340 mm

Minimum wire diameter 5 mm

Maximum mean diameter 100 mm

Table 3 Bounds for the design variables

Bound Wire
diameter, d
(mm)

Mean coil
diameter, d,
(mm)

No. of active
turn,
(no.)

Pitch, P,
(mm)

Lower bound 11 50 7 33

Upper bound 13 95 12 50

imposed on the objective functions. The parametric values of the design parameters
used for optimization is given in Table 2.

Bounds for the Design Variable. Bounds imposed on the design variables are
provided in the Table 3.

3 Multi-objective Optimization of Coil Spring

3.1 Non-dominated Sorting Genetic Algorithm-II

Genetic Algorithm (GA) is a heuristic procedure used to find near-optimal or optimal
solutions. GA works are based on the Darwin’s theory of evolution. John Holland
introduced GA in 1960 and it was further developed by Goldberg [18]. Goldberg
applied GA to a variety of applications and the technique has become popular.
Initially,GAswere developed to solve single-objective optimizationproblems.Multi-
objective optimization problems do not have a unique solution as in the case of single-
objective optimization problem. It’s not possible to arrive set of non-dominated
solutions using the GA. All the non-dominated solutions are optimum for a multi-
objective optimization problem. The designer can select any of the non-dominated
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solutions based on their requirement. Simple GAs have been extended to solvemulti-
objective optimization problem to find Pareto-optimal points (non-dominated solu-
tions). Srinivas andDeb [12]modified the genericGAcalledNon-Dominated Sorting
Genetic Algorithm (NSGA) and successfully generated Pareto-optimal points and
solved many test functions. Deb et al. [14] modified the NSGA and proposed NSGA-
II with efficient constraint handling mechanism. NSGA-II appears to converge to the
Pareto-optimal solutionswith good spread out of solutions for variety of optimization
problems.

3.2 NSGA-II Procedure

The working of NSGA-II is shown in this section. Parameters used for convergence
of NSGA-II are provided in Table 4.

Step 1: Set iteration counter, ‘t’ = 1

Step 2: Create the Parent Population, ‘PPt’ of size ‘N’ and Children Population, ‘CPt’
of size ‘N’.

Step 3: Build Combined Population CPt of size 2N

Step 4: Identify Non-Dominated Fronts, NDF1, NDF2,…NDFk in ‘CPt’

Step 5: Determine the ‘CD’ (Crowding-Distance) of the sorted solutions in all fronts

Step 6: Create new population (new generation) PPt+1 , by choosing first ’N’
individuals in ‘CPt’

Step 7: Select next-generation Child Population, ‘CPt+1’ of size ‘N’ by applying
genetic operations on population PPt+1

Step 8: Set iteration ‘t’=‘t’+1

Step 9: Go To Step 3 and continue until the iteration counter/Termination criterion
reached the set value

Step 10: Report the Non-Dominated Solutions
NSGA II has been implemented in the Matlab platform. Initial experiments were

conducted to fine-tune the better convergence of NSGA-II. A population size and
maximum iterations of 160 and 5000, respectively, resulted in 55 non-dominated
solutions in the Pareto Front. The Pareto front obtained by the NSGA-II is depicted
in Fig. 1. Non-dominated solutions are given in Table 5. The state of finding resources
in such a way that the selection of one individual out of many does not exacerbate
the performance of other individuals is known as Pareto efficiency. All the solutions
on Pareto front are optimum solution and the one may take any solution according
to the need.
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Table 4 NSGA—II
Parameters

S. no Description of the parameter Parameter value

1 Number of variable 4

2 Population size 160

3 Pareto fraction 0.35

4 Selection function Tournament selection

5 Constraint tolerance 1e-10

6 Crossover function Intermediate

7 Crossover fraction 0.8

8 Function tolerance 1e-10

9 Max generation 5000

10 Mutation function Adaptive feasible

Fig. 1 Pareto front obtained by NSGA-II

4 Numerical Analysis of Coil Spring

The purpose of doing numerical analysis is to validate the solutions obtained by
NSGA-II. In this study, Pareto front solutions were taken and numerical analysis is
carried out to investigate the behavior of the coil spring. Coil springs were modeled
with parameters obtained from the NSGA-II. Modal and static analyses are carried
out. Spring parameters chosen from the Pareto front for static analysis is provided
in the Table 6. Six random solutions from the top, middle and bottom of the Pareto
front, respectively, to carryout numerical studies and validation.

4.1 Modeling of Helical Coil Spring

Material Selection. For light automotive, springs are made of ASTMA227 CLASS
II. It has high carbon content (0.45–0.85% of C and 0.6–1.3% of Mn). Modeling
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Table 5 Non-dominated solutions

S. no x (1), d,
Wire
diameter, mm

x (2), D
Coil diameter,
mm

x (3), N, No.
of
active coils,
Nos

x (4), P
Pitch, mm

Strain energy,
U (Joules)

Frequency, F
(Hz)

1 12.28980 92.71018 9.55349 33.01601 172.3672384 54.08014295

2 12.00045 84.00318 7.000015 36.01175 103.3442619 87.16116216

3 12.00975 86.20170 7.342827 34.81291 116.7791830 79.06264551

4 12.28076 92.50726 9.353316 33.34446 168.1440620 55.41419843

5 12.26741 91.99897 9.329419 33.57554 165.6840117 56.09812791

6 12.24050 91.56249 8.665767 33.79174 153.0570048 60.75319385

7 12.22128 90.89073 8.350352 33.29396 145.1733972 63.83141946

8 12.07697 87.82284 7.307582 35.39201 120.1859757 76.99304135

9 12.22784 91.29458 9.369842 33.60496 164.7244790 56.53050389

10 12.05015 87.21430 7.100430 35.08694 115.3900761 80.12917900

11 12.02611 86.19179 7.433280 34.53695 117.5352195 78.23553905

12 12.25997 91.59864 8.618187 34.27314 151.4310076 61.13118575

13 12.03668 87.01034 7.051219 35.44209 114.2984079 80.96595279

14 12.15992 89.43980 8.416583 33.99001 142.2640039 65.05271873

15 12.12023 88.36217 7.314013 34.66010 120.7818598 76.27082176

16 12.25747 91.85746 8.843742 33.38578 156.8429212 59.25595687

17 12.01745 84.47850 7.034593 35.44848 105.0315484 85.89557402

18 12.26088 91.72144 8.430105 33.31309 148.6785061 62.31282560

19 12.10621 87.85651 7.822015 33.86558 127.5552213 72.11248158

20 12.24296 91.63464 7.980517 35.29403 141.1736287 65.79484720

21 12.27509 92.15612 9.364363 33.21195 166.7403694 55.73971108

22 12.26108 91.34617 8.834757 33.32986 153.9004163 59.98721139

23 12.27057 92.27068 9.432371 33.10999 168.8269999 55.19021358

24 12.00045 84.00318 7.000015 36.01175 103.3442619 87.16116216

25 12.07598 86.89158 7.655194 34.40769 121.9803639 75.09947339

26 12.27338 91.62192 9.143923 33.17958 160.0897085 57.70705860

27 12.28785 91.98663 7.857442 33.23837 138.5612026 66.54651172

28 12.02182 86.47692 7.021802 34.54030 112.2945599 82.19429732

29 12.28891 92.66895 9.414273 33.09003 169.6777447 54.90914970

30 12.23509 91.26232 8.863783 33.94816 155.2939917 59.77725437

31 12.04785 87.13130 7.715358 34.92665 125.1209867 73.94734614

32 12.15644 89.13748 7.901142 33.42366 132.3532789 69.67524854

33 12.10183 87.78404 8.193275 34.98341 133.4720163 68.97772365

34 12.28950 92.61460 9.038661 33.01718 162.5903552 57.21802301

(continued)
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Table 5 (continued)

S. no x (1), d,
Wire
diameter, mm

x (2), D
Coil diameter,
mm

x (3), N, No.
of
active coils,
Nos

x (4), P
Pitch, mm

Strain energy,
U (Joules)

Frequency, F
(Hz)

35 12.28847 92.54425 9.495435 33.13675 170.4750115 54.59058144

36 12.19562 89.70062 8.007421 34.66633 134.9440004 68.13122188

37 12.21659 90.77236 7.761132 34.05228 134.6098017 68.75193661

38 12.14952 89.40192 7.766158 33.69374 131.5528147 70.41662820

39 12.28803 92.67406 9.052525 33.01739 163.2320424 57.05317166

40 12.24834 91.65585 8.343529 33.34100 147.4383935 62.97427431

41 12.28129 91.88729 9.012611 33.06260 158.7560431 58.23831460

42 12.28980 92.71018 9.553490 33.01601 172.3672384 54.08014295

43 12.12104 88.68965 8.227719 34.04351 137.3498317 67.42307301

44 12.15090 89.28007 7.697580 34.01467 129.7998011 71.23433708

45 12.01528 85.32422 7.304492 34.98495 112.4508229 81.13150945

46 12.12180 88.80827 8.966771 33.25738 150.2511145 61.78948205

47 12.14960 89.07263 8.717766 33.80165 146.0427489 63.29776341

48 12.26112 91.83068 9.323925 33.59586 165.0177999 56.30445236

49 12.13020 88.80130 7.604123 34.16495 127.0356396 72.74380663

50 12.16823 89.54147 8.509768 35.14969 143.9361535 64.25075187

51 12.13592 88.51013 8.443374 33.03630 139.4098740 66.06914278

52 12.11360 87.98547 7.682892 35.68225 125.5323436 73.23216785

53 12.01649 85.52132 7.120589 34.96999 110.3365015 82.83088251

54 12.27345 91.95395 8.901185 33.01792 157.5369243 58.83386171

55 12.20710 90.59588 8.720489 33.81339 150.8361853 61.48659265

Table 6 Test cases taken from pareto front for numerical studies

S. no Wire diameter (d),
mm

Mean coil diameter (D),
mm

No. of active turns (N),
Nos

Pitch (p),
mm

Spring 1 12.28 92.71 10 33.01

Spring 2 12.00 84.00 7 36.01

Spring 3 12.21 90.77 8 34.05

Spring 4 12.12 88.68 9 34.04

Spring 5 12.2 90.59 9 33.81

Spring 6 12.01 84.47 7 35.44
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Table 7 Material properties
of ASTM A227 CLASS II

Properties Value

Young modulus (GPa) 204

Poisson ratio 0.29

Density (kg/m3) 7985

Fig. 2 Model of spring (1) used for static analysis

of coil spring is done using CATIA V5 software. The mechanical Properties of the
material are given in Table 7.

Modeling of Helical Coil Spring. Modeling of coil spring has been done using
CATIA V5 software. Helical coil spring model 1 is shown in Fig. 2. Similarly, for
the other coil springs (Spring 2–Spring 6) CAD models are created for analysis. The
fixed boundary conditions on both sides of the spring were considered for modal
analysis. Boundary condition for the static analysis was considered as one side fixed
and the load is applied from the other end.

5 Modal Analysis

The modal analysis is used to discover the dynamic characteristic of system in the
form of mode shapes and frequency. The modal analysis is based on stiffness and
mass of the component. In modal analysis, the governing equation of the system
is partial differential equation, which is solved by imposing boundary condition.
Modal Analysis is done on all the six springs. To find out excitation frequency,
the Standard road bump is taken into consideration. The standard used for finding
excitation frequency follows IRC99–1988.The standard road bumpaccording to IRC
99–1988 is shown in Fig. 3. Excitation frequency is computed for different conditions
using Eq. (4) is given in Table 4 considering maximum velocity as 16.66 m/s. The
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10 CM
R = 17 M

3.7 M

Longitudinal Section

Fig. 3 Standard road bump: IRC 99–1988

excitation frequency is found using the Eq. 14.

f = v

λ
v = Veloci ty (

m

s
); λ = wavelength(m) (14)

For the spring experiencing a compression force between two parallel plates,
normally the first mode of vibration (Lowest natural frequency) will experience
the vibratory motion in middle portion of spring where the end of spring remains
stationary. Second mode of vibration of the spring occurs at a point of ¼ and ¾
distance from the spring end. Various modes (first five modes of the spring) in
bending, compression, twisting, and shearing is depicted in Fig. 4. The mode values
of the spring are exhibited in Table 5. Formodal analysis, the type of element used for
analysis is “C3D10” having number of element as 27,000. From the modal analysis,
it is observed that excitation frequency is less than the natural frequency of spring.

6 Static Structural Analysis

6.1 Static Numeric Solution (Shear Stress and Deflection)
and Comparing with Analytical Solution

Static load is taken into account to determine the possible fundamental and derived
result such as deformation, strain, stress, etc. To perform the FEA analysis, the
FEA tool requires following inputs, namely meshed model, fully defined boundary
condition, material properties (Modulus of elasticity, Poisson ratio), and applied
force.Toperform the analysis the ‘.stp’ file is imported toABAQUS. In static analysis,
the force of 3200 N is applied on the spring from one end. Meshing details of
the spring is given in the Table 6. The induced shear stress and deformation of
spring model 1 which are simulated using the ABAQUS is shown in Figs. 5 and
6, respectively. Similarly, the shear stress and deflections for other springs (spring
modes 2–6) are computed. The details of theoretical and numerical values (static
analysis) of maximum shear stress and deformation of all the spring models are
shown in Table 7. Shear stress in springs, designed with the parameters obtained
by the NSGA-II using theoretical and numerical approach has good correlation.
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Fig. 4 aMode 1: Bending about y-axis. bMode 2: Bending about x-axis. cMode 3: Compression.
d Mode 4: Twisting. e Mode 5: Shearing

Fig. 5 Shear stress of the spring model 1
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Fig. 6 Deflection of the spring model 1

Maximum deviation of 2.10% is observed for the spring model 4. Considering the
deformation, the maximum deviation observed is 12.2%.

6.2 Static Numeric Solution (Strain Energy) and Comparing
with NSGA-II Solution

From the FEA simulations, strain energy of the spring is also computed and compared
with the solutions obtained by theNSGA-II. A typical strain energy plot for the spring
model 1 is exhibited in Fig. 7. Details of strain energy for all the spring models are

Fig. 7 Strain energy plot for the spring model 1
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Table 8 Excitation frequency of springs

S. no Wavelength
(m)

Velocity
(m/s)

Excitation frequency
(Hz)

1 3.7 2.778 0.750

2 3.7 5.556 1.506

3 3.7 11.11 3.002

4 3.7 16.66 4.502

Table 9 Mode values of the springs

Specimen Frequency, Hz

1st mode Bending
about y-axis

2nd mode Bending
about x-axis

3rd mode
Compression

4th mode
Twisting

5th mode
Shearing

Spring 1 45.143 45.510 52.118 58.221 98.901

Spring 2 83.071 85.995 91.225 98.807 168.56

Spring 3 64.473 66.226 69.216 76.022 131.10

Spring 4 54.958 55.551 62.618 69.602 118.55

Spring 5 54.213 54.851 60.587 67.438 115.68

Spring 6 83.330 86.610 90.862 98.281 167.96

Table 10 Meshing details of the spring models for static analysis

Spring models No. of nodes No. of elements Element type Shape Geometric order

Spring 1 98,244 56,292 C3D10 Tetrahedral Quadratic

Spring 2 61,615 34,676

Spring 3 159,796 97,433

Spring 4 263,462 163,060

Spring 5 81,000 45,962

Spring 6 386,440 215,156

provided in Table 8. It is found that the maximum deviation is 5.53%. It may be
inferred that there is close correlation between NSGA-II and Numerical solution.
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Table 11 Theoretical and numerical values of shear stress and deflection for all the spring models

Spring
Model

Shear stress, MPa % Deviation Deformation, mm % Deviation

Theoretical Numerical
(FEA)

Theoretical Numerical
(FEA)

Spring
1

494.40 487.50 1.40 108.03 111.10 2.76

Spring
2

490.40 480.40 2.05 64.60 73.61 12.2

Spring
3

487.8 0 487.30 0.10 86.90 98.60 11.8

Spring
4

488.19 498.70 2.10 93.90 103.40 9.18

Spring
5

487.65 497.20 1.92 97.30 107.0 9.06

Spring
6

481.1 0 478.40 0.62 65.0 68.0 2.62

Table 12 Comparison of
strain energy values obtained
by numerical method and
NSGA-II

Specimen NSGA-II (Joules) FEA (Joules) % Error

Spring 1 180.99 188 3.72

Spring 2 103.34 109.4 5.53

Spring 3 139.04 146.51 5.09

Spring 4 150.24 156.68 4.11

Spring 5 156 162.23 3.84

Spring 6 104.74 106.58 1.72

7 Conclusions

In this paper, a helical coil spring is optimized for having high natural frequency and
strain energy absorption. Non-dominated Pareto solutions have been obtained using
NSGA-II. In order to validate the solutions obtained from NSGA-II, modal analysis
has been performed by selecting extreme solutions. The value of natural frequency is
compared with optimum solution arrived using NSGA-II. Moreover, the excitation
frequency of the coil spring is found to be less than the natural frequency and hence
the design is safe. Strain energy and shear stress of the spring have been compared
with the solutions ofNSGA-II and existence of close correlation between the solution
obtained byNSGA-II and numerical procedure has been observed. The designer may
opt for one of the non-dominated solution obtained by NSGA-II. Further studies can
be carried out to validate the results using experimental procedure.
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Replicating the Natural Limb Structure
of a Mammal-Type Quadruped
on a Highly Compact 12-DoF Robot
to Deduce a Relation Between Limb
Structure and Canine Gait Efficiency

Divyaansh Singh and Apurv Verma

Abstract The environment provides us with the versatile types of gait cycles,
bipedal walking displayed by humans, Quadrupedal gait, which is shown by most
mammals, Pentapedal sequences considered for kangaroos. Gait is the output of
multiple limb movements created by numerous processes of muscle extension and
retraction. In recent years, quadruped robots have gained significant attention due to
their biomimetic capabilities, maneuverability, and versatility. However, in mobile
robotics, moving on uneven terrains still poses an issue. Even after the improve-
ments in wheeled robots, there are certain limitations that only the legged robots
would prove advantageous to, with their feral manner of gait. This paper focuses on
the mammal-type quadrupedal robot structure with the inclining research towards
understanding the gait cycles and optimized designs of the quadrupeds. To under-
stand how a naturally achieved locomotion is dependent on the structure. This paper
provides the close propinquity of actual manufacturedmechanical design to the natu-
rally present quadruped while balancing its CoG and getting a better grip on versatile
surfaces.

Keywords Centre of gravity · Coxa · Degrees of freedom · Femur · Tibia ·
Quadruped gait

1 Introduction

Quadrupedal robots are known for their multi-limb, multi-degree of freedom feature,
and discrete motion trajectory. They are more maneuverable and adaptable in a non-
structural environment and have better flexibility, stability, and tolerance to fault
than a wheeled or crawler robot. In recent years, locomotion has been the hot spot
for robotics. The significant advantage of the quadrupedal movement is not only
to provide better stability but also a full range of joint motion, increased speed,
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better load capacity, less mechanical redundancy, and less complexity than bipedal.
Therefore, the development of quadruped robots has always been highly valued,
and it is of great theoretical and practical value to carry out relevant theoretical and
technical research in-depth.

The two major categories of Quadrupeds based on leg structures are mammal-
type and sprawling-type. The mammal-type robot structure helps for faster walking
capability, reduced torque requirements, and increased balance in its static position,
and this structure is also adjustable to walk in narrow regions as it has smaller
footplates. The anatomy of the leg of a quadrupedal being is concise and consists
of three major parts, namely—coxa (hip joint), femur (thigh bone), and tibia (bone
below knee joint). They have a low CoG, and, as a result, if it topples over, the
damage to the body is considered minimal. It is this low CoG that helps the robot
to climb steep planes; with the bending of their forelimb knees, the CoG is shifted
towards the front, helping it to work in different terrains. This feature plays a vital
role if the robot is used for carrying objects.

2 Experiment

2.1 Mechanical Design

The model of the quadruped robot was designed majorly in SolidWorks, as shown in
Fig. 1. A 12-degrees-of-freedom robot that closely resembles the actual quadruped
structure of the majority of mammals. It is designed to verify its proximity to the
naturally available quadruped leg design and how does this structure affect the loco-
motion. The design is scaled to a very small size for testing and research purposes.
Table 1 shows the dimensions of the quadruped robot. After fabricating the proto-

Fig. 1 Solid works model of
the quadruped
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Table 1 Quadruped
specifications

S. no Properties Value

1 Length 161.48 mm

2 Height (legs extended) 184.89 mm

3 Width 108.75 mm

4 Total leg length 141.94 mm

5 Femur 60 mm

6 Tibia 80.34 mm

7 Degrees of freedom 12

Fig. 2 12-Dof Leg
configuration

type of the quadruped, the length of the femur and tibia are 60 mm and 80.34 mm,
respectively.

Figure 2 shows the joint configuration of the robot. LUFL, RUFL, LLFL, RLFL,
LUHL, RUHL, LLHL, RLHL represent the Left Upper Fore limb, Right Upper Fore
Limb, Left Lower Fore Limb, Right Lower Fore limb, Left Upper Hind Limb, Right
UpperHind Limb, Left LowerHind Limb, Right LowerHind Limb. Each leg consists
of 2-DoF for hip joints designated as H and 1-Dof Knee joint identified as K.

To make the body of the quadruped lightweight as well as to increase weight
carrying capacity up to its optimum capability, the parts of the quadruped are 3D
printed using Polylactic Acid (PLA) with the infill of 90%, a layer height of 0.2 mm
with 2 outer walls (Figs. 3, 4, 5, 6, 7 and 8).

The major parts of the mechanical design are:

(1) Femur—The femur or the thigh bone is the connection of the legs to the body.
It is the femur that supports the part below the knee. The femur is an integral
part of any quadruped cycle, as it determines the length of every step taken. In
this model, the femur is directly below the coxa, which is more closely related
to the naturally seen quadrupeds and also gives it better stability during the
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Fig. 3 Comparison of a Quadruped robot and b Actual dog limb structure with respect to the
central axis connecting the joints

Fig. 4 Mechanical model of
the femur
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Fig. 5 Mechanical model
of the tibia

gallops and sprinting, compared to the quadrupeds where the legs are away
from the body. Here, the femur is not provided with any servos but acts as a
connection to the hip and stifle joint to resemble the actual flexor surface of
quadrupeds.

(2) Tibia—The tibia or the bone below the knee, this part is responsible for the
connection to the femur and creating contact with the ground. It is assembled
with one servo motor for the 1-DoF stifle joint. It is this part of the quadruped
which generates the suspension and maintains stability. In the model, the tibia
is connected directly below the femur, creating one continuous link.

(3) Body Frame—The body frame was developed considering the length of the
coxa, femur (thigh bone), and tibia (bone below the knee). There is a snap-
fit slot provided for the Li-po battery, for its easy insertion and removal. For
increased control over theCoGof the quadruped robot, an extra slot on the top is
provided, which can be used for the application of multiple boards and sensors.
Hence, it would not disturb the overall setup maintaining the CoG inside the
convex hull of the quadruped robot. With this setup, proper distribution of
weight is achieved, and hence balancing of the robot even with 3-leg ground



414 D. Singh and A. Verma

Fig. 6 Structural similarity between robot and natural quadruped chain created from coxa to tibia

Fig. 7 Mechanical model of the body frame a side view b top view

contact becomes effortless. The increased CoG balance makes this setup more
comfortable for different locomotion types of the quadrupedal robot like the
Walk, Trot, and Gallop.

(4) Foot—The foot, being the end part of the tibia, is in direct contact with the
ground. The footplates are made semicircular to have a point contact with the
ground for any quadruped orientation. This increases the length of stroke and
versatile methods of foot placements, reducing the robot being toppled. The
footplates are also equipped with a silicone rubber grip to reduce the slippage
on smooth planar surfaces. It is also responsible for absorbing shocks at the
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Fig. 8 Mechanical model of
the foot without the attached
grip

Fig. 9 Control circuit

heel strike, providing a stable platform for the body, and acting as a rigid lever
for propulsion.
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Fig. 10 MG90S servo dimensioning

Fig. 11 Power Action Flow

2.2 Electronic System

The quadruped electronic control becomes complex to some degree when 12 DoF is
to be controlled on such small hardware. The primary electronic components used
are as follows (Figs. 9, 10 and 11):

(1) Microcontroller—Arduino nano is a small Atmel ATmega 328 based devel-
opment board. It has 14 Digital Input/Output Pins, of which 6 provide Pulse
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Fig. 12 Individual leg cycle while walking

(a) Stance Phase (b) Swing Phase

Fig. 13 Foot Placements

Width Modulation output. It also has 8 analog input pins with 32 Kb of the
flash memory, of which the bootloader uses 2 KB. It has SRAM of 2 Kb and
EEPROM of 1 Kb. Additional to these features, it also has an oscillator on
board, which runs at 16 MHz. The board measures just at 0.70′′ × 1.70′′, is
this small we chose this board and also because it communicates using I2C
protocol, which is used to control the Servos via the Adafruit PCA9685 board.

(2) Servo Controller—The Adafruit PCA9685 is a 16-channel servo driver. It can
communicate with the Arduino nano via its analog pins using the I2C protocol.
It can drive 16 servos at once and can be extended to drive more servos possible
for the head and neck. The board is 5 V safe and has reverse polarity protection.
The boards have 16 output ports. Each port has 3 pins PWM at the top, V + in
the middle, and GND at the bottom. Each PWM channel runs independently
of one another, but they all run at the same frequency.
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Fig. 14 COM stability while walking a COM at the center of convex hull at initial stage b COM
on the contact line while diagonal legs lift c COM is pushed towards the front for forward motion
d COM restored within the contact line while the otherdiagonal legs lift

Fig. 15 Testing Gait cycle on the fabricated model

(3) Servo Motors—The quadruped robot uses MG90S micro servo motors for all
its actuations, being a 12-DoF robot consisting of 12MG90S. Thesemotors are
taken into consideration because of their lightweight and high torque capacity.
In this quadruped, we only require the position control without the feedback
this motor was chosen. The motor has a stall torque of 1.8 kg*cm at 4.8 V and
2.2 kg*cm at 6 V with a rotational angle up to 180°. This motor consists of 3
pins- Red wire powers the motor with + 5 V, Brown wire connects to GND,
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Fig. 16 Fabricated model of the quadrupedal robot

and the last Orange wire—PWM signal is given through this wire to drive the
motor.

2.3 Motion Planning

The Gait of the Quadrupedal Robot is divided into two phases, namely-Stance Phase,
and Swing Phase. The synchronicity between the two phases is essential so that the
required acceleration center ofmass also aids in themotion of theQuadrupedal Robot
(Figs. 12, 13 and 14).

While going from Stance Phase to Swing Phase, the knee joints and hip joints
between RUFL and RLFL, and LUHL and LLHL (configuration can be considered
on the diagonally opposite sides) rotates and center of mass of the Quadruped shifts
upward (swing phase), after placing the right front foot and left hind foot forward,
the center of mass shifts slightly downward coming back to its original coordinates
on the Quadruped. The Quadruped has come back to the Stance Phase. The same
takes place with the remaining knee joints. The knee joints and hip joints between
LUFL and RLFL, and RUHL and RLHL rotates and center of mass of the Quadruped
shifts towards upward (Swing Phase) and after placing the left front foot and right
hind foot forward, the center of mass shifts downward coming back to its original
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coordinates on the Quadruped. The Quadruped has come back to the Stance Phase
again. This repeated cycle of changes between Stance and Swing Phases develops
the cyclic exchange of gravitational potential energy and kinetic energy of the center
of mass of the Quadrupedal Robot.

3 Results and Discussion

The study displayed results of efficient gait achieved when the legs of the quadruped
were in-line with the body, as natural mammals like dogs have. This structure
increases the stability and efficiency while walking and lets it perform various other
canine gaits like gallop, amble, pace, trot, canter with ease. Studying the prototype
even on a compact scale, the results received very extremely close to the original
walking pattern of the dogs.With proper weight distribution throughout the body and
the appropriate similarity with naturally available structure, using even the default
or open-source codes for the quadruped gait, the robot could quickly adapt (Figs. 15
and 16).

4 Conclusion

This paper’s primary objective is to try deriving the relationship between the natural
design of the quadrupeds and their efficient gait. The quadruped robot’s design has
helped to understand why the naturally available quadrupeds have such efficiency,
compared to the mechanical quadrupeds with legs present outside the main body.
The design of the quadrupedal robot was optimized and fabricated. With such an
uncomplex and small design of just 184.89 mm, a highly efficient gait was obtained.
This research can be further developed for large-scale models to establish the stride
to greater accuracy. One, out of many iterations, the design problem of the mammal-
type quadruped robot was solved, and the natural gait was nearly obtained while
balancing its CoG and getting a better grip on the versatile surfaces; also, this was
done while taking into account of the anatomy of quadrupedal beings.
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Automation in Robotics with Artificial
Intelligence

Yogini Borole and C. G. Dethe

Abstract This document provides an introduction toman-made brain power, robots,
and experimental streams that look at the financial and physiological consequences of
this and other related innovations.We present a preliminary assessment of man-made
knowledge and expertise towork on financialmatterswithwritingmanagers and inte-
grate existing methods adopted by investigators here. We look at the understanding
of non-counterfeit fraud, mechanical autonomy, and the use of system sequences
and robust systems, striving for the most remarkable commitment to these points by
authoritative and technical analysts, as well as photographs of future experiments.

Keywords Robots · Artificial intelligence · Structural strategy · Humanoid robot’s
introduction · Automation

1 Introduction

Man-made knowledge with robots with common roots above (middle) extensive
past of connection with logical argument. The introduction of AI and Mechanical
technology took place at the same time, and initially there was no clear distinction
between the two controls. The explanation is that the concept of "intelligentmachine"
often promotes robots and robots. One could argue that there is only one in every
unusual robot machine, and absolutely Artificial Intelligence is even more concerned
with the expert (for example, experts who can be compared to a bodily mechanism).
Instead, the vast majority of special difficulties in addition to arrangements desired
to set up robots are not controlled by man-made research. The logical distinction
between the camps can be seen in the 70’s, when Robotics was found to be more
focused on mechanical operation, and Artificial Intelligence used robots to show that
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machines could work similarly in normal conditions. Subsequently, the challenges
posed by the construction of mechanical capabilities in unrestricted environments
have led Artificial Intelligence scientists to justify Robotics as a popular test site
for AI. Alternatively, experimenting with Robotics has encouraged the development
of advanced robots. This situation changed during that time, when robots began to
overflow and AI and Robotics research centers were apparently prone to conditions
that could not be controlled in the sameway. Specifically, the robots competition1 has
begun: they have certainly played an important task of reconstructing the complex
communication between Computer-based intelligence and Robotics, which these
days is one of the most inspiring developments in social setting testing beyond that,
at the Europe market.

In summary, the point among the effort of Artificial Astute and Robotics is quite
extremely difficult to build; however, the issues that need to be taken into account alto-
gether to shape brainy automata are clearly recognized by the experimental network,
and robotic construction is also considered an example of an AI framework [21].
Following the heading of the article we will refer to this experimental group as
Artificial Intelligence Robotic. We close this short presentation by a repudiation
explanation: the ideas included in the article of Artificial Intelligence research that
automata usage as a popular prototypical for a brainier driver, no attempt to give a
complete view. Over the ages, automation analysts consume too addressed approx-
imately of the issues controlled by the current paper, however, the perspective on
robotics research regarding Artificial Intelligence might not be correctly replicated
herein article. This paper is structured as following. In the succeeding unit we look
at main logical challenges within area. At the same time, we look at organizations
and relations with a variety of topics that are often associated with this, and with a
different order. Afterword, we present some of the app features created for testing.

2 Temptations

Herein section we break down the ongoing work that can be portrayed as Artificial
Intelligence Robotics, by organizing it into two key problems in the arrangement of
robots: Discovery plus Recognition.

2.1 Discovery

Although there are currently complete approvals for the basic design of a private
specialist / automaton, the topic of in what way this system can be done has been
the subject of a long discussion yet to be considered. Specialists and, apparently,
robots, often bring a variety of gadgets to find and make devices. The continuity of
sensing components to the actuators is adjusted by a limited different component as
well as the demonstration of the communication among these components defines
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the manufacturing of the cause. A primary, completely dedicated vision, [11, 16]
world buildings and activities. Comprehension details are specified to model the
world, the facilitator produces the tasks to be performed, in addition, the execution
moduleworks by implementing these programs. The action-cycle of the system cycle
is performed more than once. The problem is that structure a high-quality prototyp-
ical and producing preparations is a tedious process and, after all, these structures
have shown that there is a lack of professionals deployed in different universities.
Responsive designs focus on the critical function of a robot, for example, trans-
lating a path or sensor, and, suggesting a rapid interaction between development and
response. Creeks implant design [4] are done with skill levels that contain a category
of activity-focused practices. Each level is bound to accomplish a particular task,
(e.g., siege, rolling, etc.) and cognitive knowledge is clearly defined by that task.
Responsive structures, while properly caring for natural elements, do not allow the
majority of builders to think of broader areas of understanding (not identified by
specific behaviors), and to distinguish complex situations. Indeed, the use of high-
quality language is a must, as it may require the creation of a global model, and
in this way reasoning is often integrated into the framework of a working system.
Lack of ideas about frameworks for production and achievement of goals. The above
thinking has encouraged a renewed effort to join the robot-based concept as an intel-
ligent expert, with its responsive functionality. So far another test field has been
added in recent years: Deep Thinking. The name was first introduced by a series
of experiments at the University of Toronto conducted by author [20]. The latest
concept of intelligent automata, adopted, of the EU model, certainly serves the orig-
inal purpose of incorporating thoughtful operators into real robots, but more so it
takes a broader perception, by observing at the view / work series from a larger
perspective, in bio-enlivened structures, such as in the work of consent and age of
acts of love (see next section). Psychological Mechanical technology aims to plan
and adopt real experts (in some portable robots) that can perform complex tasks in
real situations, and as a result are unique, flying, and completely unknown, lacking
humanoid help. Intelligent automata can be controlled at a critical level, by providing
them with a picture of the domain and collaborating the promises that will be made
as goals to be achieved.

The descriptive feature of the mind-blowing automaton is the proximity of intel-
ligent abilities to think of information derived from nature and the functions be able
to execute. The scheme and adoption of mental automata have tended to the other,
which can be expressed in two circles: work speculation and framework.

2.2 Success

Although there is now a universal consensus on the important construction of the
independent automaton / robot, the subject of how this framework can be made
depends on the long discussion has not been considered. Specialists and, apparently,
robots, often bring a variety of gadgets to find and make devices. The progression
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of sensing elements info to actuators is handled by a limited unusual components
and the display of interactions between these components defines operators as manu-
facturing. The first structures fully committed [11, 16] consider the robot to be an
operator that incorporates high environmental representation and potential functions.
Comprehension details are specified to model the world, the facilitator produces the
tasks to be performed, in addition, the execution module works by implementing
these programs. The cycle of process planning is done consistently. The problem
is that constructing a complex prototypical and producing orderliness is a tedious
exercise and, as a result, these structures have shown a shortage of professionals
planted in dynamic areas. The types of receiver models focus on the critical function
of the robot, for example, to understand a track or sensor, in addition, to suggest a
quick interaction between the intensity and the response.

River use design [4] is created by skill levels that contain a set of practices assigned
to tasks. Each level is responsible for performing a specific task, (for example,
obstruction, displacement, etc.) and cognitive knowledge is specially defined for
that task. The models you embrace, while rightly obsessed with natural elements,
do not allow a large part of fashion to think in terms of wide-ranging (unknown)
behaviors, and to see composite circumstances. Trendy fact, the usage of high-level
representative linguistic is absurd, as this one may need the creation of a global
model, and in this way reasoning is often collected in the framework of a working
system. Lack of organizational ideas about efficiency and objectives.

The above thinking has encouraged renewed efforts to integrate the robot-based
concept as an intelligent expert, with its receptive functionality. So far another field
of experimentation has emerged in recent ages: Reasoning Robotic. The term was
first presented by a series of experiments at the YorkUniversity conducted by author
[14]. The latest concept of intelligent robots, adopted, of the EU model, certainly
serves the original purpose of incorporating thoughtful operators into the real robots,
but more so it takes a broader perspective, through observing at the understanding /
work cycle from a broader perspective, to bio-enlivened structures, such as adoption
and age enthusiastic (see next section). Intellectual Advanced mechanics aims to
plan and adopt real experts (for a variety of robots) that can accomplish complex
deployments in real, and powerful, stable and completely unknown environments,
without human assistance. Intelligent automata can be organized at an important
stage, by provided that them with a worldview and communication of tasks to be
performed as targets to be achieved. An outstanding manifestation of a mental robot
is the proximity of mental thinking skills to data obtained from the world and the
functions it can perform. System and mental recognition space-based robots, which
can be ordered in two circles: work ideas and frame construction.

2.3 Guessing Work

Various job specs have been created to address operator details. They are defined
by the power of clarity, the ability to speak in complex situations, by permitted
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paymasters, and by the use of strategic philosophy. A few formalities have been
tested by the author [12, 20]: The proposed procedures address a few aspects of job
exposure including discovery, diligence, nondeterminism, and simultaneous. Also,
they are also extended with a possible display, exposure of period. In any case, an
important portionof the task passedon to the speculationof thework is separated from
the applications of real robots, with special cases [3, 5, 7, 10]. The most popular way
to deal with the display of work on robots relies on dynamic, expanding techniques
selected by the automaton, depending on the operating location [21]. Moreover,
this method does not ensure exposure to the presentation of structures that define a
dynamic framework, while focusing on the task selection tool.

Models: There aremanyhighlights that are thought to be important in the construc-
tion of professional models and every proposal shows a response that captures a few
outstanding ones. Ways to deal with projects that are trying to combine symbolic
and responsive thinking are presented in the model in [1, 18] as it is assumed to be
Hybrid Architectures. We can often highlight the expertise of classified insecticides
with two levels: the level of negotiation, where the critical status of the provider
is maintained and the choice of what works to be done, and the level that can be
used, when world conditions are guaranteed. The comparative method of informa-
tion summarizes Creeks’ thoughts [17, 24]. The robotics is a actual technology that
works closely with the earth and that robots work not only with the robot controller,
but also with the way the robot interacts with its body and the earth. A distinct
commitment to the adoption of robotic models stems from evolving experiments,
in which developmental machines are a field of experimentation aimed at creating
robots with transformational cycles created by natural elements [16]. The, e.g., is,
neurofluffy frames have been effectively utilized in the plan of robotic models.

Typically, construction work is carried out in a unique setting for robotic program-
ming situations, including certain selected control languages.A large part of thiswork
is very concerned with the construction of viewing points and will not be allowed
here.

2.4 Framework Designs

Robot surveillance is an undeniable test field in AI and Mechanical technology. The
current default frames are restricted to standard viewing frames. Real fact, automata
need to use additional types of sensing elements, e.g., laser run locater, finder, etc.
to prevent powerful visual challenges in addition to, unstable situations. An auto-
mated automotive operator needs to manage rich and uncluttered environments that
are compatible and interactive, with a variety of operators (either robots or humans,
etc.). In order to run smoothly and efficiently, a robot must have the option to under-
stand the concept of comprehension. From AI perspective, including high-level age,
descriptive demonstration of the physicalworld. The growth of such displays requires
both established, information-driven cycles that symbolize knowledgeable structures
from thedream framework, andhigh-frequency cycleswhere complex, figurative data
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is used to determine and continue to understand the scene. In order to achieve this, the
robot must be endowed with the ability to think, to comprehend, compile, follow, and
consider the performance of engaging and professional objects. The richness of the
earth’s motion is transmitted to the sensory input sensors. As it turned out, the imagi-
narymodes of the robotic thinking frame should be bound to the sensory components.
On the other hand, the robotic vision network approached rendering of scene scenes
primarily for 2D / 3D hobby writing and recovery travel limits, obviously between
chaos and obstacles, regulates the movement of the automaton. This method is iden-
tified as the visible performance of the robot frame [9]. On the other hand, a team
of AI people has developed rich and descriptive methods of interpreting the image
and depicting cycles, times, tasks, and as a rule, of dynamic conditions, as shown
in the previous article. Be that as it may, robotic vision testing and AI information
development have developed independently and focused on a variety of problems.
From a single point of view, robotic vision analysts have widely accepted that the
issue of visual displays is closed with 2D / 3D redesign of affecting sections and their
navigation factors. Instead, a group of Artificial Intelligence people for the most part
did not deal with the problem of obtaining the disclosure of information from the
senses. Since the first paper of author citing [19], some suggestions have been made
in this field of experimentation. The basis for attempts to guide a successful concep-
tual framework for dynamic perception of a dynamic forum has been tested over
time [15] by adopting the flexible Horn interim metrics to provide a moderate prac-
tice that speaks to the scheme and initiates information about dynamic scenes. This
official use is intervening the exposure of the area of temporary statistics enhanced
by camcorders and the framework of the critical age range of flawed language text.
The corresponding framework [6] depends on the level of expression: subconscious
mind, perception, and level of signals. Specifically, the basic assumption that will be
in the middle of the road.

The level of exposure does not fall between the two categories of exposure
mentioned earlier. So to fill this hole, the concept of calculated space is accepted, to be
shown where data is displayed about the measurement area. The space used moves
as an intermediate display between the subconscious data (e.g., non-theoretically
ordered), and appropriately compiled information. Some of the most important
indigenous (Find, Track, Rediscover) that symbolize the binding of images to rele-
vant information as such and such an independent matter of a particular will have
been raised and discussed [8]. In order to obtain a consistent record of robotics
comprehension that connects visual data to high-level displays, as proposed by the
concept of addiction perception [23]. In this theory, the development of robotics is
to discover and clarify visual information as shown by the basic theory that shows
the interaction of robots with nature.
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3 Connection with Other Areas of Artificial Intelligence

As of now shown, AI Robotic testing meets various sub-AI areas. In fact, an auto-
mated expert can be considered a focus on the foundation of a good Introductory
Information System, and as a result in all aspects of AI to some degree related to
Robotics. Below, we take a look at the organizations associated with some of the
AI research points remembered for this integration. AI learning methods are used in
many subjects from the robotic system. Depending on the previously accepted struc-
ture, both work and recognition can be supported by learning methods. In addition, a
number of mechanisms involving the preparation step are sought after the emergence
of mechanized learning approaches to dealing with hereditary systems, as well as,
neural systems.

From a career perspective, approaching learning can be used for important work
skills, transparent movements, but in addition to learning useful habits, geographical
diversity, and opposition learning, among other things. Clearly, the learning cycle
has to deal with the difficulty of tests with real robots. All factors considered, in
a few test settings (e.g., Robo Cup), learning and variability of critical skill, for
example, mobility, vision correction, have been shown to be more compelling than
manipulation of boundaries by hand.

3.1 The Edutainment

Toy robots promise that they will be used for both research and training purposes,
on the grounds that they are low cost and very attractive to low students. Indeed,
however, at the moment, accessible readable units seem to offer much reduced
power, toy robots are an exciting business market. Therefore, the design of smart toys
automata is an interesting open door forArtificial Intelligence scientists. Contribution
in Aibo automata [25] illustrates this possibility: the success of many experimental
missions in the creation not only in Robo Cup contests, but in addition to indicating
supplementary aspects of Artificial Intelligence and Automation study.

3.2 Multiexpert Framework

The Multi-Robot Framework can be measured as a multi-expert framework, but the
mechanisms for achieving integration and participation in framework are frequently
unsuitable to manage the risks and shortcomings of standard Robots models.
Different robots can achieve stronger and more compelling performance by accom-
plishing integrated elements that do not work on single robots. The interaction of
different and different robots has an uncommon power to be used in complex spaces
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that may require the use of canny and a combination of different forces. The struc-
ture, design, and, experimentation of robots are grouped into groups that represent a
combination of logical and special difficulties.

3.3 Ordinary Language Analysis

It is a visible attribute of leading and local technicians the ability to interact with indi-
viduals in a common language; as a result, common languagemanagement techniques
find an interesting application space for automata (Robo Care business). Artificial
Intelligence Estimation and Automatic Consultation Integration with AI Logics and
Automated Reasoning is essential for Cognitive Robotic activity, but we try not to
extend it here, as argued in the earlier post. Developmental Calculation and Chro-
mosomal Software design Developmental Robotic is another way of viewing robots
as autonomous living creatures that build their abilities closely in this environment
without human intervention. Improving efficiency technology uses techniques from
calculation development.

4 Interaction with Different Orders

4.1. Mechanical technology is a collaborative arena to create an operational
automaton, a couple of responsibilities from various controls are required such
as material science, electrical structure, electronic planning, mechanical structure,
programming, AI, and so on. It is along these lines irksome in like manner to
have an average establishment of expressions, documentations, and techniques. In
this respect, the undertakings to portray a normal way of thinking of expressions for a
mechanical innovation discipline [22] are significant. In particular, Artificial Intelli-
gence Robotics works together with a couple of investigation disciplines outside AI.
Mechanical Robotics Many contact centers may be found between Artificial Intelli-
gence, Robotics, andManufacturing Robotics. In early days there were not good and
cut capabilities between the twofields, as of now referred to. Today, research in Indus-
trial Robotics is masterminded toward the ensured and clever control of mechanical
regulators what’s more, in the field of organization progressed mechanics. The ways
of thinking in Industrial Robotics are grounded in Automatic Control Theory [2].
The association between the robot and the earth is normally shown by techniques
for a couple of kinds of information structures. Furthermore, frameworks are regu-
larly established on numericalmethodologies and progression speculation. PCVision
Robot Vision is unequivocal with respect to PC vision, since Robot Vision is intrin-
sically unique, as in the robot may successfully find its information sources and it
can similarly go to the best view position to help the visual information. Also, Robot
Vision should be acted in nonstop, considering the way that the robot ought to rapidly
react to visual upgrades. All things considered, the robot can’t quantify for a long
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time a comparable picture because the normal conditions may move, so the robot
needs to oversee assessed, anyway at the last possible second information.

A couple of assessment focuses and conversations in this field have strong associ-
ationswithAI andRobotics, for example, if a Processer Visualization schememay be
established on the interior depiction of the earth or it must be essentially responsive.

4.2. Electromechanical system incorporates capacities after electric powered plan-
ning, electronic structure, motorized planning. These abilities are painstakingly
connected to Artificial Intelligence and Automation: the investigation field of elec-
tric powered planning anxieties engines as well as actuators, though automatic plan-
ning basically anxieties sheets for automaton control, for information attainment and
overall for the hardware that makes the automaton working.

Motorized structure stresses clearly the motorized contraption of the actual
automaton. Opinion is, electromechanical system, Artificial Intelligence and
Automation have fitted dealings: electromechanical system mostly bases on the
automaton hardware at all stages, while Artificial Intelligence and Automation
manage the item that marks the automaton usable likewise, self-administering.

4.3. EmbeddedSystems:TheAIwriting computer programs is inserted in the substan-
tial machine. Therefore, the robot programming structure necessities to work contin-
uously in command to assurance that the robot adequately adjusts to the developing
condition; it should be defended with easy debasement in solicitation to confirm that
the automaton may work similarly in circumstance of harms; the hardware game
plan of the automaton should be small control proposed to overhaul the series, etc.
Beginning here of view, a couple of the ordinary troubles of embedded structures are
moreover challenges for cutting edge mechanics systems.

4.4. Human–Robot Interface: The field of Human–Robot Interface is related to the
collaborationmodalities between the customer and the robot. This fieldmaybe appor-
tioned into two subfields: the scholarly Human–Robot Interface also, the actual HRI
[13]. Scholarly HRI examines the movement of information between the customer
and the robot and it is essentially based on collaboration modalities, which may
length from abstract interfaces to voice additionally, signals. The interface may be
practically watchful as in the robot may be constrained by a fixed plan of requests
or it may unravel a series printed in typical linguistic before a course of action of
signs executed by the manager. The interface may in like manner be adaptable as
in the robot may conform to the director through a proper planning stage. Actual
Human–Robot Interface rather concerns the arrangement of naturally safe robots.
The guideline thought is to intervene pleasing segments among motors and moving
bits of the robot in order to hinder hurts if there ought to emerge an event of impact,
besides, without execution setback. Thusly, this investigation is immovably related
to the investigation of Artificial Intelligence and Automation, while actual research
is more associated by investigation in Mechanical Automation.
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Fig. 1 Generalized diagram for the multimodal signals for emotion recognition for human–robot
interaction

5 Results and Discussion

Computerized reasoning was firmly connected with the investigation of human brain
science. Brain science had two driving grade schools: behaviorism and intellectual.
Behaviorism: Refused the hypothesis of the psychological cycles, and demanded
examining the came about activity or the upgrade carefully objective. The delegates
of this hypothesis have been diminishing with time. Intellectual brain science: The
cerebrum is a data preparing gadget. Man-made reasoning additionally bolsters this
thought, and the main picture delineates the data handling model of the cerebrum.

5.1 Man-Made Intelligence Emotion Recognition
and Psychology

What we need to form into the AI is passionate comprehension and cognizance. The
essential rundown is that feelings are communicated in a wide assortment of ways,
which makes it hard to dependably surmise how somebody feels from a straightfor-
ward arrangement of facial developments. The ongoing examination shows that feel-
ings are communicated in an extensive blend of ways making it inconceivably hard
to depend on translations deduced on how somebody feels from facial developments.
There is a few passionate acknowledgment of AI calculations. The standard enthu-
siastic acknowledgment calculations deducing sentiments of individual’s dependent
on facial examination. In any case, the relationship between’s sure outward appear-
ances and feelings are frequently basically imperfect. Figure 1 shows the general-
ized diagram for the multimodal signals for emotion recognition for human–robot
interaction.

5.2 Artificial Intelligence Emotion, Cognitive Robotics,
and Psychology

Scientists from fields as differing as software engineering, brain science, neuro-
science, arithmetic, neuroscience, kinematics, and psychological science are drawing
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Fig. 2 The generalized model which can be used for emotion recognition

nearer to making PCs and robots that can reason, learn, and perceive feeling. A
hypothesis of brain is fundamental for the improvement of sympathy; fundamental
for the advancement of compassion; amygdala harm is related with shortfalls in prin-
ciple of brain advancement. They may at long last understand a fantasy that is as
old as the golem of Jewish legends and as current as blockbuster sci-fi: robots that
comprehend human feelings, and that can adjust to new conditions and unforeseen
circumstances. Figure 2 shows the generalized model which can be used for emotion
recognition.

6 Conclusion

Computerized reasoning and advancedmechanics have encountered emotional incre-
ments in execution, what’s more, this has prompted more noteworthy subsidizing for
computerized reasoning and in an ongoing increment in scholastic exploration around
the results of these advances for firms, laborers, and economies. In this briefing,
we characterize the key ideas, survey the current writing, recognize suggestions
for authoritative plan, and portray open doors for authoritative and methodology
scholars. We contend that AI calculations for feeling acknowledgment and mechan-
ical feeling discernment measures will be of basic significance in the early improve-
ment of sympathetic man-made reasoning what’s more, robot brain science when
responsiveness to normal control practices will depend partially on the capacity to
perceive the enthusiastic, and on the capacity to perceive the passionate conditions
of human and different robots. Further, the capacity to perceive torment, suffer-
ings, dread, outrage in other individuals and robots may require the more developed
hypothesis of psyche during the formative stage that is basic for discovering that
others are aware, feeling life forms: an ability that is required by the robots to treat
others operators appropriately. There is a need to heighten research on human–robot
collaboration, more prominent spotlight on checking robots and feeling investiga-
tion to beat the mental obstructions that should be conquered to accomplish more
resistance and higher acknowledgment of robots.
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Modeling and Path Planning
of a Grocery Robot

R. Venkatesh , B. Satish Kumar , K. Umamaheswara Rao ,
and K. Dileep

Abstract This paper deals with a grocery robot which mimics work done by sales-
person or customer and eases the shopping process. Due to corona outbreak it is
very difficult for the customer to put their lives in the risk for going to retail stores
where there is a high risk of spread of corona virus through mass gatherings. So, an
automated grocery robot is proposed, through which the customer can procure his
requirement in the grocery stores with the help of this grocery robot. The robot is
fetched with customer data through the excel sheet from the storekeeper. Based on
this data the robot is going to pick the groceries in the list and returns the goods/items
to the customer. The grocery robot is enabled with artificial intelligence technology
(A* Algorithm) for searching the optimal path to reach the item in the racks. The
deep learning concept is used for object detection for picking the right item for the
customer. This complete task is accomplished with the help of python programming
for both object detection and path finding process for the robot. The grocery robot
is modeled with the help of solid works software.

Keywords Path planning · Solidworks · A* algorithm · Object recognition · Deep
learning

1 Introduction

Liang et al. [1] depicted that robot picking of articles in distribution centers and
stores. Items are frequently stacked or adjusted in explicit manner. A particular
picking methodology is regularly connected to explicit course of action designs.
Based on this a technique is proposed wherein gatherings of normally organized
articles are identified from a picture, and the game plan example of each gathering
is recognized.
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Asaoka et al. [2] illustrated that online business satisfaction stockrooms, manual
thing picking is a work serious and repetitive errand. Along these lines, computer-
ization picking of things can improve efficiency and spare expense for web-based
business organizations. It exhibits a computerized robot picking arrangement that
meets the necessities of robotizing the picking of things from racks. Investigations
were directed utilizing a model of the proposed framework. The test outcomes show
the framework is equipped for picking a few consistently molded and sporadically
formed things from the canisters of the rack. It can possibly be utilized in genuine
online business satisfaction distribution.

Niranjan et al. [3] explained that the CMU-RI Nav-Lab bunch has grown such a
framework has a primary sensor as laser scanner. This framework worked effectively
and efficiently on indoor and open-air stages with a few types and arrangements
of 2D and 3D laser scanners. The applications fluctuate from crash notice frame-
works, individual characterizations, watching human tracks, and contributing to a
dynamic organizer. A few of these frameworks were assessed in live field tests and
demonstrated to be strong and solid.

Saxena et al. [4] illustrated that the mechanical arm where the ability of a human
being to carry out a responsibility is restricted not by his psychological control yet by
his physical quality. In a situation where human association cannot be conceivable to
be specific where the robots can be employable. An automated arm is been designed
where it is constrained by the collaborationwith the human hand utilizing flex sensor,
Arduino Uno, RF module (Wi-Fi Module), and servo engine.

Mertz et al. [5] getting a handle on a formerly obscure entity, one for which a 3D
model is not accessible, is a difficult issue. Further, even whenever given a model,
despite everything one needs to choose where to handle the item. This paper presents
a learning calculation that neither requires nor attempts to manufacture, a 3D model
of the article.

Robot is amachine intended to execute at least one errand consequently withmore
exact speed and accuracy. With the advent of industrial revolution 4.0, technologies
like artificial intelligence andmachine learning had improved the efficiency of robots.
Themain themeof robots in theworkspace is to reduce the fatigue on the human labor.
Robots also increase speed, the speed of performing various tasks in more efficient
manner. Because of Covid-19 pandemic, to ease the shopping process the grocery
stores of larger settings, i.e., Wal-Mart, Reliance market, Best price, etc. where there
is more possibility of spread of Covid-19 infection grocery robots were employed.
This grocery robot is equipped with a camera having high resolution. This camera
is mounted on the robot manipulator in such a way it captures the pictures of the
grocery items and captured images were stored in the memory allotted in Raspberry
Pi controller. The camera employed in the grocery robot is capable of taking pictures
of the items with high speed and the construction of robot is made in such a way that
the camera won’t get any damage while picking and placing the grocery items into
the basket. With many completion of arm-tooling options available, pick and place
robots can be revamped to fit unequivocal age requirements. Moving immense, little,
generous, or hard-to-manage things can be a basic task to robotize in the modern
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grocery stores. Consistency is likewise an advantage of utilizing a pick and place
framework [6, 7].

Shopping for food is a standard action that individuals everywhere throughout the
world perform all the time. Outbreak of corona virus made the people panic to get
into grocery stores for their daily requirements [8, 9]. Be that as it may, markets and
general stores remain to a great extent unavailable to individuals with visual debili-
tations. Hence there requires an intelligent bot which mimics what customers do in
grocery stores. In any case, their activities are altogether organized by a focal PC.
This is on the grounds that our apply autonomy investigates group faces a momen-
tous test: to create keen and summed up mechanical arrangements and frameworks
fit for picking the 50,000 unique things accessible on grocery stores securely and
dependably. While people can rapidly learn and build up all way of systems for
getting a handle on different things dependent on what they plan to do with them,
robots should be encouraged these procedures and that is the reason computer-based
intelligence assumes such a significant job as well.

This new arrangement is theoretically basic in its structure and when contrasts it
with the size of the errand it has been worked for. The robot pick station comprises a
suction cup on the finish of an explained arm [10]. The arm is furnished with a pipe
racing to an air blower, which is equipped for lifting things paying little respect to
their deformability and shape, as long as they are inside the weight limitation and the
suction cup canmake a water/air proof seal with the thing’s surface (i.e., it has a large
enough surface accessible and isn’t permeable). All together for this procedure to
run easily, the calculation controlling the robot expected to have a comprehension of
where the cases were found and of the ideal handle purposes of the things inside the
box. This may sound straight forward yet building up the robot’s comprehension of
its surroundings is exceptionally testing. Deep learning technique is been employed
for object recognition such that the appropriate item is been picked up by the grocery
robot. The computer vision employs this deep learning technology; thousands of
images were been tested and trained for using tensor flow algorithm from the object
recognition process.

2 Algorithm

See (Fig. 1).

3 Methodology

Formaking the automatic robot for picking the item in the grocery stores the following
methodology is employed.

The customer data is been fetched to grocery robot through the blue tooth tech-
nology. Raspberry pi controller acts as a transceiver and receives the customer data
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Fig. 1 Algorithm of grocery
robot

[11]. This data is been extracted and is analyzed using Natural Language Processing
(NLP) technology.Raspberry pi controller controls the robotwhile planning,moving,
picking, and placing of item in the basket. A barcode scanner is the device used to
read barcodes of the item. Bar code scanners are mainly used in inventory manage-
ment, checks whether that item is available in the store of larger warehouses. In this
paper the grocery robot is employed with vacuum gripper to pick the items and place
them properly in the basket without any damage to the item. Robot is employed
with an adaptable vacuum cup [12]. Compacted air is blown into the suction cup to
discharge the item. The benefit of the suction cup is that if there is any power failure
it will not let the item to tumble down (Fig. 2).

The ultrasonic proximity sensor is used to detect whether the gripper or the end
effector has approached the item to pick desired item [13].With the help of ultrasonic
sensor, robot identifies the obstacles over its path. The image recognition sensor
detects the item to match the items in the customer list.
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Fig. 2 Flow chart of processes in grocery robot for picking and placing grocery items

An actuator is a device which takes input data from sensors and acts accordingly
by the control signals given from the controller unit. The electric actuator utilizes
an electric motor to generate the required torque for the work to be done. Electric
actuator is employed in the construction of grocery robot model as they work without
noise and are quite suitable for the indoor applications which is of low cost when
compared to the other actuators. Servomotor is used as actuator for the grocery
robot, for its feedback and exact position control, speed; servomotor is best suitable
for picking and placing of grocery items in the basket. Its ruggedness and durability
made it the best actuator for grocery robot [14]. The maintenance cost and size of
the electric actuator is very less when compared to the other actuators. The response
time of electric actuators is very high when compared to the other actuators.

A robot’s workspace is the total volume swept out by the end effecter as the
manipulator executes all possible motions [15]. The shape of the workspace depicts
the application for which each design can be used (Fig. 3).

Path making plans generates a geometric path, from an initial to very last factor
passing through pre-described via points [16], either in the joint area or the open area
within the robotic, while the trajectory planning algorithms take a given geometric
course and endow it with the records [17].

Factors to be considered for path planning of grocery robot:

1. The route length ought to be shortest.
2. The suitable path is the only in which the robotic can pass in the shortest time.
3. The route needs to be as far as feasible from the boundaries.
4. The direction must be gentle without sharp turns.
5. The direction must consider the movement constraints.

In this grocery robot, A* algorithm is been employed.A* search finishes searching
process to calculate the most effective sequence of node transitions. In addition to
this step A* defines one to locate bounded area within which further route planning
operations can take place.
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Fig. 3 Workspace of
grocery robot

3.1 Tangent Graph-Based Making Plans

This limits the set of trajectories to contingents among boundaries and obstacle
barriers from which the minimal distance course being discovered in widespread.
The hassle of shortest course planning in known surroundings for unicycle like cell
robots with a difficult constraint at the robot’s angular velocity became solved. It
became assumed that the surroundings include some of probably nonconvex barriers
with a constraint on the curvatures of their limitations, together with a consistent
target that should be reached by means of the robot. It has been proved that the
shortest path consists of edges of the so-called tangent graph.

Not only the above examples but additionally one of the simplest and earliest
algorithms used within the oldest strategies in robots for the handiest paths, this is
Dijkstra’s set of rules [18]. Starting from the initial vertex in which the course must
begin, the set of rules marks all the straight neighbors of the first vertex by the price
to get close by. It in that case proceeds from the vertex with the least cost to all its
adjoining vertices and marks them with the value to get to them thru itself if this cost
is decreased [19].

A* is the computationally expensive while both the search space is big, e.g., Due
to a nice grain decision essential for the mission, or the size of the hunt problems are
high, e.g., while making plans for a robot with more than one degree of the liberty. A
greater latest advance known as Rapidly exploring Random Trees (RRT) addresses
this trouble by the usage of a randomized method that goals on the rapidly exploring
a greater area of the quest space with iterative alteration [20]. RRT can be used for
route-making plans via retaining the fee to start on every introduced point and biasing
the choice of points to sometimes failing close to the aim [21].

Important Steps inA*Algorithm. The first step in route-making plans is choosing a
map representation that is appropriate to the application. Secondly lessen the robotic
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workspace to some extent, which permits planning in the configuration area. This
lets in the application of usual shortest direction locating algorithms, which have
packages in a large variety of domain names, not limited to robots.

3.2 Modeling of Grocery Robot

Grocery robot is modeled with the help of Solidworks modeling software. All the
individual components of grocery robot were designed initially and were assembled
properly at the later stages using this software. The detailed view of Modeling of
grocery robot is given below. Figure 4 represents the complete working model of the
grocery robot. Figure 5 depicts how the robot is capable of picking the items in the
store with the help of Vacuum grippers. Through this vacuum cum grippers, items
are been carefully picked from the racks and are placed without any damage into the
baskets attached to the grocery robot. Items in the bottom racks are picked up by the
robot with the help of servo motors, where servomotors were having the advantage
of absolute positional feedback which tracks and locates the item accurately. This
action is been modeled and shown in Fig. 6. Figure 7 shows how the item picked up
by the grocery robot and carefully places the item into the basket. A special type of
gripper is made such that it can hold various types of items without any miscarriage;
this is modeled and shown in Fig. 8

Fig. 4 Working model of grocery robot
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Fig. 5 Picking of grocery item using vacuum gripper

Fig. 6 Picking of grocery items in lower racks

3.3 Image Processing

A picture is described as a 2-dimensional function, ƒ(x, y), where x and y are spatial
coordinates [22], and the amplitude of ƒ at any pair of coordinates (x, y) is called the
depth of that picture at that factor. We call it a digital image when x, y and amplitude
values of are ‘ƒ’ finite. In different words, a picture can be described by means of
a 2-dimensional array especially arranged in rows and columns. A picture can be
represented in different words bymeans of a 2-dimensional array especially arranged
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Fig. 7 Placing grocery item in the basket

Fig. 8 Solid works model of gripper of grocery robot

in rows and columns. Digital Image consists of a finite wide range of elements, each
of which in a specified fee has a specified area. These factors are called image
factors, image components, and pixels. A pixel denotes the elements of a digital
image (Fig. 9).
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Fig. 9 Block diagram of steps involved in image recognition

3.4 Steps Involved in Setting the Object Detection Process

1. Installation Anaconda app, CUDA, and cuDNN libraries.
2. Setting up Tensor Flow Directory and Anaconda Virtual Environment.
3. From TensorFlow’s model zoo download the Faster-RCNN-Inception-V2-

COCO model.
4. Set up new Anaconda virtual surroundings.
5. Configuration of Pythonpath environment variable.
6. Compilation of Protobufs and runningsetup.Py.
7. Testing of TensorFlow setup.
8. Generate Training Data.
9. Create Label Map and Configure Training.

(a) Label map
(b) Configure training set data

10. Run the Training.
11. Use the Newly Trained Object Detection Classifier.

4 Results

See (Figs. 10, 11 and 12).
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Fig. 10 Dataset in knowledge base

Fig. 11 Object identification with accuracy
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Fig. 12 Grocery item recognition with accuracy

5 Conclusion

With this paper a grocery robot is beenmodeledwhich is used to reduce to contain the
spread of Covid-19 virus for the customers and along saves the time of customers.
This grocery robot reduces the fatigue on the customers and eases their shopping
process. The flexibility of the robotic arm while picking and placing the grocery
item in the basket leaves the shopping process in efficient manner. The accuracy of
object detection is been done with the help of deep learning technology. Computer
vision is the concept behind object recognition and identification, i.e., trained Tensor
flowmodel.Deep learning involves numerous numbers of image sets in its knowledge
base, the item captured using camera will be compared with the trained and tested
image sets in the knowledge base. With the advanced deep learning concepts like
Karas, the speed and efficiency of grocery robot will be increased in the near future.
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Abstract The present research work was carried out on the issues faced by the
elderly citizens and walking difficulty people, while boarding and de-boarding the
buses that fly in rural areas as well as urban areas in India. The buses mostly having
fixed steps and high road clearance of 600–700 mm. An attempt was made to solve
this problem by the design and development of an automated step system. Here an
algorithm was developed to keep the safety of the people and tested the functioning
of the system by coding a program to carry out the necessary functions and calculate
the essential values for the process to take place. Based on the action performed by
the passenger, the staircase can come down, pick them up and wait till they pass the
clearance area and get back to its initial position keeping the safety of the persons in
mind. This automated system can be significantly allowing the passengers to board
and de-board the buses easily independentlywithout any help from people interfering
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1 Introduction

In the present decay the several modes of transportations available, the most
commonly used would be the public transport vehicles. These Public transport vehi-
cles that are existing in countries might seem to be convenient to the huge majority
of population but the truth is far from the image in the people’s mind. Transportation
is an extremely important factor for those who are physical-disabilities and senior
citizens. People with such special needs have consistently described how transporta-
tion barriers bring up hurdles in their lives. The low floor buses in cities like Delhi,
Mumbai, and Bangalore are initiatives to make transportation smooth but are only
moderately solving the problems of physically disabled people as shown in Fig. 1.
Though there were a lot of improvements in the public transport scenario, imple-
mentation for the mass or rural areas and especially the physically disabled are not
properly addressed [1–6].

Commute plays a very important role in our daily lives. Not only does it help us
with our day-to-day activity but also plays a key role in connecting the people and
engaging for a healthy and constructive lifestyle. But this isn’t always true when it
comes to the elderly or physically disabled people. Boarding and alighting steps into
the bus is often a really hard and painful task formany. In aworld of 7.8 billion people

Fig. 1 Difficulties faced by physically challenged people in boarding the Bus
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in 2020, there are at least 703 million people, who are older than 65 and are expected
to reach 1.5 billion by the year 2050 [7]. According to world population prospects
2019 provided by the United Nations Department of Economic and Social Affairs,
in the last 2 decades the percentage of people aged above 50 in Indian population
increased by 5.9%, i.e., 13.40 in 2000 and 19.40 in 2020. With increase in the quality
of life increases the life expectancy increases too. A report released by the United
Nations Population Fund and Help Age India suggests that the number of elderly
persons is expected to grow to 173 million by 2026. This rapidly aging population
and biological changes to older adults’ bodies mean that orthopedic problems are
increasingly common. From the figures of Centers for disease control and prevention
(CDC) at least 1 out of 3 elderly people suffer from osteoarthritis which is the most
commonly found in most of the adults. It is clear that a strong correlation between
age and disability. About 15% of the world’s population has a disability. The report
according to world health organization (WHO) on disability clearly states that the
worldwide estimate for disability is on the rise due to population ageing and the fatly
spread of chronic diseases, as well as improvements in the methodologies used to
measure disability [8].

About the 1/3rd of older people have a disability and in a few nations as many as
2/3rd of disabled people are also elderly; 80% of the world’s 500 million disabled
people live in developing countries; disability linked with poverty closely [9]. These
barriers in the movement greatly restrict the extent to which people with disabilities
can participate in the day-to-day activities. In most of the modern nations, mainte-
nance of transport is often a hurdle because of many reasons such as the geographic
constraints, and the weather conditions. So, to overcome this issue, most of the buses
are the high-floor buses and have a good ground clearance but can’t be steps that are
not “accessible” to everyone. Excessive bus-to-platform gaps often make boarding
and alighting more difficult for all passengers and especially for children, elderly or
frail persons, blind persons, and passengers using wheel chairs. This uncurbed gap
often requires passengers to watch the gap while they board and alight, causing delay
and also creating an increase in the risk of injuries. To overcome these issues, the
researchers all over the world came up with different ideas to solve this problem.
Some of them are discussed here:

1. Shaped Staircase Lift for Personal Use andTransport of Goods:This is a lift
which uses a step-shaped shaft for uplifting and lowering a person or goods on
a platform over one or more steps. The lift is suitable for use by persons with or
without a wheelchair. This is especially suited for domestic purposes and used
for the lifting the person in wheelchair and without. This can’t be implemented
on a vehicle, as it is difficult to attach and detach the mechanism when needed
[10].

2. Low Floor Buses: A low floor bus is a sort of bus which was without steps
between the bottom and therefore the floor of the bus at one or more entrances.
It generally refers to a bus that’s accessible from a particular minimum height of
step from ground level which makes it accessible to the general public, mainly
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the aged and other people with disabilities, including those in wheelchairs and
walkers.

3. KneelingBuses:Kneelingbuses are another innovative designmade to assist the
elderly and therefore the disabled. This system has an air-adjustable suspension.
The kneeling bus, this name is taken from the kneeling-like manner during
which it lowers itself at the stop. This feature allows the driving force to truly
lower the bus to the curb to form entering and exiting the bus much easier.
By depressing the button inside, the compressor and suspension then revisit to
initial and operating height.

4. Needof theAutomatedStairs:Lowfloor andKneelingbuses canprovide ahelp
to the elderly and disabled peoples, but it also comes with a few disadvantages.
Most potential one existence that these buses aren’t mostly suited to the rural
roads and the hilly roads due to bad road conditions and low ground clearance.
As optimum ground clearance has to be considered for a comfortable ride, high-
floor buses are suited for most of the roads in rural India, and thus modification
has to be made to these steps to make them reachable for elderly and physically
challenged communities. Thus, automating the steps to get the stairs closer to
the ground level and then carry them back to the top is the most suitable way to
ease the effort in climbing the steps [11].

2 Design of the Mechanism and Electronic Controller

The mechanism of dynamics steps conceptual design and the electronic controller
for operating the dynamics step were discussed in the following sections.

2.1 Conceptual Design of the Mechanism

SolidWorks is a solidmodeler and utilizes a parametric feature-based approachwhich
was initially developedbyPTC(Creo/Pro-Engineer) to createmodels and assemblies.
The whole staircase system consists of three movable steps and a fixed step whereas
the specially designed steps have sliders in them for the steps to move up and down
directions (only vertical movement) in a comfortably manner as shown in Fig. 2.
The steps have a movement restrictor in them to restrict the motion in the steps from
falling down by providing sensors. The steps are actuated by two linear actuators,
arranged at either side of the base step and powered by a 24 V DC motor. The total
stroke length of the actuator is 1800 mm and each step is divided equally according
to the total stroke length of the actuator.
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Fig. 2 CAD modeling of an automated dynamic steps and its components

2.2 Development of Electronic Controller

The block diagram of the electronic controller is shown in Fig. 3. Hardware of the
electronics controller consisting of Arduino Uno, HC-SR04 Ultrasonic Sensor, IR
Sensors, L293DMotor driver, Pushbuttons, Stepper Motors, Limit switches, and the
Software used is Arduino IDE. IDE is used to code the microcontroller.

The electronic circuit for the controller as shown in Fig. 4 and each component’s
workingdescription are discussedbelow.Figures 5, 6 and7 shows the elderly people’s
boarding, lifting, and de-boarding of the bus. Arduino UNO-this is an opensource
online platform which supports Atmega328P. This board is the brain of the entire
automated system, and all the extra components are attached to this as peripherals. It
has 20 I/O pins ofwhich 14 are digital and 6 are analog pins. It also has 6 digital PWM
(Pulse Width Modulation) pins. It comes with a reset button, an USB Connector, a
power jack, and a 16MHz quartz oscillator. Ultrasonic sensors-the distance between
the object and the sensor is measured using an ultrasonic sensor. An ultrasonic sensor
measures the distance by emitting sound waves at a specific frequency and receiving
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Fig. 3 Block diagram of an automated dynamic steps

Fig. 4 Circuit diagram of an automated dynamic steps built in fritzing

Fig. 5 Flow chart for boarding the bus by elderly or disable persons
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Fig. 6 Flow chart for lifting the elderly or disable persons till the floor level of the bus

Fig. 7 Flow chart for de-boarding the bus by elderly or disable persons

them after reflection from the surface. Thus, the distance is measured. An Ultrasonic
sensor is a proximity sensor, which can record the distance using acoustic waves. It
measures distance by sending out sound waves with a specific frequency and then
calculates the time taken for the waves to bounce back after hitting the surface.
In this way the distance between the object and the sensor is measured. Stepper
Motor-stepper motors are direct current motors that move in distinct steps. They
have multiple coils that are organized in groups, which are called phases. Energizing
each phase in an order, rotate themotor one step at a time. The precise positioning and
controlling can be achieved by employing a controller. Stepper motors are available
in many different sizes and styles and electrical characteristics. Stepper motors are
the motor of choice for several precision motion control applications.

L293DMotor Driver: H-Bridges are used to control motor speed and direction by
controlling the Pulse Width Modulation (PWM) and polarity. Pulse Width Modula-
tion is also a method of controlling the duration of an electronic pulse. The longer
pulses make the wheel turn faster whereas the shorter the pulses make them slower.
The polarity makes the actuator move in different directions, when thus changing
the direction of motor rotations. Here it is used to control the direction of motor
rotation. This rotation enables the power screw to rotate, thus causing the actuation
of the steps up and down. IR Sensor-infrared radiation can be detected by using elec-
tronic device which is an active infrared sensor. It both emits and detects infrared
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radiation. It contains two parts: a light emitting diode (LED) and a receiver. When
an object comes on the brink of the sensor, the infrared from the LED reflects off
of the thing and is detected by the receiver. Active IR sensors are commonly used
in obstacle detection systems or as counters. Here it is used as a counter trigger
which triggers a counter whenever a person crosses by. Pushbuttons: A Pushbutton
switch is a simple switch mechanism which simply turns on and turns off. Here these
pushbuttons provide the input to get the start or end of each process and used three
pushbuttons, to start the activity associatedwith each. Limit Switches: A type of elec-
tromechanical switch that is operated by the motion of a moving item. It contains
an actuator and a few mechanical contacts. When an object comes into contact with
the actuator, the device either makes or breaks an electrical connection. It is used for
controlling machinery as part of a control system as a safety interlock, or to count
objects passing a point. There are two positions in this NO (Normally Open) and NC
(Normally closed). All the Switches are placed inNOposition. The limit switches are
placed in between the steps which allow the microcontroller to govern the position
and to get the trigger.

3 Simulation Results

3.1 Working Principle of the Mechanism

A differently abled person/elderly comes near the steps, pushbutton-1 (with identifi-
cation mark of disability or elderly), upon sensing the input from the pushbutton-1,
the microcontroller gives a sign to turn the motor clockwise, which transfers the
steps down until it reaches just a few centimeters above the ground. The non-contact
type proximity sensor (Ultrasonic sensor) which is located at the bottommost of the
initial step may send a signal to the controller when it is just a few cm away from
the ground which in turn sends a command to the controller to stop the motor from
further rotations. Once the passenger steps on the first step then he can press another
pushbutton-2 (having an upward arrow symbol). The signal from this pushbutton-2
ensures the controller to send commands to electrical actuators to rotate in the reverse
direction, i.e., anti-clockwise direction. So, the initial step along with the passenger
starts moving upward.

When the first step reaches the level of the second step the ribs of the first step can
line up with the second step, and the interaction type switch (Limit switch) located
at the slot ensures proper alignment and moves up along with the second step. As
the first step keeps on moving up and reaches the level of the third step, then the ribs
of the second step align with the third step, then the contact type switch located at
the slot ensures proper alignment and moves up along with the third step.

Finally, when the first step reaches the level of the fourth step or floor level of the
vehicle, then the contact type switch located at the slot ensures proper alignment of
all the steps to floor level. This trigger from the limit switch sends a command to
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the controller which makes the actuator stop. An audio or visual signal is passed to
the passenger to walk on the floor into the bus and move toward the assigned seat.
When the passenger crosses the steps zone, the array of IR sensors located in the
rods ensures that the passenger safely crosses the steps zone. Once the IR signal is
received from the sensor controller then starts the actuator again making it rotate in
a clockwise direction. This makes the steps move down.

When the step comes to the level of the third step, the contact type switch ensures
that the third step is settled properly. As it moves down the contact switches get
triggered and the position is aligned. Once the first step reaches its initial position
the limit switch is triggered, sending the command to stop the motor from further
rotations. This ensures that the first step is in normal position, where other people
can board or alight the vehicle.

When the differently abled passenger wants to alight the vehicle, then he/she
presses the pushbutton located on the rod (downward direction) and waits for a few
seconds until all the steps form a level equal to the floor of the vehicle. An audio or
visual signal so that others can be cautioned. Once the person boards the step, after
a slight delay the steps start to move down (Fig. 8).

During this process, all the limit switches that were in NC condition change to NO
condition.When the last limit switch is triggered, the ultrasonic sensor gets activated.
When the distance between the ground and stairs reaches the initialized value, the
actuator stops allowing the passenger to de-board. A few seconds delay is deployed,
following which an audio or visual signal so that others may be cautioned and then
actuators get activated. When the initial position is reached, the actuators stop. The
simulation of the electronics controller is shown in Figs. 9, 10 and 11, respectively.

Fig. 8 While boarding the bus by elderly or disable persons
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Fig. 9 While traveling upward direction along with elderly or disable persons

Fig. 10 After reaching the top step or bus-floor level
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Fig. 11 While de-boarding or returning to initial position of steps

4 Conclusion

An automated staircase modeling was designed in the solidworks and verified the
working of the mechanism. Flow chart and its algorithm were prepared for writing
the Arduino coding by keeping the safety of the elderly or physically challenged
people and tested the functioning of the system by coding a program to carry out the
required functions by an electronics controller. Based on the action performed by the
passenger or an assistant, the staircase comes down to reach the ground level, picks
up the person till it reaches the top floor of the bus. After reaching the top step, the
controller waits till they pass the clearance area and get back to its initial position by
considering the safety of the persons. This automated system can be greatly allowing
the elderly or disabled passengers can board and de-board the public transport easily
without any assistance from other people interfering in between. The mechatronic
system is successfully designed for an automated staircase system and simulated the
functioning of the controller.
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Design and Development of Mechatronic
System for an Automated Ergonomic
Keyboard Tray

Mona Sahu , Gadudasu Babu Rao, Wilson M. Kumar, S. J. Vijay,
Achsah Phebe Chrysolin, Ajith Purushothaman Madan, Samuel Jebish,
and Joseph J. John

Abstract In various fields of work, with the high percentage of time spent on
working on computers, repetitive andprolongeduse of computer keyboard andmouse
in the incorrect position may lead to muscle aches and discomfort. This research was
aimed to design and fabricate an automated ergonomic keyboard tray which will
automatically adjust the height of the keyboard tray with the height of the armrest of
the computer chair as per ergonomic guidelines for each user. This design can provide
neutral posture while working on the keyboard, hence reducing the possibility for
the development of pain in the shoulders, arms, and wrists. This research concluded
that the automated ergonomic keyboard tray can maintain close to neutral posture
for the computer users while working on the keyboard and eventually reducing pain
in the upper arm, forearm, and wrist.

Keywords Computer keyboard ·Microcontroller · Neutral posture · Risk factor ·
And pain

1 Introduction

The usages of computers atwork and homehave becomequite common all around the
globe. The dependence on computers is continuously increasing. Many individuals
in offices are found to spend the majority of their time working on a computer. These
individuals and those having a history of musculoskeletal infirmity are most likely to
develop repetitive stress injuries. The key risk factor which leads to repetitive stress
injuries is lack of proper ergonomic position while typing on the keyboard affecting
the wrists, hands, and forearms. If computer users continue for prolonged days type
on a keyboard in awkward positions can cause fatigue in related muscles leading to
swelling of tendons and joints and additionally cause nerve damage. Carpal tunnel
syndrome is the most predominant form of repetitive stress injury. The compression
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of nerves in thewrist causes carpal tunnel syndrome leading to numbness in the hands
and the fingers [1]. This injury may even need surgery resulting in pain, distress, loss
of worktime and ultimately reducing productivity.

The implementation of ergonomic improvements can reduce the risk factors
causingdiscomfort, can lead to fewer injuries, increase productivity and sustainability
of employees, reduce workers compensation claims, and increase job satisfaction of
employees. Office ergonomics deals with sitting with neutral postures, designing, or
arranging workplaces, products, and systems to fit the people who utilize them and
to minimize the risk of injury or harm.

Based on the review conducted by Rajesh Raghunathan et al. [2], it is found
that various types of computer keyboard trays and wrist rests are developed by the
industry to give support to the keyboard and the wrists of a user to maintain a proper
ergonomic typing position. The main aim of the designers of these keyboard trays is
to maintain close to neutral posture of the users while typing. Based on the several
guidelines like OSHA, ISO, ANSI, etc., while placing the hands on the keyboard, the
neck and shoulders should be relaxed, upper arms on their sides, elbows close to 90
degrees or greater, and wrists straight [3, 4]. Normally, when placing the keyboard
on the desk surface, the arms get elevated and not parallel to the floor which leads to
pain in upper arms, shoulders, and upper back. Instead, the keyboard can be placed
on an height adjustable keyboard tray or users may raise the height of the chair and
use a footstool. It is also suggested to keep the keyboard legs folded up or slightly
away from the user to maintain negative angle.

Some of the existing computer keyboard trays are fitted under the work surface
[4]. These trays can be retracted to an extended position, i.e., outside the front edge
of the work surface and closer to the user. Many such trays also have an additional
feature to tilt the keyboard tray and adjust the angle of the keyboard based on their
comfort. Some of these keyboard trays have rigid material with sharp edges and
unintended contact with hard surfaces can cause injury to the users working on the
keyboard for long period of time [4]. Most of the keyboard trays have very less space
provided to place the mouse and this can further more cause repetitive stress injury.

According to the invention done by John Failing [5], the adjustable keyboard tray
andmouse pad (Fig. 1) can be vertically adjusted for height adjustment and horizontal
motion is given to bring the keyboard from rest position to user’s position and swivel
movement for adjusting the typing angle. Mouse tray can also be adjusted for height

Fig. 1 Adjustable keyboard
tray and mouse pad [5]
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and angle. This articulated keyboard tray can be positioned at an angle relative to
horizontal, and the mouse pad can also be positioned in horizontal position [5].

In another invention, the height of the articulated keyboard by Kenneth A. Patri-
arco [6] can be manually adjusted. The front to back motion can be adjusted by
slider rail mechanism. Mouse tray also can be elevated and lowered. The height
adjustable desks with ultraviolet light irradiation of keyboard tray [7] consist of
a height adjustable table, with telescopic movement. Ultraviolet light unit may be
manually activated using a power switch. Ultraviolet light unit may be automatically
controlled when connected with motion sensor or via a timer mechanism that acti-
vates the UV light unit for a regularly scheduled eradiation session [7]. Adjustable
workstations are one of the main approaches used to fit the workstations to a wide
range of users and also to decrease extended sitting time [8].

According to studies done by Workineh [9], changing the work positions helps
permit the different parts of the body to rest before pain is developed. This helps
the user to work without pain, for longer periods of time, improving the overall
productivity. Another study done by Workineh [10], concluded that working on a
computer in different working positions gives each user a different degree of comfort.
This showed that a particular posture gives more comfort for certain parts of the body
than other postures. It was also observed in this study that a particular position of the
userwasmore suitable for only some kind of tasks and not all the computer tasks [10].

Various researchers found that one of the independent risk factors for pain
among computer users was the lack of physical activity during work. Hence,
certain researchers have examined the possibility to increase physical activity during
computerwork by using sit-standworkstations and dynamicworkstations [11]. It was
observed that standard office tasks (typing, reading, cognitive tasks, etc.) performance
were hardly affected while working on sit-stand and dynamic workstations. Never-
theless, mouse pointing and clicking which involves fine motor actions of the hands
were affected by the movements at a dynamic and standing workstation [12]. It was
concluded that the overall performance deteriorated on dynamic workstations [11].

Hence, it is found that repetitive stress injuries affect an individual’s wrist, hands,
and forearms. To reduce this pain in the forearm, upper arm, wrist, it is essential to
maintain non-neutral posture of the forearm, upper arm, and wrist. Therefore, the
objective of this research was to adjust the keyboard tray automatically to the height
of the armrest of the chair. This in turn will enable the user to maintain a proper
ergonomic typing position.

2 Design of the Keyboard and Electronic Controller

2.1 Modeling of Automated Keyboard Tray

The keyboard tray was designed similar to the usual keyboard stand available in
the market using three different links. Three mechanisms are involved in the design,
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namely, slidermechanism, revolutemechanism, and tiltmechanism.The slidermech-
anism is utilized for the linear movement (toward and away from the user) of the
keyboard tray. The revolutemechanism is tomove the keyboard up and down. The tilt
mechanism is designed to adjust the keyboard tray parallel to the table. An existing
keyboard tray available in the market was dismantled and the frame was utilized as
the frame for the automated keyboard tray. The entire mechanism was fixed on a
standard table.

The computer-aided design of the automated keyboard tray is shown in Fig. 2.
As shown in Fig. 2, the slider is guided by 8 mm dia. stainless steel rod of length
500 mm. The stainless steel rods are fixed in place by L-clamps which are attached
to the table. A slider slides over the stainless steel rods by means of linear bearings.
A stepper motor (NEMA 17) was used to control the sliding motion of the slider. The
rotary motion of the stepper motor shaft was converted to linear movement via belt
drive. A belt of 6 mm width and 857.1 mm length was used. The stepper motor was
controlled by Arduino UNO. The isometric view of the slider mechanism is shown
in Fig. 3 and the name of the components in the isometric is given in Table 1.

The revolute mechanism which consisted of the stepper motor was fixed to the
slider plate. The isometric view revolute mechanism is shown in Fig. 4. The shaft
of the stepper motor was attached to the worm gear which was used to convert the
revolvingmotion of the steppermotor to linearmotion to enable the height adjustment
of the keyboard tray. The height of the keyboard tray was adjusted with reference to
the height of the armrest of the chair. When the revolute mechanism starts working,
the tray also tilts down and doesn’t remain parallel to the arm rest and thus causes
discrepancy in the positioning. Thus, to avoid this, a gyro sensor along with a stepper

Fig. 2 CAD model of automated keyboard tray
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Fig. 3 Isometric view of slider mechanism

Table 1 Components name
list of the automated
keyboard tray

S. no Component name Specification

1 Keyboard frame –

2 Stainless steel rod 8 mm dia., 500 mm length

3 NEMA 17 stepper motor Torque 4.8 kg-cm

4 Slider plate 105 * 210 mm

5 Stepper motor mount NEMA 17

6 L clamp 30 * 33 mm

7 Linear bearings 8 mm ID, 10 mm OD

8 Timing belt pulley Pulley Teeth number: 16
Pulley Pitch: 2 mm
Pulley Bore: 5 mm

9 Timing belt 857 mm

10 Pulley holder 120 * 50

11 Worm gear Worm gear outer diameter:
18 mm
Worm gear no. of teeth: 5
Worm wheel outer diameter:
39 mm
Worm wheel no. of teeth: 25

Fig. 4 Isometric view of
revolute mechanism

motor setup was fitted below the tray so that after recording the base position of the
tray, in case the revolute motion starts, the tray aligns itself parallel to the arm rest
of the chair.

The various ranges for all three mechanisms were considered. The linear move-
ment of the keyboard tray was taken as 400 mm from the rest position toward the
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Table 2 The selection of the range of movement of three mechanisms

Movement Range Remarks

Linear 400 mm From the rest position

Revolute 0–140 mm The armrest height for 5th–95th is considered

Tilt −10 to + 20° The keyboard tray will be parallel to the table using gyro sensor

user. For the revolute movement, the armrest of the chair was taken as the reference.
The book “Indian Anthropometric Dimensions” by Debkumar Chakrabarti [13] was
referred to select the range of movement of the two mechanisms, i.e., linear and
revolute motion of the keyboard. The ranges were considered from 5th percentile
female to 95th percentile male. For tilt movement, the keyboard must be maintained
parallel to the table. Table 2 shows the selection of the range of movement for the
three mechanisms.

2.2 Development of Electronic Controller

The program logic for the control of the 3 mechanisms was designed. The flow chart
illustrating the algorithm is given in Fig. 5.

AnArduinoUNOmicrocontroller (ATMEGA328)was used. The codewas tested
prior to being compiled into the final program. The DRV8825/A4988 motor driver
was used to control the stepper motor for the movement of the slider mechanism.
Themotor driver was affixed to the microcontroller to run the stepper motor. Another
stepper motor was used for the revolute motion. The rotary motion of the stepper
motor was enhanced by the meshing of two gears.

At first the signal was given to the stepper motor to move the slider 400 mm
from the home position toward the user. After which, the Pi camera detects the QR
code in the real-time environment. The stepper motor of the revolute motion was
programmed to operate till the tray was in line with the QR code which was placed
on the armrest. Simultaneously with the revolute motion provided by the revolute
stepper motor, the gyroscope stepper motor was programmed to keep the keyboard
tray parallel to the ground using anMPU-6050 accelerometer and gyro sensor which
was calibrated to achieve the desired position as stated above. All the mechanisms
work in equilibrium and the desired outcome were achieved.

The circuit diagrams for linear movement, revolute movement, and tilt movement
of keyboard tray are shown in Figs. 6, 7, and 8, respectively.
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Fig. 5 Flow chart of the
algorithm
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Fig. 6 Circuit diagram for linear movement of keyboard tray

Fig. 7 Circuit diagram for revolute movement of keyboard tray

3 Simulation Results

3.1 Working Principle of the Mechanism

The detailedworking principle of the automated keyboard tray is given in this section.
At first, the user sits on the adjustable chair and adjusts the seat height as well as the
armrest height according to his/her convenience or according to ergonomic principles
of seating. Thereafter, the user switches ON the automated keyboard tray. The slider
stepper motor starts rotating as per the requirement to move the slider 400 mm front.
The rotary motion of the stepper motor is converted into translatory motion using
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Fig. 8 Circuit diagram for tilt movement of keyboard tray

the belt drive mechanism. This will bring the keyboard from the home position, i.e.,
under the table to just outside the table edge.

After the linear motion, the revolute movement is incorporated to move the
keyboard up and down. The stepper motor used for this revolute motion will receive
the input from the processed output of the Pi cameramodule. UsingOpenCVmodule,
the Pi camera attached to the Raspberry Pi starts detecting the QR code in the real-
time environment and sends back signals through the Raspberry Pi processor and
thus after processing the received signals, the pins in the Arduino board connected
with the Pi via I2C communication is triggered such as to send the processed signals
for the stepper motor alignment with respect to the desired position of the keyboard
tray. Simultaneously, gyroscope stepper motor is fixed below the keyboard tray to
keep the keyboard tray parallel to the floor. For this independent mechanism, L298N
motor driver was used as well as MPU-6050 3-axis accelerometer and gyro sensor
was used.

Once the work on PC is completed by the user and the QR code is out of sight,
the entire tray retracts back to its home position and it is turned OFF. The fabricated
prototype is shown in Fig. 9.
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Fig. 9 Fabrication of an automated tray mechanism

4 Conclusion

The design and fabrication of the three different mechanisms and one feedback
mechanismof automated keyboard traywere successfully completed. The fabrication
of the slider mechanism was completed, and the circuit was designed and built. The
code for the 400 mm linear movement of keyboard tray was tested. It was found that
the keyboard tray exactly moves 400 mm from the home position to the required
position with respect to the table edge. The fabrication of the revolute mechanism
which moves from home position, i.e., 0 mm to a height of 140 mm was completed.
The code for the revolute movement of the keyboard tray was tested.

It was found that the stepper motor motion required to keep the keyboard tray
in line with the QR code works with existing constraints of 0–140 mm works as
desired. Based on the testing of the mechanism the camera successfully detects the
QR code. The fabrication of the tilt mechanism was completed and the electronic
circuit was designed and built. The code for the calibration of the gyro sensor as
well as its working with the stepper motor was tested. It was found that the keyboard
tray exactly moves as per the stepper motor motion fixed below the tray such as to
always keep it parallel to the ground. The fabrication of the feedback mechanism
was completed, and the I2C communication established works as desired.

The three different mechanisms and one feedback mechanism of the automated
keyboard tray are designed and built. From the results, it can be concluded that the
algorithm for the automated keyboard tray can be incorporated to build an automated
adjustment systemwhichwill adjust the keyboard to the height of the armrest. Hence,
by using this type of automated system, it can maintain close to neutral posture for
the computer users while working on keyboard and eventually reduce pain in upper
arm, forearm, and wrist.
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Comparative Study of the Rear and Rear
Side Impact on a Roll Cage Using FEM

Santosh Kumar Kurre, Jitendra Yadav, and Shubham Thakur

Abstract Nowadays, the expectations of the customers from the car manufacturers
are increasing day by day. Everybody demands a car, which ensures safety and secu-
rity in case ofmisfortunes. For testing the crashworthiness of the car structures,manu-
facturers use various test methodologies such as quasi-static testing, impact testing,
and crushing modes and mechanisms. The present study deals with the dynamic
analysis, which is carried out on the roll cage for its impact testing of the rear and
rear side impact. For simulating the transient dynamic analysis of the roll cage by
simulation. The model analysis shows that maximum deflection and the maximum
velocity for rear impact were found 22.3 mm and 42.5 mm/s, respectively, at nodes 3,
27, 29. Whereas in case of the rear side impact maximum deflection and maximum
velocity are 3.5 mm and 1.8 mm/s, respectively, at node 36.

Keywords FEM · Rear impact · Roll cage · Rear side impact

1 Introduction

Today occupant safety is one of the pioneer concerns for the car manufacturers.
There is several new standards are set up in different crash conditions for the safety
of the occupants, such as angle impacts, rear impacts, frontal head-on collision,
side impacts, to improve the traffic ability [1], and rollover. The front impact is very
dangerous, and fatal for the occupant in all over theworld as given byHonnagangaiah
[2]. InATVs, the driver andoccupants are susceptible to harmdue to lackof protection
and proclivity for ejection at the time of a crash [3]. The AVT dynamics caters its
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impact on soil properties, energy efficiency, vehicle traction, and harvesting but
safety is one of the prime concerns [4]. The design of the automobile mid-rail is
done to carry the load/absorb the energy of frontal impact/crash. However, low fuel
consumption, lightweight, and the higher rigidity of the vehicle are expected from
the modern vehicle. Therefore, steel usages are being replaced composite material.
Thus it will provide two benefits one is to enhance fuel utilization and the second one
is to increase the safety of vehicle and occupants. In this research, an effort is made to
replace the steel rails with the carbon fiber, and glass fiber composite materials. The
parametric evaluation of the rail is conducted to determine the maximum possible
energy absorbing. The rail of carbon/epoxy composite material with appropriate
orientation and thickness can absorb more energy than the steel rails. Composite rail
in the vehicle sustains more load and saves the occupant.

Kader et al. [5] worked on speed bump and automotive suspension analysis. They
designed a model car and optimized the speed for the speed bump. They used to
simulation model firstly, spring single mass and damping and second spring and
double mass damper. For model B tire was considered the second mass. Both models
were examined for three cosine waves model and discrete representation of bump
in the Swarthmore Campus. Roots et al. [6] modeled an Automotive Chassis using
Msc /Nastran. In comparison to the initial configuration by appropriate design, they
reported 500% increase in torsional stiffness. The difficulty of roll cage design was
evaluated non-linear finite element analysis using Msc/Nastran. A full-scale chassis
design was used to analyze the roll cage/ frame. The results were found in an accept-
able 10% of the test results despite the simplifying assumptions. Traditionally auto-
motive manufacturers believe on experience and expertise to design and develop the
chassis. The finite Element Analysis is one of the best tools to check the suitability of
designs. Silcock et al. [7] have proposed a novel method that composite tube can be
used potentially in automotive crash structures. They applied the axial load on tubes
to crush the tube under a quasi-static condition with repeating load. They found that
specific energy absorption averages to 85 kJ/kg. Vehicle dynamics is significant to
vehicle safety and stability [8–10]. The impact and severity of the collision analysis
on an off-road vehicle to improve the roll cage strength is the prime concern of this
paper. The dynamics have been captured by analyzing the impact from the rear and
side rear of the vehicle using ANSYS.

2 Methodology

Simulation by the software ANSYS 10.0 has been performed to implement Transient
DynamicAnalysis of Roll cagemodel. Transient dynamic analysis (sometimes called
Time-History analysis) is one of the techniques used to determine the dynamics
of a structure (Roll cage) under the action of any general time-dependent loads
and deflections. The time-varying deflections, stresses, and forces developed in the
chassis of the roll cage are determined by the above-mentioned technique. It allows
all types of linearity and nonlinearities. It is easy to use because it provides the liberty
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of choosing master degrees of freedom or mode shapes in reduced transient dynamic
analysis and mode of superposition methods, respectively.

The effect on the on-vehicle from the rear is dangerous for back seat occupants.
So the rear impact and rear side impact are analyzed in this paper. There are 80 nodes
which are generated to complete the analysis. The steel material is used to design
the roll cage.

3 Rear Impact

In this case, a vehicle coming at a speed of 40 km/h, strikes to the roll cage at its rear
portion. The purpose of this analysis is to ensure the strength and stability of the roll
cage in the case where a vehicle strikes to it from the rear. Table 1 shows the total
impact load on the nodes for rear impact. The velocity of striking vehicle= 40 km/h.

Relative deflection is the deflection in UZ direction (means deflection in vertical
upward or downward direction) at each node of the roll cage concerning time in the
global coordinate system. This deflection is due to the impact of the vehicle. The
relative deflections of all nodes on the roll cage and the relative velocities of all nodes
on the roll cage are shown in Figs. 1, 2, 3, 4 and 5.

From the comparison of deflection time plots for different nodes, it is found that
the maximum deflection occurs at nodes 3, 27, and 29 of the magnitude 22.3 mm
and maximum velocity also occurs at the same node of the magnitude of 42.5 mm/s.
The nodal solution view for the rear is shown in Fig. 6.

Table 1 The total impact
load on the nodes for rear
impact

Time (s) Force on each
node (N)

Node of
application

Total impact
load (N)

1.1 175 1, 2, 26, 27 700

1.2 350 1, 2, 26, 27 1400

1.3 525 1, 2, 26, 27 2100

1.4 700 1, 2, 26, 27 2800

1.5 875 1, 2, 26, 27 3500

1.6 1050 1, 2, 26, 27 4200

1.7 1225 1, 2, 26, 27 4900

1.8 1400 1, 2, 26, 27 5600

1.9 1575 1, 2, 26, 27 6300

2 1750 1, 2, 26, 27 7000
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Fig. 1 Rear impact relative deflection versus time for nodes 27, 33, 34, 67

4 Side Impact at the Rear Part

In this case, a vehicle coming at a speed of 40 km/h, strikes to the roll cage at its side
portion of the rear part. The purpose of this analysis is to ensure the strength and
stability of the roll cage in a case where a vehicle strikes to it from the rear. Table 2
shows the total impact load on the nodes for rear side impact at a velocity of striking
vehicle = 40 km/h.

Relative deflection is the deflection inUYdirection (means deflection in horizontal
forward or backward direction) at each node of the roll cage concerning time in the
global coordinate system. This deflection is due to the impact of the vehicle. The
relative deflections of all nodes on the roll cage and the relative velocities of all nodes
on the roll cage are shown in Figs. 7, 8 and 9. The nodal solution of the roll cage of
the rear side impact is shown in Fig. 10.

From the comparison of deflection time plots for different nodes, it is found that
the maximum deflection occurs at node 36 of the magnitude 3.5 mm and maximum
velocity also occurs at the same node of the magnitude of 1.85 mm/s. The nodal
solution view for the rear side impact is shown in Fig. 10.
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Fig. 2 Rear impact relative deflection versus time for nodes 29, 36, 49, 74

Fig. 3 Rear impact relative deflection versus Time for nodes 3, 23, 22, 21, 20
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Fig. 4 Rear impact relative velocity versus time for nodes 29, 36, 49, 74

Fig. 5 Rear impact relative velocity versus time for nodes 3, 23, 22, 21, 20
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Fig. 6 Nodal solution for rear impact

Table 2 The total impact
load on the nodes for rear side
impact

Time (s) Force on each
node (N)

Node of
application

Total impact
load (N)

1.1 140 2, 6, 27, 29,
36

700

1.2 280 2, 6, 27, 29,
36

1400

1.3 420 2, 6, 27, 29,
36

2100

1.4 560 2, 6, 27, 29,
36

2800

1.5 700 2, 6, 27, 29,
36

3500

1.6 840 2, 6, 27, 29,
36

4200

1.7 980 2, 6, 27, 29,
36

4900

1.8 1120 2, 6, 27, 29,
36

5600

1.9 1260 2, 6, 27, 29,
36

6300

2 1400 2, 6, 27, 29,
36

7000
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Fig. 7 Rear side impact relative deflection versus time for nodes 2, 29, 30, 36

Fig. 8 Rear side impact relative deflection versus time for nodes 74, 6, 5, 42
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Fig. 9 Rear side impact relative velocity versus time for nodes 14, 15, 16, 50

Fig. 10 Nodal solution for rear side impact
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5 Conclusion

The finite element method is used to analyze the impact on the roll cage using
ANSYS software. The stability and strength of the roll cage were observed. The
model analysis shows that maximum deflection and the maximum velocity for rear
impact were found 22.3mm and 42.5mm/s, respectively, at nodes 3, 27, 29.Whereas
in case of the rear side impactmaximumdeflection andmaximumvelocity are 3.5mm
and 1.8 mm/s, respectively, at node 36. The impact from the rear is more dangerous
than the rear side impact at the given condition of speed 40 km/hr. Therefore, it is
essential to make the roll cage stiffer in case of rear impact than that in case of rear
side impact.
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Design and Analysis of a Structure
to Support Two Star Sensors

S. Rai Rajakumar, X. Ajay Vasanth, I. Kantharaj, and R. Srinivasan

Abstract Composite materials such as carbon fiber reinforced plastics or CFRP
for short are finding their way into a variety of uses mainly for space applica-
tions. Backed by favorable mechanical properties and high strength-to-weight ratio.
Engineers are expanding the use of such composites into day-to-day applications.
Apart from compositematerials, sandwich structures are also a frequently usedmate-
rial for space applications. The core of these sandwich structures generally honey-
comb in nature shows immense shear strength properties but are however weak to
concentrated are often used together. This project highlights the use of CFRP skins
and aluminum honeycomb-based sandwich structures to design a structure two-star
sensor and verify the design by conducting a free vibrations as well as static analysis.

Keywords Honeycomb · CFRP · Sandwich · Two-star sensor · Free vibrations

1 Introduction

The term remote sensing has in the recent past has gained a lot of popularity wherein
the data is acquired without any physical contact with the medium. They can be
further classified into active and passive remote sensing. In active remote sensing the
data is performed from the emission of signals from satellite and then the acquisition
of data is carried. In the latter data is acquired by emission of radiation from planetary
bodies. These are usually performed by employing a star sensor. Star sensor belongs
to the category of smart cameras that takes pictures every ten seconds and the acquired
picture will be compared with a catalogue of stars. The on-board computer will be
used to identify the orientation of satellite from the above data and the thrusters
will be fired is required for changing its path. Reduction of mass has been a major
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concern in the design of aircraft and space industries, where every extra kilogram
of structural payload will increase the cost to a great deal. A satellite or spacecraft
in general consists of two-star sensors mounted on individual support structures.
The main objective of this research was to replace two-star structures with a single
structure thereby enabling it to carry an additional component. The revised support
has to be analyzed for free vibration and quasi-static conditions. The position of
the sensors was of concern as the field view should not get affected by the revised
structure. The weight of a single two-star sensor will be 6.5 kg and since it was
suggested to use a single support it was very important that the modified single
support does not increase the weight as they don’t do any good in that case.

This made the researchers to look at more efficient structures, due to which,
honeycomb structures were proposed as an alternate by Aero Research Limited in
1938 [1]. The main criteria were to use the Honeycomb between two skins, as a shear
web. Though it was referred to as a better alternate, adhesive technology was not
fully developed to bond skins on to honeycomb, directly. Only after the development
of epoxy resin, bonding of aluminum skins with aluminum honeycomb was made
possible. Though different configurations of honeycomb structures and different
bonding material were put to use, the best combination of both was a tedious process
as they depend on the application.

The initial works were carried out to evaluate the effect of failure and material
property degradation [2]. A three-dimensional progressive damage model (PDM)
was fabricated in this work, where stress analysis, failure analysis, and material
property degradation were carried. The combination of failure criteria along with
degradation rules influenced in the prediction of failure load. Xu andQui [3] analyzed
natural frequency of composite sandwich beam with lattice like truss structure by
using Euler–Bernoulli theory. The composite employed was carbon fiber reinforced
composite in a hardened beam and the stacking sequence was 0/45/0/-45/0. It was
proposed that natural frequency increased with the increase of core or face thickness,
but it was pointed though there was an initial increase it gradually decreased with
truss radius and angle increases. Full filling and half filling voids in honeycomb
were considered and the better efficient structure was studied [4]. It was observed
that foams, visco-elastic and particulate filling in honeycomb voids has improved
its damping properties. It was also stated that partial occupation of voids results in
minimal density andmore damping efficiency, about 60% of improvement was found
in damping as energy provides energy dissipation. Investigations on the nonlinear
vibrations of composite sandwich plates made of carbon fiber reinforcements and
having pyramidal truss core were carried out[5]. It was stated that strut radius and
angle of inclination affected the resonance frequency band of sandwich plate. It
was also found that the layer number and core height not only had an influence on
the resonance frequency band, but also affected the response amplitude significantly.
Therewere several other studieswhere free vibrations of sandwichplateswere carried
out[6]. Classic laminated plate theory was used to calculate the natural frequencies
of sandwich plate having pyramidal core [7]. From the observation it was stated that
traits of variation in natural frequencies and ratios of sandwich plates with different
cores were similar.
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2 Design Constraints

In order for star sensor to be supported, there were various constraints had to be
considered in the designing phase. With respect to space structures, stiffness-based
design has to be adopted. The modified structure had to possess a frequency so that
it could cope with the frequency that exists during the take off. The proposed design
needed to act as a single interface for both star sensors instead of two different
structures, and also to be free of any skewed surface to ease the manufacturing
process. And the most important was the field of view of star sensor should not be
changed but movement along the baffle axis of star sensor was allowable.

Apart from the reasons mentioned above it is mandatory that mass should be
reduced to the maximum extent possible to conserve the amount of fuel. For any
space exploration it was desired to keep pay load at its maximum. This can be
achieved only by reducing or removing the unwanted mass in the structure. The
initial brackets had a mass of 1.1 kg and hence if the modified structure is lower than
the value, the main objective will be fulfilled.

3 Conceptual Design of Modified Structure

The models created were looked not only from the perspective of reducing the mass
but also from the manufacturing perspective.

The first conceptual model developed is shown in Fig. 1.Though it seemed to
serve the purpose it was found that the presence of skewed surface in the middle
section developed a stress. Apart from that it required more stiffening which will
cause an increase in weight and it also the manufacture would be a tedious process.
The second conceptual model (Fig. 2) was too large in volume and thus the weight
increased. The presence of skewed surface, small cuts, and non-symmetric geometry
made it very difficult to introduce sandwich structure. The next conceptual model
(Fig. 3) had projections on its sideswhichwasmetallic thereby increasing theweight.
The final conceptual model (Fig. 4) met all the desired constraints. It had a larger
surface where composites or sandwich structure could be used. Lugs and angles were
introduced to increase the stiffness of the body and this conceptual model was used
for analysis.

Fig. 1 Model one
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Fig. 2 Model two

Fig. 3 Model three

4 Computational Analysis

For performing computation analysis NASTRAN was used and the elements were
used according to the requirements. CONM-2 a lumped mass system, where point
elements were created and associated with 0-D property was used. Multi-point
constraints (MPC)were used to join bolting points of the star sensorwith 0-D element
(Fig. 6). The required material properties were given as per Table 1. Aluminum being
an isotropic material was created by using create isotropic option under material
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Fig. 4 Final mode

selection. However, aluminum core being a hexagonal structure whose properties
vary orthogonally, 2D orthotropic option under material selection was used (Figs. 5
and 6).

The whole base was constrained and all nodes along the perimeter of the base
were fixed. Hoffman failure criteria were used to check the efficiency of the design,
whether it could withstand the load. Configurations with varying skin thickness and
core thickness were suggested during the computational analysis to find the optimum
combination. Angle thickness (horizontal and vertical) was maintained as a constant
throughout the computational analysis (Table 2).

Table 1 Material properties

Material Young’s modulus

(N/m2)

Poisson’s ratio Shear Modulus
(N/m2)

Density (kg/m3)

Aluminum face
sheet

7.2 ∗ 1010 0.33 27 ∗ 109 2800

Aluminum core 1 ∗ 104 0.33 Glw = 1 ∗ 104

Glt = 1.85 ∗ 108
Gwt =
0.89 ∗ 108

32

CFRP BD 14.7 ∗ 1010 0.003 Glt = 4 ∗ 109 1660
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Fig. 5 Meshed structure

Fig. 6 Applied MPC
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Table 2 Parameters varied during computational analysis

Parameters Varied values

Skin thickness 10 mm, 15 mm

Core thickness 15 mm, 20 mm, 25 mm

5 Results and Discussion

Static analysis was performed out on the modified structure, an inertial load of 20 g
was applied in x-, y-, and z-axes, respectively, (Table 3). Failure indices were found
by Hoffman criteria.

From Table 3, it can be observed that the failure indices were high in the z-
direction. Free vibration test was also performed on the modified structure and its
corresponding frequency. From this it can be observed that the highest frequency
was present when the skin thickness was 15 mm and core thickness was 20 mm.
The main reason for the increase in frequency was due to the increased thickness in
both the parameters that resulted in a slight increase in mass. The increase in mass
as specified above is infinitely small compared to the conventional structure where
a mount is present to support one sensor camera (Table 4).

Table 3 Direction of load and its failure indices

Direction of load Failure indices

X axis (20 g, 0, 0) 3.29 ∗ 10−2

Y axis (0, 20 g, 0) 6.28 ∗ 10−2

Z axis (0, 0, 20 g) 7.35 ∗ 10−2

Table 4 Free vibration frequency

S. No Skin thickness Core thickness
(mm)

Angle thickness Frequency
(Hz)No. of layers Thickness per

ply (mm)
Horizontal Vertical

1 10 15 4 2 105

2 10 20 4 2 110

3 10 25 4 2 115

4 15 15 4 2 108

5 15 20 4 2 116
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6 Conclusion

The conventional two-star sensor was modified and a new structure was proposed as
an alternate to the existing one. The metallic support of the structures was eliminated
by using composite sandwich material. Using Hoffmann criteria it was found that the
highest failure indices were present in the z-axis. The vibration frequency was found
to increase as skin thickness and angle thickness increased. Though increasing the
thickness further may prove to be useful, constraints in manufacturing and the limita-
tion of mass will be prove to be a hindrance. Although the conclusion of this compu-
tationwork states that there will be increased performance a better understanding and
conclusion about the same can be arrived only after the real-time experimentation or
real-time simulation work.
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Designing and Fabrication of a Device
for Automation of the Film Transfer
Process in Floating Film Transfer
Method

Nitesh Kumar, Gopal Ji , and Manvandra Kumar Singh

Abstract Corrosion of metals is a big problem for the scientists. Corrosion is
dangerous for both economy and human lives. There are various methods to save
the corrosion losses; however, coating of metals with protective films is one of the
most effective methods. For effective corrosion protection, thin and compact film is
highly desirable. Floating film transfer method (FFTM) is a unique technique for
thin film preparation. FFTM is capable of producing ultrathin films with high quality
at economical price, which is its greatest strength. However, some improvements
can be done for better accuracy and easiness of the process. FFTM comprises two
basic processes: 1, film formation; and 2, film transfer over any required substrate.
In this work, we have designed and fabricated a small device to automate the film
transfer process in FFTM. The different parts of the device have been designed with
simulation software and printed by 3D printing machine. Some additional parts are
also used for ensuring smooth functioning of the device. After device fabrication,
the utility of the device in FFTM is also illustrated through experiments. The results
indicate that the device is serving the purpose for what it is built for.

Keywords FFTM · Corrosion · Thin film · Automation · Device fabrication

1 Introduction

Corrosion of metals not only affects their aesthetic appearance but also destroys their
functional properties [1, 2]. This can lead to dangerous situation involving investment
and human lives.Hence, corrosion lossesmust be prevented. There aremanymethods
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that are used for corrosion prevention. Coating of metals with protective layer is
one of the most powerful methods for corrosion prevention [3, 4]. However, coating
protection highly depends on film quality. For effective corrosion protection, thin and
compact film of protective material is preferred [5]. There are many methods for thin
film production; however, cost and instrumentation are big problems in use of them.
FFTM is a unique method of producing thin film with high quality at the economic
price [6, 7], which successfully overcomes the restriction of cost and instrumentation
of complex processes.

FFTM comprises two simple processes: first is film formation and second is film
transfer [8]. Film formation is based on surface energy gradient. For film formation,
two solutions are selected. Out of which, one should be hydrophilic and other should
be hydrophobic (volatile). The material that is to be casted as film is dissolved in
volatile solution. Then, one drop of that solution (volatile solvent material) is casted
over hydrophilic solution. Due to difference in surface energies, the film is formed
and spread over hydrophilic solution. A schematic of the process is shown in Fig. 1.
γ1 is surface energy of hydrophilic solution, γ2 is surface energy of hydrophobic
solution and γ12 is interfacial surface energy. S is spreading coefficient, which is

Fig. 1 a A schematic illustration of floating film transfer method and b Basics of film formation
process
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very important parameter. The film will be formed only if S is greater than zero.
Once the film is formed, it can be transferred to any substrate via manual stamping
in conventional FFTM.

In this work, a device is designed and fabricated for the automation of film transfer
process in FFTM. Some components of the device are purchased, and some are
designed and printed by 3D printing machine. After device fabrication, the experi-
ments are done to show its usefulness. The results of the experiments strongly indicate
that device is working and can add improvement in FFTM.

2 Experimental Details

2.1 Device Fabrication

Different parts of the device like rack, pinion and casing (Fig. 2) were printed by 3D
machine (MakerBot, Replicator+). The 3D printing details are: material, poly lactic
acid (PLA); bed temperature, 210 ˚C; nozzle, 0.4 mm; pattern, honeycomb; and infill
density, 75%. The 3D design and technical parameters of the components are given
in Table 1.

Some of the components like 8 bit microcontroller (Arduino Uno R3), poten-
tiometer and servo motor (Futaba S 3003) were purchased from the local electronics
market and used directly in the device. The proposed design of the device is given
in Fig. 3.

Fig. 2 Autodesk123D software image of the rack, pinion and casing of the device
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Table 1 Design parameters of the rack, pinion and casing of the device

Parameters Values Parameters Values Parameters Values

Length 150 mm Diameter 30.23 mm Length of the
casing

88.90 mm

Width 3.81 mm Angle 35.5° Distance between
post

40.50 mm

Loop Length 10.276 mm Number of teeth 28 Width 39.25 m

Angle 22.6° Distance between
teeth

1.03 mm

Distance between
teeth

1.368 mm Width 5.58 mm

Number of teeth 44 Loop length 13.982 mm

Rack Pinion Casing

Fig. 3 Proposed design of the device

2.2 Film Formation and Transfer

In our work, water is taken as hydrophilic solution (high surface energy) and acetone
is selected as hydrophobic solvent (low surface energy). For demonstration purpose,
camphor is used to form the film. An amount equal to 250 mg of camphor was
dissolved in 20 mL of acetone. A 100μL of thus prepared solution was cast on water
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filled (up to 3/4th height) petri dish (Fig. 1). The floating film was formed on the top
of water within seconds.

As in convention FFTM, the film transfer is done via manual stamping. In this
work, the film transfer process was done by the fabricated device. A glass slide
was hold between grippers provided in the device and moved toward petri dish
by potentiometer. As soon as glass slide touched the film, the device was stopped.
Afterwards, reverse motion was started and glass slide coated with camphor film
started to go up. Thus film was transferred over glass slide. The whole process is
discussed in results in detail.

3 Results and Discussion

This section is divided into two sections for discussing results obtained in this work.
First part is related with the fabrication, and second part is about improvement of
film transfer process in FFTM.

3.1 3-D Printed Components and Fabricated Device

The 3D components were printed as per their design parameters and are shown in
Fig. 4.

Fig. 4 3D printed a pinion, b rack and c casing of the device
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Fig. 5 Photographic image of fabricated device

Apart from these printed parts, some parts like wooden base, Arduino Uno R3,
potentiometer, iron wires for gripping and wires for connection were purchased
from the local market. All these parts were assembled to fabricate the device. The
fabricated device is shown in Fig. 5.

This fabricated device was used for the improvement of film transfer process in
FFTM.

3.2 Film Formation and Transfer

The film formation was performed by FFTM. For forming a film, few drops of the
camphor-acetone solution were cast on the water substrate. A film of camphor is
formed on the top of water substrate within few seconds. The mechanism of film
formation is already explained and given in Fig. 1b. The surface energies of water
and acetone are 72 mN m−1 and 25.2 mN m−1, respectively [8]. The interfacial
surface energy of water–acetone at room temperature is 30.8 mN m−1. In this case,
S will be equal to 16 mNm−1 that is clearly greater than zero. Hence, film is formed.

After the film formation, the transfer of the film over glass slide was done with
the help of the fabricated device. The glass slide was gripped mechanically with
the help of iron wires. Then, the device was made to move towards water surface
through potentiometer of this device. The potentiometer was attached with Arduino



Designing and Fabrication of a Device for Automation … 499

Fig. 6 Photographic images captured during film formation and transfer process

Uno and accordingly programmed for up and down movement of the rack. As soon
as glass slide touched the film formed over water substrate, the potentiometer was
stopped, didwait for few seconds and thenmoved in opposite direction. Thus, the rack
gently touched the film and film is transferred over glass slide. The whole process is
explained through Fig. 6. Thus, it was clear that the fabricated device was extremely
helpful in film transfer process.

4 Conclusion

The problem of corrosion can be eliminated by coating of protective material on
metals. For this, thin and compact film is required, which is the guaranteed output
of FFTM. In conventional FFTM, the film transfer is manual. So, we have tried to
automate this process in this work. The present work is focused on fabrication of a
device for automation of the film transfer in floating film transfer method. The device
is designed and successfully fabricated with 3D printed parts and purchased parts.
After fabrication, the device is successfully used for automated film transfer. Hence,
it is clear that the fabricated device is working well. This can speed up the FFTM
and its accuracy. In the near future, we are also planning to prepare polymer films
coated metal substrates using this device and to test them against corrosion.
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Filter Design for Radar Signal Analysis
Using Field Programmable Gate Array

Anil Kumar Sahu, Abhishek Singh, and Harish Kumar Shakya

Abstract Today’s RADAR applications such as in the military and surveillance
require the real-time processing of signals and with higher accuracy and reso-
lution. Analysis of data from high-speed RADAR is a significant problem. The
Von-Neumann processors commonly used for signal processing are limited in time-
sensitive applications due to their serial instruction streams. The FPGA architectures
are popular choice for the realization of high-speed designs, which are time critical
in nature. Here, FPGA Virtex-6 is used as the core for implementation. When radar
signals travel long distances, their strength decreases and noise starts to occur, which
makes the analysis of data from such signals difficult. To reduce noise, we use the
AD9652 and design an FIR BPF filter. This paper introduces the architecture, char-
acteristics and the fundamentals of digital filters and provides an efficient way of
FPGA-based implementation of the filter design for RADAR signals. MATLAB tool
has been involved to calculate the filter coefficient, and design a filter in the VHDL
language and inspect the output in Chipscope using the Xilinx ISE tool. We received
+12 dB gain in signal-to-noise ratio of Radar system.
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1 Introduction

It is well known that the echoes received from the RADAR target get affected by the
interference from environmental noise by the spreading from the air particles and
other RF signals, which share a common transmitted RF spectrum [1]. Thus, it is
most important to clean up the received signal by improving its signal-to-noise ratio.
Most common method is to implement a matched filter circuit whose main function
is to give optimal signal-to-noise ratio at the output for a given noise signal [2]. In a
matched filter design by knowing the received pulse shape, it is possible to realize a
matched filter such that its impulse response matches the transmitted pulse shape [3].
In this way, the received pulse echoes experience very low noise, and all the pulses
will be accurately identified by the threshold detection process [4].

RADAR signal processing is done to reinforce the received noisy signal
submerged in the noise and interference from a wide bandwidth. The pulse RADAR
signals are of wider bandwidth compared to the CW RADAR signals, so the noise
is added over a larger spectrum in the received signal [5]. In this work, the received
RF pulsed signal is down converted to the lower spectrum of IF frequency and is
then filtered by a digitally implemented bandpass filter [6]. The filter implemented
on FPGAs is tuned to the received signal bandwidth, so that the superfluous noise
can be filtered out easily and thus improve the SNR (signal-to-noise) of the pulse
received. The IF signal is then captured inside the FPGA using a high sample rate
digitizer [7] and then passed through a band-pass digital filterwhose pass band should
match [8] the pulse train bandwidth. This method is unique from the matched filter
implementation in which the input signal determines the impulse response of the
filter [9]. Since, this is not the optimum filter design approach like in a matched filter
response, some of the noise will always be present in the output signal [10]. So the
standard optimum SNR at the output will not be achievable as in the container of
matched filter response [11].

2 Methodology

2.1 Architecture

The system architecture is drawn in Fig. 1. It represents the receiver part of the
RADAR system. The echo signal returning to the assortment of the RF signal will
be converted into a relatively low IF signal with the help of super heterodyne and
a local oscillator. The super-heterodyne type receiver provides excellent sensitivity
and very little conversion loss in detection. Figure 2 shows the experimental block
system design for RADAR Signal Analysis.

This generated IF signal is then delivered to the AD9652, an analog-to-digital
converter (ADC), whose output is usually in the format of offset binary. The AD9652
will be configured using some registers of the AD9652 to convert its output to a
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Fig. 1 RADAR Block Diagram with a Transmitter Pulse and b Receiver Pulse with noise and c
Received pulse without noise

Fig. 2 Experimental blocks for RADAR signal analysis
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Fig. 3 Windowing for Doppler Filter

complement of two in a data format acceptable by the FPGA. The FPGA handles
incoming data, and the BPL filter is preloaded with filter coefficients of any number
of four different filters initially generated in the MATLAB FDA tool. The resulting
waveform can be tracked into the system with an Ethernet cable after all necessary
processing and noise reduction in the signal.

The Doppler channel stride goes like the entryway ride. Be that as it may, for this
situation, the Doppler channel range is extended (wide) because of burden capacities.
Holding up capacities are normally used to diminish side projection levels. Figure 3
shows windowing for Doppler channel. Since from the objective Doppler recurrence
can fall any place between two Doppler channels, the sign there is a misfortune. This
is appeared in Fig. 3, where because of the bundle, the hybrid recurrence is littler than
the channel cutoff recurrence, which regularly compares to the 3 dB power point.

2.2 A Filtering of Signals

Signal separating implies the preparing of signals by adjusting their conduct in the
recurrence space, for the most part to dismiss lower and higher recurrence meddling
signals.

To reduce noise content inRADARsignal,we reduce the bandwidth of the receiver
using a bandpass filter and a digital FIR filter to improve SNR of RADAR signal.
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The signal-to-noise (SNR) ratio at the input of the BPF filter can be expressed as
the signal power to the mean value of thermal noise power as follows:

Signal to Noise Ratio = Signal power/Noise power = S/KBwT (1)

where, k is the Boltzmann’s constant= 1.38× 10− 23 JK− 1, T= temperature in
Kelvin and Bw the bandwidth of the system in Hz.

The structure of a FIR BPF channel depends on boundaries: the data transmission,
or cut-off recurrence, the length, N and examining recurrence determined utilizing
equation given as indicated follows:

2fc − b/m > fs > 2fc + B/m+ 1 (2)

The FIR filter equation is given as follows:

y[n] = b0x[n] + b1x[n − 1] + · · · + bN x[n − N ]

=
N∑

i=0

bi · x[n − i], (3)

whereas, x[n] represent input signal; y[n] called the output signal for N is the filter
order; bi is the value of the impulse response at the i’th instant for 0 < = i < = N
of an th-order FIR filter.

The AD9652 is a double, 16-piece ADC, with inspecting velocities of up to 310
MSPS, underpins fast sign preparing with extraordinary powerful range over a wide
information recurrence run (up to 465 MHz). It underpins input clock frequencies of
up to 1.24 GHz. Two registers of AD9652 utilized are appeared in Table 1.

Table 1 Registers of AD9652

Register Register name 8 bit Data Function

0X08 Power modes Bit 0–0
Bit 1–0
Remaining bits zero

Power control in normal operation

0X14 Output mode Bit 0–0
Bit 1–1
Remaining bits zero

Configure the outputs and the format the data
into two’s complement
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3 Results and Discussion

3.1 FPGA Virtex 6 (XC6VSX475T-1FF1759) Utility Target
Device

Results can be verified by one family of FPGA Virtex 6 SXT, which has high signal
processing capability. Figure 4 shows FPGA and MATLAB interface. It has in-built
error correction and detection,DSP481E slices that consist of accumulator,multiplier
(which performs AND, OR logic functions and Barrel Shifting), supports Ethernet
MAC up to 25,000 mbps and operates at 1.2–2.5 V.

Figure 5 shows input signal with noise, and Fig. 6 represents input signal passed
through10MHzfilter, Fig. 7 shows input signal passed through5MHzfilter. Figure 8:
input signal passed through 2.5 MHz filter respectively.

When the input signal is applied to FIR BPF filter of 2.5 MHz, the signal to noise
ratio increases by +12 db. Hence, the noise reduces to large extent compared to the
one without filter. All these outputs are observed in Chipscope of Xilinx ISE tool,
and the resultant RTL schematic is also observed in Xilinx ISE Tool as shown in

Fig. 4 FPGA and MATLAB interface
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Fig. 5 Input signal with noise

Fig. 6 Input signal passed through 10 MHz filter
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Fig. 7 Input signal passed through 5 MHz filter

Fig. 8 Input signal passed through 2.5 MHz filter
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Fig. 9 RTL Schematic view of BPF FIR filter

Table 2 Performance comparison with previous works

Reference
number

FPGA used ADC Signal
strength
(IN
dBm)

RADAR
pulse
frequency

Sampling
frequency
(MHz)

Gain
in dB

Zhang
et al. [1]

EPIK30TC144 AD9057 0 10 kHz 5.12 +6 dB

This work XC6VSX475T-1FF1759 Ad9652 −53 160 MHz 210 +
12 dB

Fig. 9. Table 2 gives the detailed comparison of previous work with our proposed
works. In these works, +6 dB more gain has been received.

4 Conclusion

It has been concluded from the above results that the RADAR receiver has achieved
high performance by detecting a weak signal and strengthening the signal by
improving the SNR by designing a FIR BPF and AD9652. In this work filter has
been analyzed for high speed data rate by using FPGA Virtex 6 (XC6VSX475T-
1FF1759) and observe the results in Chipscope using Xilinx ISE 14.7 Tool. Digital
filters are implemented in a flexible way where the coefficients can be programmed
and changed when required to implement filters of specific requirements on user
selection. We have received +12 dB gain.
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A Greener Framework for Start-Up
Involving Order Management

R. Akaash, S. Aswin, M. Jayashuriya, Enoch Somana,
and S. P. Anbuudayasankar

Abstract Start-ups begin small with the goal of becoming a larger corporation.
Success in the start-up field comes through a strong idea, sufficient funding, a great
cooperative work ethic and a clear vision. Companies nowadays focus on growth
and market expansion, but leave behind sustainability as a long-term goal, this is
due to a lack of awareness of measures to reduce the environmental impact of
emerging markets. The study’s goal is to demonstrate how to create a long-term
framework for starting abusiness.A scenario-based case study is performed involving
an order management startup in a primetime location with a multi-pronged, effi-
cient approach towards delivery of orders whilst being an employee-friendly, eco-
friendly, pro-technology environment. An in-depth framework for order manage-
ment is provided. Pick-up and delivery route optimization are performed usingMulti
Integer Linear Programming (MILP) in MS-Excel for two different scenarios with
respective constraints and other details. Finally, the inferred details on how the
optimization has reduced distance traveled thereby reducing fuel consumption are
discussed. The paper gives a pedagogy on how a startup with the necessary attributes
can be sustainable and successful at the same time.

Keywords Start-up ·MILP · Optimization · Sustainable · Framework · Order
management · Shortest distance

1 Introduction

As the world is trying to weather one storm after another, it is of utmost importance
thatwe start to act upon thewishes of ourmother.Apart from the significant economic
benefits, going green encourages renewable energy consumption, which gives time
and nurtures the depleted natural resources. Humans being at the top of the chain are
more accountable than any other being, the steps towards a sustainable and renewable
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future can range from a drop to an ocean. People as a whole must strive to make the
world better for our future generations. An entrepreneur is a starter or initiator who
creates something new, like an initiative, a business, or a company. The entrepreneur
might not be the idea creator, but he or she is the one that decides to make that idea
a reality, to achieve and be part of this reality an entrepreneur must understand the
ever-fleeting and ever-developing market whilst coping up and satisfying customer
needs [1]. An entrepreneur who can inculcate a new aspect of customer needswithout
depending on personal experiences is deemed to be successful [2]. Entrepreneurship
is an ideology or a mindset of walking against the odds and making things happen.
Key values of Entrepreneurship are: Ability to take risk, Innovation, Vision, Open-
mindedness, Flexibility, and Intuition. More often start-ups fail because of deviation
of the team from these values.

A start-up is any company founded by an entrepreneur to solve real-world prob-
lems, develop products, provides services using technology or other resources giving
rise to a Scalable Economic Model. Start-ups start small with the goal of becoming
a large corporation. A start-up can be formed by a team of as little as one member.
Success of a start-up often revolves around having a strong idea, co-operative team,
sufficient funding, and a long-termvision. Start-up business ventures are also affected
by the advisers who work with them. Start-ups that do not have co-operative role-
players are affected due to the lack of decisive decision-making thereby causing a
wide range of problems during the buildup process [3]. Start-ups have high growth
potential, hence investors come forward to fund their ideas.

Start-up sphere in India is booming. TheDepartment for the Promotion of Industry
and Internal Trade (DPIIT) has acknowledged over 27,916 start-ups, as of February
1, 2020. Bangalore also known as Silicon Valley of India is known for its start-ups
[4]. With government initiatives like Start-up India and Make in India supporting
their growth, start-ups in India have better chances of being a success.

India being a developing country has immense scope for start-ups. Intriguingly,
India has undergone a metamorphosis to become a juggernaut developer of start-ups
owing to its rising economy, per-capita income, and the overall purchase power parity
of its citizens. The steering ideas have a drizzling start but an outburst growth. Some
interesting trends to be noted include the shifting of the start-up boom outside the
top-tier cities; evolution of new ideas; emergence of new B2B start-ups, and greater
inflow of investment from around the World. All these indicators point to a maturing
of the start-up ecosystem and an entrepreneurial story that will gain pace in the future.

Technology growth has been tremendous within the past decade, so has been
people’s desire to get things done easily. With start-ups providing services for an
easy lifestyle, people can now focus on other things leaving the tedious work for
the service-providing companies. The business model of these companies works on
the nature of people to desire an ease in lifestyle. One of the main aspects of a
laid-back lifestyle is the customer getting whatever they need at their doorstep. For
this to occur efficiently, the delivery companies have to deliver the products in the
fastest possible manner, in the least possible time. A pivotal aspect for this to work
is a delivery management network with proper and highly coordinated dispelling
and organization of transferors through a group of junctions that require delivery
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[5]. There are numerous such companies in the space of logistics, FMCG, food and
beverages, professional services.

In general, companies provide services and make life easy, but many do not
emphasize sustainability, leaving behind enormous amounts of carbon footprints.
The problem lies in the lack of awareness of measures to reduce environmental
impact. In order to give an elaborate elucidation on how emerging organizations
could minimize the detrimental effects on environment, this case study of a service
start-up is enkindled. The purport of this study is to demonstrate a sustainable frame-
work for creating an order management-related start-up that includes conceptual
summarization, a high level of quantification emphasis, and consideration of the
constraints of a developing market [6].

2 Establishing a Start-Up

Logistics, generally, is the term associated with the enterprises that happen within
the limits of a corporation. To build a successful corporation, its roots must be strong
and deep and the root from which every corporation grows is a start-up. A start-up
that is coming up the ladder cannot have a “passing the buck” approach, as it is
not the hallmark of a sustainable business model [7]. So, an efficient start-up with
the right pieces leads to a successful corporation. The start-up that is considered
here, functions in the day-to-day order delivery management market. This market,
in general, is highly competitive and heavily thronged, hence maintaining an edge
over the competition is the need of the hour. This start-up tackles the competition
with a multi-pronged fork, it operates using zone-based location division. Base of the
company is order centric. With an initial work on order management and temporary
base set in Chennai,
Tamil Nadu, India as listed belowwhich is further elaborated in Fig. 1, the day-to-day
operations are managed.

a. W1—Velachery
b. W2—Besant Nagar—Adyar
c. W3—Neelankarai
d. W4—Mylapore
e. W5—Vadapalani

Being in a prime-time area is another added advantage. As mentioned above,
the current base of operation is a temporary one, after careful consideration of the
volume and quality of orders, the company might choose to expand with the same
base of operation or relocate to a better market.
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Fig. 1 Location of Warehouses across Chennai, India [18]

2.1 Maintaining the Edge Over Competition

The company employs a multipronged approach to beat the heat of the market; this
involves efficient order management. Order tracking happens with the help of a real-
time analysis. Once the order received is pertained to be pharmaceutical or medical
in nature, it is immediately scanned in reference to the prescription. Scanning of
such packages can be performed via a built-in scanner in the app. In order to avoid
delay in delivery of packages, GPS is used for real-time tracking. Affiliation with
local businesses as trusted partners will result in the elevation of the company’s
stature, will provide a more holistic approach, will also dispense extensive resources
and an array of product lines at subsidized rates. The company being a deep-rooted
endowment will tolerate no compromise in “on-time delivery”. All these attributes
will not only benefit the start-up but will also ennoble the entire market. Customer
satisfaction will be another top priority as it acts as the major fuel for the company’s
further expansion.
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2.2 Employee Management

Employees are paid on a credit-based system wherein credits are awarded based on
how many deliveries they complete in a month. Employee work hours are flexible,
they canwork either part-time or full time, and compensation will be provided during
peak and heavy order hours. Best performing transferors are identified through an
efficiency rating system provided by the customer (this is based on the satisfaction
of the customer) and are provided bonuses.

2.3 Transportation

GreenVehicle Routing Problem (GVRP) is given importance in the current market as
happens to be the perfect amalgamation of both environmental sustainability and the
economic standpoint in harmony [8]. It promotes a symbiotic relationship between
the start-up and its surrounding market by optimizing delivery routes, which, in turn,
reduces fuel consumption and environmental degradation whilst keeping in mind the
economical aspect of carrying out the operation [9]. The entire fleet of vehicles is
categorized into either rental or vehicles owned by the company. All the bikes owned
by the company are Compressed Natural Gas (CNG) powered, which is not the case
for the rented ones. The employees are provided with “CNG Fuel Cards”, which is
the product of a joint venture between the start-up and a government-aided bank.
The same card is used for refueling both rental and owned delivery vehicles. For
the cards assigned to the owned vehicles, after the fuel amount is debited, a specific
number of green credits are added proportionally to the quantity of CNG consumed.
This is done to promote and create awareness to use green fuel sources, which, in
turn, results in a cut back in the levels of carbon emission throughout the network
thereby leading to a sustainable supply chain [10].

2.4 Marketing Strategies

As a brand new start-up, it is pivotal to have a competitive market strategy in order
to create a niche in this fleeting market. The following are the strategies that are put
into work towards developing a brand name.

• Free service for three orders of the day, picked via lucky draw.
• Promo code will be provided for an order within 10 kms, this code can be used

for the next order provided it happens within the next 5 days.
• For orders above |2500, the next order has no delivery charges.
• Regular customers will be given access to a redeemable wallet through which

they can participate in a cashless transaction.
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• For orders above |1000, alongwith their package, the customers are providedwith
a sampling, encouraging them to participate in our greener environment initiative.

2.5 Framework for Order Management System

Planning is the parent of any successful operation. Likewise, for the start-up to be
successful and to create its own niche, it must collectively follow a meticulously laid
out framework. For a company starting its stride in the order management market,
it is necessary to inculcate an efficient transfer of information and goods. The entire
network of pickup and delivery junctions must be latticed [11]. The following frame-
work, Fig. 2, gives an overview of transfer of information in a delivery management
start-up.

The four pillars of converting an order into a successful delivery include acquisi-
tions, carrying out the task, dispatching and fulfilling customer needs [12]. The chain
starts when the order is received from the customer through the application through
which the delivery address of the order is obtained and verified. Using the Order
Management System, the product details are obtained and are cross-referenced to
find a suitable product pickup address. Following this, details of the transferor in the
vicinity of the pickup address are obtained [13]. Using Google Maps, the shortest
route for pickup and delivery is calculated, simultaneously the information about the
product is intimated to the pickup store through pre-defined suppliers. The key here
is to identify the balance between cost, punctuality, and the advancement in route
optimization for the delivery vehicles of the company [14].

The transferors are given GPS access to guide them to the delivery address, all
the while optimizing their routes in accordance with traffic and other delays. Finally,
once the product is delivered to the concerned location, a delivery confirmation is
sent both to the customer and the overseeing authority, invoice and other details
regarding the transaction are uploaded to the database. After this, the status of the
transferor is updated, and he/she is ready for the next pickup delivery.

3 Methodology

Linear programming gives the highest or the lowest values to the linear objective
function, which is subjected to one or more limitations. Mixed Integer Programming
(MIP) goes a step ahead and gives one more constraint, which states at minimum
one of the values must be an integer [15].

The three main excerpts that define vehicle routing are decisions, objectives,
and constraints. In general, networks are strongly based on design and strategical
optimization [16]. MILP concerns with predicaments where some values are limited
to integers while others can be non-integer values. Here the programming outputs
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Fig. 2 Order management framework

are being restricted to be either 0 or 1. The optimization problem is created as an
extensive MILP predicament with binary values for selection and load assignment
of impedimenta.
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4 Scenarios

To apply the theoretical concepts of linear programming and route optimization
into a real-time situation and understand the changes, they bring upon to the orig-
inal results, a couple of scenarios are considered. This is to provide a fourth wall
perspective to the existing order management framework. It is of utmost importance
to consider scenarios in areas that are networkable. Thiswill result in a comprehensive
calculation process making it more applicable for future estimations.

4.1 Scenario 1

Here, a scenario where an order is received from D1 (Alandur). The nearest ware-
house to this area is situated in W1 (Velachery). Hence, W1 becomes the base of
operation in this case. The pick-up stores (P1 = Apollo Pharmacy, P2 = Spencer’s
Hyperstore, P3=A.PBroilers, P4=PetUniverse) are first notified about the required
package. The start-up has taken in contracts with these stores that are in the vicinity
of the warehouse. This collaboration is to ensure that the ordered items are available
at discounts and that the delivery of the products is at the earliest. This also ensures
the amount of fuel consumed isminimal and the customers value the delivery system.
The details regarding these locations and their respective distances are listed in Table
1.

As discussed above, the orders were received from areas in and around W1
(initial constrain). The data were inputted in excel along with order locations. Then
the respective distances were obtained through Google maps and were noted. The
inputted data are processed through the solver. The first step of data processing
includes fixing the objective function to reduce the separation distance (distance
between the two places). This is followed by where the variable cells are fixed as
order values. Finally, cell references are added and constraints are fixed as the order
column values (excluding similar permutations).

4.2 Scenario 2 at a Glimpse

Here, the first order is obtained from D1 (Marudeeswar Nagar). So, the nearest
warehouse of W2 (Besant Nagar—Adyar) is chosen. The product order of meat,
pastry, and pet items (P2, P3, P1, respectively) is confirmed, and the transferor is
sent to complete the order. Before the order is completed, the order management
system updates another customer nearby who needs pastry, groceries, and medicine
(P3, P4, P5, respectively). Delivery locations on the picked course are updated along
with newly obtained ones, which will all be delivered based on the order acquired
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Fig. 3 a Geographical locations of warehouse and pickup areas for scenario 1 [18], b dynamic
locator of transferor for scenario 1

through route optimization [17]. The transferor order is then updated with the second
delivery point being D2 (Thiruvanmayur). At this juncture, the transferor can deliver
the goods under two different scenarios. Details regarding these locations are marked
in Fig. 3.

Scenario 2.1

The orders were received from areas in and aroundW2 (initial constrain) and have to
be delivered to D1 (Marudeeswarar Nagar) and D2 (Thiruvanmayur), deliver to D2
being the final constraint. The data were inputted in excel along with order locations.
Following this, the respective distances were obtained through Google Maps and
were noted. The details regarding these locations and their respective distances are
listed in Table 2. The inputted data were processed through the solver. The first step
of data processing being, setting the objective function to cut down the separation
distance, then by changing the variable cells into the values of the order column.
Then adding cell reference and constraints, the constraints being again the values
of the order column (similar permutations excluded). In this scenario, the transferor
completes the delivery in a systematic fashion. Details regarding these locations are
marked in Fig. 4.

Scenario 2.2

The orders were received from areas in and around W2 (initial constrain) and have
to be delivered to D1 (Marudeeswarar Nagar) and D2 (Thiruvanmayur) deliver to
D1 and D2 being the ultimate and penultimate constraints. The data were inputted
in excel along with order locations. Similar to what was performed in Scenario 2.1,
the respective distances were obtained through Google Maps and were noted. The
details regarding these locations and their respective distances are listed in Table 3.
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Fig. 4 a Geographical locations of warehouses and pickup areas for scenario 2.1 [18]. b Dynamic
locator of transferor for scenario 2.1

The inputted data were processed through the solver. The first step of data processing
being, setting the objective function to cut down the separation distance, then by
changing the variable cells into the values of the order column. Then adding cell
reference and constraints, the constraints being again the values of the order column
(similar permutations excluded). In this scenario, the transferor picks up all the orders
and delivers them accordingly. Details regarding these locations are marked in Fig. 5.

5 Results and Discussion

From the above research, a framework for setting up an order management firm
with a sustainable ideology was established. The idea of sustainability revolves
around reducing carbon emissions by minimizing the traveling distance by Opera-
tions research models. The following Table 4 gives a comparison between optimized
and unoptimized distances.

MILP is used for reducing the distance traveled by the employees. After reviewing
both the scenarios, it is evidently seen that the distance to be traveled achieved by
MILP is significantly lesser than the distance to be traveled without optimization.
Through a quantitative analysis of MILP, it is found that the travel distance reduces
by almost 50%, which also implies 50% reduction in fuel consumed. The case study
shows three different scenarios of travel, and all the scenarios show a reduction in
travel distance when MILP methodology is implemented.
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Fig. 5 a Geographical locations of warehouses and pickup areas for scenario 2.2 [18]. b Dynamic
locator of transferor for scenario 2.2

Table 4 Comparison of
distances without and with
optimization

Scenario Distance without
optimization (km)

Distance with
optimization (km)

1 10.9 4.4

2.1 10.3 5.8

2.2 13.7 6.1

6 Conclusion

This paper involves the premise of establishing a start-up in the order management
and delivery market. It gives a detailed overview of the tribulations of such an organi-
zation. The exegesis provides the details on current, day-to-day marketing strategies
employed to capture market shares along with providing a framework for order
management, all the while keeping in mind the environmental and sustainability
aspect of developing such an enterprise. A brief and concisemethodology is imparted
on how the pickup and delivery route location could be optimized, to reduce fuel
consumption. Two different scenarios of order pickup and delivery are analyzed, the
difference between the distance of the route taken by a particular transferor before
and after optimization is evidently highlighted and inferred. Alternate methods to
create sustainable order management companies are suggested and discussed.

Measures must be taken to reform current events and reduce carbon footprint.
Humans as residents of the top chain are starting to be accountable by identifying
alternate and clean fuel sources and inculcating it in our delivery system. Delivery
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start-ups have commenced to use Gobar gas and CNG instead of pumping their
vehicles with crude.What is being donemight not be big, but it has definitely brought
up an anomaly in the commercial corporate world. The changes must begin at the
grass-root level to produce stronger ripples.

If people start doing what is right by them instead of doing what they want
the world would be a better place for all. Here is to our small step, which will
potentially be a big leap for a sustainable mankind. The future of route optimization
and thereby reducing the fuel consumption looks immensely promising. What this
paper has outlined is just the tip of the iceberg. The scenarios that are considered
were solved using Microsoft Excel software, and it reduced the fuel consumption
by a considerable amount. So, with a dedicated laboratory environment and a crew,
this route optimization program can be stimulated for a larger number of nodes,
which will cover longer distances with denser networks, simultaneously, achieving
mind-boggling optimization levels. This kind of research can result in a bug free,
error free, route optimization application that can be put into use not only just by
delivering management conglomerates but also by the common man.
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Prediction of Brake Pad Wear Using
Various Machine Learning Algorithms

John Jeyaraj Steffan, Immanuel Johnraja Jebadurai ,
Lazarus Godson Asirvatham , Stephen Manova , and Jeffry Pon Larkins

Abstract The present study deals with the prediction of brake pad wear using four
different algorithms, namely, Regression tree, Linear Regression, Support Vector
Regression and Support Vector Machine. The experimental data obtained from the
pin on disc wear tester are considered for the analysis. The effect of frictional force,
load and RPM on the amount of wear is predicted using four different algorithms.
Initially, the amount of wear is predicted by varying the frictional force from 3.5
to 11 N with constant rpm of 200, 300 and 400, and further, the amount of wear is
also predicted by varying the rpm from 600 to 1300 with constant frictional force
of 20 N. The results showed that an average percentage deviation of 3.65, 1.37, 1.5,
1.52% is observed for the former and a percentage deviation of 2.15, 0.42, 0.75 and
0.75% for the latter for Regression tree, Linear Regression, Support Vector Machine
and Support Vector Regression algorithms, respectively, when compared with that
of the experimental results. It is also observed that the linear regression algorithm
showed a minimum root mean square error (RMSE) value of 0.002088 and 0.03549
for both analyses, respectively. Based on the obtained results, a mathematical model
is also developed to predict the amount of wear as a function of frictional force, load
and rpm. It is also found that the developed model agrees well with the published
literature with a deviation of ±1.12 and ±0.40% for both the analyses, respectively.
Hence, it is suggested that the proposed model is useful in predicting the actual life
of brake pad for various heavy commercial vehicles.
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Keywords Brake pad wear · Prediction · Algorithm · Machine learning ·
Regression

1 Introduction

Automobile industry is considered as one of the world’s largest economic sectors
by revenue and contributes about 7.5% of India’s Gross Domestic Product (GDP).
Particularly, the production rate of commercial vehicles such as Sports Utility Vehi-
cles (SUVs) and Multi Utility Vehicles (MUVs) has increased by 30% in the year
2019. The combination of flexible seating arrangements, space requirements and
high power in a compact frame makes these commercial vehicles more attractive
from end-user’s perspective. Despite having good quality parts in these commercial
vehicles, every individual component has its own fatigue limit. Particularly, in the
braking system, the components such as brake pads, brake disc and brake fluid have
a particular limit up to which they can be used. As the brake pads and the brake disc
are under continuous wear, it is considered to be a major threat to the end users as
the brake pad wear leads to brake failure.

The performance of the braking system for these modern commercial vehicles
depends mainly on emergency braking ability and its operational safety. To ensure
good braking ability, Antilock Braking System (ABS) is being employed, which
increases the stability and steerability of the vehicles. The main objective of ABS
is to attain the maximum braking power by avoiding wheel slip. Due to this high
braking power, the wear rate in the brake pads also increases and it leads to brake
failure. Even though many research works have been carried out to improve the life
of brake pads, the prediction of wear rate without doing real-time experiments is still
a great challenge. Thus, the prediction of wear rate, thereby to know the life of brake
pads is considered to be of great interest in today’s automobile industry. Very few
works have been done to predict the wear rate by considering the stopping distance
and temperature as input parameters. Various machine learning techniques such as
Artificial Neural Networks (ANN), Linear Regression etc., are used in the existing
works to predict the wear rate of the brake pads. However, the study on brake pad
wear monitoring using frictional force and RPM as input parameters remains undone
in the open literatures. Thus, the present work deals with the prediction of brake pad
life by considering its wear rate based on frictional force, load and RPM, thereby
proposing an efficient algorithm for brake pad wear monitoring. Some of the most
productive works that deal with prediction and improvement of braking performance
are listed as follows.

Rohilla et al. [1] compared the performance of ABS without controllers and with
controllers such as P, PI, PD, PID and observed that the performance of the braking
system is improved by all controllers, but PID controller gives the best result by
significantly reducing the stopping distance andminimizing the stopping time. Quan-
titatively, the stopping distance for ABSwithout controller is 56.3364m at a stopping
time of 3.3284 s and with PID controller is 42. 6188 m at a stopping time of 2.9514 s.
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Xiao et al. [2] simulated a model to enhance the performance of ABS using fuzzy
controller for different road conditions. It was stated that higher adhesion coefficient
between wheel and the surface results in a smaller change in slip ratio. In addition,
the fuzzy controller can effectively improve the braking performance thereby main-
taining the optimum slip rate of 0.2. Zhang et al. [3] studied the performance of ABS
in three axle rigid truck. Model of the truck was built in ADAMS/Car software, and
Matlab/Simulink was used for the logic threshold control Antilock Braking System.
The simulation was carried out in three arrangements, which included six sensors
and six solenoid valves, six sensors and four valves, four sensors and four valves. The
simulation results obtained using logic threshold control are found to be effective as it
reduces the stopping distance and maintains the adhesion coefficient above 0.75 with
ABS. The authors have also stated that the arrangements with six sensors six valves
and six sensors four valves have an advantage in longitudinal braking performance
and the one with four sensors four valves has better lateral performance. Aparow
et al. [4] proposed a simulationwork for developing aABS using vehicle longitudinal
model (VLM). A 5 degree of Freedom (5-DOF) VLM was built. Several handling
tests such as sudden acceleration and sudden braking tests have been performed to
authenticate the vehicle model. This model has been used to design a PID controller
for controlling the longitudinal slip and reducing the stopping distance. Two control
loops have been used based on cascade control system. The primary or outer loop
controller is used to control the vehicle model’s brake torque, and the secondary or
inner loop controller is used to control the hydraulic model of the brake. A perfor-
mance comparison has been done with P, PI, PD and PID controllers. It has been
stated that the use of PID controller in ABS shows lower maximum overshoot of
0.25–0.3, shorter settling time of 3 s and less significant steady state errors. Chetan
et al. [5] have suggested a method of using a machine learning algorithm to calculate
the brake pad wear based on the stopping distance. Parameters such as vehicle speed,
braking force and load on the vehicle are assumed to be constant for all the trials.
Multivariate linear regression was used to identify the relationship between stopping
distance and the brake pad thickness. As the plot was parabolic, a second-order curve
was fit to the data. The author formulated this relationship such that the brake pad
wear can be determined by giving the stopping distance to the model. It was also
stated that the parameters that were assumed to be constant, will not be constant in
real-life applications and higher-level machine learning algorithms can be used to
relate the two parameters. Kareem et al. [6] developed an Artificial Neural Network
(ANN) for predicting wear and temperature in a pin-disc contact. It was stated that
any change in the load, speed and temperature can have a significant effect on the
wear rate of thematerial. Experiments and predictions were carried out with steel and
aluminum pads to determine the effect of pressure and rotational speeds on wear and
temperature rise. AnANNmodel with five neurons in the input layer, eight and seven
neurons in the first and second hidden layers, respectively, and three neurons in the
output layer was developed to predict the wear and final temperature of the pad and
disc. Szczypinski et al. [7] have done a research work focused on the estimation of
coefficient of friction of brake pad and disc during braking of a vehicle with respect
to the external conditions. The vehicle used for testing is a B segment vehicle. The
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desired velocity can be achieved by driving those rotary drums by electrical motors
and after the desired velocity is attained, the drums are detached from the motors by
clutches and the braking is started. The tests are conducted under dry and wet condi-
tions of the brake disc, with acting ABS and without ABS. Based on the measured
data, ANN model was built with the aim of estimating the coefficient of friction on
the basis of different operating conditions. The input parameters are brake caliper
pressure and wheel slip during braking. In the cases of with and without ABS, the
use of ANN facilitates the estimation of mean values of braking coefficients during
braking under various conditions. The author also suggests that the application of the
neural network can increase the precision of the control algorithms of active safety
systems like ABS. Gailis et al. [8] performed a statistical analysis to determine the
vehicle brake pad wear. It was stated that the dynamics of wear of brake pads differ
from front to rear axle and also inner and outer pads. Wear data are collected from all
four wheels with respect to mileage, and it is plotted. Using a data analysis software,
the regression equation is generated. The authors have proposed a relation between
the mileage and brake pad wear and also state that the observed variance does not
allow for acceptable prediction of brake pad wear using linear regression model.

The authors carefully reviewed the above-mentioned literatures, and it was
observed that most of the experimental works were carried out to enhance the real-
time braking performance by incorporating PID controller in an ABS model. With
improvement in the braking performance, there is an increase in wear rate, which
reduces the life of brake pads. Thus, predicting the wear rate of brake pads before
employing it in real-time application is found to be essential. Very few research
works were focused on predicting the life of brake pads by considering the stopping
distance and temperature. However, no work has been carried out till date to predict
the life of brake pads by considering the RPM, frictional force and braking load as
input parameters. Therefore, the presentwork dealswith prediction of brake padwear
and wear rate monitoring by considering the parameters such as load, frictional force
and rpm using various machine learning algorithms thereby proposing an efficient
algorithm with a mathematical model.

2 Proposed Method

2.1 Experimentation

The pin-on disc experimental setup is used for various applications. Depending on
the applications, the data are obtained by setting various conditions. The conditions
required for this test are an RPM range of 200–1400, frictional force in the range
of 3–12 N and load in the range of 10–30 N. The data are to be obtained using two
different conditions. The first condition is maintaining a constant RPM and varying
the frictional force and load. While the second is, maintaining a constant frictional
force and varying the RPM [9]. By using various machine learning algorithms, the
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Fig. 1 Pin on disc experimental setup

amount of wear can be predicted based on the test data. The pin on disc experimental
setup to measure the amount of wear is shown in Fig. 1.

2.2 Algorithms Used

LinearRegression. This algorithm is used to predict the value of a dependent variable
based on multiple independent variables. It can be formulated as:

Y = b0 + b1x1 + b2x2 + b3x3 + · · · · · · · · · + bnxn (1)

Here, y is a single independent variable, which depends on multiple independent
variables x1, x2, x3.….., xn [10].

For this application, four mathematical relations could be obtained based on the
four different sets of data. For constant RPM, the equation is as follows:

Y = β0 + β1X1 + β2X2 (2)
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where, Y is the amount of wear of the brake pads in microns, X1 and X2 are load and
frictional force, respectively. This equation is similar for the dataset of 200, 300 and
400 RPM except for the coefficients β0, β1, β2, which varies for each of the dataset.

Likewise, for constant frictional force, the equation is as follows:

Y = β0 + β1X1 (3)

where, Y is the amount of wear of the brake pads in microns and X1 is the RPM.

Regression Tree. A decision tree used for regression is called a Regression Tree.
The tree contains decision nodes, which represent the value of the input variable and,
leaf nodes that represent the decision. The decision node that corresponds to the best
predictor will be the topmost node and is known as the root node. The decision tree
divides the data into smaller nodes called buckets or sub-nodes. This is repeatedly
done during the training process until only identical nodes are left. This is done
based on the reduction of variance and information gain (which says the amount of
information in an event) [11].

Reduction of Variance

Variance = �(X − μ)2/N (4)

where, X is the sample, μ is the mean and N is the number of samples.
Reduction of variance is done in four steps:

1. The variance of each child node is calculated individually for each split.
2. The weighted average variance of all child nodes in each split is calculated.
3. Split with the lowest variance is selected.
4. Steps 1–3 are repeatedly performed until homogenous nodes are obtained.

Information Gain

Information Gain = 1 − Entropy (5)

Entropy determines a node’s purity. A node has a higher purity if the entropy
value is low. Homogenous node has zero entropy. From the above equation, it can
be inferred that the information gain is higher for nodes that are pure.

The number of buckets is decided by the algorithm itself

Entropy = −
n∑

i=1

pi log2 pi (6)

where, p is the percentage of each class in the node.
Splitting using Information Gain is done in four steps:
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1. The entropy of each child node is calculated individually for each node.
2. The weighted average entropy of all child nodes in each split is calculated.
3. The split with the highest information gain is selected.
4. Steps 1–3 are performed until homogenous nodes are obtained [12].

Support Vector Regression (SVR). SVR algorithm uses the concept of Support
Vector Machine (SVM) for predicting a continuous variable. The linear regression
model reduces the error between predicted and observed value, while SVR automat-
ically fits in best line with threshold error value. SVR classifies all the prediction
lines into two types. The prediction lines, which do not pass between the error bound-
aries, are not considered, as the threshold ( 1) value is lesser than the difference of
predicted value and observed value. However, the lines passing the error boundary
are significant for predicting the value of a future point. Basically, SVR performs
high dimension linear regression [13].

SVR model is built as follows:

1. Collecting the training dataset,τ = {X,Y }
2. Choosing a kernel (it converts from lower to higher dimensional data)
3. Forming the correlation matrix, K

∧

Ki j = exp(
∑

k

θk

∣∣∣xik x
j
k

∣∣∣
2
)+ ∈ δi j

4. Training themachine approximately or exactly, to get the contraction coefficient
using K

∧−→a = −→y .

Where, −→y is the vector of values corresponding to the training data and −→a
vector of unknows that have to be solved.

⇒ �a = K̂−1 �y

5. The elements of the coefficient matrix are estimated as follows:

Ki = exp

(
∑

k

θk |xik − x∗
k |2

)

Support VectorMachine (SVM). Kernel-based SVM is a basic SVM algorithm that
uses kernel functions, which apply some complex mathematical operations on lower
dimensional data points and convert them into higher dimensional space. There are
different types of kernels such asGaussianRBFKernel, polynomial kernel, sigmoidal
kernel, linear kernel, etc. For the analysis of this given data, linear kernel is used.
SVM is using linear kernel functions similar to Support Vector Regression [14].
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3 Results and Discussions

3.1 Frictional Force Versus Experimental Wear at Different
RPM(s) and RPM Versus Experimental Wear at Constant
Frictional Force

Figure 2a shows the relation between frictional force andwear, and it can be observed
that, at a constant RPM, the increase in frictional force causes an increase in the
amount of wear. The mathematical relation between coefficient of friction (μ), fric-
tional force (F) and normal load (N) is important to explain the concept of increase
in wear rate with an increase in frictional force.

μ = F/N ⇒ N × μ = F (7)

From the above equation, it can be inferred that normal load is proportional to
frictional force. During the braking action, the brake pads apply a normal load on
the brake disc. Al-samarai et al. [9] stated that an increase in normal load increases
the frictional force between the brake pads and the brake disc, and this causes an
increase in temperature due to the tillage effect caused by the frictional force at the
contact surface. This results in adhesion and leads to an increase in the amount of
wear. Therefore, the amount of wear observed is a result of the action of frictional
force and load applied at a constant RPM. In Fig. 2a, it is observed that, at a constant
RPM of 200, the amount of wear varies from 0.0879 to 0.2268μmwith the frictional
force varying from 3.5 to 10.5 N, respectively, also at a constant RPM of 300, the
amount of wear varies from 0.0879 to 0.2049 μm with the frictional force varying
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Fig. 2 a Frictional force versus experimental wear at 200, 300 and 400 RPM, b RPM versus
experimental wear at a constant frictional force of 20 N
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from 3.5 N to 10.5 N, respectively, and at a constant RPM of 400, the amount of
wear varies from 0.0789 to 0.1531μmwith the frictional force varying from 3.5 N to
10.5 N respectively. Figure 2a also shows another trend in which, at any given value
of frictional force, the amount of wear is greater for lower RPM of 200 and smaller
for higher RPMof 400, provided, the amount of wear is increasing throughout. There
is an increase of 11.37% at 200 RPMwith respect to 300 RPM, an increase of 20.9%
at 300 RPM with respect to 400 RPM and an increase of 29.27% at 200 RPM with
respect to 400 RPM. Chowdhury et al. [15] stated that this trend is because of change
in the shear rate, which affects the mechanical properties of the surfaces in contact.
When the shear rate is higher, strength of the materials is greater, and this results in
lower actual area of contact and lower frictional force. Figure 2b shows the relation
between RPM and wear, and it is being observed that the amount of wear increases
with increase in RPM at a constant frictional force. At a constant frictional force of
20 N, the amount of wear varies from 5.1951 to 9.014 μm with the RPM varying
from 600 to 1300, respectively. This is because the length of rubbing increases as the
sliding speed increases, and, this, in turn, generates frictional heat, which decreases
the strength of the materials. These data are used to train the prediction model.
Prediction algorithms namely Linear Regression, Regression Tree, SVM and SVR
have been used to fit a curve over the data represented in Fig. 2a and b.

3.2 Prediction of Wear at 200 RPM Using Various Prediction
Algorithms

Figure 3 shows the predictions of the four different algorithms used for predicting the
amount of wear with respect to frictional force and load at a constant RPM of 200.
Amongst the set of algorithms used, it is observed that linear regression algorithm
makes the best prediction with the least RMSE value of 0.003059 and a residual
standard error of <0.1. The very low RMSE value and very low residual standard
error (standard deviation of the residuals) show that the prediction results are accurate
with an R-square value of 99.51%. Based on Eq. (2), the mathematical model can
be written as:

Y = β0 + β1X1 + β2X2 (8)

The values of β0, β1, β2 are obtained by performing multiple linear regression
algorithm. By substituting the values, respectively, the above equation can be written
as:

Y = 0.02366 − 0.03140 × Load + 0.10917 × FF (9)
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Fig. 3 a Prediction using Linear Regression,bPrediction usingRegression Tree, c Prediction using
SVM, d Prediction using SVR at 200 RPM

3.3 Prediction of Wear at 300 RPM Using Various Prediction
Algorithms

Figure 4 shows the predictions of the four different algorithms used for predicting
the amount of wear with respect to frictional force and load at a constant RPM of
300. It is observed that linear regression algorithm shows the best prediction result
with the least RMSE value of 0.001776 and a minimum residual standard error of
<0.1 when compared to the other algorithms used. The very low RMSE value and
very low residual standard error (standard deviation of the residuals) show that the
prediction results are accurate with an R-square value of 99.72%. Based on Eq. (2),
the mathematical model can be written as:

Y = β0 + β1X1 + β2X2 (10)
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Fig. 4 a Prediction using Linear Regression, b Prediction usingRegression Tree, c Prediction using
SVM, d Prediction using SVR at 300 RPM

The values of β0, β1, β2 are obtained by performing multiple linear regression
algorithm. By substituting the values respectively, the above equation can be written
as:

Y = 0.028208 + 0.006492 × Load − 0.002117 × FF (11)

3.4 Prediction of Wear at 400 RPM Using Various Prediction
Algorithms

Figure 5 shows the predictions of the four different algorithms used for predicting the
amount of wear with respect to frictional force and load at a constant RPM of 400.
It is observed that, when compared to the other algorithms used, linear regression
algorithm makes the prediction with the least RMSE value of 0.001430 and a very
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Fig. 5 a Prediction using Linear Regression,bPrediction usingRegression Tree, c Prediction using
SVM, d Prediction using SVR at 400 RPM

low residual standard error of <0.1. The very low RMSE value and very low residual
standard error (standard deviation of the residuals) show that the prediction results
are accurate with an R-square value of 99.56%. Based on Eq. (2), the mathematical
model can be written as:

Y = β0 + β1X1 + β2X2 (12)

The values of β0, β1, β2 are obtained by performing multiple linear regression
algorithm. By substituting the values, respectively, the above equation can be written
as,

Y = 0.03615 + 0.01632 × Load − 0.03522 × FF (13)
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3.5 Prediction of Wear at a Frictional Force of 20 N Using
Various Prediction Algorithms

Figure 6 shows the predictions of the four different algorithms used for predicting
the amount of wear with respect to RPM at a constant frictional force of 20 N.
It is observed that, when compared to the other algorithms used, linear regression
algorithm makes the prediction with the least RMSE value of 0.03549 and a very
low residual standard error of <0.1. The very low RMSE value and very low residual
standard error (standard deviation of the residuals) show that the prediction results
are accurate with an R-square value of 99.9%. Based on Eq. (3), the mathematical
model can be written as,

Y = β0 + β1X1 (14)

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

550 650 750 850 950 1050 1150 1250 1350

Pr
ed

ic
te

d 
W

ea
r (
μm

)

Ex
pe

rim
en

ta
l W

ea
r (
μm

)

RPM

Experimental Wear
Predicted Wear

RMSE = 0.03549

(a) 

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

550 650 750 850 950 1050 1150 1250 1350

Pr
ed

ic
te

d 
W

ea
r (
μm

)

Ex
pe

rim
en

ta
l W

ea
r (
μm

)

RPM

Experimental Wear
Predicted Wear

RMSE = 0.18362

(b) 

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

550 650 750 850 950 1050 1150 1250 1350

Pr
ed

ic
te

d 
W

ea
r (
μm

)

Ex
pe

rim
en

ta
l W

ea
r (
μm

)

RPM

Experimental Wear

Predicted Wear

RMSE = 0.05969

(c) 

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

550 650 750 850 950 1050 1150 1250 1350

Pr
ed

ic
te

d 
W

ea
r (
μm

)

Ex
pe

rim
en

ta
l W

ea
r (
μm

)

RPM

Experimental Wear

Predicted wear

RMSE = 0.05969

(d) 

Fig. 6 a Prediction using Linear Regression,bPrediction usingRegression Tree, c Prediction using
SVM, d Prediction using SVR at a constant frictional force of 20 N
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The values of β0, β1 are obtained by performing multiple linear regression algo-
rithm. By substituting the values, respectively, the above equation can be written
as,

Y = 1.93947 + 0.00544 × RPM (15)

From the results, it is observed that the prediction of linear regression algorithm
gives the best result for all the cases. This is because of the linear relationship between
the response variable, which is the amount of wear for both the conditions (constant
RPM and constant frictional force), and the predictor variables, which are frictional
force and load for one condition and RPM for the other condition, respectively.
Also contributing to this are the absence of correlation between the error terms
(autocorrelation) and the absence of correlation between the independent variables
(multicollinearity).

4 Conclusion

The experimental data from the pin-on-disc setup are used for prediction of brake
pad wear. Based on the results, the following conclusions are drawn:

1. Initially, the amount of wear is predicted by varying the frictional force from 3.5
to 11 N with constant rpm of 200, 300 and 400, and further, the amount of wear
is also predicted by varying the rpm from 600 to 1300 with constant frictional
force of 20 N.

2. Prediction has been done using four different machine learning algorithms,
namely, linear regression, regression tree, support vector regression and support
vector machine.

3. Linear regression algorithm shows the least RMSE value of 0.002088 and
0.03549 for both the conditions such as constant RPM and constant frictional
force, respectively. This results in high accuracy because of the linear relation-
ship between the response variable and the predictor variables along with the
absence of autocorrelation and multicollinearity.

The proposed mathematical model can be used to determine the life of the brake
pads for various commercial vehicles.
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Abrasive Wear Behavior
of Bio-Fiber-Reinforced Epoxy
Composites with Taguchi Approach

Tanusree Bera , Lopamundra Mohapatra, Ved Prakash, and S. K. Acharya

Abstract In this paper, the wood apple shell/epoxy composites were fabricated by
hand lay-up technique. The wood apple shell particulates vary from 5, 10, 15, and 20
wt.%. The abrasive wear tests have been carried out using a pin-on-disc wear tester.
In this study, the design of experiments has been applied to evaluate the abrasive
wear rate of the composites. The experiments were conducted using the L16 (44)
orthogonal array. Analysis of variance (ANOVA) was used to analyze the various
impacts of the process variables on the abrasive wear rate. The wt.% of wood apple
shell, load, sliding velocity, and speed are the control variables. The results concluded
that the load has a maximum impact on the abrasive wear rate.

Keywords Wood apple shell · Pin-on-disc wear tester · Taguchi method · Analysis
of variance (ANOVA) · Abrasive wear rate

1 Introduction

Synthetic fibers are mostly used in various fields due to their high stiffness and
strength properties. But now a day, the applications of synthetic fibers are decreasing
due to non-biodegradability and expensive in nature. In today’s world, biodegrad-
ability becomes an important factor to reduce environmental pollution and tomaintain
the balance in the ecosystem. This problem motivates the researchers to move from
the synthetic fiber to natural fiber in their research work. The easily availability of
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inexpensive natural fiber and with the ease of manufacturing process multiplies the
use of natural fiber as filler or reinforcement in the polymer composites industries.

Wood apple is a natural fiber, considered a sacred tree in India. It has a scientific
name of Aegle marmelos. It is also known as Bengal quince, golden apple, Japanese
bitter orange, stone apple or wood apple. It also presents as a natural species in
South Asia, Srilanka, Thailand, and Malaysia like countries. Wood apple shell has
composed of 39.54% cellulose, 26.06% hemicellulose, 30.86% lignin, and other
carbonaceous compounds [1].

Abrasive wear is very common in many industries. It is a type of wear that leads
to faster loss of materials than other forms of wear such as adhesive wear. It involved
the penetration of harder abrasive particles on the soft materials and caused damaged
or loss of material due to plastic deformation. To study the wear behavior of the
materials, a lot of experimental tests have to perform on the materials. It took a lot
of time and cost. In order to get an optimum result with less experimental test time
and cost, design of experiments (DOEs) technique is used in the study.

Extensive work has been carried out on the implementation of the Taguchi method
on composites. Mishra and Biswas [2] found that the sliding wear has the maximum
impact both on the wear rate and coefficient of friction. Mishra et al. [3] applied
Taguchi’s L16 orthogonal array to assess erosion behavior of ZA-27/silicon carbide
metal matrix composites. It has been observed that the impingement velocity and
filler addition influence more on the wear rate. Patnaik et al. [4] worked on design
of the experiments’ method to calculate the optimum parameter of the erosion of
polyester (E-glass and SiC particles) composites. Experimental results revealed that
the size of Erodent, percentage of SiC, impingement velocity, and impact angle,
are significant to minimize the erosion rate. Mishra and Biswas [5] developed jute
fiber reinforced epoxy composites. The authors found that the sliding velocity has
the significant parameter to minimize the wear rate and friction coefficient. Patnaik
et al. [6] conclude that the sliding velocity has the maximum contribution to the
wear behavior. Mohanta and Acharya [7] used the design-of-experiments (DOE)
method to calculate the erosive wear rate of composites. It has been observed that
the impingement velocity is the most important parameter to minimize the erosive
wear of the composites.

In this study, an attempt has been made to prepare a wood apple shell/epoxy
composite and to calculate the abrasive wear rate of the wood apple shell/epoxy
composites with various process parameters include weight fraction of the wood
apple shell, load, sliding velocity, and speed. An optimization technique Taguchi’s
L16 array was used for conducting experiments.
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2 Experimental Details

2.1 Fiber Preparation

The wood apple shell fiber used in this present study is collected from the Rourkela,
Odisha, India. It washes properly with the help of distilled water in order to remove
dirt and impurities that are adhering to the surface of the shell. The wood shell
is broken into large pieces and properly removes the inner core (seeds and flesh).
The outer shell washed several times with distilled water. The outer cover shell is
allowed to dry properly under the Sun for 7–8 days until all moisture is removed. The
dried wood shells are crushed into small pieces in a crusher; these small pieces are
converted into particulate form using a ball milling machine. The collected powder
was sieved and segregated into a size of 212 microns. The complete procedure of
fiber preparation is shown in Fig. 1.

Fig. 1 The complete procedure of fiber preparation
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2.2 Fabrication of Composites

The composites are prepared with wood apple shell particulates as filler in polymer
matrix composites with various percentages with a step of 5 wt.%. The epoxy resin
used in this project is Araldite LY556, which is belonged to epoxide family with
common nameBis-Phenol-A-Diglycidyl-Ether and supplied byCIBAGUGYE India
Limited. It has a density of 1.16 gm/cc. A designed and fabricated steel mold is
utilized for making cylindrical specimen of length 30 mm and diameter of 10 mm.
The calculated amount ofwood apple shell particulates and epoxy resinwith hardener
(10:1) mixture is poured in the mold cavity (Fig. 2a) after that both halves of the
mold cavity are properly aligned and fixed (Fig. 2b). The specimens are allowed to
be inside the mold cavity for 1 day at room temperature. After 1 day, the specimens
are taken out from the mold cavity (Fig. 2c) and machined to calculate the size for
wear testing.

Fig. 2 a Steel mold for composite preparation (i) upper part of the mold (j) middle part of the mold
(k) lower part of the mold b two halves of the mold c composite pin samples
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2.3 Abrasive Wear Test

The abrasive wear test is carried out with the specimens under dry conditions at
ambient temperature with pin-on-disc-wear tester, which is similar to the one used
by Bera et al. [8].

3 Results and Discussion

3.1 Effect of Load on Wear Rate

Figure 3 shows the variation ofwear ratewith various loads. It is seen that for all loads,
the wear rate is high at the initial period and gradually lowers as the load increases
for the rest of the test period. This is because, at the initial stage of the experiment,
the abrasive paper is fresh but as the specimen slides against the abrasive paper;
the sharp edges of the abrasive particles get damaged, and it becomes smooth. The
accumulation of wear debris on the interstitial spaces between the abrading particles
also reduces the wear rate.

Fig. 3 Effect of load on wear rate at a sliding velocity of 2.0944 m/s
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4 Experimental Design and Optimization

4.1 The Taguchi Approach

A Taguchi approach is a powerful tool used widely in industries to improve the
quality of the manufactured products. This method is commonly used in analyzing
engineering data. This is also known as a robust design, which helps in reduction
of the number of tests with the implementation of orthogonal arrays. This design
lessens the effects of various factors that are difficult to control. It gives an easy,
powerful and standardized approach to select the best factors during the fabrication
process.

Many researchers [2–7] have studied the abrasive wear behavior of polymer
composites with various parameters; they found that the parameters, like volume
fraction, load, sliding velocity, speed, etc. largely influence the abrasive wear rate
of the composites. In this study, the effect of the same parameters is studied using
L16 (44) orthogonal design. The controlling parameters of the tests are presented
in Table 1. The conventional experimental design requires 256 runs for four param-
eters with four levels whereas Taguchi’s design reduces it to only 16 runs, which
greatly reduces the experimental time and cost. The investigational observations are
further converted into signal-to-noise (S/N) ratios. There are three types of S/N ratios,
namely, the smaller-the-better, the higher-the-better, and the nominal-the-best. The
S/N ratios for each level of the test parameters depend on the type of performance
characteristics. In this study, the goal is tominimize the abrasivewear rate. Therefore,
the smaller-the-better quality characteristic is used, which is shown in Eq. 1.

Smaller the better characteristic (minimize):

S/Ns = −10log

[
1

n

∑n

i=n
y2i

]
(1)

where yi is the data and n is the experimental observation number.

Table 1 Levels of the control factors used in the abrasive wear tests

Control factor Level 1 Level 2 Level 3 Level 4 Units

A: wt.% of wood apple 5 10 15 20 wt.%

B: Load 5 10 15 20 N

C: Sliding velocity 0.5235 1.0472 1.5708 2.0944 m/s

D: Speed 100 200 300 400 RPM
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Table 2 S/N ratio for abrasive wear rate

Experiment
number

A: wt.% of
wood apple
(%)

B: Load (N) C: Sliding
Velocity
(m/s)

D: Speed
(RPM)

Abrasive
wear rate
(N/m)

S/N ratio
(dB)

1 5 5 0.5235 100 0.0000010 120.446

2 5 10 1.0472 200 0.0000012 118.416

3 5 15 1.5708 300 0.0000043 107.391

4 5 20 2.0944 400 0.0000045 106.878

5 10 5 1.0472 300 0.0000012 118.786

6 10 10 0.5235 400 0.0000022 113.152

7 10 15 2.0944 100 0.0000022 105.547

8 10 20 1.5708 200 0.0000053 103.073

9 15 5 1.5708 400 0.0000070 101.809

10 15 10 2.0944 300 0.0000081 140.762

11 15 15 0.5235 200 0.0000001 113.893

12 15 20 1.0472 100 0.0000020 111.119

13 20 5 2.0944 200 0.0000028 120.491

14 20 10 1.5708 100 0.0000009 117.266

15 20 15 1.0472 400 0.0000014 109.683

16 20 20 0.5235 300 0.0000033 102.793

5 Analysis and Evaluation of Experimental Results

5.1 Analysis of the S/N Ratio

Table 2 shows the abrasive wear rate of wood apple shell epoxy composites under
various test conditions. The average value of S/N ratio for abrasive wear rate is found
to be 113.219 dB. The analysis of the effect of each control factor (wt.% of wood
apple shell, load, sliding velocity, and speed) on the abrasive wear rate is performed
with Minitab 18, statically software specially used for experimental data analyzing
applications. Figure 4 shows the effects of each factor that influences the wear rate
of the composites. The S/N ratio response is given in Table 3. Optimal abrasive
variables of the control factors for minimizing the abrasive wear rate can clearly find
out from Fig. 4. The optimum level for each control factor is determined with the
highest S/N ratio in the levels of that control factor. Hence, the levels and S/N ratios
for the abrasive wear rate value are specified as factor A (level 3, S/N = 116.9),
factor B (level 1, S/N = 115.4), factor C (level 4, S/N = 118.4), factor D (level 3,
S/N = 117.4). The optimum abrasive wear rate is obtained with a 15 wt.% of wood
apple shell (A3), at 10 N load (B2), with a sliding velocity of 2.0944 m/s (C4) and
at a speed of 300 RPM (D3) (Fig. 4).
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Fig. 4 Effect of process parameters on the average S/N ratio for abrasive wear rate

Table 3 Response Table for S/N ratio for abrasive wear rate factor

Level A wt.% of wood apple (%) B Load (N) C Sliding velocity (m/s) D Speed (RPM)

1 113.3 115.4 112.6 113.6

2 110.1 112.4 114.5 114.0

3 116.9 109.1 107.4 117.4

4 112.6 106.0 118.4 107.9

Delta 6.8 16.4 11.0 9.6

Rank 4 1 2 3

6 ANOVAMethod

ANOVA is an analytical technique that is performed on the experimental test data to
regulate the independent interconnections of the entire control factors. In this study,
ANOVA is used to analyze the effects of weight fraction of wood apple shell, load,
sliding velocity, and speed on the abrasive wear rate. The ANOVA results for the
abrasive wear rate are shown in Table 4. This analysis is carried out for a level of
confidence at 5% significance. The importance of the control factors in ANOVA is
evaluated by comparing the P values of each control parameter. The last column
of Table 4 shows the contribution of each parameter on the performance output.
According to Table 4, the contributions of the A, B, C, and D factors on the abrasive
wear rate are found to be 0.950, 0.393, 0.559, and 0.794, respectively. Hence, the
load (B) shows the lowest p-values (0.393), which shows that the effect of the load
(B) on the abrasive wear rate of the wood apple shell polymer composites is highly
significant.
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Table 4 Results of ANOVA for abrasive wear rate

Source DF Adj SS Adj MS F-value P-Value

A 3 0.000000 0.000000 0.11 0.950

B 3 0.000000 0.000000 1.40 0.393

C 3 0.000000 0.000000 0.83 0.559

D 3 0.000000 0.000000 0.35 0.794

Error 3 0.000000 0.000000

Total 15 0.000000

7 SEMMorphology of Worn Surfaces

Figure 5 shows the surface morphology of the worn-out samples of wood apple
shell/epoxy composites. At 5 N load, the surface damage of the composite is very
less. As we increase the load, the surface damage increased. At 20 N load, the craters
and surface damage both occur on the composites. This indicates that higher load
leads to debonding of epoxy and fiber particulates, hence, create higher depth of

Fig. 5 SEM morphology of worn samples after abrasive wear test a 5 N, b 10 N, c 15 N, d 20 N
of load
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surface damage and deep craters on the surface of the composites [5, 6]. The SEM
morphology of the worn surfaces revealed the abrasive wear mechanism.

8 Conclusions

The following conclusions are drawn from this study:

• According to the results of statistical and experimental, it revealed that the 15
wt.% of wood apple shell gives better abrasive wear resistance.

• The optimum levels of the process parameters for minimizing the abrasive wear
rate using signal-to-noise ratio are determined.Theoptimal conditions for abrasive
wear rate are observed at A3B2C4D3 (i.e., wood apple shell = 15 wt.%, load =
10 N, sliding velocity = 2.0944 m/s, and speed = 300 RPM).

• The most dominating control factor in the statistical analyses for minimization of
abrasive wear rate is the load.

• TheSEMmorphologyof theworn surfaces revealed the abrasivewearmechanism.
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Effect of Surface-Treated
Calcium-Copper-Titanate as a Lubricant
Additive in Cottonseed Oil on Tribo
Performance in Sliding Contacts

Rajeev Nayan Gupta, A. P. Harsha, and Tej Pratap

Abstract The present work exhibits the tribological study of environment benign
cottonseed oil, with and without blending of nanoparticles as a lubricant addi-
tive, using four-ball test rig. The present investigation focused on the close contact
sliding conditions, because of the major possibilities of material loss between the
dynamicallymating surfaces. Surface-treated calcium-copper-titanate, CaCu3Ti4O12

(CCTO, <90 nm) nanoparticles, as an additive, in different concentrations (i.e. from
0.1 to 1.0%w/v) have been used in the base cottonseed oil to formulate the nanolu-
bricant. CCTO nanoparticles have been treated with sodium dodecyl sulfate to alter
the surface characteristics of the nanoadditive and form S-CCTO, to avoid nanopar-
ticle agglomeration. The nanoparticle’s dose was optimized on the basis of minimum
wear scar diameter (WSD) in antiwear test. The test nanolubricants were prepared
by vigorous stirring and ultrasonication for stable and uniform suspension of the
nanoparticles in cottonseed oil. The weld load property of the nanolubricants has
been tested by extreme pressure property test (ASTM D2783). Worn surfaces have
been characterized by using scanning electronmicroscope for analyzing thewear scar
morphology, while for surface roughness studies, atomic force microscope has been
used. The obtained test result shows that the small additive concentration improves
the tribological properties significantly. It was observed that 0.25%w/v concentration
exhibits maximum reduction in the WSD (i.e. 34.4%) in antiwear test, whereas in
extreme pressure test, the maximum weld load was observed at 1.0%w/v.
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Keywords Cottonseed oil · Antiwear · Antifriction · Extreme-pressure ·
Nanoparticle

1 Introduction

Wear and friction are the primary causes of failure of any mechanical components
in relative motion. These parameters are also responsible for huge loss of mate-
rial and energy. These failure aspects can be suppressed significantly by the use of
appropriate lubricant between the surfaces in dynamic contact. Globally, around 85%
applied lubricants in industrial and commercial purposes are mineral and synthetic
oils to improve the tribological properties. However, these oils are non-degradable,
toxic and left hazardous impact on the environment. Therefore, considering environ-
ment health and limited petroleum base stock, researchers are focused in exploring
vegetable-based biolubricants as renewable source to use for tribological contact
situations [1]. Vegetable-based oils are comprehensively biodegradable, non-toxic,
good lubricity and environment friendly. Vegetable-based oils have also capability
to improve the tribological properties but inferior thermos-oxidation stability, which
limits its widespread use. These limitations can be reduced up to a certain level
either by using different types of additives or by self-modification of the fatty acid
structure of the base oils. Many researches are exploring to formulate the additives
to improve the tribological properties especially in boundary lubrication regime [2].
These additives act as antioxidant, viscosity modifier, antiwear agent etc. and range
fromorganic particles, compounds to nanoparticles having different shapes [3]. From
the last two decades, the researchers have attention on nanoparticles as an oil addi-
tive in terms of improvement in tribological properties. These nanoparticles could
be metals, ceramics, nanosheet, magnetic nanoflakes etc. [4–6]. Friction and wear
reduction of nanoparticles depend on compatibility with base oil along with shape,
size, and physiochemical nature [7]. The nanolubricants have improved tribological
properties in the nanoparticle size range of 2–150 nm [8]. In the present study, surface
modified CCTO nanoparticles used with different concentrations in base cottonseed
oil and the effect on tribological performance have been evaluated. The hypothetical
mechanisms for improvement in tribological properties have also been reported.

2 Experimental Details

2.1 Materials

Cottonseed oil having viscosity 0.063 N-s/m2 at 30 °C, refractive index 1.378 and
saponification value 156 was acquired from Hi-Media industries, India and used
without further purification. CCTO nanoparticle has been synthesized via sol–gel
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method reported by Gupta and Harsha (2017) and modified with sodium dodecyl
sulfate (SDS) to alter the surface property of the CCTO nanoparticles [9].

2.2 Surface Treatment of CCTO Nanoparticles

Due to higher density and solid nature of nanoparticle than base oil, the chance
to settle down of nanoparticle is more in base oil. Also, nanoparticles have high
surface energy, which may cause the agglomeration of the nanoparticles to stabilize
itself. Therefore, to make the proper suspension and avoid agglomeration of the
nanoparticles for prolong time inside the cottonseed oil, the nanoparticle surfaces
have been treated with SDS. Three neck glass round flask, magnetic stirrer, glass
condensation systems were used for chemical treatment. CCTO to SDS was used
in weight ratio of 1:5, for the surface capping. Initially, the measured amount of
SDS blended in ethanol, under control heating and mixing at 70 °C and 1000 rpm,
respectively. IKA-HS4 magnetic stirrer-cum-hot plate was used for the said purpose.
Further, the calculated amount of CCTO nanoparticles was mixed thoroughly in as
prepared SDS solution for 24 h. After the complete chemical reaction, the chemically
treated nanoparticles were separated using filter paper. These filtered nanoparticles
were furtherwashedwith hot ethanol and dried.At last, the treated nanoparticleswere
thoroughly smashed in pestle and mortar, to get the surface-treated nanoparticles and
named as S-CCTO.

2.3 Tribological Testing and Characterization

Four ball tester (Manufacturer DUCOM Industries Pvt. Ltd., India) was used to study
the antiwear (based on scar size onworn surface) and extreme pressure properties (for
weld load characteristics) as per theASTMD4172 andD2783 standards, respectively
[10, 11]. The experimental setup is presented in Fig. 1. Four new and fresh AISI
52,100 steel balls (each 12.7 mm diameter) were used all the tests. Out of four balls,
one ball was fixed in rotating spindle with the help of ball collet. Other three balls
were positioned in the lower stationary ball-pot. The top ball was pressed against the
three lower stationary balls and load applied either as per ASTM D4172 or D2783,
depending upon the type of tribo test. For antiwear test, the operating condition was:
load 392 N, time 3600 s, spindle speed 1200 r.p.m., and lubricant temperature at 75
+ 2 °C. Friction variation was recorded automatically during the test.

For extremepressure test, a series of loadwas applied until all four balls getwelded
together. These tests were performed at room temperature for the test duration of 10 s.
Prior to the tribological tests, each ball and ball pot assembly wiped thoroughly with
acetone to remove any residue on the surfaces, if any. Every tribo test was performed
at least three times for reproductive results.
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Fig. 1 Experimental setup

SDS-treated CCTO nanoparticles (S-CCTO) have been analyzed using Fourier
transform infrared technique (FTIR;model TENSOR27 byBruker optics) to confirm
the surface treatment. Scanning Electron Microscope (SEM, model Zeiss EVO 18
Research) has been used to characterize the morphology of worn surfaces. Atomic
force microscope (AFM, model BT 02,218, Nanosurf easyscan 2 basic AFM,
Switzerland) has been used for the evaluation of worn surfaces.

3 Experimental Details

3.1 FTIR of SDS-Treated CCTO Nanoparticles

The FTIR spectra of CCTO nanoparticles, SDS, and S-CCTO nanoparticles have
been depicted in Fig. 2.

FTIR spectrum of S-CCTO follows the same trend as CCTO nanoparticles,
which is the good agreement that no such structural change in treated nanoparti-
cles as compared with original nanoparticles during the reaction of surface treatment.
However, the spectrumof theSDSpowder showsdistinct trend.Thevariationof theS-
CCTOpattern exhibits that fewabsorption bandof SDSwere also present in S-CCTO,
which completely absent in original CCTOparticles. The stretching absorption bands
produced at 1064, 1272, and 2870 cm−1 show medium C-O stretching, strong C-O
stretching, andmediumC-H stretching, respectively.However, the absorption band at
893 cm−1 represents strong C-H bending. It clearly confirms that the as-synthesized
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Fig. 2 FTIR spectra of SDS, CCTO and S-CCTO

CCTO nanoparticles were modified successfully with the surface treatment by SDS
and S-CCTO formed.

3.2 Tribological Property

Antiwear Characteristics. Antiwear characteristics of the worn surfaces with
different set of nanolubricants have been analyzed with SEM micrographs and
depicted in Fig. 3. Abbreviations CO, 0.1CC, 0.25CC, 0.5CC and 1.0CC represent
base cottonseed oil, cottonseed oil with concentration of 0.1, 0.25, 0.5 and 1.0%w/v
of S-CCTO, respectively.

It observed that maximum scar size was obtained with raw cottonseed oil, i.e.
760 µm (approximately). However, a significant improvement in wear scar was
observed with the addition of small quantity of S-CCTO nanoparticle additive.
Initially, decreasing then increasing trend of WSD observed with an increase in S-
CCTO concentration in cottonseed oil. Although 0.1%w/v concentration reduced the
WSD; however; 0.25%w/v concentration considered as optimum due to minimum
WSD. The variation in wear scar diameter, coefficient of friction (COF), and rough-
ness are enumerated in Table 1. It shows minimumWSD was 498.1 µm with nearly
34.4% reduction inWSDas comparedwith the base cottonseed oil. Also, with further
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Fig. 3 SEM images of wear scar for different nanolubricant compositions at 100× and 1000×
magnification; a CO, b 0.1CC, c 0.25CC, d 0.5CC, and e 1.0CC
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Table 1 Summary of WSD, roughness, and coefficient of friction

CO 0.1CC 0.25CC 0.5CC 1.0CC

WSD(µm) 760 691.2 498.1 611.5 721.3

Line roughness, Rq (nm) 870.2 513.1 112.9 221.1 361.4

Surface roughness, Sq (nm) 853.9 526.4 102.2 163.5 302.7

COF 0.085 0.061 0.052 0.060 0.068

increase in concentration from0.25%w/vWSDstart to increase again. Surface rough-
ness images of the worn surfaces for different nanolubricant compositions have been
depicted in Fig. 4. It exhibits good agreement with the variation in WSD variation.
The minimum roughness, i.e. Rq 112.9 and Sq 102.2 nm, was noticed with 0.25%w/v
dose, while the corresponding roughness noticed maximum with raw cottonseed oil
alone as 870.2 and 853.9 nm, respectively.

The reasons for this improvement might be; first, the rolling sliding action of
nanoparticles, which act as nanobearing between mating surfaces or simultaneous
filling of rough surface valley and formation of tribo-film just over nanoparticle
and second, decrease in real area of contact between contacting surfaces. It directly
reflects the enhanced antiwear property.

Antifriction Characteristics. The variation in coefficient of friction is depicted
in Fig. 5, and corresponding average COF is enumerated in Table 1. Approximately

Fig. 4 AFM images of surface roughness of wear scar for different nanolubricant compositions; a
CO, b 0.1CC, c 0.25CC, d 0.5CC, and e 1.0CC
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Fig. 5 Friction coefficient behavior for different nanolubricant compositions [load 392 N, speed
1200 rpm, temperature 75 °C and time 3600 s]

up to 500 s, all the nanolubricants show increasing trend, thereafter continuously
decreasing behavior. It may be due to the wear-in period during initial run time.

Maximum average COF was noticed as 0.085 with raw cottonseed oil. A small
amount of nanoadditives in the base oil reduces COF value substantially. The lowest
average COFwas recorded with 0.25CC, as 0.052. And, with an increase the concen-
tration beyond this limit COF started to increase again. It shows good agreement with
WSD variation. Therefore, 0.25CC can be considered as the optimum condition for
both antiwear and antifriction characterization.

Extreme pressure Characteristic. The improvement in weld load capacity for
various nanolubricant compositions was obtained only with 1.0CC (i.e. cottonseed
with 1.0%w/v S-CCTO). It shows the maximum weld load capacity of 200 kgf for
1.0CConly.However, other compositions alongwith cottonseed oil alone have shown
the same weld load capacity of 160 kgf. It can be speculated that due to higher load
and high rotation of 1760 rpm (As per the ASTM standard), the tribo-film formed
at the interface was not sufficient to survive with cottonseed oil lubrication. Even
with the low concentrations, most of the nanoparticles escape from the interface,
which shows the same weld behavior as raw cottonseed oil. On the contrary, at the
highest concentration of 1.0%w/v, the optimum number of particles might be present
at the interface to separate the asperities. It reflects the improved extreme pressure
property.
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4 Conclusions

The summary of the present work concluded pointwise as follows:

• The surface treatment of the CCTO nanoparticles was done successfully with
sodium dodecyl sulfate to form S-CCTO and avoid agglomeration.

• Optimum concentration of S-CCTOhas been observed as 0.25%w/v in cottonseed
oil for antiwear and antifriction study. A maximum of 34.4% reduction in WSD
has been observed with 0.25%w/v concentration with respect to base cottonseed
oil. And, maximum improvement in roughness was around 87%.

• The most effective extreme pressure results were obtained with 1.0%w/v concen-
tration of S-CCTO in cottonseed oil. Weld load capacity was maximum for
S-CCTO concentration of 1.0%w/v, whereas other composition shows similar
potential as base cottonseed oil.
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