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Preface

This volume composes the proceedings of the Fourth International Conference
on Smart Vehicular Technology, Transportation, Communication and Applications
(VTCA 2021), which is hosted by Shandong University of Science and Tech-
nology and is held in Chengdu, Sichuan Province, China, on May 22–24, 2021.
VTCA 2021 is technically co-sponsored by Springer, Southwest Jiaotong University
(SWJTU), Shandong University of Science and Technology, Fujian University of
Technology (FJUT), Minjiang University, Superconductivity and New Energy R&D
Center (SWJTU), Fujian Provincial Key Lab of Big Data Mining and Applications,
and National Demonstration Center for Experimental Electronic Information and
Electrical Technology Education (FJUT). It aims to bring together researchers, engi-
neers, and policymakers to discuss the related techniques, to exchange research ideas
and to make friends.

Forty-one regular papers were accepted in this proceeding.Wewould like to thank
the authors for their tremendous contributions. We would also express our sincere
appreciation to the reviewers, program committee members, and the local committee
members for making this conference successful. Finally, we would like to express
our special thanks for the great help from Southwest Jiaotong University for locally
organizing the conference.
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Chapter 1
Deep Learning Short-Time Interval
Passenger Flow Prediction Based
on Isomap Algorithm

Junxi Chen, Kaihan Yu, Kangjie Wu, and Jinshan Pan

Abstract With the increasing complexity of subway lines, people’s demand for
subway travel is also increasing. Reasonable regulation of vehicles on different zones
can not only improve the efficiency of people’s travel but also lay the foundation for
future short-time zone passenger flow prediction. The Isomap algorithm is used to
represent the high-dimensional data by the low-dimensional method after transfor-
mation, and then the low-dimensional data are sorted from small to large, which
results in the ordered OD data pairs. The ordered OD data pairs are then sorted in the
database one by one for the last month, the corresponding data sets are constructed,
and then the data are trained using the recurrent neural network model GRU to derive
the passenger flow prediction results for the following week.

1.1 Introduction

With the rapid development of economy, people’s living standard is gradually
improved. At the same time, rail transportation as the key transportation mode of
national development, more and more people choose to travel by subway or high-
speed rail because it has the advantages of convenience, speed, cheap price, low
impact on the environment, etc. thatmany other transportationmodes cannot compete
with it. However, with the gradual development of railroad system, the operation
route map of subway is becoming more and more complicated. How to improve the
efficiency of people’s travel through reasonable scheduling in a complex roadmap
without increasing the maximum speed of vehicles and ensuring safety has become
a hot topic of passenger flow prediction nowadays.

J. Chen · K. Yu · K. Wu
College of Information Engineering, Sichuan Agricultural University, Ya’an City 625014,
Sichuan Province, China
e-mail: 201803768@stu.sicau.edu.cn
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Accurate prediction of future changes in passenger flow helps to make reasonable
subway scheduling and maximize the use of human and material resources without
excessive waste, so the requirements for passenger flow prediction accuracy are
generally high. If the predicted passenger flow is too small compared with the actual
passenger flow, the railroad department cannot quickly adapt to the impact caused
by the change of larger passenger flow and cannot effectively evacuate passengers
in time when encountering an accident, nor can it reach the operation effect; if the
predicted passenger flow is too large compared with the actual passenger flow, the
frequent train movement will cause a large waste of human and material resources.
It can be seen that the prediction results with higher accuracy are urgently needed,
and the passenger flow prediction has very important practical significance.

The Isomap algorithm is able to predict the passenger flow of the OD pair, which
can reflect the amount of passenger flow on the OD pair, so that the railroad depart-
ment can quickly make reasonable train scheduling by comparing with the predicted
passenger flow of other OD pairs. Then, it can facilitate better comparison of OD
pairs by railroad authorities [1].

At present, neural networkhas beenproved to be able to approximate anynonlinear
model, with good adaptiveness, self-organization, and strong learning ability, which
is more suitable for passenger flow prediction of nonlinear and more complex data.
In the network architecture design, GRU, which is more concise in expression and
more computationally efficient, is chosen in this paper. The model is evaluated using
root mean square error (RMSE) and mean absolute error (MAE).

1.2 Isomap Algorithm

Isomap algorithm is a nonlinear unsupervised dimensionality reduction algorithm,
which is a method to represent nonlinear structured high-dimensional data in low
dimensions. Isomap algorithm first uses the shortest path in the popular space to
find the approximate geodesic distance, and then inputs it to the multi-dimensional
scale analysis (MDS) for processing, and then finds the low-dimensional coordinates
embedded in the high-dimensional space [2].

Isomap algorithm is described as follows.

1. Input: sample set in high-dimensional (m dimensional) space X =
{x1, x2, . . . , xn}; nearest neighbor parameter y; dimension k in low-dimensional
space.

2. Output: projection of the sample x is set Z = {z1, z2, . . . , zn} in the k
dimensional space.

3. Algorithm steps.

(1) for i = 1, 2, · · · , n do.
(2) determine the y nearest neighbors of xi .
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(3) distance between xi and y nearest neighbor points is Euclidean distance

�i j =
√∑m

t=1 (xit − x jt )2, and distance from other points is set to+∞.
(4) end for.
(5) call the shortest path algorithm di j to calculate the distance of any two

sample points.
(6) generate the distance matrix D = [

di j
]
n×n .

(7) construct the matrix A = [
ai j

]
n×n =

[
− 1

2d
2
i j

]
n×n

.

(8) calculate the inner product matrix B = [
bi j

]
n×n =[

ai j − −
ai. − −

a. j + −
a..

]
n×n

.

(9) find the eigenvalues and eigenvectors of B.

(10) construct thematrix Z =
[
Ek�

1/2
K

]
n×k

,where Ek is thematrix consisting

of the previous eigenvectors of the matrix B and a is the diagonal matrix
consisting of k eigenvalues.

(11) :return Zn×k ;

The dimensionality reduction algorithm implements OD feature reduction: the
input is three-dimensional: [O-point site number, D-point site number, shortest travel
time]; the output is one-dimensional feature.

The advantage of Isomap algorithm is that it is able to combine global and local
information of the data, which generally gives better results than MDS algorithm.
However, the disadvantages exist in the following aspects: (1) large computational
and spatial complexity, firstly, the distancematrixD ofN×N in the data set [computa-
tional complexityO(N2)], then the shortest pathDNbetween the data [computational
complexity O(kN2logN)], and then the dimensionality reduction mapping using the
MDSalgorithmonDN,which requires the computation of the eigenvalue eigenvector
[computational complexity O(N3)]. The Isomap algorithm has a space complexity
O(N2), (2) the neighborhood is difficult to determine, (3) new data points cannot be
downscaled online.

Based on the above characteristics of Isomap algorithm, it is reasonable to use
Isomap algorithm for data preprocessing algorithm of short-time interval passenger
flow prediction, and it plays a very critical role in the ranking of OD pairs of locations
[3].

The Isomap algorithm plays a very critical role in the ranking of OD pairs [4]. In
this paper, we believe that although it is still possible to forecast the passenger flow
of OD pairs without the Isomap algorithm, the accuracy of the results will not be too
high and the data processing timemay be very different from that without the Isomap
algorithm, so this paper chooses to add the algorithm to the data preprocessing session
before the forecast.
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1.3 GRU

The gated recurrent unit (GRU) is a very effective variant of LSTM network, which
is simpler and more effective than the structure of LSTM network, so it is also a very
popular network at present. GRU, since it is a variant of LSTM, is also able to solve
the long dependency problem in RNN network [5]. In LSTM, three gate functions
are introduced: input gate, forgetting gate, and output gate. In GRU, on the other
hand, there are only two gates: the update gate and the reset gate (Fig. 1.1).

The entire forward propagation process of GRU is given by this [6]:

rt = σ(Wrxt +Urht−1 + br)

zt = σ(Wzxt +Uzht−1 + bz)

ĥt = tanh(Whxt +Uh(rt � ht−1) + bh)

ht = zt � ht−1 + (1 − zt) � ĥt

GRU is a new generation of RNN network, very similar to LSTM. Instead of
using unit states, GRU uses hidden states to transmit information. The update gate of
GRU decides what information to discard and what new information to add, while
the reset gate is another gate used to decide how much past information to forget
[7]. Therefore, for subway passenger flow prediction, GRU can satisfy the reduced
computation with a large amount of data, and the training speed is generally faster
than other RNN networks.

Fig. 1.1 Cell of GRU
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1.4 Isomap + GRU

In this paper, we take the ten pairs of OD pairs of Chongqing subway as an example.
The ten pairs of OD pairs [O-point station number, D-point station number, shortest
travel time] all need to be complete, and none of the data should be missing. And in
order to ensure Isomap can work properly, the data of the three dimensions need to
be all numeric and no Chinese station names can appear.

The three-dimensional data are calculated using Isomap algorithm, and finally, the
one-dimensional results are obtained, stitched with the previous three-dimensional
data, and the results are processed in ascending order as follows (Table 1.1):

At this point, the Isomap algorithm has been processed, and the OD pairs have
been sorted according to the original idea. Next, from the first to the last row, take out
the O-point station number and D-point station number in turn, enter the database
to find the OD pair fixed by the corresponding O-point station number and D-point
station number in turn, and find the data of the OD pair for almost 1 month (finally,
only the first 28 days, i.e., 4 weeks, will be used). The passenger flow interval forecast
will finally use the first threeweeks to forecast the future week’s data, so the extracted
data need to be constructed as a dataset.

In the dataset construction stage, the first time period of the first week, the first
time period of the second week, the first time period of the third week and the first
time period of the fourth week are all extracted, and combined into one set using the
create_dataset function written in advance. The first three are used as the input to
the model, the last one is used as the output of the model, and each next set of data
is constructed according to the above method. Once each set of data for 28 days is
constructed in this way, it is time to enter the GRU training and prediction process.

In this paper, we use keras to generate various layers, which is much more conve-
nient than building the network manually. The model incorporates GRU layer, dense
layer, epochs of 15,000 times (10 OD pairs), batch_size of 512, and verbose of 2. The
model uses AdamOptimizer optimizer to evaluate the model performance metrics

Table 1.1 Data of three dimensions are reduced to one dimension by ISOMAP algorithm

O-point site number D-point site number Minimum travel time Isomap downscaling results

287 48 960 − 107.7159

293 57 960 − 99.4005

283 57 960 − 99.1637

274 59 960 − 97.1621

288 62 960 − 94.8112

276 65 960 − 91.8444

273 271 850 141.5317

271 273 850 143.3674

290 277 850 146.4942

277 290 850 158.7046
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Fig. 1.2 Raw passenger flow data for four weeks

root mean square error (RMSE) and mean absolute error (MAE) [8] (Fig. 1.2).

RMSE =
√√√√ 1

N

N∑
i=1

(yi − ŷi )2

MAE = 1

N

N∑
i=1

∣∣yi − ŷi
∣∣

All original data for four weeks are as follows:
It can be seen that the data for the 10 OD pairs are relatively even overall, with the

higher numbers on the OD pairs generally having higher numbers within four weeks
and the lower numbers on the OD pairs generally having lower numbers within four
weeks (Fig. 1.3).

The predicted results are as follows:
The predicted results are for one week, and the images show that the predicted

results are still more uniform, and theODpairswithmore people havemore predicted
numbers compared to other OD pairs, and the same for the ones with less people,
which shows that the Isomap-GRU model is more reasonable.

1.5 Conclusion

In this paper, a model combining Isomap algorithm and GRU recurrent neural
network has been proposed for interval passenger flow prediction, and it has achieved
good results from the results. However, there are still problems that need to be solved,
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Fig. 1.3 Passenger flow prediction data for the week

such as the fact that the prediction results will be poor and the network will easily
collapse if a large number of OD pairs are flooded into the model at once, which can
be better handled in the subsequent learning.
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Chapter 2
Prediction of Subway Interchange
Passenger Flow Based on Recurrent
Neural Network Time Characteristic
Model

Xiao Chen, Junxi Chen, Yi Liu, Zichen Zhan, and Jinglan Lei

Abstract With the rapid development of social economy, urban rail transit has
become the mainstream of people’s travel mode. For the reasonable dispatch of
vehicles, rail transit operation departments have an increasing demand for short-
term passenger flow forecasting. Through the analysis of the passenger flow data
of Chongqing Metro from October 1, 2018, to October 15, 2018, the GRU neural
network is used to analyze the Chongqing Metro stations from October 16, 2018, to
October 30, 2018, to predict the arrival passenger flow data, and use the logit model-
based transfer method selection combination model to obtain the transfer sharing
rate, and finally obtain the predicted passenger flow of each transfer method. The
comparison with other models and optimization algorithms shows that this model
has better prediction accuracy, stability, and robustness. GRU neural network has
associative memory function, simple structure, small amount of calculation, and
anti-noise ability, so it is worth popularizing in subway passenger flow prediction
applications.

2.1 Introduction

With the rapid development of social economy and urban modernization, urban rail
transit has increasingly become the main mode of travel for urban residents, and
the expansion and improvement of rail transit networks have become one of the
development content of cities. As an important part of urban rail transit, the subway
has developed rapidly. With the increase of subway lines, the structure of subway
lines has become more and more complex, and the passenger flow has gradually
increased. Among them, passenger flow is one of the main factors affecting subway
operation and dispatch. In passenger flow forecasting, short-term passenger flow has
gradually become a research focus. The forecast of short-term passenger flow can
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effectively improve the level of vehicle dispatch, evacuate passenger flow, and ensure
safe travel of citizens. The current short-term passenger flow forecasting mainly
includes historical averages, sequence-based methods (such as SARIMA model),
neural network methods based on machine learning, K-nearest neighbor methods,
support vectormachinemethods, etc. Each type of predictionmethod includes several
forecast models. Due to the large randomness of subway passenger flow, machine
learning-based methods are good at processing such data. Therefore, this article
uses the subway credit card data provided by Chongqing Metro from October 1,
2018, to October 15, 2018. The statistics, analysis, and research of the total inbound
and outbound passenger flow in units of 30 min, the use of Python language, GRU
neural network model and logit model to predict the outbound passenger flow and
the passenger flow for each transfer mode.

2.2 Introduction to Models and Methods

2.2.1 Introduction to Prediction Models

Long short-term memory model (LSTM) is a special structure type of RNN model.
Compared with RNNmodel, LSTM adds three control units: input gate, output gate,
and forget gate. When information is input into this model, the control unit in LSTM
will judge the information, the information that meets the rules will be left for use,
and the non-compliant information will be forgotten. Based on this principle, the
problem of long sequence dependence in the neural network can be solved. With the
widespread application of LSTM, the shortcomings of LSTMneural networkmodels
such as long training time, many parameters, and complex internal calculations are
gradually exposed. In 2014, Cho et al. further proposed a simpler GRU model.
In the LSTM network, the input gate and the forget gate are in a complementary
relationship. As a variant of LSTM, GRU combines the forget gate and the input
gate into a single update gate. It also mixes the cell state and the hidden state. With
some other changes, the final model is more streamlined than the standard LSTM
model. Therefore, as a more popular variant of LSTM, GRU maintains the effect of
LSTM that can retain and update historical information. The long-term dependence
ofRNN, the ability to filter invalid information, a simpler structure, fewer parameters,
and a better convergence model are more suitable for real-time calculation problems
of subway passenger flow prediction. Its network structure is shown in Fig. 2.1:
where ht is the current state, ht−1 is the historical state, xt is the current input, h̃t is
the candidate state at the current moment, rt ∈ [0, 1] is the reset gate, zt ∈ (0, 1) is
the update gate.

The update method of the GRU model is:

rt = σ(Wrxt +Urht−1 + br) (2.1)
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Fig. 2.1 Schematic diagram
of GRU neural network
structure

where σ() is the sigmoid function, Wr is the state-input weight matrix, Ur is the
state-state weight matrix, and br is the deviation vector.

h̃t = tanh(Wcxt +Uc(rt · ht−1) + bc) (2.2)

Among them, tanh() is the hyperbolic tangent activation function.

zt = σ(Wzxt +Uzht−1 + bz) (2.3)

Among them, σ() is the sigmoid function, as the threshold number of the neural
network, mapping the variable between 0 and 1, Wr is the state-input weight matrix,
Ur is the state-state weight matrix, and br is the deviation vector.

ht = zt · ht−1 + (1 − zt) · h̃t (2.4)

2.2.2 Calculation Method of Transfer Sharing Rate

First, based on the analytic hierarchy process, the passenger’s satisfaction with the
station transfer environment is obtained; then, the satisfaction is regarded as a type
of variable in the non-aggregated model to form the station transfer environment
characteristics obtained by combining the personal characteristics of passengers and
the satisfaction model. Form a combined model to solve the utility function of each
transfer mode, and solve the selection probability of each transfer mode.

2.3 Data Introduction

The data comes from the 15-day Chongqing Metro credit card data records from
October 1, 2018, to October 15, 2018. According to the time period of arrival
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Fig. 2.2 Partial data of prediction input

passenger flow, for a more refined observation, half an hour is used as the time.
Statistics are performed on segments, and the data fields include date and time, start
time point, end time point of the time period, station ID, entry and exit lines, and
passenger flow (unit: person) data. Some data are shown in Fig. 2.2.

2.4 Model Performance Evaluation

In order to compare the prediction effect of theGRUneural network, it is necessary to
select appropriate evaluation indicators to objectively evaluate all models, but now,
it is impossible to find an absolute advantage indicator to evaluate, so this article
selects two evaluation methods: average absolute error (MAE), mean square. The
root error (RMSE) comprehensively evaluates the prediction results of the model.
The specific calculation formulas are shown in Formulas (2.5) and (2.6).

MAE = 1

N
×

N∑

i=1

∣∣yi − ŷi
∣∣ (2.5)

RMSE =
(
1

N
×

N∑

i=1

(
yi − ŷi )

2
)
)1/2

(2.6)

Among them, and represent the actual value and the predicted value. respectively,
and represent the number of predicted samples. According to the calculation formula
of the above evaluation index, the higher the average absolute error (MAE) and root
mean square error (RMSE) index values are, the worse the prediction effect is, which
means the greater the deviation between the prediction result and the actual value.
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2.5 Model Prediction Process

Choose 50% of the experimental data as the training set, 50% of the data as the
test set, and segment the original data according to 7:00–9:00 and 9:00–24:00. This
paper uses the Formula (2.7) maximum-minimum normalization to compress the
data to the interval [0,1]. After the model training and performance evaluation are
completed, Formula (2.8) is used for denormalization.

x ′
i = xi − minxi

maxxi −minxi
(2.7)

Among them, xi represents the i-th variable, maxxi and minxi represent the
maximum and minimum values, respectively.

ŷ∗
i = y∗

i (max
xi

−min
xi

) + min
xi

(2.8)

Among them, y∗
i is the predicted value obtained after model training.

Using the passenger flow arrival data of Chongqing Metro stations from October
1st to 15th, 2018, predict the passenger flow arrivals and the passenger flow of the
transfer method at the same station from October 16, 2018, to October 30, 2018. The
results are as follows Fig. 2.3, 2.4, 2.5, and 2.6.

The results show that the root mean square error of the training set from 7:00 to
9:00 is 2.98, the average absolute error is 1.51, the root mean square error of the
test set is 2.40, the average absolute error is 1.42, and the relative error is stable

Fig. 2.3 Forecast results of arrival passenger flow. Blue is the original data, green is the predicted
value of the training set, and orange is the predicted value of the test set
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Fig. 2.4 Passenger flow forecast for each transfer mode

Fig. 2.5 MAE and RMSE
values of prediction results

Fig. 2.6 Relative error of
prediction results

to about 0.01, and for non-holiday data, select the SARIMA model that includes
periodicity. For holiday data, use a combination of fluctuation coefficient models to
predict passenger flow as shown in Table 2.1 [1]. Use random forest and lightgbm
models to predict passenger flow. The results are shown in Table 2.2 [2], and the
results of passenger flow prediction by other models are shown in Table 2.3 [3]. The
comparison shows that the error of the prediction result obtained by using the GRU
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Table 2.1 Result of passenger flow prediction using the combined model of SARIMA and
fluctuation coefficient

Date Actual
value

Predicted
value

Relative
error

Date Actual
value

Predicted
value

Relative
error

2016/3/11 5782 5660.39089 0.02103235 2016/3/16 3996 3401.29210 0.1488258

2016/3/12 4993 5746.34509 0.15088025 2016/3/17 4595 4372.35911 0.04845285

2016/3/13 5210 5467.62310 0.04944781 2016/3/18 6587 5693.19412 0.13569240

2016/3/14 3852 3777.06416 0.01945374 2016/3/19 5633 5604.54228 0.00505196

2016/3/15 3863 3346.86569 0.13360970 2016/3/20 5135 5370.62102 0.04588530

Table 2.2 Results of using random forest and lightgbm model to predict passenger flow

Model MAE

January 25 Lightgbm
Random forest
Lightgbm linear fusion
Random forest linear fusion

69.4
74.3
65.5
69.6

January 24 Lightbgm
Random forest

59.3
62.6

January 20 Lightbgm
Random forest

66.3
53.9

Table 2.3 Results of passenger flow prediction by other various models

Predictive model Class A passenger
flow

Class B passenger
flow

Class C passenger
flow

RMSE MAPE RMSE MAE RMSE MAPE

ARIMA 142.3214 0.2532 135.8471 0.2571 122.3214 0.2375

BP 96.8631 0.1582 97.7832 0.1632 91.2367 0.1512

GA-SVM 83.7291 0.1365 85.7353 0.1395 82.9632 0.1235

PSO-SVM 74.6521 0.1075 71.3561 0.1123 72.8531 0.1169

FA-SVM 71.5628 0.0821 68.3829 0.0792 69.8622 0.0771

GA_BP combination 65.4329 0.0747 63.8642 0.0751 63.7521 0.0738

DACFA-SVM 57.9646 0.0724 53.7143 0.0727 53.9821 0.0715

network is kept at a small level, so it shows that the model obtained by fitting can
better predict the fluctuation of passenger flow.
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2.6 Conclusion

The GRU neural network model inherits the advantages of the RNN neural network
model with associative memory function and solves the long-term dependence
problem of RNN. Its gate structure is similar to the LSTMmodel, which can filter out
useless information and improve the accuracy of prediction. Compared with other
models Recursive network, the gate structure of GRU is simple, the amount of calcu-
lation is small, and the prediction speed is faster. It is more suitable for real-time
prediction such as subway passenger flow prediction; and GRU fully establishes the
connection between various time series and canmine the internal connection between
the series. Therefore, the GRU network structure has achieved good results on the
problem of passenger flow prediction, and it is worthy of promotion in applications.
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Chapter 3
Research on Dynamic Passenger Flow
Distribution of Rail Transit Based
on Multi-dimensional Euclidean Distance

Qianqian Wu, Lin Sun, Furong Jia, Yi Liu, and Zichen Zhan

Abstract With the rapid development of urban rail transit, choosing subway for
short-distance transportation has become the primary plan for many residents. The
passenger flow distribution of urban rail transit has an important reference for
improving ride comfort and urban rail transit operation management. This paper
starts from the historical passenger flow data in and out of the station, uses the orig-
inal data of the urban rail transit automatic fare collection system, and is based on
the multi-dimensional Euclidean distance formula. Dynamic passenger flow distri-
bution is performed on OD (Origin-Destination) data to obtain section passenger
flow data. The result of dynamic passenger flow allocation can provide basic data for
the passenger flow forecasting module on the one hand, and provide certain guidance
for the planning and designing of rail transit on the other hand.

3.1 Introduction

With the construction and improvement of the urban subway rail transit system, the
traditional “The Four-step Method of Traffic Planning” for rail passenger flow fore-
casting is facing the challenge of new demands. On the one hand, the rail network, the
encryption of stations, and the improvement of transfer conditions make passengers
to face more travel options, not just constrained to choosing the nearest station; on
the other hand, under the realistic background of the continuous use of new lines
in various cities, the passenger flow changes of existing rail stations have become
one of the important contents of demand forecasting. Therefore, based on the multi-
dimensional Euclidean distance of rail transit dynamics, this paper takes theAFCdata
of Chongqing in recent two months as the reference data and studies the fluctuation
prediction of section passenger flow.
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The research content of this paper mainly focuses on the dynamic passenger flow
distribution of rail transit based on Euclidean distance. The current research status
is summarized as follows:

Chen [1] proposed an improved logit model in the research of urban rail transit
passenger flow distribution method based on the improved logit model, which
improved the accuracy of passenger flow distribution. Song [2] studied the urban rail
transit passenger flow analysis platform with big data analysis and processing capa-
bilities on the spark based urban rail transit passenger flow analysis platform, which
can provide dynamic analysis basis and decision support for daily operation manage-
ment and passenger flow organization, to realize the improvement of transportation
maintenance efficiency and service level. Zhai [3] established a passenger flow distri-
bution model and algorithm that can accurately reflect the result of passenger flow
distribution in the rail transit network in the modeling and application research of
the dynamic distribution form of rail transit passenger flow. On the basis of theo-
retical research, the ticket sorting and passenger flow guidance system based on
passenger flow distribution are developed. Liu [4] proposed the estimation method
of passenger boarding selection probability and the estimation method of passenger
travel time distribution in the research of urban rail transit passenger flow distribution
method based on AFC data. Hu et al. [5] in the research of dynamic passenger flow
assignment of urban rail transit with limited network capacity, this paper focuses
on the dynamic passenger flow assignment considering time variables and analyzes
the influence of road network transportation capacity and dynamic passenger flow
density on the decision-making of passenger travel path selection.

3.2 Problem Analysis

Nowadays, the amount of statistical data that can be obtained by each system of
subway rail transit is very large, and the data volume growth trend is also very rapid.
With the rapid development of the Internet and cloud computing, according to the
technical characteristics of the era of big data, it can be known that the use of multi-
dimensional European distance calculation methods will successfully realize the
dynamic passenger flow distribution of rail transit. Euclidean distance, also called
Euclidean metric or Euclidean distance, is a commonly used distance definition,
which is the true distance between two points in m-dimensional space. Taking the
three-dimensional distance formula between two points as an example, the variables
are the transfer time cost spent on each path, the interval running time cost, the
difference between the crowding degree time cost and the OD entry and exit time
interval, which can be used for path selection. The path calculated at this time, that
is, the path selected by each OD under the conditions of congestion, transfer, and
shortest path in turn, has subjective and objective temporal and spatial consistency.
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3.3 System Design

This system mainly uses Java language and Scala for development work, and Oracle
database and Hive database for data storage. The technical framework involved in
the systemmainly includes Spring Boot and Hadoop [6]. In addition, the system also
integrates Kafka and Spark [7]. Kafka has the characteristics of high throughput,
low latency, fault tolerance, and high concurrency; spark is a unified analysis engine
for large-scale data processing and provides high performance for batch data. The
function realization of the system is shown in Fig. 3.1.

The execution steps in Linux are as follows:

(1) enter HiveQL statements;
(2) parse it into an abstract syntax tree (Abstract Syntax Tree, AST) through the

Thrift interface;
(3) obtain metadata through Metastore and perform semantic analysis on AST to

obtain a tree conforming to the Hive operator;
(4) use Hive on Spark to optimize and adjust the syntax;
(5) accessHive’sMetastore throughHiveMetastoreCatalog inSpark, and generate

RDD from the access results;
(6) the RDD is generated through the function relationship, and the final RDD is

obtained after multiple base-level RDDs undergo this series of conversions;
(7) submit the final RDD to the Spark cluster for calculation.

HiveQL

Thrift RDD

AST

Metastore

Hive
Metastore
Catalog
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NameNode
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NameNode

DataNode DataNode DataNode

Container

Executor 
Node

Executor 
Node
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Linux HDFS
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Fig. 3.1 System architecture diagram
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Hadoop parallel computing uses its infrastructure HDFS andYARN. Each storage
node of HDFS runs a DataNode process that manages data blocks of the host. Among
them, we design to run Secondary NameNode and NameNode on the same host to
assist NameNode data recovery in special circumstances. And YARNwill be used as
the running carrier of Spark to facilitate quick access to data in HDFS. In addition,
YARN will also provide the Executor Node framework to execute SparkTask. When
YARN performs resource scheduling, it runs its own tasks in the Container at the
same time, and finally returns the calculated results to HDFS, which ends the entire
process started by HiveQL.

3.4 Passenger Flow Distribution

The passenger flow of the section refers to the passenger flow passing through a
certain place on the line within a unit time (full day, one hour, half an hour, 15 min),
and its essence refers to the passenger flow passing through the section where the
section is located. According to the different operating directions of urban rail transit,
the cross-sectional passenger flow can be divided into the upstream cross-sectional
passenger flow and the downstream cross-sectional passenger flow. Generally, the
passenger flow in the upstream and downstream directions of each line is usually
not equal [8]. Inter-section passenger flow distribution is an important function in
the entire dynamic passenger flow distribution system. It has a key impact on the
operation of urban rail transit and the choice of travel routes by passengers. The
structure of the section passenger flow distribution table is shown in Table 3.1.

The distribution of passenger flow in section sections is mainly divided into static
distribution and dynamic distribution. Static section distribution does not consider
user perception (such as station congestion, running time, ticket cost) and only
considers the physical path length for passenger flow distribution. Dynamic interval
allocation needs to consider user perception, platform perception, behavior analysis,
risk analysis and other factors, and then integrate physical length, and assign weights
to all influencing factors into time parameters for passenger flow allocation.

Table 3.1 Example structure of passenger flow allocation table for section

Field name Field type Length

DATA_DT DATE 4

SECTION_ID VARCHAR 30

START_STATION_ID VARCHAR 30

END_STATION_ID VARCHAR 30

START_TIME DATE 4

END_TIME DATE 4

PASGR_FLOW_QTTY DECIMAL 18
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In this system, according to the AFC entry and exit data, the selected time granu-
larity is: static 15, 30, and 60 min; dynamic 15, 30, and 60 min for section passenger
flow distribution. The static and dynamic passenger flow allocation steps are as
follows:

(1) 15 min time granularity static passenger flow distribution steps

Step 1 Pass the matched and cleaned OD data to the big data computing
system, first perform K short-circuit calculation (calculation of K
shortest paths for a single-source point) to obtain the shortest K
between each incoming station and out-going station paths.

Step 2 Perform physical interval division for each path, and get the start and
end station number of each interval;

Step 3 Divide the time according to the physical length of the interval. At
this time, each interval can get a more accurate time length;

Step 4 Calculate the intermediate value of the interval time length, this inter-
mediate value falls into a certain 15 min interval to get the 15 min
interval allocation data.

(2) 30 and 60 min static passenger flow allocation steps

Step 1 Input the OD data that has been sliced by the OD matching system,
and at a granularity of 30 min (60 min), first aggregate the recurring
sites within a certain period of time and then perform K short-circuit
allocation in the system;

Step 2 At this time, afterK short-circuit distribution, the intervals are divided
according to the physical length, and the distribution data of 30 and
60 min can be directly obtained.

(3) 15-min time granularity dynamic passenger flow distribution steps

Input OD data and perform K short-circuit calculation. At this time, K short-circuit
calculation needs to consider the impact of user perception factors such as congestion,
travel risk, travel price, etc., and incorporate the impact into the risk calculation in
the form of parameters. The remaining steps are the same as the static 15 above. The
passenger flow distribution between minutes is consistent. The data representation
of the dynamic interval section with a granularity of 15 min is shown in Fig. 3.2:

(4) 30 and 60-min time granularity dynamic passenger flow allocation steps

Step 1 Input theODdata sliced through theODpairing system.According to
the granularity of 30 min (60 min), the recurring sites within a certain
period of time are first aggregated, and then the K that considers the
impact of user perception is performed in this system. Short-circuit
distribution;

Step 2 Same as the passenger flow distribution in the static interval, the
OD data after the K short-circuit distribution at this time is directly
divided into the intervals according to the physical length, and the 30
and 60 min interval distribution data can be directly obtained.



24 Q. Wu et al.

Fig. 3.2 Example of 15 min section passenger flow

3.5 Conclusion Analysis

The dynamic passenger flow distribution system designed in this paper mainly uses
the AFC data of the Chongqing rail transit system in the past twomonths and uses the
corresponding data to calculate the multi-dimensional European distance. From this
level, the dynamic passenger flow distribution of regional rail transit is carried out to
a large extent. The above provides references for passenger travel and route planning,
makes outstanding contributions to the development and improvement of the regional
rail transit system, and provides new development ideas for the development of land
transportation and maritime transportation.
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Chapter 4
Study on Valid Travel Route Selection
of Integrated Passenger Transportation

Yao Yang, Chenyan Kan, and Dingjun Chen

Abstract With the vigorous development of the integrated transportation network,
the choice of passenger travel route is becoming more and more diversified. There-
fore, it is important to build the integrated transportation network by establishing the
cost function of valid travel route to measure the route that passengers may choose.
Based on passenger travel demand, an optimizationmodel of valid route selection for
integrated transportation network was established based on generalized travel cost.
According to the characteristics of the model, an improved BFS algorithm based on
dynamic updating generalized cost function and determining valid travel route by
key nodes was designed to solve the valid route. Finally, a simulation was given to
verify the effectiveness of the model and algorithm.

4.1 Introduction

Transportation is one of the basic supporting industries of China’s national economy.
With the rapid development of infrastructure on railway, highway, aviation and water
transportation, a relatively complete transportation network system has been formed.
Passenger connecting transportation is an organization mode to realize convenient
and efficient travel of passengers through the overall planning and integrated trans-
portation organization of different modes. As passengers, it is particularly important
to choose an effective, economic, fast, comfortable way of travel. As far as the trans-
portation department is concerned, a crucial problem to be solved by transportation
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departments is how to allocate several different modes with the limited resources and
make them to play with the maximum benefits.

For the optimization problem of road network, most researches focus on the urban
traffic network. For example, LeBlanc [1] proposed that the optimization problem
of road network can be solved by using the bi-level programming model, together
with the bound of branch method; Zhao et al. [2] used the non-aggregate model
to calculate the sharing of various transportation modes and established another
minimum optimization model. Modesti and Sciomachen [3] raised the shortest path
searching method which is based on multi criteria in the urban traffic networks by
minimizing the total path cost. Nowadays, most of the domestic and foreign studies
have not discussed the problem of the balance between different modes, and there
are few targeted studies on the design of integrated channel network.

There have been many achievements in effective path selection, but so far, there
is no good solution in the enumeration of effective paths. Li and Huang [4] proposed
the definition of simple effective path without loop and proposed the corresponding
hierarchical algorithm to solve it. However, a large number of invalid routes are
included in the solution of the effective route constraints. Therefore, based on the
definition of simple-acyclic path, He and Yan [5] proposed a new effective path
definition by adding constraints to reduce some unnecessary algorithm calculation.

This paper analyzes the characteristics of passenger travel behavior with ticket
price, travel time, safety and comfort as the main factors, and takes aviation, ordinary
speed railway, high-speed railway, waterway transportation and highway transporta-
tion as the choice of passenger transportation mode, constructs the generalized cost
function of passenger travel. According to the characteristics of road network and
passenger travel, the constraints of effective path are formulated to limit the alterna-
tives of effective path. BFS algorithm is used to search for effective path, trying to
find the best solution to make the whole network efficiency achieve to be optimal,
obtains the shortest path for passengers with different preferences. The feasibility of
the model and algorithm is verified by an example.

4.2 Optimization Model of Passenger Effective Route
Selection Based on Comprehensive Transportation
Network

According to the characteristics of path selection of passengers in the comprehen-
sive transportation network, the travel cost can be divided into price cost, time
cost, comfort cost and transfer cost. The four different cost units are unified and
expressed as the same value. The generalized cost function model is established, and
the comprehensive generalized cost value is used to measure the shortest route.



4 Study on Valid Travel Route Selection of Integrated … 29

4.2.1 Price Cost

Ccost = CO + CR + CD (4.1)

Ccost means the total price cost on the way;
CR represents ticket of various modes of transportation;
CO means the price cost from the starting point O to the departure transfer hub;
CD is the price cost from terminal to destination D.

4.2.2 Time Cost

Ctime = (
Tos + TSsSe + TSD

)
V (T ) (4.2)

Ctime means the total time cost on the way;
V (T ) means the travel time cost parameter, V (T ) = GDP/(T × P), GDP is

gross domestic product, and T and P are average working hours and population,
respectively;

Tos means the travel time from the starting point to the departure hub;
TSsTSe means the travel time between several transfer hubs;
TSD is the travel time from the terminal to the destination.

4.2.3 Comfort Cost

Travel comfort mainly depends on the type of transportation mode, seat type, travel
time, travel conditions, etc.Assuming that the highest comfort score is 10, the comfort
coefficient is defined as a constant A.

Ccomfortable = A(10 − Xi ) (4.3)

Xi means the comfort value of a class of seats in a certain mode of transportation.
The types of comfort value of passengers with different modes of transportation and
different levels of seats can be found in Ref. [6].

4.2.4 Transfer Cost

In the process of travel, the total transfer cost is the transfer cost within the transfer
station between various modes of transportation.

Ctransfer = C
St1
transfer + C

St2
transfer + C

St3
transfer (4.4)
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(1) CSt
transfer calculation

CSt
transfer = Cnight

transfer + V (T )T St
transfer + Ccost

transfer (4.5)

CSt
transfer refers to the transfer cost generated at the transfer hub (different stations

in the same city) or station (the same station) in the whole transfer process.
T St
transfer is the time between arrival and departure from the transportation facility.

Cnight
transfer is the accommodation cost of the citywhere the transfer node is located.

Cnight
transfer = ϕ,ϕ is the accommodation fee and transportation fee of unsuccessful

transfer when the transfer is unsuccessful. When the transfer is, ϕ = 0.
Ccost
transfer refers to the transportation cost during the transfer of two modes of

transportation at the same transfer hub.
(2) T St

transfer calculation

Suppose that the passenger chooses the route k, xk represents the transfer times
and N represents the total transfer times, then the total transfer time of the passenger
on route k is expressed as:

⎧
⎪⎪⎨

⎪⎪⎩

T Stk
transfer =

N∑

xk=1

xkT
St
transfer(xk > 0)

T Stk
transfer = 0(xk = 0)

(4.6)

All above are quantified by time cost, and the time value coefficient is normalized.
Finally, a unified dimension is adopted for these four types of generalized costs, and
the total generalized cost is defined as:

C = Ccost + Ctime + Ctransfer + Ccomfortable (4.7)

4.3 Improved BFS Algorithm

When searching for an effective route, it is normal that there are numbers of effective
paths contained a lot of useless data. In this paper, Ref. [7], constraints are applied
in the process of solving the effective route to redefine the comprehensive traffic
effective route, so as to reduce unnecessary calculation.

4.3.1 Improvement Strategy

Definition of comprehensive traffic effective route:
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Lse
k means the effective routes from the beginning to the end;

V se
k = {

V se
1 , V se

2 , ...., V se
n

}
is the set of nodes that make up the path;

T se
k = {

T se
1 , T se

2 , ...., T se
n

}
is the interval between arrival and departure time in a

node,
Ssek = {

Sse1 , Sse2 , ..., Ssem
}
is a collection of all road sections that make up the path.

Jse is the collection of effective routes Lse;
C se
k is the generalized travel cost function Cmin

se = min
Lse
k ∈Jse

{
C rs
k

}
of the path k.

The effective route satisfies the following conditions,

(1) ∀Ssei ,Ssej ∈ Ssek , Ssei �= Ssej ;
(2) ∀V se

i , V se
j ∈ V se

k , V se
i �= V se

j ;
Restrictions on transfer times: Transfer times shall not exceed the maximum
transfer times,xk ≤ Nmax Nmax is different for different road network and travel.
∀T se

i ∈ T se
k , T se

i > q, q is transfer time in this node.

Condition 1 guarantees no repetition of road sections, condition 2 guarantees non
repetition of nodes, condition 3 limits the number of transfer trips, and condition 4
guarantees the principle of limiting timetable. All the above conditions can reflect
the actual road network situation.

4.3.2 Improvement

(1) The generalized cost function is updated dynamically to judge the valid route
condition. The improved algorithm updates the latest route generalized cost
function to judge the effectiveness of the path every time it traverses to the
transfer node, unlike the previous search algorithm, which searches all the
routesfirst and then calculates the generalized cost functionuniformly. If a route
no longer meets the judgment condition of valid route, it can stop traversing
in this direction in time and delete this branch, which can greatly reduce the
complexity and steps of path search.

(2) The valid route is determined by the key nodes. BFS algorithm marks every
node that has been checked in the process of searching. The transfer node and
the start and end node, which play a key role in the path determination, can
also be called the key node. Therefore, the passenger’s travel route can be
obtained as long as the key node is marked, which reduces the complexity of
the algorithm.

4.3.3 Improved BFS Algorithm

Step 1 initialize the extension coefficient value h of a valid route. Reason-
able setting of transmission time between maximum and minimum
limits.τh, τmin ≤ τh ≤ τmax.
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Step 2 search all routes. The generalized cost of the first route is set as the lowest
cost after calculating all the routes between the generalized costs of OD
pairs based on each transportation mode. If a smaller cost is found, the
lowest one is replaced. After repeated calculation, the strategy is updated
to obtain the minimum generalized cost of the five transportation modes.
Set all direct paths to set A, select all valid routes RSs Se settings as the
judgment criteria.

Step 3 search all transfer routes. In the comprehensive transportation network,
there are two types of transfer that is the internal transfer of a certainmode
of transportation and the transfer between different modes of transporta-
tion. For all these transfers, the criterion of effective path is the constraint
of transmission time.

Step 3.1 find the internal transfer route. If the transfer times and transfer time
meet the specific standard range, all transfer routes with stations between
OD will be searched. Similarly, the strategy is updated to obtain the
minimum generalized cost of the five transportation modes of internal
transfer among highway CR

min, ordinary speed railway CK
min, high-speed

railway CG
min, aviation CF

min and waterway CL
min. The path determined to

be a feasible path is added to set A.
Step 3.2 find the external transfer path. Different from internal transfer, external

transfer needs additional consideration for transfer plans of different
stations in the same city. Based on the timetable of different modes
of transportation, search the public platform (a certain station, ordinary
speed train and high-speed train station or airport), and then find all
possible transfers at the mixed station (or transfer city), and set all the
routes found in the combination A.

Step 3.3 determine a valid path in set A. For internal transfer routes, each mode
of transportation judged by the Cmin value of each mode. For external
transfer routes,

(
CR
min + CK

min + CG
min + CF

min + CL
min

)
/5 is regarded as the

judgment standard to determine whether it is an effective path. All valid
paths can be placed in the collection RSs Se .

Step 4 get all feasible route group A and effective path group RSs Se between
specified OD pairs.

4.4 Simulation

The section from E’mei to Lianyungang is selected to form a comprehensive trans-
portation network (Fig. 4.1). The valid routes fromE’mei to Lianyungang are studied
and the generalized cost is calculated according to needs of different groups, and the
shortest path of different passenger’s choice preference is obtained.
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Fig. 4.1 Integrated transportation network from E’mei to Lianyungang

4.4.1 The Shortest Route in General

According to the calculation results, in the comprehensive route, the route with the
lowest ticket price is No. 53 with a total of 448 yuan. The route with shortest total
travel time is No. 181 with a total time of 467 min. The route with the highest
comprehensive comfort is No. 196, corresponding to two transfers, and the seats are
first class and business class. In general, the shortest route for passenger travel is the
route corresponding to No. 151. The specific data are shown in Table 4.1.

4.4.2 Effective Routes with Different Transfer Preferences

Different passengers have different preferences for transfer, which ismainly reflected
in different ages. The shortest route for two transfers is No. 151 as shown above, for
one transfer, is No. 6, and for other transfers, is No. 49.

(1) The shortest route of one transfer
In the case of one transfer, the shortest comprehensive route is No. 6 effective
route which is first class seat and soft berth, with a total cost of 873.5 yuan.
The total travel time is 1581 min. It can be found that when the number of
transfer is reduced under long-distance trip, the impact of seat type on comfort
is increasing, which is greater than the impact of ticket price on cost.

(2) The shortest route of transfer three times
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The shortest comprehensive route in the case of three transfers is No. 49 effec-
tive route with the total cost of 873.5 yuan. The total travel time is 886 min.
The price and time are more than two transfers. When two transfers have the
best route, no passengers choose three transfers in most cases.

4.4.3 Effective Route of Different Comfort Preferences

Passengers with different incomes have different preferences for time and comfort.
By adjusting the corresponding comfort coefficient, following results are shown: The
shortest effective route of passengerswithmonthly income less than 2000 yuan is No.
149, with monthly income between 2000 and 3000 yuan is NO.151, with monthly
income between 3000 and 8000 yuan is No. 155, and with monthly income more
than 8000 yuan is corresponding to No. 188, the specific data are shown in Table 4.2.

As the income increases, the seat types are second and economy class, second,
first and economy class, first and economy class and first and business class. The
total cost is 672.5, 678, 875 and 1222 yuan. The total travel time is 631, 631, 631
and 467 min with two transfers.

It is indicated that with the increase in income, passenger’s demand for price
becomes lower, and their demand for time and comfort increases.

4.5 Conclusion

With the continuous expansion of the scale of comprehensive transportation network
and the continuous improvement of the network structure, the construction of
comprehensive transportation networkwill flourish and the characteristics of compre-
hensive transportation networkbecomemore andmore complex.On theway to travel,
passengers can change their travel mode through the transfer choice in the transporta-
tion hub, and the passenger route choice will be more diversified. Therefore, it is an
important means to determine the effective route that passengers may choose by
analyzing the factors affecting the passenger route choice to better construct the
comprehensive transportation network. It is important to understand passenger’s
choices of transportation mode and their effective paths to predict the future compre-
hensive traffic flow, reasonably arrange the facilities and equipment, plan the compre-
hensive line network, organize the operation, coordinate and cooperate with different
transportation departments.
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Chapter 5
Loading and Reinforcing Safety
Evaluation of Railway Out-Of-Gauge
Freight Considering the Dynamic
Transportation Process

Hao Chen, Wenxian Wang, Min Zhou, and Xueqin Li

Abstract In order to evaluate the safety of loading and reinforcing scheme of
railway out-of-gauge freight from the perspective of dynamic transportation process,
the SIMPACK simulation model is established to collect the dynamic data during
the transportation process, and safety factors are summarized into four indexes:
wagonderail coefficient,wagon capsize coefficient, freight slip coefficient and freight
capsize coefficient. On this basis, combine with the principle of neural network eval-
uation, this paper constructs a safety evaluation model of loading and reinforcing
of railway out-of-gauge freights with the above-mentioned transportation process
safety factors as the input layer and the comprehensive safety degree as the corre-
sponding output layer. The results show that the lateral shift of gravity center for car
loaded the gravity center height for car loaded and the longitudinal shift of gravity
center for car loaded have the greatest impact on transportation process safety, and
the influence degree is 0.52, 0.32, 0.35, respectively. And the classification of out-of-
gauge freight and the length of protruding end have less impact. Other factors have
relatively little impact.
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5.1 Introduction

Out-of-gauge freights refer to the freights whose calculated width exceeds the basic
outline of clearance of rolling stock when the rolling stocks stays on a horizontal
straight line or passes through a curve with a radius of 300 m after loading [1].
Compared with ordinary freights, out-of-gauge freights have the characteristics of
“indecomposable, over length, over width, over height and overweight.” Out-of-
gauge, freights are often the key transport freights of major projects or national
defense construction. Loading and reinforcing are the necessary premise of trans-
portation process. A good loading reinforcement scheme can not only improve the
safety of out-of-gauge freights in the transportation process, but also reduce the
transportation time and the cost to a certain extent.

In the transportation network of various countries in the world, the status and
organization mode of railway transportation are different. At the same time, the size
of rolling stock, the railway lines and clearance are also different. Therefore, the
importance and research level of railway freight transport in different countries are
not the same.

In theUnitedStates, due to itswell-developed road transportation, perfect highway
infrastructure, high-carrying capacity of wagons, large freights are generally handed
over to highway transport companies, so the United States has less research on the
transportation theory of railway out–of-gauge freights. Russia, Germany, Austria and
other countries pay more attention to improving the transport speed and increasing
the wagon loading capacity of railway out-of-gauge freight trains. Russia’s optimiza-
tion plan is to increase the running speed of freight train from 80 to 90 km/h. The
optimization plan of Germany and Austria is to increase the design speed of 500 ton
Schnabel car to 90–100 km/h, and themaximumspeed of loaded railway freight car to
65–90 km/h. In addition to the 500 ton Schnabel car, Russia also plans to develop 36-
axle oversize commodity cars with a loading capacity of 700 t, and the United States
plans to develop supersized rolling stock with a loading capacity of 807 t. In order
to realize the “door-to-door” transportation service of railway out-of-gauge freights,
German railway has also specially researched and developed oversize commodity car
for road and rail dual-use, and put them into short-distance transportation. In 1989,
the Former Soviet Union (FSU) began to use the unified classification method for
out-of-gauge freights on the railways of Bulgaria, Hungary, Poland, Romania, Czech
Republic and FSU. Firstly, the maximum allowable contour and minimum contour
of out-of-gauge freights are determined according to the construction gauge and
rolling stock gauge, respectively, and then the “free space” between the two contours
is divided into several grades [2]. The international railway union has determined
the method for determining the dynamic gauge of international intermodal power
vehicles, analyzed the influence of vehicle structure and line conditions on the space
clearance required by vehicle operation, and determined the specific calculation
formula for the lateral offset caused by the lateral travel of vehicle running gear. The
lateral vibration offset caused by vehicle operation is considered in the safety reserve,
and the specific value is determined by each country [3, 4]. In terms of safety research
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on loading and reinforcing of out-of-gauge railway freights in China, Ma Guofeng,
Chen Hao, Wang Pei, Huang Jujie, Liu Hui, etc., analyzed various risk factors of
overload and unbalanced load, and summarized the safety problems existing in the
loading and reinforcing of railway freights, such as insufficient management, back-
ward monitoring means and testing equipment [5–9]. Xu analyzed the force situation
during the transportation of out-of-gauge freights, as well as the force generated by
the speed and direction change of vehicles passing through curves and ramps [10].
Wen improved the theoretical system of loading safety and the system of regulations
and standards, and considered the method of using new freight reinforcing materials
and equipment to ensure transportation safety [11]. Liu studied the safety of railway
freight loading and reinforcing under the condition of mixed running of wagon and
coach in view of the reconstruction of existing lines in China [12].

It is not difficult to find that the existing research mainly focuses on the analysis of
the influencing factors or the formulation, optimization and evaluation of the loading
and reinforcing scheme for specific freights. However, in the actual transportation
of out-of-gauge freights, accidents are almost not in the static loading process, but
more often in the transportation process. Due to the influence of various forces
on the car bodies and freights in the dynamic transportation process, the freights
are more likely to have potential safety hazards, including derail and capsize [13–
16]. Based on the above analysis, this paper analyzes the force of the freights in
the transportation process, and combines the neural network algorithm, proposes
a dynamic safety evaluation simulation model in the railway out-of-gauge freights
transportation process, and studies it based on MATLAB to confirm the influence of
dynamic transportation process.

5.2 Dynamic Simulation and Data Acquisition
in Transportation Process

In order to collect the dynamic data in the transportation process, simulation model
should be established in SIMPACK. The model consists of three parts: freights,
wagons and lines. According to the characteristics of out-of-gauge freights, it is
necessary to choose suitable wagon and simulate a curve line. Three parts of cargo,
vehicle and line are established. The force analysis point is established by the interac-
tion between the freights and the upper plane of the car body. Finally, threemodules of
freights, wagons and lines and several force analysis points are established. There is
force a relationship between bogie, wheel and line. Connect lines module and vehi-
cles module with wheel–rail relationship module, and a simulation system model
including freights, wagons and line is constructed. The model basic structure is
shown in Fig. 5.1.

Through the establishment of each module of the simulation model, the freight-
wagon-line model is finally established in SIMPACK as shown in Fig. 5.2.
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Fig. 5.1 Structure diagram of wheel/rail simulation model

Fig. 5.2 Freight-wagon-rail model in SIMPACK

The simulation model simulates the transportation process of N17 and D70
wagons on a 500 m curve line (The line consists of a 100 m curve line with a
radius of 400 m, two 100 m straight lines and two 100 m transition curve lines.),
and the transportation speed is 20 m/s. Finally, the filtered data and corresponding
real-time force images are obtained. The generated data are used for scheme analysis
and evaluation.



5 Loading and Reinforcing Safety Evaluation of Railway … 43

5.3 Safety Evaluation Factors in Transportation Process

Referring to “railway freight loading and reinforcing rules” and “railway out-of-
gauge freights transport rules,” the derail coefficient, wagon capsize coefficient,
freight slip coefficient and freight capsize coefficient are taken as the analysis indexes
of dynamic evaluation in transportation process.

(1) Wagon capsize coefficient
When the train passes through a curve line, if the train speed does not match the
super elevation, the train may capsize. The calculation of train capsize coef-
ficient is complex, but in the SIMPACK simulation process, only the overall
force analysis can be carried out, which can be simply understood as the force
between the same wheelset and the railway rail. When the interaction force
between the wheel and the rail on one side is 0 at a certain time, it is consid-
ered that there is no contact between the wheel and the rail, and the capsize
probability during the driving process is as follows:

D1 =
∣
∣
∣
∣

PR − PL
PR + PL

∣
∣
∣
∣

(5.1)

where D1 is the capsize coefficient of the wheelset; PR is the vertical force
between the right wheel and the rail; PL is the vertical force between the left
wheel and the rail.

(2) Wagon derail coefficient
In the transportation process, when the train passes through curve line, it is
easy to derail due to the combined effects of centrifugal force, wind force,
transverse vibration force andgravity. If these forces are in themost unfavorable
combination, the vehicle may derail (Fig. 5.3).
For this wheelset, the force balance formula of the non-derailed side is
Q2

/

P2 = (tan θ2 + μ2)
/

(1 − μ2 tan θ2). When θ2 approaches 0, the derail
coefficient of the derailed side is:

D2 = Q

P
= Q1

P1
=

∑
Q′ + Q2

P1
=

∑
Q′ + μ2P2

P1
(5.2)

Fig. 5.3 Force between
wheelset and rail
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In the formula (5.2), θ1 is the angle between the right flange and the horizontal
line; θ2 is the angle between the left wheel tread and the horizontal line; μ1 is
the friction coefficient between the right flange and the rail; μ2 is the friction
coefficient between the left wheel tread and the rail; P2 is the vertical force
between the wheel and the rail on the non-derailed side, kN ; P1 is the vertical
force between the wheel and the track on the derailed side, kN ; Q2 is the lateral
force of the wheel on the non-derailed side acting on contact point B, kN ; Q1

is the lateral force of the wheel on the derailed side acting on contact point A,
kN .

(3) Freight slip coefficient
In the transportation process, the inertia force of freights in the horizontal direc-
tion is generally greater than the friction force. If there are no reinforcement
measures, the freights are prone to horizontal slip. The probability formula of
horizontal slip of freights is as follows:

D3 = max

(∑
Fx

f f
x

,

∑
Fy

f f
y

)

(5.3)

where
∑

Fy is the resultant force in the vertical direction,
∑

Fx is the resultant
force in the horizontal direction, f f

y is the friction force in the vertical direction,
and f f

x is the friction force in the horizontal direction;
(4) Freight capsize coefficient

In the transportation process, different positions of freight are subject to
different vertical forces, which may cause the freight capsize. Formula (5.4)
can be obtained by analogy with the force situation of wagon capsize.

D4 =
∣
∣
∣
∣

∑
Fz
R − ∑

Fz
L

∑
Fz
R + ∑

Fz
L

∣
∣
∣
∣

(5.4)

where D4 is the freight capsize probability,
∑

Fz
L is the resultant force in the

vertical direction on the left side of the freight, and
∑

Fz
R is the resultant force

in the vertical direction on the right side of the freight.

According to the relevant regulations [17], the maximum allowable value of
capsize coefficient is 0.8, i.e., D1 ≤ 0.8. The derail coefficient D2, the freight slip
coefficient D3 and the freight capsize coefficient D4 are also specified. The calcu-
lation parameters of the above four coefficients are all taken from the simulation
results. Part of the parameter values is shown in Fig. 5.4.
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Fig. 5.4 aVertical force andhorizontal force on thefirst set of frontwheels.bVertical and horizontal
stress diagram of freight contact point

5.4 Safety Evaluation Method of Transportation Process

In this paper, the evaluation model of transportation process is established based on
BP neural network, and the safety degree and result analysis of loading reinforcement
scheme in transportation process are obtained bymultiple transportationmodels. The
transport factor designed in the simulation scheme is taken as the input layer, and the
safety degree calculated by simulation is taken as the corresponding output layer. By
analyzing the potential rules between the input–output data, and adjusting theweights
of the hidden layer and the output layer, the evaluation model can be constructed.
Finally, according to these rules and adjusted weights, new scheme data can be input
to obtain new results. The specific steps of the evaluation process are as follows:

Step 1: Suppose there are n neuron nodes in input layer, q neuron nodes in hidden
layer and m neuron nodes in output layer. This paper defines:

Input vector: X = (x1, x2, . . . , xi , . . . , xn)
T, xi = {wagon type; loading mode…

minimum curve radius};
Hidden layer input vector: Z in = (

zin1 , zin2 , . . . , zink , . . . , zinq
)T
;

Hidden layer output vector: Zout = (

zout1 , zout2 , . . . , zoutk , . . . , zoutq

)T
;

Input vector of output layer: Y in =
(

yin1 , yin2 , . . . , yinj , . . . , yinm
)T

;

Output vector of output layer: Y out =
(

yout1 , yout2 , . . . , youtj , . . . , youtm

)T
, yi =

{wagon capsize, wagon derail, freight slip, freight capsize};
Expected output vector: T = (

t1, t2, . . . , t j , . . . , tm
)T
;

Error function: E = 1
2

∑m
j=1

(

t j − youtj

)

, j = 1, 2, . . . ,m.

Step 2: Calculate the values of neurons in each layer.
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Hidden layer input value: Z in = ∑n
i=0 Vki xi , k = 1, 2, . . . , q;

Hidden layer output value: Zout = f1
(

Z in
) = f1

(∑n
i=0 Vki xi

)

, k = 1, 2, . . . , q;
Output layer input value: Y in = ∑m

j=0 Wjkzoutj , j = 1, 2, . . . ,m;

Output layer output value: Y out = f2
(

Y in
) = f2

(
∑m

j=0 Wjkzoutj

)

, j =
1, 2, . . . ,m.

Step 3: According to the actual output value and the expected output value, the
partial derivative of the error function to neurons in the output layer can be obtained.

∂E

∂Wjk
= ∂E

∂Y in

∂Y in

∂Wjk
(5.5)

∂E

∂Y in
=

∂

[

1
2

m∑

j=0

(

t j − youtj

)2
]

∂Y in
= −(

T − Y out
) · (

Y out
)′ = −(

T − Y out
) · f ′

2

(

Y in
)

(5.6)

∂Y in

∂Wjk
=

∂

[
m∑

j=0

(

Wjk · zoutk

)

]

∂Wjk
= Zout (5.7)

Let −(

T − Y out
) · f ′

2

(

Y in
) = −δy , where δy is the error signal of the output layer.

Step 4: Obtain ∂E
∂Wjk

= ∂E
∂Y in · ∂Y in

∂Wjk
= −δy ·Zout from step 3, and then use the hidden

layer to get the weight of the output layer and the output of the hidden layer, which
can similarly calculate the partial derivative of the error function to the neurons in
the hidden layer.

∂E

∂Vki
= ∂E

∂Z in

∂Z in

∂Vki
(5.8)

∂Z in

∂Vki
=

∂

[
n∑

i=0
(Vki · xi )

]

∂Vki
=

∑

xi = X (5.9)

∂E

∂Z in
=

∂

[

1
2

m∑

j=0

(

t j − youtj

)2
]

∂Zout
· ∂Zout

∂Z in
=

∂

[

1
2

m∑

j=0

(

t j − f2
(

Y in
))2

]

∂Zout
· ∂Zout

∂Z in

=
∂

⎧

⎨

⎩

1
2

m∑

j=0

[

t j − f2

(
m∑

j=0

(

Wjk · zoutk

)

)]2
⎫

⎬

⎭

∂Zout
· ∂Zout

∂Z in



5 Loading and Reinforcing Safety Evaluation of Railway … 47

= −
m

∑

j=0

[

T − f2
(

Y in
)]2 · f ′

2

⎛

⎝

m
∑

j=0

(

Wjk · zoutk

)

⎞

⎠ · Wjk · ∂Zout

∂Z in

= −
m

∑

j=0

[

T − f2
(

Y in)]2 · f ′
2

(

Y in) · Wjk · ∂Zout

∂Z in

= −
m

∑

j=0

δy · Wjk · f ′
1

(

Z in
)

(5.10)

Let −∑m
j=0 δy · Wjk · f ′

1

(

Z in
) = −δk , where δk is the error signal of the hidden

layer.
Step 5: Use the error signal δ j of the output layer and the output value of neurons

in the hidden layer to modify the connection weight:

�Wjk = −η · ∂E

∂Wjk
= −η · ∂E

∂Y in
· ∂Y in

∂Wjk
= η · δ j · Zout (5.11)

By the same reason, there is another correction weight:

�Vki = −η · ∂E

∂Vki
= −η · ∂E

∂Zin
· ∂Z in

∂Vki
= η · δK · X (5.12)

Step 6: As shown in formula (5.11) and (5.12), calculate the global error. When
the calculated global error value is within the preset accuracy, then end the cycle.
Otherwise, choose a new learning sample and enter the next round of learning.

5.5 Case Analysis

5.5.1 Basic Parameter Design

An out-of-gauge freight weighs 48 t, the total length is 14,000 mm, the gravity center
is 6300 mm away from one end, the height of gravity center is 1100 mm and the
height of horizontal cushion is 170 mm. The profile and cross section of the freight
are shown in Fig. 5.5.

When one end of the freight is flush with the edge of the wagon, the other end
protrudes from the car body by 1000 mm. When the freight gravity center falls on
the wagon transverse center line, one end of the freight is 200 mm inside the edge of
the wagon, and the other end is 1200 mm out of the wagon edge.

When the freight gravity center falls on the wagon longitudinal center line, there
is no lateral deviation, but the freight external width is 1700 mm. When the freight
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Fig. 5.5 Schematic
diagrams of freight profile
and cross section
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geometric center falls on the wagon longitudinal center line, the lateral offset is
70 mm and the freight external width is 1630 mm.

When using an idle car, the height of the lateral pedestal is calculated by Hm =
0.031a±h� + f +80, a is the distance from the protruding end to the vertical plane
of the axle center of the nearest wheel axle, h� is the height difference between
the wagon floor and idle car floor, and f is the deflection of the protruding end.
Therefore, Hm = 0.031 × 3000 ± 0 + 0 + 80 ≈ 170 mm.

Based on Refs. [18–20], the following alternatives are combined by the extremum
that can be taken within the range (Table 5.1).

5.5.2 Target Input and Output of Evaluation Index

(1) Target input
There are 11 evaluation indexes in the transportation process: (1) Wagon type;
(2) Loading mode; (3) Gravity center transverse deviation; (4) Gravity center
longitudinal deviation; (5) Height of transverse cushion; (6) Gravity center
height for car loaded; (7) Length of freight protruding end; (8) Concentrated
weight freight; (9) Classification of out-of-gauge freight; (10) Transportation
speed; (11) Minimum line curve radius.

(2) Target output
In the transportation process, wagon capsize, wagon derail, freight slip and
freight tumble are the four output indexes to quantify the safety degree of
out-of-gauge freights transportation.

5.5.3 Sample Input and Data Output

The input evaluation index and output index of the sample can be obtained from the
previous influence factor analysis, and the instantaneous state value of the worst time
point in the simulation example is taken as the index data. In the evaluation indicators,
quantitative indexes can obtain an accurate value, while qualitative indexes need to
be obtained by other methods. Table 5.2 shows the 11 sample data of six sample
evaluation indicators.
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Table 5.2 Safety evaluation sample indexes of out-of-gauge freight

No 1 2 3 4 5 6

Wagon types 0 0 0 0 1 1

Loading mode 2 2 2 2 1 1

Lateral shift 70 0 0 70 0 70

Longitudinal shift 200 200 0 0 0 0

Height of horizontal cushion 170 170 170 170 0 0

Gravity center height for car loaded 1894 1894 1894 1894 1699 1699

Length of protruding end 1000 1000 1200 1200 0 0

Concentrated weight 0 0 0 0 0 0

Classification of out-of-gauge freight 1 2 3 2 1 0

Transport speed 20 20 20 20 20 20

Minimum curve radius 400 400 400 400 400 400

Table 5.3 Safety index of transportation process

No 1 2 3 4 5 6

Wagon capsize coefficient 0.1851 0.1768 0.1706 0.1801 0.1534 0.1588

Wagon derail coefficient 0.1689 0.1566 0.1511 0.1595 0.1336 0.1383

Freight slip coefficient 2.3480 2.2861 2.2059 2.3284 2.1228 2.1977

Freight capsize coefficient 0.0680 0.0637 0.0615 0.0649 0.0553 0.0573

The output layer takes four safety indexes in the transportation process as the
target vector, and the four safety indexes can objectively quantitative the safety
degree value. When calculating the safety value, this paper considers that the target
vectors of the four outputs have the same importance, so only the weighted average
is carried out to obtain the comprehensive quantitative evaluation value of the safety
degree. The output matrix of sample safety index is shown in Table 5.3.

5.5.4 Calculation Results of BP Neural Network

The BP neural network algorithm is calculated in MATLAB.

(1) Build sample
Build 20 groups samples, each containing X1, X2, …, X11; Y1, Y2, …, Y4.
The sample groups are shown in Fig. 5.6. The former six groups were used as
calculation samples, and the other 14 groups were randomly applied to other
loading models to verify the test data.

(2) Data reading and assignment
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Fig. 5.6 Build sample data

In MATLAB, the data in Excel table is read by xlsread function, and the data
is read as 20 × 15 matrix:
num = xlsread (‘test. xlsx’,’Sheet2’,’A2: O7);
input _ train = num ( 2: 7, 1: 11)‘;
output _ train = num ( 2: 7, 12: 15)‘;
input _ test = num ( 8: 21, 1: 11)‘;

(3) Sample data normalization processing method
Normalize the sample data:
[inputn, inputps] = mapminmax (input _ train);
[outputn, outputps] = mapminmax (output _ train).

(4) BP neural network training design
Initialize theBPneural network anddesign the calculation parameters. Training
network with data.
net = newff ( inputn, output, 5);
net. trainParam. epochs = 100;
net. trainParam. lr = 0.1;
net. trainParam. goal = 0.00004;
net = train ( net, inputn, output);

(5) Results anti-normalization processing
Anti-normalization processing is carried out to the results calculated by BP
neural network.
inputn _ test = mapminmax (“apply,” input _ test,inputps);
an = sim (net, inputn _ test);
BPoutput = mapminmax (“reverse,” an, outputps);
The sample data is calculated by MATLAB, and the corrected output value is
shown in Table 5.4.

After calculating by BP neural network, other input schemes can be calculated
and obtain output s. The output s of each scheme can be quantified quickly, and the
safety degree of schemes can be compared. The safety degree of each scheme can
be compared intuitively. Through the corrected four objective coefficients, it can be
seen that Scheme 5 is the safest, Scheme 6 is the second, and Scheme 1 is the worst.

For the calculation of sensitive of parameters, the change of parameters is often
the result of joint change of multiple factors. Such as the lateral shift for freight
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Table 5.4 Correction value of safety index

No 1 2 3 4 5 6

Wagon capsize coefficient 0.1901 0.1780 0.1784 0.1850 0.1560 0.1605

Wagon derail coefficient 0.1701 0.1589 0.1552 0.1601 0.1341 0.1411

Freight slip coefficient 2.4208 2.3227 2.3140 2.4099 2.2035 2.2680

Freight capsize coefficient 0.0692 0.0668 0.0637 0.0680 0.0561 0.0591

(a) The sensitivity convergence curve of lateral shift 
for freight gravity center and classification of 
out-of-gauge freight 

(b) The sensitivity convergence curve of longitudinal 
shift for freight gravity center and the length of 

protruding end  

(c) The sensitivity convergence curve of the gravity 
center height for car loaded and horizontal cushion 

height   

(d) The total sensitivity convergence curve 

Fig. 5.7 Parameter sensitivity convergence curves

gravity center and classification of out-of-gauge freight, generally speaking, these
two factors are changed at the same time. Therefore, the sensitivity of parameters
should also be calculated in groups. The parameters with greater influence include:
the sensitivity of lateral shift for freight gravity center and classification of out-of-
gauge freight is about 0.52; the sensitivity of longitudinal shift for freight gravity
center and the length of protruding end is about 0.32; the sensitivity of the gravity
center height for car loaded and horizontal cushion height is about 0.35. The total
sensitivity is about 1.1, and its convergence is shown in Fig. 5.7.

5.6 Conclusion

(1) The lateral shift for freight gravity center, center height of gravity for car
loaded and longitudinal shift for freight gravity center have the greatest influ-
ence on the safety in the transportation process, followed by the classification
of out-of-gauge freight and the length of protruding end.
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(2) When simulate the reliability of out-of-gauge freights during transportation
in SIMPACK, the design of transportation environment under unfavorable
working conditions will affect the calculation results to a certain extent, espe-
cially for the simulation of different wagon types, there may be obvious errors.
However, in the case of the same wagon type and only changing other factors,
the fluctuation of calculation result curve is basically the same, which has a
certain accuracy.

(3) When BP neural network is used to correct the output value, the larger the
number of input samples, the larger the number of training and verification,
and it is easier to obtain appropriate network results. But the calculation time
is longer, and the calculated network has low-generalization ability.

(4) When calculating the convergence of the parameters sensitivity, the larger the
number of input samples, the better the convergence effect of output. However,
when the number of samples exceeds 700, all the influencing parameters
converge, and there is no obvious effect to expand the samples number.

Fund Support Sichuan Province 2011 Collaborative Innovation Center Yangtze River Upstream
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Chapter 6
Design of Rail Freight Products
in the Arduous Mountainous Area
on the Plateau Under the Concept
of Modern Logistics

Shiwei Yang, Qingchen Yao, Can Yang, Miaomiao Lv, and Mengyuan Yue

Abstract The railroad construction in the arduousmountainous area on the plateau is
gradually improved.As themain channel of passenger and cargo transportation in and
out of the difficult and dangerous mountainous areas on the plateau, how to develop
cargo transportation on the basis of completing passenger transportation tasks and
meet the transportation needs of resident’s living and production materials is an
urgent problem to be solved. Based on the demand for railway freight transportation
in the arduous dangerous mountainous areas on the plateau, this paper combines
modern logistics concepts and accurately locates customer needs on the premise of
fully adapting to the characteristics of freight transportation in the arduous dangerous
mountainous areas on the plateau.Based on the product genealogy, the railway freight
system in the arduous dangerous mountainous areas is designed with refined product
design, to promote the improvement of railway freight capacity.

6.1 Introduction

Railroad in the mountainous areas of the plateau is located in areas with severe
undulations and harsh environments on the plateau. Cargo transportation is mainly
for production and living materials, and it also undertakes the task of transporting
bulk materials such as major mining and construction and ore along the line. When
designing transportation products, it is necessary to take into account the trans-
portation needs of various goods, for rail plays the main task of the basic people’s
livelihood project in the mountainous area of the plateau. The rail freight transporta-
tion promotes the overall upgrading of regional economic industries, and accelerate
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the integration in the arduous mountainous area of plateau into the new pattern of
national economic development.

There are few researches on railway freight transportation in plateau and diffi-
cult mountainous areas, mainly including intelligent and freight platform construc-
tion based on the Internet of Things technology. Research on products is relatively
scarce [1–3]. The genealogical design of railway freight products generally needs to
analyze the product requirements and level segmentation and then carry out subdi-
vision design to form a genealogical product system [4, 5]. With the continuous
deepening of the integration of railway freight transportation and modern logistics,
results have been achieved in terms of changing service concepts, optimizing trans-
portation organization, and optimizing the allocation of transportation resources, and
the railway logistics model is gradually improving [6–8].

Since the construction of railroad network in the arduous mountainous areas of
the plateau is incomplete and the organization of rail freight has not formed a specific
model, there are few studies on rail product design and other aspects in the arduous
mountainous area on the plateau. Especially, it is difficult to get the actual demand
of customers from local cargo owners under the condition that the construction of
railroad infrastructure in the arduous mountainous area on the plateau has not been
well developed. Based on the above analysis, this paper designs the product system of
rail freight in the arduousmountainous area on the plateau based on product spectrum
design, combined with modern logistics concept.

6.2 The Impact of Modern Logistics Concept on Freight
Product Design

6.2.1 Full-Service

With the integration and transformation of railway freight transportation to modern
logistics, the transportation chain of products has become more and more complete.
The services provided by freight companies have gradually developed to door-to-
door transportation. The scope of transportation products has become larger and
larger, and the logistics transformation of freight companies has become obvious,
and gradually developed from the rail station-to-station transport for door-to-door
transport services way.

6.2.2 Transportation Integration

(1) Transport mode integration
Due to the limitations of the railroad construction network, railway transporta-
tion cannot achieve the true sense of the “door-to-door” transport services.
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As the technical and economic characteristics of various modes of cargo trans-
portation are not the same, rail freight service products under the modern logis-
tics concept to cope with the more diversified and dynamic transport needs,
should make full use of the characteristics of various modes of transportation
to develop multimodal transport, especially in the mountainous areas of the
plateau whose railroad infrastructure is not well developed, rail freight more
should cooperate with road freight to develop public-rail intermodal transport
services.

(2) Transportation function integration
Based on the development of modern logistics concept, rail freight func-
tions should be integrated to achieve the integrated development of trans-
port functions, including transportation, storage, warehousing and informa-
tion consulting, establish a unified transport standard for the whole process,
breaking industry barriers, precise positioning of customer needs to achieve
efficient transportation of goods.

6.2.3 Product Design Modularity

Facing the dynamic development of freight market demand, cargo owners for freight
service needs of the differentiation more and more differentiated, and it is difficult
to satisfy the demands of customers with unchanging products. Modular product
design can design specialized transport products for different demand modules, for
customers to make their own choice, which can meet customer’s product transporta-
tion needs more. Modular design method can satisfy customer customization and
speed up the response of freight transport enterprises. It will ultimately achieve the
scale benefits of rail freight through the production of specialized way.

6.3 Rail Freight Product Spectrum Design in the Arduous
Mountainous Area on the Plateau Under the Modern
Logistics Concept

6.3.1 Rail Freight Product Spectrum Design Method

Railroad freight product spectrum design is a serialization study based on a clear
understanding of railroad freight product demand, evolution lineage and develop-
ment characteristics. It is designed in three dimensions: product demand spectrum,
product evolution spectrum and product feature spectrum. It is a product design
method that fully reflects customer needs, attaches importance to product evolution,
comprehensively reflects development trends and can quickly respond to changing
product development needs as shown in Fig. 6.1.
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Fig. 6.1 Rail freight product spectrum design method

6.3.2 Rail Freight Product Demand Spectrum Design
in the Arduous Mountainous Area on the Plateau

Due to the harsh climatic conditions and complex terrain conditions, transportation
infrastructure is relatively scarce in the arduous mountainous area on the plateau.
Railway assumes the backbone role of transportation of various production and living
materials in the region. The market demand for railroad cargo transportation is high,
so it is extremely important to promote the comprehensive development of railroad
transportation products in the arduous mountainous area on the plateau, to promote
the development process of local industrial and agricultural industries and improve
living standards.

Combined with the characteristics of railroad and the classification of railroad
transportation goods in the arduous mountainous area on the plateau, to meet the
organizationmode of railroad cargo transportation, the product requirement spectrum
is designed as shown in Fig. 6.2.

6.3.3 Rail Freight Product Evolutionary Spectrum Design

Since the railroad construction in themountainous areas on the plateau is not yet been
completed, the evolution of railroad freight products is not enough to form a system.
Here, the evolution spectrum of rail freight products in China is borrowed to provide
a basis for the spectrum of design and development of railroad freight products in the
arduous mountainous area on the plateau. Based on the review of existing data, the
evolutionary spectrum of China’s railroad freight products is constructed from the
perspective of product evolutionary relationships as shown in Fig. 6.3, from which
it can be seen that the development trend of rail freight products has the following
characteristics:
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1. Transport efficiency improved significantly, the rapid transport products grad-
ually rich;

2. The development trend of integration with modern logistics industry is obvious,
freight products logistics services to enhance the level;

3. Further refinement of transport products, freight product system is more
abundant.

6.3.4 The Design of Railroad Freight Product System Based
on Modern Logistics Concept in the Arduous
Mountainous Area on the Plateau

According to the modular design method, the railroad freight products in the arduous
mountainous area of the plateau are divided into three modules of core, form and
additional products, and the rail freight product system is designedwith threemodules
for the characteristics of rail freight products in the arduous mountainous area of the
plateau as shown in Fig. 6.4.

1. Core product module
The core product of rail freight transport in the arduous mountainous area of
the plateau is the spatial displacement provided for various goods.

2. Form product module

(1) Divided by the freight category
Considering the types of cargos, the railway in the arduous mountainous area
on the plateau should focus on increasing the volume of container transport, and
divide them into two types of products: container transport and non-container
transport.

(2) Divided by the highest operating speed
At present, the railway freight department has been improving the “door-to-
door” pick-up and delivery product type. The railroad as the main body in the
situation of incomplete rail cargo transportation infrastructure in the moun-
tainous areas of the plateau, constructs “door-to-door” pick-up and delivery
services. For cargos that do not require “door-to-door” service, we can provide
“station-to-station” and “station-to-door” transportation services.

(3) Divided by arrival time
According to the demands of customers along the railroad line in the arduous
mountainous area on the plateau, the initial design of rail freight is divided
into next-day, next two-day and multi-day delivery products. Among them,
next-day delivery is mainly for small-volume high-value-added goods, such
as express delivery and electronic information products like cell phones; next
two-day delivery is mainly for goods with slightly lower requirements on time
efficiency; multi-day delivery is mainly for goods with low requirements on
delivery time efficiency.
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(4) Divided by the type of customer
For different customer types, railway in the arduous mountainous area on the
plateau can provide customized product services. For example, it can design
exclusive customized trains for industrial andmining enterprises and industrial
parks with stable production capacity along the rail line, and design special
trade logistics trains similar to e-commerce trains for the resident’s shopping
needs along the route.

(5) Divided by the demand of multimodal transportation
With the further improvement of the railway network, the backbone position
of rail transportation in the freight market will be more prominent. However, it
is difficult to provide transport products that require door-to-door pick-up and
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delivery service by rail freight alone, so the development design of public-rail
intermodal transport products should be focused on.

3. Additional product design

(1) Provide full transport services
At present, the railway freight department has been improving the "door-to-
door" pick-up and delivery product type, especially in the situation of incom-
plete rail cargo transportation infrastructure in the arduousmountainous area on
the plateau, the railroad should assumemore social responsibility. The railroad
as themain body, constructs "door-to-door" pick-up and delivery services in the
mountainous areas of the plateau. For cargos that do not require "door-to-door"
service, we can provide "station to station" and "station to door" transportation
services.

(2) Informatization of service approaches
Based on the characteristics of rail cargo transportation in the arduous moun-
tainous area of the plateau, the development of information-based service
means is not only to improve the efficiency of freight transport, but also to be
restricted by local environmental factors and the need to protect the efficiency
and safety of railroad freight management and staff. Among the information-
based service means provided, there should be online business processing
functions including: customer order placement, fund settlement, transporta-
tion consulting and product service display. It is necessary to provide dynamic
tracking function of the transportation process, and comprehensively improve
the integration, intelligence and visualization construction of railroad service
function in the arduous mountainous area on the plateau.

(3) Complete value-added services
Large-scale production enterprises on both sides of the rail line can be provided
integrated transport services for production, transportation and consumption, to
promote the development and upgrading of industrial and mining enterprises.
It also needs to provide integrated financing warehouse services, providing
logistics finance, insurance, warehouse leasing and other businesses; provide
comprehensive after-sales management services, such as the establishment
of a well-developed accident compensation mechanism and service quality
evaluation mechanism, to achieve further improvement in the quality of rail
freight services.

6.4 Conclusion

Based on the related research of railway freight transportation, this paper analyzes the
current situation of railway freight products in the arduous mountainous area on the
plateau. After determining the pedigree design method of railway freight products,
combined with the integration development status of modern logistics and railway
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freight, eventually form a complete product system for railway freight transport in
the arduous mountainous area on the plateau.
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Chapter 7
An Estimation of Vehicle Vertical
Dynamics Using Inverse Method

Dong-Cherng Lin, Trong-The Nguyen, Jeng-Shyang Pan,
and Chang-Der Lee

Abstract The well-defined input to the vehicle or simulation model is one of the
essential requirements to test driving ride comfort typically. This work suggests an
approach to determining vehicle vertical dynamics, wheel vertical forces, and pitch
torques based on an inverse direction methodology. The simple Kalman filter is used
to form a filter that generates the residual innovation sequences with a recursive
estimator. A least-squares algorithm is applied to compute the load’s magnitudes
from the car systems measured dynamic response data. In numerical simulations,
we analyze the current strategy’s feasibility and precision with a model driving
estimation of wheel loads of a half-car over deterministic and random road profiles.
The results from the simulation show that the proposed approach correctly measures
the vertical dynamics of the vehicle.

7.1 Introduction

Serious problems for the driver and passengers are caused by the vibration produced
due to the unevenness of the road profile, which has shown vibration on the ride’s
comfort [1]. Moreover, to interpret the driving environment and be road safety [2],
the driving behavior of vehicles and artificial intelligence-based vision is neces-
sary [3], so vertical dynamic estimation plays an important role [4]. A vehicle
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driving over deterministic profiles or random road profiles demonstrates that these
road profiles serve as a basic excitement system. So, since we do not use force
sensors/transducers but use device responses, estimating road profiles is also input
estimation, an overview of the force estimation problem for a linear vibration system
[5].

An approach suggested Kalman inverse filtering using a Kalman filter [6] to
deconvolve the forces acting from vehicle response measurements at the tire–road
interface. The basic Kalman filter with the recursive least-squares estimator has been
applied to classify tons of different structures [7, 8].

For a 2 DOF half-car model driving over three forms of road profile with an
estimate of wheel vertical forces and pitch torques, this work suggests an inverse
method of estimating vertical vehicle dynamics, investigating the feasibility accu-
racy of the proposed method through computational model simulations. The results
from the simulation show that the proposed approach correctly measures the vertical
dynamics of the vehicle.

7.2 Kalman Filter with Recursive Least-Squares Estimator

This section derives the discrete-time state equations of the half-car model subjected
to the loads. The inverse analysis ofwheel vertical loads in half-carmodel is presented
as follows. A half-car model can be used and suited perfectly with a single-track road
model [9]. This work, modeling of the system assumptions, the effects of the tires
are negligible, and the left side and the right of the car symmetric, shown in Fig. 7.1.

Newton’s law gives the equation ofmotions of the half-car model that is expressed
as follows.

∑
Fz = mz̈ = −FSR − FSF − FCR − FCF (7.1)

where

FSR = KR(z − LRθ − ZR), FSF = KF(z + LFθ − zF) (7.1a)

Fig. 7.1 Two-degree-of-freedom half-car model lay out
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FCR = CR(ż − LRθ̇ − żR), FCF = CF(ż + LFθ̇ − żF) (7.1b)

and Euler’s equation

∑
MCG = I θ̈ = FSRLR + FSRLR − FCRLF − FCFLF (7.2)

If we put (7.1), (7.2) in matrix format

[
m 0
0 1

][
z̈
θ̈

]
+

[
CF + CR CFLF − CRLR

CFLF − CRLR CFL2
F + CRL2

R

][
ż
θ

]

+
[

KF + KR KFLF − KRLR

KFLF − KRLR KFL2
F + KRL2

R

][
z
θ

]

=
[

CF żF + CR żR + KFzF + KRzR
CFLF żF − CRLR żR + KFLF − KRLRzR

]
(7.3)

Where

FV = CF żF + CR żR + KFzF + KRzR (7.3a)

Tθ = CFLF żF − CRLR żR + KFLFzF − KRLRzR (7.3b)

In the formula: FV and Tθ are wheel vertical force and pitch torque; z̈ ż z and θ̈ , θ̇

θ are the vertical acceleration, velocity, displacement, angular acceleration, angular
velocity, angle of the chassis, respectively; m and I are the mass of the chassis and
moment of inertia, respectively;KF,KR,CF,CR,LF,LR are spring constants, damping
constants in front and rear; LF , LR are length of front and rear to C.G., respectively.
With the FV, T θ, this work determined them by the road profiles estimation. We set
the state variables as X1 = z, X2 = ż, X3 = θ, X4 = θ̇ when adapting the motion
equations with this the state variable notation. A system with the state and measure
equations of the continuous time can be stated as follows.

Ẋ(t) = FX(t) +Gu(t), (7.4)

Z(t) = HX(t) (7.5)

Where

X(t) = [X1X2X3X4]T,u(t) = [FV T θ ]T, u(t) = [FV T θ ]T
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F =

⎡

⎢⎢⎢⎣

0 1 0 0
−(KF+KR)

m
−(CF+CR)

m
−(KFLF−KRLR)

m
−(CFLF−CRLR)

m
0 0 0 1

−(KFLF−KRLR)

I
−(CFLF−CRLR)

I
−(KFL2

F+KRL2
R)

I

−(CFL2
F+CRL2

R)

I

⎤

⎥⎥⎥⎦,G =

⎡

⎢⎢⎣

0 0
1
m
0
0

0
0
1
I

⎤

⎥⎥⎦

H =
[
1 0 0 0
0 0 1 0

]
. In which we converted the Eqs. (7.4) and (7.5) into discrete

ones with �T length of period times, and based on the inputs of noise process with
fictitious [10]. Then, Eq. (7.4) can be expressed as follows.

X(k + 1) = �X(k) + �[u(k) + w(k)] (7.6)

X(k) = [X1(k) X2(k) X3(k) X4(k)]
T,� = exp(F�T )

� = r

(K+1)�T∫

k�T

exp{F[(k + 1)�T − τ)]}Gdτ

W(k) = [w1(k)w2(k)]
T,u(t) = [FvTθ ]T

where u(k), �, and X(k) are the wheel loads, input matrix, and state vector; � is the
matrix of the state transition; and w(k) is the vector of noise. The mean is assumed as
zero and variance white with E{w(k)wT(j)}=Qδkj, in which δkj expresses as the delta
function. The statistical measurement noise equation of Eq. (7.5) can be expressed
as follows.

Z(k) = HX(k) + v(k) (7.7)

Z(k) = [Z1(k)Z2(k)]
T , v(k) = [v1(k)v2(k)]

T

where H and Z(k) are the measured variable matrix, and observed vector, respec-
tively; v(k) is the vector of measured noise, where v(k) is supposed as zero with
white noise its mean; and its variance is set as E{v(k)vT (j)}=Rδkj, and R=σ2, where
σ is the standard deviation of the measured noise. The magnitudes of the FV, Tθ , are
wheel vertical force and pitch torque can be estimated from the car model responses.

7.3 Numerical Simulations and Results

The section uses the driven half-car model with a constant velocity, e.g., 30 km/hr.
Three types of road profiles: sine-shaped bump, rectangular cleat, and random ISO
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Table 7.1 Setting parameters of a model for half car

Parameters Values Parameters Values Parameters Values Values Parameters

m 2000 (kg) CF 500
(Ns/m)

L 2 (m) LF 0.8 (m)

I 600 (kgm2) CR 500 (Ns/m) h0 0.1 (m) LR 1.2 (m)

KF 5000 (N/m) KR 5000 (N/m) D 1 (m)

8608 road profile, are used to test the inputs system. The setting parameters for the
half-car model are indicated in Table 7.1.

The parameters of simulation consists of a sampling interval of �T is set to
0.001 s, and a final time tf is set to 1.2 s. The exact and loads estimations validate
the proposed approach with its error metric as defined expression as follows.

Error =
√∑n

k=1 u
2
Exact(k) −

√∑n
k=1 û

2
Est(k)

√∑n
k=1 u

2
Exact(k)

× 100% (7.8)

The estimated error (NEE) in Eq. (7.8) is termed the normalized one to obtain
the optimal estimated NEE of dynamic wheel loads. The fading factor ftr in Q is
assumed to 1E2, two levels ofmeasurement noise σ= 1E-7.5 and 1E-8. The choosing
Q and σ are not easy to optimize in real engineering problems. In the work, the initial
conditions for the approach are given by: the state vector is a 4-by-1 zero matrix, the
filter’s error covariance matrix is a 4-by-4 diagonal matrix of 1E10 for the Kalman
filter, the error covariance is a 2-by-2 diagonal matrix of 1E8, the sensitivity matrix
is a 4-by-4 zero matrix, and wheel load is a 2-by-1 as zero matrix to which the least
squares algorithms are applied.

Three dynamic wheel load type’s NEE values figured out model driven over sine-
shaped bump and rectangular cleat vary less than random road profile when ftr =
0.1 (Figs. 7.2, 7.3 and 7.4). Moreover, the estimation results for the wheel vertical
force and pitch torque in the car driven over the three different road profile types
are good, and all NEE values are within 5.33% at σ = 1E-8 with Q = 1 E2, when
ftr = 0.1 (in Table 7.2). The fading factor ftr discards old data by weighting data
according to the occurred data time. The measurement noise covariance must have
been increased in comparison with the previous measurements, e.g., the estimated
optimization method [11].

7.3.1 Simulation Results

1. Dynamic wheel loads are estimated in the half-car model crossing the three
different road profile types, Figs. 7.2, 7.3, and 7.4 show estimated results.
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Fig. 7.2 Vertical force and pitch torque estimation of the half-car model driven over sine-shaped
bump
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Fig. 7.3 Vertical force and pitch torque estimation of the half-car model driven over rectangular
cleat
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Fig. 7.4 Vertical force and pitch torque estimation of the half-car model driven over random road
profile

Table 7.2 NEE of wheel loads estimation for the half-car model is driven over different road
profiles

Types of road profile Wheel load type ftr = 0.1 ftr = 0.9

Sine-shaped bump Vertical force 1.22% 0.81%

Pitch torque 0.70% 1.24%

Rectangular cleat Vertical force 0.78% 1.36%

Pitch torque 0.91% 1.76%

Random Vertical force 5.33% 42.85%

Pitch torque 2.24% 43.03%

Figures 2a, b, 3a, b, and 4a, b reveal the simulation results with ftr = 0.1,
for the wheel vertical forces and pitch torques, respectively.

2. Table 7.2 summarizes the NEEs of the dynamic wheel load types for the half-car
model in the three road profiles. The NEE of wheel loads type are within 5.33%
with ftr= 0.1. The NEE of wheel load type in the half-car model crossing sine-
shaped bump and rectangular cleat are within 1.76%, and crossing random road
profile are within 43.03% with when ftr = 0.9.

3. From front to back, pitching is an oscillating motion. In other words, if the front
axle drops into a depression while the rear pushes up to a bump, or vice versa
(Figs. 2b and 3b), a car pitches if the wavelengths of road unevenness are such
that the vertical motions of the front and rear are in phase opposition.
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7.3.2 Simulation Discussions

1. The proposed method had very large errors in initial estimated, but after a few
time step, the estimated rapidly converge to the exact values (Figs. 2a, 3a, and
4a), these simulation results reveal that the proposed scheme can correct the error
in the initial estimate by using very large values of the filter’s error covariance
and the error covariance.

2. For comparing estimated results with σ = 1E-7.5 and 1E-8, investigated that
the determined results for σ = 1E-7.5 have larger NEEs than those for σ =
1E-8 (Table 7.2). The estimated accuracy is reduced, and this is because of
considerable measurement noise. For σ = 1E-8, high precision measurement
sensor is needed.

3. The dynamic wheel loads estimation for the half-car model driven over three
different road profile types, the NEEs of wheel vertical forces are 1.12%, 0.78%,
and 5.33%; pitch torques are 0.70%, 0.91%, and 2.24% with ftr = 0.1, respec-
tively (Table 7.2). There are not change abruptly for estimated loads in the
rectangular cleat (Fig. 7.3), the loads estimated error results less than estimated
loads in sine-shaped bump and random road profile (Table 7.2). Additionally,
the estimated results are pitch torques better than vertical forces.

4. Oscillating pitching movement is likely to occur when the wheelbase of the
vehicle is an odd multiple of half the road surface wavelength unevenness [12].
In the task, the half-car model’s wheelbase is 2 m, the sine-shaped bump and
rectangular cleat wavelength is 1 m, and the car is pushed over the road profiles.
So, at figs, there are pitching appearances in 2(b), and 2(b) (b).

5. The aim of vertical dynamics is the tuning of body suspension and damping to
guarantee good ride comfort, respectively, a minimal stress of the load at suffi-
cient safety. According to the simulation estimated results, these body suspen-
sion spring force and damping force in Eqs. (1a), (1b), can also be estimated,
using the inverse method. After all, they can be estimate the input (this is, road
profile) from the system output.

7.4 Conclusions

Thevertical dynamics of the half-carmodelwas determinedusing the inversemethod.
The examples verify the accuracy of the wheel vertical force’s estimation results and
pitch torques for the method with a ftr = 0.1. They could be perfected by tracking
the random vertical dynamics. In simulations, the current strategy’s feasibility and
precision were analyzed with a model driving estimation of wheel loads of a half-
car over deterministic and random road profiles. The results from the simulation
show that the proposed approach correctly measures the vertical dynamics of the
vehicle. Future work will apply to a variety of fields [13, 14], e.g., vibration and
noise guidance.
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Chapter 8
An Enhanced Flower Pollination
Algorithm for Power System Economic
Load Dispatch

Hung-Peng Lee, Trong-The Nguyen, Thi-Kien Dao, Van-Dinh Vu,
and Truong-Giang Ngo

Abstract This research proposes a solution to the economic load dispatch (ELD)
problem using the enhanced flower pollination algorithm (EFPA). The EFPA has
captured advanced features, e.g., simple structure, quick search, and implementation,
due to introducing a random jump perturbation in the global pollination phase and
updating the switching probability according to the optimal global value of each
iteration. The mathematically expressed ELD is described as a typical problem of
multi-constraint nonlinear optimization. Two case calculation experiments will be
used to assess and evaluate the proposed system’s optimization efficiency frommulti-
dimensional economic perspectives with its feasibility and efficacy solution. The
validation results show that the proposed scheme has more convergence speed and
robustness than the other comparative methods.

8.1 Introduction

The aim of optimizing the power system’s economic load distribution (ELD) issue
is to fairly distribute the load of each unit in a power system such that the cost
of power generation is reduced under the load and operating constraints [1, 2]. The
linear programmingmethods, dynamic programmingmethods, andothermethods are
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also complicated to solve these problems [3] virtually. As metaheuristic algorithms
[4] are named, many intelligent algorithms are developed with the development of
artificial intelligence technology, such as a genetic algorithm [5], particles swarms’
algorithm [6], etc. These metaheuristic algorithms have been used to successfully
overcomeELDproblems [1, 7]. The enhanced flower pollination algorithm (EFPA) is
inspired by estimating plenty of flowering plants in nature and can be seen everywhere
with abstracted from the pollination mechanism [4]. A random jump perturbation
in the global and local pollination updating phases are used switching probability
according to the optimal global value of each iteration. Additional features of the
adaptation algorithm, simple structure, quick search, and implementation easily, the
EPFA are paid much attention from community research [8]. Since the metaheuristic
method’s intelligent algorithm has greater robustness, the net loss, and valve point
effect overlooked by conventional methods can also be measured, thus enhancing its
accuracy and practicality [9].

This paper proposes a solution to the ELD problem using on the EFPA. A tech-
nique, e.g., the less-square programming, is used as a standard multi-constraint
nonlinear optimization problem to model mathematical optimization for the objec-
tive optimization function. Two separate case studies of ELD scenarios to verify the
performance enhancement of the proposed schemes.

8.2 The Economic Load Distribution Statement

8.2.1 Objective Function

The schematic diagram with the system’s minimum total cost of generating power
C as the optimal goal of dispatch [1, 10–12] can be expressed as follows.

C = min
n∑

i=1

Fi (PWi ) (8.1)

In the formula, n is the number of grid-connected generators in the system. PWi is
the active power of the i-th generator, and Fi (PWi ) is the consumption characteristic
curve of the i-th generator, the power generation cost function can be expressed as.

min
n∑

i=1

Fi (PWi ) =
n∑

i=1

(
αiPW

2
i + βiPWi + γi

)
(8.2)

In the formula, αi ,βi , and γi are the power generation cost coefficients of the i-th
generator.
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8.2.2 Objective Function’s Constraints

The power balance constraint is expressed as follows:

n∑

i=1

(PWi ) = PWLoad + PWLoss (8.3)

In the formula, PWi is the active power of the i-th generator; PWLoad is the total
load demand of the system; PWLoss is the total network loss of the system, which is
generally obtained by the B coefficient method [1, 10].

PWLoss =
n∑

i=1

n∑

j=1

PWi Bi jPW j +
n∑

i=1

B0iPWi + B00 (8.4)

In the formula, Bi j , B0i , and B00 are network loss coefficients, which are generally
constants. The generator output constraint is stated as follows:

PWmin
i ≤ PWi ≤ PWmax

i (8.5)

In the formula, PWmin
i is the lower limit of the active power of the i-th generator;

PWmax
i is the upper limit of the active power of the i-th generator. The generator ramp

rate constraint is presented as follows. When the output increases, it is expressed:

PWi − PW0
i ≤ URi (8.6)

When the output decreases, it is:

PW0
i − PWi ≤ DRi (8.7)

In the formula, PW0
i is the active power of the i-th generator at the previous

moment; URi and DRi are the limit of the increase and decrease in the active power
of the i-th generator per unit time, respectively.

The generator output constraint and the slope rate constraint can be written as:

max
(
PWmin

i ,PW0
i − DRi

) ≤ PWi ≤ min
(
PWmax

i ,PW0
i + URi

)
(8.8)

Next section, we will apply the equation for the optimization problem that can be
solved by the intelligent algorithm.
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8.3 Enhanced Flower Pollination Algorithm for ELD
Problem

8.3.1 Flower Pollination Algorithm

A metaheuristic algorithm is the flower pollination algorithm (FPA), and in this
article, we suggest an enhanced flower pollination algorithm (EFPA). By adding a
random jump disturbance in the global pollination process, we enhance the global
search capability of FPA and update the switching probability according to the
optimal global value of each iteration. The global pollination of FPA is modeled
as follows [4].

Polt+1
i = Polti + Levystep × (

Polti − Pol∗
)

(8.9)

where Polt+1
i is the i-th pollen of the tth iteration, Pol∗ is the best pollen of the

current iteration among all pollens. In this paper Levystep > 0 and draw from Levy
distribution. FPA’s local pollination for exploiting is modeled as follows [4].

Polt+1
i = Polti + ϕrand × (

Poltp − Poltq
)

(8.10)

where Poltq and Poltp are pollens from the identical plant diverse flowers, and ϕrand

is the uniform distribution number in [0,1].

8.3.2 Enhanced Flower Pollination Algorithm

As mentioned, FPA has good practicality in terms of self-pollination and long-
distance pollination. However, it also has some disadvantages, such as a sluggish
convergence rate and more insufficient accuracy. A random jump disturbance oper-
ator in the global pollination process is added for improving global searchability
of FPAs, and a novel updating strategy for switching probability that uses global
optimum to control the probability of switching. To prevent its convergence from
being too late, it is also restricted to a one-step leap. The improved global formula
for pollination is as follows.

Polt+1
i = Polti + Levystep × (

Polti − Pol∗
) + α × (

Polti − Polk
)

(8.11)

where α is the random integer number in [-1,0,1], and Polk is the random pollen
different from Polti . The switching likelihood regulates the proportion of global polli-
nation and local pollination. If a switching possibility is greater, the global search
capacity of the FPAs is improved with shunning the optimal local solution, local
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pollination is weakened, and the low-optimization precision; otherwise, the chance
of switching is lower.

8.3.3 Applied EFPA for ELD

The ELD is a problem with discrete, multi-constrained, nonlinear, and other charac-
teristics [12]. Its constraints include equality constraints and inequality constraints.
All individualsmust satisfy constraints in the solution space. Therefore, before calcu-
lating each individual’s objective function value, it needs to be processed to satisfy
all constraints. In this paper, a penalty function is used to deal with the constraints,
and the objective function is rewritten as:

C = min
n∑

i=1

Fi (PWi ) + q

(
n∑

i=1

PWi − PWLoad − PWLoss

)2

(8.12)

In the formula, q is the penalty factor, which is always 1000 during the simulation.
The necessary steps for the ELD problem based on the EFPA algorithm are as

follows:

Step 1 Set the EFPA algorithm parameters and ELD model coefficients.
Step 2 Initialize the population. Calculate the fitness value of each pollination and

get the pollination in the optimal global position.
Step 3 Determine the time control function, choose to follow the proportion of

global pollination and local pollination, or move in the local pollination to
update the pollination position.

Step 4 If you are moving in the pollination group, select passive or active
movement to update the position of the pollination.

Step 5 Calculate the fitness value of each pollination and update the pollination in
the optimal global pollination position.

Step 6 If the algorithm does not meet the optimization end conditions, turn to
Step3; otherwise, the optimization process ends.

Step 7 Output the optimal solution.

8.4 Experimental Results

Two scenarios of ELD problems with different dimensions of six units and fifteen
units are used to check the feasibility and efficacy of the method proposed as its
performing simulation experiments. The simulation considers the effect of power
loss to suit the real ELD problem. The proposed algorithm is compared with other
algorithms, namely the optimization of particle swarms (PSO) [11], the algorithm
of sine cosine (SCA) [13], and the algorithm of whale optimization (WOA) [14].
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Table 8.1 Coefficients setting for a six-unit system

Units γ ($/MW2) β ($/MW) α ($) Pmin (MW) Pmax (MW)

1 0.0072 7.7 241.0 101.0 501.0

2 0.0096 10.01 201.0 51.0 201.0

3 0.0091 8.50 221.0 81.0 301.0

4 0.0091 11.01 201.0 51.0 151.0

5 0.0081 10.52 221.0 51.0 201.0

6 0.0076 12.22 191.0 51.0 121.0

To ensure fairness, all algorithms uniformly set the number of search agents to 25,
and the maximum number of iterations is 1000 in the simulation process. Take the
average value after several runs to get the simulation result.

A. Case study of six units

Taking a six-unit system as an example, the generator’s total load is 1264 MW,
and the dimension d is taken as six. The parameters of the six-unit test system are
shown in Table 8.1.

The power loss factor Bi j is set as follows.

Bi j =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

0.0018 0.0012 0.0008
0.0012 0.0014 0.0009
0.0007 0.0009 0.0032

−0.0002 −0.0006 −0.0003
0.0001 −0.0006 −0.0002
0.0000 −0.0010 −0.0007

−0.0001 0.0002 0.0000
−0.0005 −0.0007 −0.0010
−0.0002 −0.0007 −0.0006

0.0024 −0.0006 −0.0009
−0.0006 0.0129 −0.0003
−0.0008 −0.0002 0.0151

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

B0 = 10−3[−0.3908 − 0.12790.70470.05910.2161 − 0.6635], B00 = 0.057

The proposed method’s comparative results are shown in Table 8.2 with PSO,
SCA, andWOAare six-unit system.The solution has six-generator outputs, including
P1 to P6. In addition, the total cost of power generation, the real power loss, and the
respective calculation time.

Figure 1a describes the comparison of using EFPA and other algorithms (PSO,
SCA, and WOA) to solve the six-unit system scheduling problem under the same
conditions.

B. Case study of fifteen units

Table 8.3 lists the parameters of the fifteen-unit system. The total load borne by
the generator is 2630 MW, and the dimension d is 15.

The comparative results of the proposed applied IFPA algorithm and other algo-
rithms (such as PSO [11], SCA [13], and WOA [14]) under the same conditions for
solving the ELD’s fifteen-unit power grid scheduling are described in Table 8.4. This
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Table 8.2 The best power outputs for a six-generator grid system

Outputs PSO [11] SCA [13] WOA [14] EFPA

P1 465.9059 461.6460 481.2798 456.4659

P2 186.2893 176.3008 190.9744 187.1464

P3 240.02 240 240.023 265.0121

P4 149.9782 133.2271 133.6215 150.021

P5 168.3705 180.5467 154.1544 157.7478

P6 85.021 105.0286 105.01 92.9818

Total power output (MW) 1294.5639 1295.7488 1295.0301 1294.3820

Total generation cost ($/h) 15,709.6236 15,721.4026 15,720.2586 15,700.7846

Power loss (MW) 31.5639 32.7366 32.0302 31.350811

Total CPU times (sec) 1.7382295 1.3081542 1.5615731 1.3051715

a) A scheduling six-unit power grid system b) A scheduling fifteen-unit power grid system 

Fig. 8.1 Comparison of the use of the proposed EFPA scheme and PSO [11], SCA [13], and WOA
[14] for solving the six-unit and fifteen-unit scheduling system problems under the same conditions

table includes the solution’s statistical performance, cost of power generation, loss
of power from the network, and average CPU time.

In terms of expense, power consumption, and time consumption, it can be seen
from table that the system used has better output outcomes than other techniques.
The comparison of the use of EFPA and various algorithms (PSO, SCA, and WOA)
to solve the six-unit device scheduling problem under the same conditions as defined
in Fig. 1b.

It can be seen from figure that in terms of convergence speed and time consump-
tion, the quality output observation results indicate that the optimization approach
used is superior to other techniques.
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Table 8.3 Coefficients setting for a fifteen-unit system

Units γ ($/MW2) β ($/MW) α ($) Pmin (MW) Pmax (MW)

1 0.000298 10.1 671 150 455

2 0.000191 10.2 574 150 455

3 0.001125 8.8 374 20 130

4 0.001125 8.8 374 20 130

5 0.000205 10.4 461 150 470

6 0.000301 10.1 630 135 460

7 0.000364 9.8 548 135 465

8 0.000338 11.2 227 60 300

9 0.000807 11.2 173 23 162

10 0.001203 10.7 175 23 160

11 0.003586 10.2 186 20 80

12 0.005513 9.9 230 20 80

13 0.000371 13.1 225 25 85

14 0.001929 12.1 309 15 55

15 0.004447 12.4 323 15 55

Table 8.4 The best power output for a fifteen-generator grid system

Outputs PSO [11] SCA [13] WOA [14] EFPA

P1 453.8913 419.5333 446.3137 455.0342

P2 377.2665 339.4666 373.4275 380.012

P3 129.9198 111.4374 124.7734 130.0321

P4 129.7971 107.7066 104.9709 129.9865

P5 166.9779 168.9997 157.5359 169.9508

P6 455.0012 430.061 395.012 460.012

P7 429.7784 389.4666 405.9198 430.023

P8 66.5485 139.7333 134.7823 60.01

P9 107.6787 143.0415 147.2498 104.8355

P10 113.9893 132.2346 113.0699 131.6601

P11 80.0213 75.3339 70.6940 79.4695

P12 79.9886 67.8400 65.02 80.021

P13 25.021 75.0168 63.7854 25.0435

P14 35.5363 46.4698 44.7592 15.021

P15 15.01 46.8933 34.4970 15.021

Total power output (MW) 2667.3723 2694.1725 2683.7690 2665.9659

Total generation cost ($/h) 32,814.4965 33,497.5476 33,293.0176 32,773.7531

Power loss (MW) 37.0661 63.0077 52.7689 35.93571

Total CPU time (sec) 1.8027188 1.2727662 2.0873071 1.3112389
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8.5 Conclusion

In this paper, by applying a new metaheuristic algorithm called the enhanced flower
pollination algorithm (EFPA), we proposed a solution to the economic load distri-
bution problem (ELD). With the benefits of the new metaheuristic algorithm of the
EFPA algorithm, such as speed, convergence, robustness, and ease of implemen-
tation, the proposed scheme could have achieved the solution’s goal. In the exper-
iment section, two calculation examples check the suggested scheme output with
four angles of economy, speed, convergence, and robustness. The preliminary find-
ings are compared with other literature, e.g., particle swarm optimization (PSO),
sine cosine algorithm (SCA), and whale optimization algorithm (WOA) schemes
show that local search and global search can be effectively taken into account by the
proposed scheme, demonstrating high competition and efficient method of problem
solving for the ELD problem.
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Chapter 9
Distribution Vehicle Routing
Optimization Based on 3D Loading

Xuan Luo, Jin Zhang, Tingyu Yin, Hongxing Zhu, and Mingyue Qiu

Abstract The rapid development of e-commerce leads to increasingly fierce compe-
tition in the logistics industry. Cost reduction and efficiency has become the key
issue for logistics enterprises to survive. Loading optimization and path optimiza-
tion are the two core issues in distribution activities, and they are inseparable and
related. The joint optimization of the two is more in line with the actual distribu-
tion optimization needs. Based on the analysis of the interaction between routing and
loading, this paper proposes a multi-objective optimization model with the minimum
distribution cost, the minimum number of vehicles and the maximum customer satis-
faction as the objectives. A hybrid nesting algorithm based on NSGAII algorithm is
designed, inwhich the packingmodule is designed by tree search algorithmcombined
with the deepest and leftmost algorithm. Finally, the real data of China Railway
Express Chengdu branch are taken as a case to verify the feasibility of the model
and algorithm. Combined with the results of the algorithm, some suggestions are put
forward.
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9.1 Introduction

Terminal distribution is the last link in logistics activities to connect with end
customers, which directly affects customers’ experience of logistics services. With
the deepening of marketization, the diversification of customers’ requirements for
distribution services and the intensification of homogeneous competition in the
industry have caused the distribution costs of logistics enterprises to rise contin-
uously. The high logistics costs limit the competitiveness of enterprises, and cost
reduction and efficiency improvement have become the key issues for enterprises to
make profits in the logistics field. Most enterprises are still stuck in the traditional
logistics mode, still using the traditional manual row of vehicles mode to arrange
distribution, the process of logistics is not strictly supervised, the distribution process
is regularly lowvehicle loading rate, roundabout driving andother problems, resulting
in a waste of resources, the total cost of logistics due to the above problems account
for nearly 60% of the cost of fees. Whether the distribution path is excellent and the
packing is reasonable directly affects the cost and efficiency of the enterprise. There-
fore, it is necessary to consider the route selection and packing jointly, rationalize
the distribution route, optimize loading, improve customer satisfaction and reduce
costs.

Gendrea et al. proposed the vehicle path problem with three-dimensional loading
capacity constraints in 2006, which combined the crating problem and the path
problem [1]. The difficulty of this problem is that the crating process and the
path process are interrelated and constrained, when the customer’s delivery order
is decided, the order of cargo loading is determined, and similarly, the crating is
optimized when the path is affected. Guenther et al. designed an algorithm with an
ant colony algorithm as the main body to solve the combined optimization problem
[2]. Mahvash et al. constructed a joint 3D loading and path optimization model
with stability factors, considering back-out advanced, and used column generation
heuristic algorithms to solve the path first and then verify the loading [3]. Junqueira
et al. constructed a 3D loading and path optimization model considering vertical
stability, updated the algorithm and simulated annealing algorithm to solve it [4].
Luis Miguel et al. divided the joint optimization problem into two phases: the first
phase solves the path problem using a cut-set optimization approach and the second
phase validates the crating using a greedy stochastic adaptive algorithm [5].

9.2 Basic Assumptions

Some assumptions are made to facilitate the use of the model to reflect the actual
problem. The following assumptions are added to the general vehicle path problem
and loading problem model assumptions.
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It is assumed that the goods have cartons as the outer packing, and the packing
shape is a regular cuboid. It is not allowed to load the goods upside down, and at least
three sides of the goods are parallel to the carriage. The outer package of goods has a
certain hardness, which can support multilayer stacking. The bottom surface of each
layer of goods is 100% in contact with the floor of the carriage or the upper plane
of the next layer of goods, and there is no suspension. In order to prevent the goods
from toppling, the bottom of the goods placed above is not allowed to be suspended.
The time of unloading at the customer’s point is ignored. Vehicles arriving early or
late will be punished. The unit time penalty of early arrival is less than that of delayed
arrival. The goods must be placed in accordance with the principle of first in and
then out, that is, if the customer is on the same service route, the goods required by
the first service customer cannot be blocked or pressed by the goods required by the
second service customer.

9.3 Parameter Description

According to the model established, the specific symbols are described as follows.
i, j represent a customer, k represents a vehicle, and m represents a good (Table 9.1).

Decision variables xki j , y
k
i are the zero–one variables, when xki j equals 1 means

that the kth vehicle travels from customer i to customer j, when xki j equals 0 means
that the kth vehicle does not travel from customer i to customer j, when yki equals 1
means that the kth vehicle completes the delivery of customer i, and when yki equals
0 means that the kth vehicle does not complete the delivery of customer i.

Time window penalty value P(ti ) =

⎧
⎪⎨

⎪⎩

c2(ETi − Ti ), Ti ≤ ETi
0, ETi < Ti ≤ LTi
c3(Ti − LTi ), Ti > LTi

In addition, si = ∑K
k=1

∑Mi
m=1 lY k

im
wY k

im
hY k

im
, di j = v · ti j ,

(
a′, a′′),

(
b′, b′′),

(
c′, c′′)

shows the range of the center of gravity of the delivery vehicle carriage, where each
parameter value is determined by the carriage specification of the delivery vehicle.

9.4 Vehicle Path and Loading Optimization Model

The multi-objective optimization mathematical model for 3D crating and vehicle
path optimization is shown in Eqs. (9.1)–(9.22).
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Table 9.1 Model parameter

Parameter Description Parameter Description

K Number of vehicles v Vehicle speed

ETi Earliest arrival time LTi Latest arrival time

Ti Actual reach time c0 Driver’s salary

cki j Transportation cost per
unit distance

c1 Single vehicle
depreciation charge

c2 Early arrival punishment c3 Tardiness punishment

P(ti ) Time window penalty
function

ek Number of
accompanying persons

di j Distance between
customers

ti j Driving time between
customers

L, W, H Carriage length, width
and height

G Maximum vehicle weight

V Maximum vehicle
volume

gi Customer i Total weight
of goods

si Customer i Total volume
of goods

Mi Customer i Quantity of
goods

Y k
im The mth shipment of

customer i on the kth
vehicle

gim Weight of the goods

lY k
im

Length of goods wY k
im

Width of goods

hYk
im

Height of goods
(
xY k

im
, yY k

im
, zY k

im

)
Center of gravity of cargo

(
xY k

im
, yY k

im
, zY k

im

)
Coordinates of the upper
right corner of the back
(near the door side of the
car)

(
xY k

im
, y

Y k
im
, zY k

im

)
Coordinates of the lower
left corner of the front of
the item (near the front
side of the car)

min f1 =
K∑

k=1

n∑

j=0

n∑

i=0

cki j x
k
i j di j +

K∑

k=1

c0e
k +

K∑

k=1

c1 (9.1)

min f2 =
K∑

k=1

n∑

i=1

xk0i (9.2)

min f3 =
n∑

i=1

(c2 · max(ETi − Ti , 0) + c3 · max(LTi − Ti , 0)) (9.3)

xki j + xkji ≤ 1 (9.4)

K∑

k=1

n∑

j=0

xki j = 1, i = 0, 1, ..., n; i �= j (9.5)
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n∑

i=0

xkil =
n∑

j=0

xkl j , l = 1, 2, ..., n; k = 1, 2, .., K ; l �= i; i �= j (9.6)

n∑

j=1

xki j = yki , i = 0, 1, ..., n; k = 1, 2, ..., K ; i �= j (9.7)

n∑

i=1

xk0i =
n∑

j=1

xkj0, k = 1, 2, ..., K (9.8)

K∑

k=1

n∑

i=1

Y k
im = Mi (9.9)

Ti + ti j = Tj , i, j = 0, 1, ..., n; i �= j (9.10)

n∑

i=1

yki gi ≤ G, k = 1, 2, ..., K (9.11)

n∑

i=1

yki si ≤ V , k = 1, 2, ..., K (9.12)

when xki j = 1, zY k
im
> zY k

jm
, xY k

im
> xY k

jm
, i, j = 0, 1, 2......n (9.13)

zY k
im

− zY k
im

= hYk
im
, k = 1, 2, ..., K (9.14)

(9.15)

a′ ≤
∑n

i=1

∑Mi
m=1 gimxY k

im
yki

∑n
i=1

∑Mi
m=1 gim y

k
i

≤ a′′ (9.16)

b′ ≤
∑n

i=1

∑Mi
m=1 gim yY k

im
yki

∑n
i=1

∑Mi
m=1 gim y

k
i

≤ b′′ (9.17)

c′ ≤
∑n

i=1

∑Mi
m=1 gimzY k

im
yki

∑n
i=1

∑Mi
m=1 gim y

k
i

≤ c′′ (9.18)

xY k
im

≥ 0, xY k
im

≤ L , i = 1, 2, ..., n;m = 1, 2, ...,Mi ; k = 1, 2, ..., K (9.19)

y
Y k
im

≥ 0, yY k
im

≤ W, i = 1, 2, ..., n;m = 1, 2, ...,Mi ; k = 1, 2, ..., K (9.20)
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zY k
im

≥ 0, zY k
im

≤ H, i = 1, 2, ..., n;m = 1, 2, ...,Mi ; k = 1, 2, ..., K (9.21)

x p
1 = min

(
xY k

im
, x p

Y k
uv

)
, x p

2 = max
(
xY k

im
, x p

Y k
uv

)
, y p

1 = min
(
yY k

im
, y p

Y k
uv

)
, y p

2 =
max

(
y
Y k
im
, y p

Y k
uv

)
.

B(u, v) denotes the vth shipment of customer u

∑

(u,v)∈B,p∈P

(x p
1 − x p

2 )(y
p
1 − y p

2 ) = lY k
im
wY k

im
(9.22)

Equation (9.1) indicates that the vehicle’s transportation costs are minimal
(including vehicle power consumption costs, vehicle depreciation and labor costs).
Equation (9.2) indicates that the minimum number of vehicles required also reflects
the maximum loading rate. Equation (9.3) indicates the minimum penalty for not
arriving on time. Equation (9.4) indicates that a road can be passed only once. Equa-
tion (9.5) indicates that all customer points are visited only once. Equation (9.6)
indicates that a vehicle arrives at a customer point and then leaves from that customer
point. Equation (9.7) indicates that each customer point is served by one and only
one vehicle. Equation (9.8) indicates that the vehicle must return to the distribution
center from the distribution center. Equation (9.9) indicates that all customers’ goods
must be delivered. Equation (9.10) indicates that the time for the vehicle to reach
the next customer is the time to reach the previous customer plus the travel time on
the road. Equations (9.11) and (9.12) indicate that the sum of the weight and volume
of the goods loaded in the distribution vehicle must not exceed the rated weight
and volume of the vehicle. Equation (9.13) indicates that the goods delivered later
cannot block the goods delivered first. Equation (9.14) indicates that the goods can
only be placed correctly with the open side facing upwards and are not allowed to be
inverted. Equation (9.15) indicates that the cargo has at least 3 sides parallel to the
carriage, i.e., each side of the cargo must be parallel or perpendicular to the carriage.
When adjusting the angle after placing the cargo, it can be rotated by 90° only on
the side parallel to the bottom of the carriage. Equations (9.16)–(9.18) indicate that
the overall center of gravity of all cargo does not exceed the center of gravity of the
car after each car is loaded. Equations (9.19)–(9.21) indicate that each cargo loaded
in each car is located inside the carriage and cannot exceed the boundary range.
Equation (9.22) indicates that the bottom surface of each layer of cargo is in 100%
contact with the floor of the carriage or the upper plane of the next layer of cargo,
without overhang.
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9.5 Algorithm Design

The NSGA II-based hybrid nesting algorithm flow is as follows.

1. Read the customer location, demand information, distribution cost information
and, using the greedy algorithm, generate the initial solution and verify the
loading scheme for the initial path. If it is feasible, proceed to the next step, and
if the loading cannot be completed, regenerate the path solution.

2. Perform selection, crossover and mutation operations for the initial population
to generate a new population of children.

3. Check whether the constraints are satisfied, if not, replace the individuals again,
and if the constraints are satisfied, proceed to the next step.

4. Verify the boxing for the newly generated paths, record the loading scheme of
each individual and give a high penalty to the individuals that cannot complete
the boxing.

5. Perform fitness calculation, non-dominance ranking and crowding calculation
for all individuals, and generate new parent population for crating verification
using elite strategy.

6. Perform genetic operation to generate new offspring individuals, and if the
number of iterations is reached, proceed to the next step, otherwise return to
step 3.

7. Output the solution to show the path and the loading of each vehicle.

The main tree search algorithm combining 3D loading constraints proceeds as
follows:

1. Initialize the vehicle k internal space and add the initial test space to the available
space list.

2. Add the first customer’s m cargoes to the cargo list and select the target space in
the initial space, giving priority to the following spaces in order, higher position,
inward and left. In the list of goods, priority is given to the goods with higher
weight (less than the weight of the target space). Assuming that these m goods
have M positional relations in the available space, and since each goods is not
invertible, but can be rotated by 90°, each goods has two placement directions,
there are 2M first branches (first level sub-nodes).

3. Keep the information about the location of each cargo, i.e., the geometric center
coordinates. Filter the first level sub-node according to the size and weight of
the goods, and if it can fit the goods of the second customer, the space list of
this sub-node will be the available space list, otherwise it will be deleted.

4. The initial space where the first customer’s goods are loaded is cut into multiple
subspaces along the horizontal and vertical planes, and the projected area of the
“pro-space” on the XOY plane for different placement schemes is compared,
and the nodes are sorted according to the area from smallest to largest, and the
list of available space for the first level of sub-nodes is updated.



94 X. Luo et al.

5. Under node cj (j starts from 1), empty the cargo list and add the cargo of the
second customer to the cargo list. Select the target space among the available
spaces and filter the list of spaces according to the cargo size and weight. If it
can fit the third customer’s cargo, add it to the list of available spaces, otherwise
discard the solution. Prioritize the available spaces and update the list of spaces
in the second level sub-nodes.

6. Let j = j + 1, go to step 5 until the child node of layer i.
7. Repeat the above steps iteratively until all customers’ goods are loaded into

the carriage, recording information on the location of the goods in the optimal
solution, the load space utilization and the load weight.

9.6 Case Verification

The data of part of the end delivery business of China Railway Express Chengdu
Branch on a certain day is selected as the basis. According to the research data, it
is determined that the end distribution vehicles of China Railway Express Chengdu
Branch are uniformly 4.2 m long, 1.8 m wide and 1.6 m high electric box trucks.
The average speed of distribution is 40 km/h. The average electricity consumption
per kilometer is about 0.2°, and the service fee is about 1.8 RMB per degree of
electricity plus service fee when charging. The depreciation cost of each vehicle is
3600 yuan/month, and the average salary of delivery personnel is 8000 yuan/month,
calculated on the basis of 30 days per month, that is, a total of 387 yuan of fixed
delivery cost exists per vehicle per day. Railroad express daily arrival cargo will be
unified in the next day to arrange distribution. The delivery personnel start to load
the car early in the morning every day, and according to the regulations, the delivery
will start at 10:00 am sharp. The penalty value is 2 for every hour the vehicle arrives
early and 3 for every hour it is late. There are up to eight delivery vehicles that can
be called in this area (Table 9.2).

Many Pareto solutions are obtained by solving the algorithm, and three solutions
are selected for demonstration. Option 1 chooses the compromise solution where all
objectives are not optimal, Option 2 takes customer satisfaction as the primary and
pursues the maximum customer satisfaction, and Option 3 chooses the solution with
the lowest transportation cost and number of vehicles (Table 9.3).

Solution 2 has the highest customer satisfaction, Solution 3 has the best trans-
portation cost, number of vehicles used and loading, and Solution 1 is a random
Pareto solution. There exist many such solutions, each of which has a focus on each
of the three objectives, i.e., at least one of the objectives is better than the others,
i.e., each solution does not have all three objectives inferior to the others. When the
enterprise pursues the maximum loading utilization rate or the lowest transportation
cost, it can choose the optimization with one objective as the main body like scheme
3. When it needs to consider several objectives comprehensively, it can choose any
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Table 9.2 Distribution Cargo Information

Customer L (mm) W (mm) H (mm) Quality (kg) Quantity Time requirements

1 400 360 250 18.3 16 (11: 00–12: 00)

2 400 350 250 17.5 18 (10: 00–12: 00)

3 500 450 350 27.5 18 (12: 00–15: 00)

4 600 500 300 30.4 10 (10: 00–16: 00)

5 500 400 300 21.6 19 (10: 00–12: 30)

6 400 400 300 19.0 14 (10: 30–13: 30)

7 450 300 300 18.6 22 (11: 00–12: 00)

8 450 350 350 21.3 18 (10: 00–12: 00)

9 400 400 350 21.6 15 (12: 00–15: 00)

10 450 450 250 19.8 12 (10: 00–16: 00)

11 500 500 250 23.2 18 (10: 00–12: 30)

12 1800 400 300 48.0 8 (10: 30–13: 30)

13 700 600 350 38.0 6 (11: 00–12: 00)

14 450 400 300 20.0 12 (10: 00–12: 00)

15 500 500 250 24.0 14 (12: 00–15: 00)

16 500 400 250 19.5 13 (10: 00–16: 00)

17 450 400 300 20.5 13 (10: 00–12: 30)

18 450 400 350 24.2 18 (10: 30–13: 30)

19 550 450 350 28.8 15 (11: 00–12: 00)

20 550 450 300 27.2 18 (10: 00–12: 00)

21 500 350 350 22.6 12 (12: 00–15: 00)

22 430 380 300 19.2 14 (10: 00–11: 00)

23 300 300 230 16.0 20 (10: 00–12: 30)

24 420 360 250 18.4 16 (10: 30–13: 30)

25 500 400 350 25.9 12 (11: 00–12: 00)

26 450 400 350 24.8 11 (10: 00–12: 00)

27 600 520 350 35.7 7 (12: 00–15: 00)

28 490 400 350 25.8 13 (10: 00–16: 00)

29 450 400 250 18.8 16 (10: 00–12: 30)

30 500 420 400 28.6 8 (10: 30–13: 30)

31 500 400 300 21.7 14 (11: 00–12: 00)

32 600 500 350 33.0 14 (10: 00–12: 00)

33 550 420 400 31.0 13 (12: 00–15: 00)

34 400 380 230 18.2 20 (10: 00–16: 00)

35 500 500 350 30.2 4 (10: 00–12: 30)

36 500 400 310 22.7 13 (10: 30–13: 30)

(continued)



96 X. Luo et al.

Table 9.2 (continued)

Customer L (mm) W (mm) H (mm) Quality (kg) Quantity Time requirements

37 500 450 350 27.1 13 (11: 00–12: 00)

38 400 350 250 17.2 14 (10: 00–12: 00)

39 600 540 370 36.5 8 (12: 00–15: 00)

40 450 400 300 20.7 16 (10: 00–16: 00)

Table 9.3 Solutions

Solution
number

Travel path cost Average
loading rate
(%)

Penalty

1 0–5–35–13–15–1–28–25–3–0 2527.9 71.88 3.43

0–8–29–31–6–30–32–4–0

0–22–40–19–0

0–2–34–11–23–37–27–39–0

0–16–17–26–7–38–21–36–33–0

0–20–12–10–9–14–18–24–0

2 0–2–10–11–5–0 2536.1 71.88 2.27

0–22–14–1–16–8–9–0

0–19–40–12–28–25–3–0

0–23–24–6–26–37–38–31–35–21–4–0

0–32–18–34–13–27–39–36–33–0

0–30–29–7–17–15–20–0

3 0–24–37–14–39–29–17–35–33–28–0 2125.3 86.25 4.73

0–11–40–32–23–20–19–0

0–25–16–18–6–2–12–9–3–0

0–5–13–15–26–27–38–36–22–4–0

0–34–31–30–7–1–8–10–21–0

compromise solution, which also has bias in each objective, and the enterprise can
choose the scheme according to its own needs, and according to the actual bias,
output multiple schemes to meet the needs according to the demand (Fig. 9.1).
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Fig. 9.1 Scheme 3 packing display
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Chapter 10
Robust and Fast Registration for Lidar
Odometry and Mapping

Wenbo Liu and Wei Sun

Abstract Outliers, such as sensor noise, abnormal measurements, or dynamic
objects, can damage the overall accuracy of a Simultaneous Localization and
Mapping (SLAM) system. Aiming at to improve the performance of Lidar SLAM
systems in urban scenes containing a large number of outliers, we propose a real-
time, feature-based, and outliers-rejection Lidar SLAM system. By embedding an
outlier elimination method based on 4-points congruent sets into a state-of-the-art
SLAM framework and further optimizing the traditional single-step registration to
coarse-to-fine registration,we can solve the problemof time-consuming, highmotion
drift, and wrong mapping caused by the current Lidar SLAM systems which cannot
effectively detect and eliminate the outliers in surrounding environment.

10.1 Introduction

Simultaneous Localization and Mapping (SLAM) is the most basic prerequisite of
intelligent robots and the necessary ability of driverless vehicles. Although there are
many accurate and effective solutions to SLAMproblems, such as the methods based
on vision [1] or Lidar [2, 3], or integrating their advantages [4], most of the existing
methods [5, 6], including them, are based on the assumption of a static world, which
greatly limits the scope of application of these excellent methods. The typical method
to estimate Lidar ego-motion is to apply the iterative closest point (ICP) method to
the point clouds of adjacent frames [7]. However, Lidar-based methods can work
even in the dark, and many 3D Lidars can capture the details of the environment over
a long distance [6]. Therefore, this work focuses on the use of 3D Lidar to deal with
the problem of SLAM in urban environment containing complex outliers.
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The main contributions of this paper are as follows:

• We integrate a robust outliers elimination method based on 4-point congruence
set into a state-of-the-art SLAM framework to further improve the accuracy and
robustness of odometry and mapping.

• We use a reasonable coarse-to-fine registration method to replace the traditional
single-step registration method to further reduce computation of the registration
part, so as to reduce total runtime consumption of the system.

The rest of the paper is organized as follows: we introduce the related work in
Sect. 10.2, describe the proposed method in Sect. 10.3, compare our method with
the most advanced method in Sect. 10.4, and summarize our work and put forward
the prospect in Sect. 10.5.

10.2 Related Work

10.2.1 Point Cloud Registration

The overlap rate of two point clouds to be registered is a key parameter, which is
usually inversely proportional to the number of outliers. If two point clouds have
a large overlap rate or obvious point correspondence, then their registration can be
achieved by the iterative closest point [8] and various improved algorithms without
initialization. ICP will fall into the local optimal solution. Go-ICP [9] and Gogma
[10] use branch and bound in six-dimensional space to achieve global registration
of point clouds without corresponding points. Because branch and bound method
has exponential complexity, these methods are computationally expensive, and they
often diverge due to small overlap [15].

The common rough registrationmethods are divided into hypothesis, test methods
are represented by Random Sample Consensus (RANSAC), and geometric feature-
based methods are represented by 4PCS [11]. RANSAC and its improved algorithm
have cubic complexity and are not suitable for large-scale point clouds. Mellado
et al. [13] reduced the complexity to quadratic and linear successively by matching
the congruent four-point sets in two point clouds. Theiler et al. [12] use the set of
key points for matching, which reduces the size of the set to be searched. Mohamad
et al. [14] generalize the construction of coplanar four-point basis, which further
improves the efficiency of point cloud registration. Raposo and Barreto [15] only
use the topological relationship and normal vector between two points to construct
matching rules, which greatly improves the registration efficiency and is suitable
for point clouds with smaller overlap ratio. On the basis of the initial solution of
coarse registration, precise registration is used to locally minimize the nonconvex
error function to obtain the exact solution. Shan and Englot [6] suggest searching
rotation and translation separately to reduce the registration complexity.
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There are a lot of related works, but they either cannot fully meet the requirements
of real-time, robustness, and high-precision in Lidar SLAM or have not carried out
systematic experiments on Lidar point cloud dataset.

10.2.2 Lidar Odometry and Mapping

LOAM [2], rank second in the odometry evaluation project of KITTI vision bench-
mark [16], has a very low drift in the short-trajectory scenarios, and LOAM has
greatly promoted the development of Lidar SLAM field. However, LOAM has no
loop closure detection to eliminate the continuous accumulation of errors, so it may
produce significant errors in the case of long trajectory. More importantly, LOAM
does not consider dynamic objects, resulting in incorrect results in dynamic scenes.
LeGo-LOAM [6] optimizes LOAM by adding loop closure detection to reduce
motion drift, adding clustering and segmentation modules to filter out clusters with
less than 30 points to realize filtering of noise. LOL [17] improves odometry accu-
racy by detecting the geometric similarity between online 3D point clouds and prior
offline maps.

10.3 Proposed System

10.3.1 Task Description and Definitions

The problem addressed in this work is how to use the point cloud observed by 3D
Lidar to estimate its ego-motion and build a globalmap for the traversed environment.

We define the point cloud measured as P, Lidar pose as X, global map as M, use
the upper right corner to represent the time stamp and define the K-scan point cloud
as Pk, where a point is pki , that is, P

k = (
pk1, p

k
2, . . . , p

k
n

)
, pki = (

xki , y
k
i , z

k
i

)
, where

n is the size of the point cloud, k ∈ N
+.

Under the above definition, the problem can be modeled as: Given map Mt−1,
Lidar pose Xt−1 at time t − 1, and point cloud P t at time t, to update Xt and Mt , as
can be shown in (10.1) and (10.2).

Xt = F
(
Xt−1, P t) = F

(
Xt−1,W

(
P∗t ,Wt

))
(10.1)

Mt = G
(
Mt−1, P t) = G

(
Mt−1,W(P∗t ,Wt )

)
(10.2)

where P∗t is the description of the real scene in the field of vision at time t.
Wt = (wt

1, w
t
2, . . . , w

t
i ) is the sum of many interference factors such as sensor

noise, abnormal measurement values, or dynamic objects. W is the unknown noise
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function that transforms the real scene into the measurement point cloud. Next, we
define the set of outliers in point cloud caused by Wt that are harmful to registration
as Pout , and the remaining points are Pin, namely,

P = Pout ∪ Pin = W
(
P∗,W

)
(10.3)

The task of this paper is to find the optimal function F and G, and the core
procedure is to find and eliminate Pout to optimize them.

10.3.2 Segmentation

The input of the segmentation module is the original 3D LIDAR point cloud P =
{p1, p2, . . . , pn}, the output is m clusters {PC1 , PC2 , . . . , PCm } and corresponding
cluster label vector L = (l1, l2, . . . , ln), where li ∈ [−1,m]∩Z, label −1 represents
the point belongs to the ground, and the positive integer represents the serial number
of non-ground clusters.

The point cloud Pk is first projected onto the circular range image PU,V �
{p(u,v)|u ∈ [1, 360◦/Rhori]∩Z, v ∈ [1, Nscan]∩Z} of size Npixel = 360◦/Rhori∗Nscan.
The row index rowi of pi is shown in (10.4), and the column index coli is shown in
(10.5).

rowi =
⎛

⎝tan−1 zi√
x2i + y2i

+ Pitbottom

⎞

⎠/Rvert (10.4)

coli = tan−1 yi
xi

/Rhori (10.5)

The value of the image is the distance from pi to the Lidar ri =
√
x2i + y2i + z2i ,

where Rhori is the horizontal resolution of the Lidar, Rvert is the vertical resolution
of the Lidar, Pitbottom is the minimum pitch of the Lidar Lidar beam, and Nscan

is the number of Lidar lines. After the projection, a point pu,v+1 and pu,v , v ∈[
1, 1

2Nscan
] ∩Z in P can be uniquely identified by the row index and column index,

denoted by:

pi ≡ p(u,v) = (
x(u,v), y(u,v), z(u,v)

)
(10.6)

Then the ground is extracted from the range image PU,V . For points pu,v+1 and
pu,v , where v ∈ [

1, 1
2Nscan

] ∩ Z; if the pitch of adjacent rows Pitv,v+1 (as shown in
(10.7)) are less than 10°, they are denoted as ground points.

Pitv,v+1 = tan−1 zu,v+1 − zu,v+1√
(xu,v+1 − xu,v)2 + (yu,v+1 − yu,v)2

(10.7)
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Finally, the segmentation clustering method based on range image [18] was
applied to cluster the points into several clusters. Points from the same cluster are
assigned a unique label. After this process, for pki ∈ Pk, we get li , rowi , coli , and ri ,
where i ∈ [

1, Npixel
]∩Z. Pk is divided into a ground point set and some non-ground

point sets, that is, Pk = P g ∪ Png , and it is worth noting that both types of points
may contain outliers. The extraction of features from non-ground points can reduce
time-consuming and improve the accuracy of registration through label matching
and noise filtering.

10.3.3 Feature Extraction

In order to reduce the computation amount of registration, we extract the represen-
tative feature points to reduce the number of the points to be registered. The feature
extraction method is similar to that used in LeGo-LOAM. We first used (10.8) to
evaluate the curvature ci of point pi, defining points whose curvature is greater than
threshold cthre as edge features and points whose curvature is less than cthre as plane
features.

ci = 1

|S|||ri ||

∥∥∥
∥∥∥

∑

j∈S, j �=i

(r j − ri )

∥∥∥
∥∥∥

(10.8)

where S is a set of continuous points on the same row from the image, points in S
are uniformly distributed on both sides of pi, and |S| is the number of points in S.

10.3.4 Lidar Odometry

The input of Lidar odometry module is the feature point in the point cloud, which
includes estimating the Lidar motion between adjacent scans and eliminating the
motion distortion of the point cloud through feature matching. Looking for the Lidar
of the adjacent scanning motion—by looking for rotation matrix R̃ ∈ SO(3) and
translation vector t̃ ∈ R

3 to minimize the point cloud registration error, such as
(10.9).

T̃ �
(
R̃, t̃

)
= argmin

(
∑

i

||R̃t
pti + t̃ − qt−1

i ||
)

(10.9)

where qt−1
i is the corresponding point at t − 1 found by pti .
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Fig. 10.1 Corresponding relation of feature points at adjacent moments

The LOAM details F, and LeGo-LOAM optimizes it. For brevity, this chapter
focuses on further optimization based on these methods, which is achieved by
matching only valid feature points in the adjacent frames. The optimization process
can be defined as:

min ||T̃ t − T ∗t || s.t. pti ∈ Ft
in (10.10)

There is the optimal transformation matrix from P t to P t−1, R∗ and tr∗ are the
corresponding rotation matrix and the translational vectors, and Ft

in is the set of
effective feature points at time t, namely Ft = (

Ft
out ∪ Ft

in

)
. The process of finding

the corresponding relationship is shown in Fig. 10.1, that is, the transformation is
found in the plane feature point set and the edge feature point set, respectively, and
the computational effort is reduced by reducing the candidate range of corresponding
points. We focus on two strategies, outlier elimination and weight compensation of
feature point.

(1) Outlier elimination: To solve this problem, we use the two-step coarse-to-fine
registration strategy, that is, rough registration is first used to detect outliers, and
then the outliers are avoided to participate in the L-M algorithm. We can express the
outlier feature point Fout as:

Ft
out = {

pti |||R∗ pti + tr∗ − qt−1
i || > ε ∧ pti ∈ Ft} (10.11)

where qt−1
i is the feature point corresponding to pti . We first define feature descriptor

dt and then use dt and dt−1 to calculate pose transformation T̃ rough as follows:

(1) Finding the first point in the four-point basis: We select the feature point
f t(u1,v1) ∈ Ft as the first point at1 in the ith range image, namely at1 � f t(u1,v1),

where ut1 ∈
[
1 + 360◦∗(i−1)

Nsub∗Rhori
, 360◦∗i
Nsub∗Rhori

]
∩ Z and vt

1 ∈ [ Nscan
4 , Nscan

2

] ∩ [vt−1
1 −

1, vt−1
1 + 1] ∩ Z.
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Fig. 10.2 Schematic diagram of four-point base selection

(2) Finding the second point:We select at2 � f t(u2,v2) in the sub-image farthest from

at1, where u
t
2 ∈

[
1 + 360◦∗

(
i−1+ Ndiv

2

)

Nsub∗Rhori
,
360◦∗

(
i+ Ndiv

2

)

Nsub∗Rhori

]
∩Z, f t(u2,v2) ∈ Pt

(U,V )i+ 1
2 Nsub

,

the line segment defined with at1 and a
t
2 as endpoints is l

t
1 � at1a

t
2.

(3) Constructing feature descriptors: We select at3 and at4 from the sub-images
excepting at1 and at2 to satisfy the conditions that lt2 � at3a

t
4 is coplanar

with lt1,
∣∣lt2

∣∣ >
|lt1|
4 , and ∠

(
lt1, l

t
2

)
> 180◦

Nsub
. The intersection of lt1 and lt2 is

et . Then we record feature descriptor dt , dt �
(
dt
1, d

t
2

)
when the above

three conditions are true, otherwise, dt �
(
dt
1, d

t
3

)
, where dt

1 �
(
at1, a

t
2

)
,

dt
2 �

(
at3, a

t
4, e

t ,∠
(
lt1, l

t
2

))
, and dt

3 �
(
cta1 , c

t
a2

)
.

(4) Matching feature descriptors: If the condition in (10.3) is true, and we use
Super4PCS [13] to match dt and dt−1; otherwise, we use 2PNS [15].

The process of the second L-M step is similar to that in the first step, but the edge
feature points is used instead, and the number of rows of feature points in (1) and (2)
is no longer limited (Fig. 10.2).

(2) Weight compensation of feature point: LeGo-LOAM gives the feature points
a weight si which is inversely proportional to the distance between Lidar and points
in the iteration process of L-M algorithm. The difference is that we also consider
the influence of the point cloud holes in the background caused by the occlusion of
dynamic objects on the stability of the system. Therefore, we reduce the weight of
the feature points within a certain range of the dynamic cluster.

s̃i = si∗
(

1 − Rhori∣∣θyaw
∣∣

)

(10.12)

where s̃i is the new feature weight and θyaw is the minimum yaw difference between
a feature point and a dynamic object.
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10.3.5 Lidar Mapping

Let us review the mapping model G (10.2), which is to use Mt−1 and P t to build
Mt because the global map contains a lot of feature information, and the earlier
information contains less error. The Lidar mapping module further optimizes the
pose estimation by matching the Ft with the submap Mt−1

sub around the Lidar. Please
refer to the description in [20] for detailed matching and optimization procedures.
We use the map storage method in LeGo-LOAM to store only the feature point set
Ft .

Mt−1 �

⎧
⎪⎪⎨

⎪⎪⎩

{
F1

}
,
{
F2

}
, . . . ,

{
Ft−k2}

︸ ︷︷ ︸
Mt−1

hist

, . . . ,
{
Ft−k}, . . . ,

{
Ft}

︸ ︷︷ ︸
Mt−1

sub

⎫
⎪⎪⎬

⎪⎪⎭
(10.13)

In addition, the optional function is to further eliminate the error of the mapping
module by detecting the loop closure. In LeGo-LOAM, if Ft can find corresponding
feature in earlier map Mt−1

hist or recent features by ICP, a new constraint is added.
The difference is that we use coarse-to-fine registration strategy in odometry module
again to replace single-step ICP.

Then, the estimated pose of the sensor is updated by sending the pose map to the
optimized system (e.g., [19]).

10.4 Experiments

All experiments were performed on a laptop equipped with a 2.5 GHz Intel i7-4700
processor, 16 GB of RAM.

10.4.1 Feature Extraction

Figure 10.3 shows a frame of point cloud and feature points (in green) in scenario 1,
including five moving pedestrians (circled in white box), where Fig. 10.3a shows the
wrong feature extraction results of LeGo-LOAM. It can be seen that many feature
points are distributed on unstable outliers belong to pedestrians, while our result
(Fig. 10.3b) is more reasonable because we detect outliers and avoid extracting
feature points from them to avoid the incorrect odometry and mapping results caused
by wrong matching of feature points. To be concise, we only show the feature edge
points that are sufficient to illustrate the problem.

The results show that our method has the advantage of effective feature extraction
in scenes containing a large proportion of outliers (Table 10.1).



10 Robust and Fast Registration for Lidar Odometry and Mapping 107

Fig. 10.3 Feature extraction results of LeGo-LOAM and ours

Table 10.1 Comparison of effective features ratio between LeGo-LOAM and ours

Scenario Fe f e Fp f p

Ours LeGO-LOAM Ours LeGO-LOAM Ours LeGO-LOAM Ours LeGO-LOAM

1 0.96 0.57 0.97 0.59 0.99 0.52 0.98 0.83

2 0.98 0.82 0.98 0.83 0.99 0.80 0.99 0.94

10.4.2 Odometry

Figure 10.4 shows the odometry comparison results of scenario 1, where the red
curve is the result of LeGO-LOAM, while the blue one is ours. The results of the
two methods have little difference from a global perspective, but there are quite
differences in detail. We choose the most representative location (upper left corner
of scenario 1, where pedestrians gathering here) to show the contrast, as can be seen
from the green box, and the red line has a distinct jagged edge, which is exactly the
wrong odometry estimation caused by the outliers, while the blue line has no such
problem.

Figure 10.5 shows the comparison result between the two methods and the true
value in scenario 2, and we can see from Fig. 10.5 that the accuracy can still be
maintained in the long trajectory scene (with a length of about 3730 m). The relative
pose estimation error is calculated by comparing the final pose and the initial pose.
Rotation errors and translation errors of LeGo-LOAM are 5.65° and 3.19 m, while
our results are 4.52° and 2.75 m. These two groups of experiments illustrate the
advantage of our method in odometry estimation.
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Fig. 10.4 Odometry comparison results in scenario 1 between the two methods, where the green
box is enlarged to highlight the differences. Ours is smoother and more accurate than that of
LeGo-LOAM

Fig. 10.5 Odometry comparison results in scenario 2 between the two methods. Green box is
enlarged to highlight the differences
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10.4.3 Mapping

The results of representative scenarios indicate that LeGo-LOAMwill producewrong
mapping results because they do not consider outliers, as shown fromFigs. 10.6, 10.7,
10.8, and 10.9.

Figure 10.6 shows themapping result of scenario 1, where Fig. 10.6a is the LeGO-
LOAMmapping result. Figure 10.7 shows the details of the mapping result of scene
1, where (a), (b), and (c) are the result of incorrect mapping caused by incorrect

Fig. 10.6 Mapping result of scenario 1. a The result of LeGO-LOAM, we can clearly see the
shadow left by outliers. b Our result, we get a clean map by identifying outliers and avoiding
extracting feature points and mapping using them

Fig. 10.7 Details comparison in scenario 1. a, b, and c are the results of LeGo-LOAM. d, e, and
f are the results of our method. The white arrows highlight the differences
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Fig. 10.8 Mapping result of scenario 2. a The result of LeGO-LOAM. b The result of our method

Fig. 10.9 Details comparison in scenario 2. a, b, and c are the results of LeGo-LOAM. d, e, and
f are the results of our method. The white arrow highlights the differences

feature extraction. Dynamic pedestrians and vehicles participate in feature extraction
and association and are thus added to the map, leaving obvious residual shadows.
Among them, Fig. 10.7a is the enlarged result on the top of the map, and the residual
shadow is the movement track left by four pedestrians moving forward. Figure 10.7b
is a local enlarged image on the left of the map, and the residual shadow is the
movement track left by an upward moving vehicle. Figure 10.7c is a local enlarged
image of the lower right part of the map, and the residual shadow is left by a moving
car. Different from LeGO-LOAM, we first detect and eliminate outliers and focus
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Table 10.2 Runtime (ms) comparison of one frame between LeGo-LOAM and ours

Scenario Lidar odometry Lidar mapping

Ours LeGO-LOAM Ours LeGO-LOAM

1 9.2 10.7 217.5 311.0

2 12.1 14.0 200.4 294.2

on extracting effective features, so we have obvious advantages when mapping in
dynamic scenarios.

Figure 10.8 shows the mapping result of scenario 2, when we zoom in on the
local map near the loop closure, as shown in Fig. 10.9, we can see the obvious
differences as indicated by the white arrows, and the buildings in map of LeGO-
LOAMhave obviously offset, while ours remains globally consistent, which benefits
from two-step of coarse-to-fine registration strategy.

10.4.4 Runtime

The running time of odometrymodule andmappingmodule between ourmethod and
LeGo-LOAM is shown in Table 10.2. The time consumption of odometry module
is reduced by about 15%, while that of mapping module is about 31%. The results
demonstrate the advantage of our approach in terms of time consumption, which is
because we use two-step coarse-to-fine registration strategy to replace single-step
registration.

10.5 Conclusions and Future Works

Future works include further improving the accuracy of SLAM system in complex
and highly dynamic scenes, because we find the proposed system will still produce
unsatisfactory performance when there are many and dense moving objects around
the Lidar. Some methods to solve the problem of robot kidnapping may be the
solutions to the raised problems.Wewill also try to deploy SLAMsystem onmultiple
base stations to make up for the deficiency caused by the serious occlusion of a single
base station by mobile objects through cooperative tasks. Therefore, we will further
combine the semantic information and motion information of the scene, which will
also provide a new idea for the construction of semantic map.
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Chapter 11
Collaborative Control of Unmanned
Vehicle Matrix Formation Based
on Autonomous Neighborhood
Negotiation

KaiXuan Wang, YuTing Shen, FuQuan Zhang, Jianglong Yu, Zhang Ren,
and Liang Zhuo

Abstract In large-scale activities or performances, the formation of unmanned vehi-
cles on the large platform has become a shocking means of artistic expression. How
to achieve low-cost and reliable cooperative control and highly reliable formation
in a limited observation area with viewing Angle constraints is a very valuable area
of research. This paper puts forward a kind of driving control method of unmanned
vehicle formation with matrix arrangement based on a small-scale region driving
consultation. An observation and neighborhood negotiation topology is designed,
which can realize the automatic maintenance of unmanned vehicle formation in the
leader-slave mode with a single leader. This method can provide a low-cost and high-
reliability cooperative control scheme for large-scale unmanned vehicle formation
performance.
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11.1 Preface

With the development of automatic control technology, artificial intelligence tech-
nology, and collaborative control technology, the formation performance of large-
scale unmanned equipment has become a kind of shocking artistic expressionmeans,
which is applied in large-scale open stage performance. Unmanned vehicles are the
most common carrier in large-scale performances based on ground stages. Driving
in formation is the most common form.

In the environment of unmanned vehicle performance, the environment of the
performance area is complex, and the performance of driverless car is affected by
sound, light, electricity, and other noises. According to the way of active positioning,
accurate point location information of each unmanned car can be obtained. However,
active localization requires many support conditions, its technical implementation is
complex, and the high probability will be disturbed.

The autonomous detectionmethod, which onlymeasures the relative distance, is a
low-cost and high-reliable relative positioningmethod. In the process of autonomous
detection of unmanned vehicle, the relative distance is easy to measure, and the
measured value is accurate. In the case of complete autonomy without reference, the
relative Angle is difficult to measure, and there is a certain degree of measurement
error. In the common engineering application, the low-cost range finder is usually
fixed on the car body and has a certain field of view. Therefore, how to achieve
reliable cooperative control and maintain formation under the condition of restricted
viewing Angle and limited detection area is a very worthy direction of research.

When the ranging detection device is fixed on the unmanned vehicle body, the
unmanned vehicles on the edge of the matrix can only measure the distance of one
neighbor cannot maintain the formationwith the support of only one relative distance
data. In the absence of global information sharing, it is necessary to share information
with neighbor nodes in a small range and maintain formation through agent region
negotiation of some edge nodes. Therefore, the small-scope regional negotiation
of edge nodes is also an important problem to solve the formation maintenance of
autonomous formation of unmanned vehicles.

11.2 Solution Overview

Grassé, a French biologist, first proposed the concept of consensus autonomy, that
is, an indirect coordination mechanism between individuals, which can accom-
plish complex intelligence activities without any centralized planning and direct
communication [1]. In the natural environment, the biological group can realize the
autonomous control of the group through the individual autonomous decision, under
the condition of limited range perception and limited range communication. The
pigeons’ flock model is proposed by Vicsek’s team [2], and the geese ‘flock model is
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discovered byWieselsberger [3]. All of thesemodels can achieve cluster autonomous
control.

The matrix formation of unmanned vehicles is an example of group autonomous
cooperation, which can be realized by using group consistency theory, autonomous
detection position perception method, and group cooperative control method. In this
research direction, Tian Daxin’s team mainly focused on formation forming, forma-
tion switching, and formation keeping and made an in-depth study and summarized
some research directions of formation control in the future [4]. Zhang Lang’s team
studied the formation control of unmanned vehicles based on the pilot-followmethod,
designed a controller to control the acceleration of unmanned vehicles and eliminate
distance errors, and designed three types of formation of unmanned vehicles: rect-
angle, circle, and triangle [5]. Yang Xiuxia et al. proposed a minimum rigid forma-
tion communication topology generation algorithm for multi-agent system based on
the network complexity of formation communication topology [6]. Liu Guobo used
rigid graph theory to study themaster–slave formation control of multi-agent [7]. Liu
Shuanjun et al. proposed a formation control method of UAV based on distributed
consistency [8]. The formation control based on the lead mode is easy to implement,
but it is greatly affected by the communication delay in the global information sharing
mode. The formation control based on consistency can complete the task well, but
it needs to add the Angle measurement information based on the ranging data. The
method based on rigid graph can realize formation control in the case of measuring
distance only, but each individual needs to be in a rigid unit.

Therefore, under the guidance of consistency theory, this study integrated rigid
graph and regional negotiation method to realize the formation control of unmanned
vehicles with only distance data.

11.3 Consistent Control

In group consistency control, algebraic graph theory can be used to describe the
interaction between the individuals in the cluster, and the adjacency matrix of the
graph can be represented by non-negative matrix

W = [
wi j

] ∈ R
N×N .

wi j represents the weight of an edge ei j . wi j > 0 represents the existence of an edge
ei j , i.e., ei j ∈ ε(G). The set of neighbors is defined as

Ni = {
v j ∈ V (G) : (v j , vi) ∈ ε(G)

}

If an edge ei j exists, v j is called a neighbor of vi. The entry degree of nodes can
be expressed as
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degin(vi ) =
N∑

j=1

wi j

The Laplace matrix of the graph, L = D − W where D is the entry diagonal
matrix of each node of diagonal element, W is the entry matrix of. In a directed
graph, the existence of a spanning tree means that at least one root node exists and all
other nodes have a directed path. For a directed graph G, if there is a spanning tree,
0 is a single eigenvalue of L , and the real parts of the other eigenvalues are positive.
For a first-order linear time-invariant cluster system

ẋ(t) = −Lx(t)

Its stability depends on the position of eigenvalues in the complex plane of L .
If a directed graph G is strongly connected, there is a control protocol to keep it
consistent.

In engineering applications, the unmanned vehicle cooperative formation can be
simplified as a first-order linear time-invariant system cluster, matrix formation, for
example, if there is no car in fixed gaze direction distance detection condition of
limited field of view angle, the unmanned vehicle only observable in front and left,
in front of the vehicle in front of the relative position to correct their own position.
This is shown in Fig. 11.1.

The formation can be represented as a directed graph with spanning tree [9], and
the topology canbe consistent according to theproperties ofLaplacematrix. In forma-
tion control, formation consistency can be achieved by adding formation deviation
matrix K . According to the rigid graph theory, there is a minimum triangular stable
structure in the topological structure shown in Fig. 11.1, which can realize forma-
tion structure maintenance. Therefore, the matrix formation of the entire unmanned
vehicle cluster can be realized by active or program control of the unmanned vehicle
in the upper left corner. According to formation consistency theory and rigid graph
theory, formation travel control can be realized as long as formation consistency and
stable structure exist.

11.4 Autonomous Positioning

In the low-cost unmanned vehicle cluster systemwith autonomous perception ability,
large-scale carless people can travel in formation by dispersing the limited range of
autonomous perception and small-scale collaborative control.

In the autonomous perception of the unmanned vehicle, the following conditions
are considered:

1. Vehicles travel in matrix formation.
2. Only one vehicle is controlled by active or autonomous driving.
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Fig. 11.1 Topological relation of matrix formation

3. There is line of sight occlusion in the moving plane, so the vehicle cannot detect
the whole scene.

4. The detection device is fixedly connected to the vehicle body, so the unmanned
vehicle can only observe in a fixed sight direction and under the condition of
limited field of view.

5. Detection device can only detect relative distance, not relative Angle.

In thematrix arrangement structure shown in Fig. 11.2, v1,n serves as A single lead
node, and the remaining nodes are follow nodes. Due to the constraint of position
relationship, the entry degree of nodes is located at the upper edge, and the right edge
is 1. In the absence of relative Angle support, the relative distance of the reference
object cannot be relied on to complete the positioning. Therefore, regional negotiation
should be carried out based on the detection results of sub-edge nodes, so as to
complete the estimation of the motion vector of the reference node. The negotiation
model is shown in Fig. 11.2.

According to the principle of minimizing negotiation and minimizing commu-
nication, as shown by the dashed arrow in Fig. 11.2, negotiation communication is
conducted in accordance with the following principles.

ei j =
{

vi+1, j → vi j (i = 1, j < n)

vi, j−1 → vi j (i < m, j = n)
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Fig. 11.2 Matrix formation topological relationship with edge negotiation

The negotiation is the distance relative to the node at the top right.

Ki j =
{
L(vi+1, j , vi, j+1) (i = 1, j < n)

L(vi, j−1, vi+1, j ) (i < m, j = n)

L(a, b) is the distance from a to b.
Other nodes rely only on their owndetection devices,without regional negotiation.

According to the different topologies and negotiation modes of the nodes in the
formation, the following nodes can be divided into three types: the node located at the
upper edge vup : i = 1, j < n, the node located at the right edge vright : i < m, j = n
and the other non-negotiating following nodes vnorm.

11.4.1 Upper Edge Node

For the node vup : i = 1, j < n on the upper edge as shown in Fig. 11.3a, l0 =
L(vi, j , vi+1, j ) is a known item of the matrix queue. vi, j relies on its own detection
device to obtain the detection distance l1 = L(vi, j , v

′
i, j+1) from v′

i, j+1, and vi, j
obtains the detection distance l2 = L(vi+1, j , v

′
i, j+1) from v′

i, j+1 through negotiation
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Fig. 11.3 Structure diagram of autonomous detection and regional negotiation

with A. According to the theorem of triangle cosines, the Angle between l0 and l1
can be obtained:

α = a cos

(
l20 + l21 − l22

2l0l1

)

In matrix formation, in order to maintain its rectangular structure, the Angle
between, vi+1, j , vi, j , and vi+1, j is assumed as π/2. The movement vector of vi, j+1

is obtained by autonomic computation of node vi, j by

py = l1 sin(α − π/2)

px = l1 cos(α − π/2) − l0

P(vi, j+1, v
′
i, j+1) = (l1 cos(α − π/2) − l0, l1 sin(α − π/2))

Therefore, node vi, j can be guaranteed to be consistent with node vi, j+1 bymoving
along vector P(vi, j+1, v

′
i, j+1) through its own calculation.
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11.4.2 Right Edge Node

For the right edge node vright : i < m, j = n as shown in Fig. 11.3b, the movement
vector vi, j−1 can be obtained by

P(vi, j−1, v
′
i, j−1) = (l1 sin(α − π/2), l1 cos(α − π/2) − l0)

Therefore, node vi, j can be guaranteed to be consistent with node vi, j−1 bymoving
along vector P(vi, j−1, v

′
i, j−1) through its own calculation.

11.4.3 No Negotiation Node

For other nodes, as shown in Fig. 11.3c, since each node has three references, no
regional negotiation is required. In order to reduce the influence of noise, theweighted
summation method is used to obtain its offset vector by

P(vi, j , v
′
i, j ) =

( l2 sin(α−π/2)+l1 cos(β−π/2)−l0
2

l2 cos(α−π/2)−l0+l1 sin(β−π/2)
2

)T

Therefore, node vi, j can be guaranteed to be consistentwith three nodes bymoving
along vector P(vi, j , v

′
i, j ) through its own calculation.

11.5 Cooperative Control Method

For the ith unmanned vehicle node, its position tracking error is considered as py,i
and px,i .

Then the motion error model of the unmanned vehicle can be written as:
⎧
⎪⎨

⎪⎩

ẋe,i = Vi cos θi − ṗx,i
ẏe,i = Vi sin θi − ṗy,i

θ̇e,i = ωi − θ̇d,i

where xe,i and ye,i represent position tracking error, and its expressions are as follows:
xe,i = xi − px,i , ye,i = yi − py,i .

Based on this, two virtual control quantities are taken, as shown below:

{
Vi cos θi = u1,i
Vi sin θi = u2,i
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For the first subsystem ẋe,i = u1,i − ṗx,i , in order to make its tracking error
converge to zero, we may as well take the following virtual control law:

u1,i = ṗx,i − kx xe,i

Among them, kx > 0. Similarly, for the second tracking error subsystem, we also
choose a similar control law:

u2,i = ṗy,i − ky ye,i

Among them, it can be proved that the position tracking error subsystem can
asymptotically converge to the origin under the action of the two virtual control
laws. Take Lyapunov function E1,i = 1

2 (x
2
e,i + y2e,i ), substitute the designed control

law in, and take the derivative of Lyapunov function, we can get:

Ė1,i = xe,i ẋe,i + ye,i ẏe,i = −kx x
2
e,i − ky y

2
e,i

≤ −2k0E1,i

where k0 = min{kx , ky}. According to Lyapunov stability theorem, the system is
asymptotically stable.

In order to obtain the above control law ωi , we need another control quantity.
According to Equation, if the attitude Angle is controlled as the internal loop, the
ideal control instruction is as follows:

θd,i = arctan
u2,i
u1,i

Obviously, the domain of θd,i is (−π/2, π/2), and the desired tracking instruction
can be obtained in this domain. However, this is only the attitude Angle instruction
that is expected to track. We also need to design a control law for attitude control.
Next, we will use the sliding mode control method to design the inner loop attitude
controller. First, the sliding mode surface is defined, then the governing equation of
the inner loop is ṡi = θ̇e,i = ωi − θ̇d,i . According to the sliding mode control theory,
the control law is ωi = θ̇d,i − kθ si − ηθ sgn(si ), where kθ > 0, ηθ > 0.

Lyapunov stability theory is used for stability analysis. Take the Lyapunov
function as E2,i = 1

2 s
2
i and take the derivative with respect to time:

Ė2 = −kθ s
2
i − ηθ |si | ≤ −kθ s

2
i

Obviously, the tracking deviation of the unmanned vehicle will converge to the
origin within a limited time.
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Fig. 11.4 Simulation node
topology structure 11V 12V 13V
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Fig. 11.5 Simulation node topology structure

11.6 Simulation

In order to verify the effectiveness of the topology of the unmanned vehicle and
the feasibility of the autonomous position awareness method, an ideal model of the
unmanned vehicle is established in the simulation scene. The distance between the
unmanned vehicles is 1 m, and the arrangement is as 3 × 3. The unmanned vehicle
v1,3 is the leaders in the upper left corner, and the others are the followers, as shown
in Fig. 11.4.

The leader makes uniform linear or uniform circular motion, the speed is (3, 3)
m/s, and the simulation period is 0.01 s. After 300 simulation cycles, the following
results can be obtained (Fig. 11.5).

Through simulation, it can be concluded that the consistent topology structure and
the autonomous position awareness method in this paper are effective and feasible.

11.7 Conclusion

This paper analyzes the demand of unmanned vehicle formation in large-scale perfor-
mance. Based on the principle of minimizing cost and communication, a detec-
tion and negotiation topology is designed under the conditions of limited range,
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limited viewing Angle and edge node negotiation, and the general control method
of unmanned vehicle was analyzed. Through simulation, this paper proposes that
the topology structure can realize matrix formation control of unmanned vehicles,
which has a high engineering guiding significance.
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Chapter 12
Unmanned Vehicle Task Scheduling
Method Based on Iterative Cognitive
Interaction

Yuting Shen, Xin Meng, Kaixuan Wang, Fuquan Zhang, Yueqing Gao,
and Lulu Chen

Abstract At present, in the field of autonomous driving, the application of
unmanned vehicles has made considerable progress. However, there are still a large
number of engineering problems to be solved in practical application. For example,
the ability of multi-vehicle interactive autonomous operation in high-dynamic and
time-sensitive environment is not sufficient for large-scale application. These kinds
of problems restrict the effective integration of unmanned intelligent transportation
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system and current traffic system. Facing the problems described above, this paper
focuses on introducing knowledge-driven and experiential memory decision-making
process for agents, which is based on the research on the process characteristics of
human brain cognitive reasoning under the condition of dynamic changes in the
observation results of multi-agent clusters. Thus, the method of unmanned vehi-
cles tasks scheduling method based on iterative cognitive interaction is proposed in
this paper. In view of the behavior and decision-making process of multi-vehicle in
aspects of cognition, interaction, and association, the analysis and research on the
time scale will provide a research route for solving the continuous autonomous oper-
ation of multi-vehicle system in a high dynamic environment. Contribution of this
paper can provide theoretical basis and practical value for multi-application fields.

12.1 Background

Along with sustainable development of the unmanned vehicle related technologies,
in the unmanned automatic logistics, automatic unmanned patrol, and unmanned
automatic, applications of UGVs have begun to take effect in the field of autonomous
vehicles. However, there are still a lot of practical problems to be solved in practical
application. For example, it is difficult to realizemulti-vehicle interactive autonomous
operation in high-dynamic and time-sensitive environment. These restriction limits
the integrative development between unmanned intelligent transportation with the
current transportation system [1].

Aiming at the above problems, this paper abstracts the problem of multi-vehicle
interactive autonomous operation into a distributed decision problem of multi-agent
system with dynamic and diversified objectives. This paper focuses on the nature of
autonomous behavior adjustment and optimization of the multi-agent cluster under
the condition of dynamic change of observation results, and tries to introduce a
knowledge-driven decision process integrating experiencememory for a single agent
based on the studyof process characteristics of human cognitive reasoning. The actual
content of this paper is the iterative interactive task dynamic scheduling decision-
makingprocess ofmulti-unmannedvehicles.Basedon the dynamic topology changes
of multi-unmanned vehicles, an agent cognitive model and an iterative cognitive
framework are studied and established. This research result enables the agent to
have the extensible local complete information of each agent and its state within
the cluster, and forms the iterative cognitive information interaction ability of multi-
unmanned vehicles, which can guide the decision-making and scheduling processes
of multi-unmanned vehicles. Finally, this paper carries out the relevant simulation
verification work.

The rest of this paper is arranged according to the following structure: Firstly,
related research work is introduced in the second part. The third part introduces the
related technologies of dynamic scheduling of unmanned vehicle tasks based on
iterative cognitive interaction. The fourth part introduces the design and verification
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of relevant simulation experiments. The fifth part summarizes the conclusion and
future work plan.

12.2 Related Work

In essence, a multi-unmanned vehicle system is a collection of multiple intelli-
gent individuals with the same or different abilities, that is, a multi-unmanned
vehicle system can be regarded as a cluster of agents mixed with isomorphic and
heterogeneous agents. Multi-agent system (MAS) is a kind of computing system
composed of multiple intelligent individuals [2–4]. In this system, intelligent indi-
viduals constantly interact with each other and with their environment. These inter-
active processes are the basis of multi-agent collaboration and the core of multi-agent
related research. Therefore, the study of multi-unmanned aerial vehicle system coop-
eration is the study of multi-agent system cooperation based on effective information
interaction [5–7].

The sharing and transmission of information is the basis and fundamental basis
for multi-agent system to make negotiation decision, so the efficiency, integrity, and
consistency of information exchange become the key to determine the effective-
ness of negotiation decision. Reyhan et al. proposed a motivation-driven information
sharing mechanism based on privacy preserving negotiation to solve the asymmetry
of information sharing and proposed a general solution [8]. Ivan Marsa Maestre
et al. proposed to introduce competitive belief propagation into multi-agent negoti-
ation process and successfully applied it to Wi-Fi negotiation scenario [9]. Dr. Liu
Ming studied the characteristics and effectiveness analysis of agents’ association,
interaction, and cooperation in the time evolution scale [10]. However, its research
thinks that the essence of cooperation lies in the cooperative behavior between two
agents, which has certain limitations, and the results are more ideal.

Based on the above research contents and results, most of the agent and its inter-
action models have weak universality; some of the idealized models are out of
touch with practical applications; the impact of cluster topology and its information
interaction process on multi-agent decision-making is less considered.

Therefore, this paper studies what kind of agent model with corresponding
behavior generation ability should be established, and what kind of protocols or
rules should be constructed to realize interaction control.
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12.3 Iterative Cognitive Interaction for Autonomous
Operation of Multiple Unmanned Vehicles

12.3.1 Unmanned Vehicle Agent Model Based on Iterative
Cognitive Experience

In this paper, iterative cognitive experience based agent—an extended BDI
agent model—is proposed for the iterative cognitive interaction of multi-vehicle
autonomous operation. The ICEBasedAgent has a six-tuple:

ICEBasedAgent{Belief, Desire, Intention,TaskGoal, Institution, CognitiveExperience}

The structure of agent model based on iterative cognitive experience consists of
seven modules (Fig. 12.1):

(1) Perception Module is responsible for sensing changes in environmental infor-
mation, receiving interactive information from other agents, and sending it to
the perception preprocessing module;

(2) Perceptual Preprocessing Module will preliminarily analyze the received
changes (such as topological relationship changes) and interactive information
(such as negotiation proposals) and send them to the decision module;

(3) DecisionModule is the key to the iterative cognitive process module, intuition,
logic reasoning, based on the change information of a single cognitive inference
graph model;

(4) Cognitive Experience Module stores the preferences and estimates of other
agents acquired by the decision module in the operation process and provides
information for the subsequent update of local cognitive estimation informa-
tion;

(5) Execution Interaction Module is responsible for executing the decisions
generated by the decision module and sending out interactive information;

(6) Behavior Rules Module presets and stores the behavior rules of agents to
provide effective constraints for behaviors;

(7) Interaction Recording Module records the processes information of interac-
tions.

12.3.2 Multi-unmanned Vehicle Local Environment
Dynamic Cognition

The local dynamic cognitive network model for multi-unmanned vehicles is
composed of agent cluster topology and local dynamic cognitive map of each agent.
The local dynamic cognitivemap of each agent is composed of the agent’s own cogni-
tive information and the agent’s cognitive estimation information of the neighbor
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Fig. 12.1 Structure diagram of agent model based on iterative cognitive experience (including data
flow direction)

agents associated with the current topology. It should be noted that, in order to meet
the requirements of the scenario, there are two types of processing methods in the
processing of new linked nodes:

(1) When the actual simulation scene needs tomaintain the full autonomous cogni-
tion of the current agent node to the new connected agent, the current agent
does not request the referential cognitive estimation information of the new
connected agent from the associated other nodes;

(2) When actual simulation scenario does not need to keep the current intelligent
somite points to the agent of the new league object completely independent
cognitive, the agent will be linked to other nodes for the new object coupling
agent that may refer to the cognitive estimation information, and according
to the actual need simulation scene, the cognitive estimates are associated
with integration of information, forming agent cognitive estimation based
information of an object.

In a multi-agent cluster, the dynamic cognitive map of an agent is constructed
based on the cluster network topology of the agent at the current moment, without
considering the connectivity of the nodes within the cluster (i.e., the interaction
between the points within the cluster is considered to be reachable, and there is
no group dispersion). The structure of multi-agent local dynamic cognitive network



130 Y. Shen et al.

Fig. 12.2 Schematic diagram of local dynamic cognitive network model for multi-agent

includes the network topology diagram and the associated local dynamic cognitive
graph of each agent (Fig. 12.2).

When the information interaction between agents has noise based on probability
and observation error, it is necessary to consider whether the information interaction
of the cluster can achieve global consistency. In this way, the local dynamic cogni-
tive graph can estimate the global information comprehensively. In the process of
information interaction of iterative cognition, the cumulative error of information
interaction will be continuously reduced.

Based on the basic Vicsekmodel [11], when the discrete-time system is composed
of N autonomous individuals (or particles), the set

∑ = {1, 2, . . . , N } is used to
represent the set of all individuals. The initial positions and motion directions of
the individuals are randomly distributed. All individuals move freely in the plane
region of L × L , and the plane region has periodic boundary conditions. When
the individual’s motion rate is constant at every moment, the individual’s cogni-
tive estimation information is updated according to the broadcast information of all
neighbors, and there is noise with the mean value of 0 in the broadcast information
during the update process. If the mass, shape, and size of an individual are ignored
and only regarded as particles, and the cluster individuals have the same perception
ability, and each individual can only sense the information of other individuals in the
neighborhood, then the neighbor of individual i is composed of individuals whose
Euclidean distance is less than the perception and communication range R > 0, and
whose current position −→xt (t) ∈ R2 is the center (same as above). The neighbor set
of individual i at time t is represented by �i (t) [12]

�i (t) = {
j |∥∥−→x j (t) − −→xi (t)

∥
∥ ≤ R, j = 1, 2, . . . , N

}
(12.1)
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where
∥
∥−→x j (t) − −→xi (t)

∥
∥ is the Euclidean distance of vectors. Obviously, the neighbor

of individual i is all individuals in the prototype area with its own position −→xt (t) as
the center and the perception range R as the radius. If each individual moves at the
same speed v0, then the velocity of i at t is

−→vi (t) = [v0 cos θi (t), v0 sin θi (t)]
ᵀ and the

direction is θi (t) ∈ (−π, π ] . Each individual is updated according to −→xi (t + 1) =−→xi (t) + −→vi (t) mode. The information exchange among individuals is carried out
according to the following formula.

Ii (t + 1) = 〈Ii (t)〉� + ζi (t) (12.2)

where ζi (t) is the uniformly distributed noise signal on [−η, η], 〈Ii (t)〉� is the
weighted average of the confidence estimation of all neighbors based on individual
i , then based on the basic Vicsek model, there must be a certain time t0 > 0, so that
when t ≥ t0, there is Ii (t) = I j (t),∀i, j = 1, 2, . . . , N , and the cluster of subject
information is consistent, if for any Ii (0), at t → ∞, there is

lim
t→∞ Ii (t) = lim

t→∞ I j (t),∀i, j (12.3)

Then, the cluster can asymptotically achieve the consistency of information inter-
action. Therefore, no matter whether there is a discrete subgraph in the topolog-
ical relationship of the group at the current moment, the attenuation and distortion
noise among information interactions can achieve the consistent cognition of the
same information interaction in the cluster on the uniform distribution after a certain
amount of time information accumulation.

12.3.3 Task Scheduling Method for Unmanned Vehicles
Based on Iterative Cognitive Interaction Network

In this paper, for multi-taxi autonomous scheduling system, a dynamic scheduling
model based on iterative cognitive interaction network is proposed to construct a
multi-agent cluster network NICE(AICE, EICE), in which AICE is the set of agents in
the network. AICE has three roles—{Normal Car, Taxi,Passenger}. EICEi j represents
the communication connection state between agent node i and agent node j . If EICEi j

exists, its weight value represents the ability of information interaction. Thus, we can
get the adjacency matrix MICE of this network.

Without considering the unidirectional transmission of communication connec-
tion—when NICE is an undirected network, the degree of agent node AICE-u is
ku = |N (u)| = |{i ∼ (u, i) ∈ EICE}| = ∑

u∈AICE
I[(u,i)∈EICE], which indicates the

information connection of all agents connected with AICE-u, where I[K ] is the
Kronecker function or indicator function.

The evaluation coefficient of information aggregation ability of each agent is
defined as follows: the evaluation of information aggregation ability coefficient of a
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single agent (taxi or ordinary vehicle) is determined by the information of neighbor
nodes and the estimated distance from passengers. Therefore, the information aggre-
gation ability coefficient cu of a vehicle node AICE-u is comprehensively measured
by the distance evaluation coefficient cE(u) and the topological interaction coefficient
cB(u).

cu = bEcE(u) + bBcB(u) (12.4)

where

cE(u) = ki
∑r

u=1 ku
(12.5)

cB(u) =
∏

j �=u Distance j→p
∑r

u=1

∏
s �=u Distances→p

(12.6)

At a certain time of t0 > 0, according to the information confidence of r vehicles
in the neighborhood, AICE-u estimates the passenger position �p as

−→pu =
r∑

i=1

ci × −→pi =
r∑

i=1

(
bE (ki − 1)

∑r
i=1(ki − 1)

+ bB
∏

j �=u Distance j→p
∑r

i=1

∏
s �=i Distances→p

)

× −→pi
(12.7)

According to the structure of ICEBasedAgent model, the following behavior rules
are designed in advance for the agent models of three roles (Table 12.1):

12.4 Simulation Verification

For the tasks dynamic schedulingmethod of unmanned vehicles based on the iterative
cognitive interaction network, simulation experiments were carried out in this paper.
The simulation scene consisted of 30 ordinary vehicles, 5 taxis, and 1 passenger. In
Fig. 12.3a, the blue dot represents the position of ordinary vehicles, and the blue circle
represents the observation range and information interaction range of ordinary vehi-
cles. In the sameway, the color of purple represents the role of taxi. Either observation
range or information interaction orientation were set by simulation. By iterating the
location information of passengers (the red dot) to complete cognitive interaction,
taxis can successfully find the location of passengers through theweighted estimation
of neighborhood information and realize autonomous scheduling (Fig. 12.3b show
tracks of taxis and the passenger).
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Table 12.1 Behavior rules for agent roles

Agent roles Institutions

Normal car (A) According to the observation, the estimated information of passengers’
position is transmitted to the neighbor vehicles (including ordinary vehicles
and taxis) losslessly

(B) When it is within the range of directly observed passenger position, the
estimation of passenger position only includes the true value of passenger
position

(C) When it is not within the range of directly observed passenger location, the
following location estimation method is used according to the passenger
location information notified by neighbor nodes;

(D) It does not affect its own trajectory because of the passenger’s position
information, and only broadcast its own passenger position estimation in the
neighborhood

Taxi (A) According to the observation, the passenger’s position estimation information
is transmitted to the neighbor vehicles (including ordinary vehicles and taxis)
in a lossy way

(B) When it is within the range of directly observing the passenger’s position, it
directly moves to the passenger in the shortest path and sends the passenger’s
position misleading information to the nodes in the neighborhood

(C) When it is not within the range of directly observed passenger location, the
following location estimation method is used according to the passenger
location information notified by neighbor nodes

Passenger (A) The location truth value is transmitted to all vehicles in the neighborhood
losslessly

(B) The trajectory is not affected by vehicle position

(C) When a taxi arrives at its location, the passengers stop sending their location
information to the neighboring nodes

 (a) Motion diagram of taxis dispatching simulation           (b) tracks of taxis and the passenger 

Fig. 12.3 Schematic diagram of simulation experiments
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12.5 Conclusion and Prospect

Focusing on the dynamic change of multi-agent cluster observation results, this
paper proposes an iterative interactive task dynamic scheduling decision-making
method for multi-unmanned vehicles. This method is based on the study of the
process characteristics of human cognitive reasoning and introduces a knowledge-
driven decision-making process that integrates experience memory into the agent.
The simulation results show that this method can achieve the consistency of informa-
tion cognition in the cluster through dynamic information interaction in the iterative
process of local information interaction. In this paper, the behavior and decision-
making process of multi-vehicle in aspects of cognition, interaction, and association
are analyzed and studied on a time scale, so as to provide ideas for solving the contin-
uous autonomous operation of multi-vehicle system in a high-dynamic environment.
The method proposed in this paper has theoretical basis and practical value to extend
to multiple application fields.
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Chapter 13
Event Sequence T-Way Test Strategy
for Events Driven System

Yuqi Liu, Daming Pei, and Shiyuan Fang

Abstract Event-driven softwares (EDS) are now widely developed and used. Com-
mon example of Event-driven software span multiple domains from embedded sys-
tems to web and GUI applications. Testingmethods based on event executing permu-
tation is common in software testing field. Combinatorial method has been applied
to generate sequence coverage array (SC A) such as t-seq algorithm developed by
Kuhn et al. The SC A generated was aimed at n distinct events which occurs exactly
once in sequence. However, event may be repeatable in test sequence, because, for
most reactive or event driven systems, events occur multiple times in the course of
practical use. Existing sequence coverage array generated by combinatorial method
may exist redundancy for repeatable events. Therefore, we propose a reduction algo-
rithm for removing the unwanted subsequence of SC A. Furthermore, we introduced
a direct construction method to generate one-row test sequence, which satisfy t-way
permutations coverage of n events.

13.1 Introduction

Event-driven system taken events such as the buttons response to mouse click and
commands input from keyboard as the inputs. Software reacts to event so that state
is changed and then ready to the next event. Therefore, event-driven software needs
to handle different kinds of events and, in theory, any event response permutations
are possible. Some unexpected operation may lead to software failure. Postulate that
event A and event B occupy the same resource. If event A is triggered when the
resources was not released by event B, the execution sequence of B-A may cause
the system failure. However, it is difficult to ensure the coverage of test sequence by
designing a lot of testing combination of input order under the limited resources.
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Existing t-way strategies are very useful to detect interaction fault between param-
eters especially when higher interaction strength but still lack of support for testing
the sequence of events or parameters occurrence. Kuhn [7] provides efficient strat-
egy using combinatorial methods but events can only happen once in one row of
SC A. The repeatable events are very common in event driven system such as testing
API call of graphical user interfaces (GUI) applications including web browser, web
applications, mobile APP, etc. So considering these redundancy, generating a set of
smaller test sequences on the condition of satisfying the T-way coverage requirement
is meaningful.

Using combinatorial methods for generating test sequences of events was dis-
cussed in [3, 14–17] indicated the progress and achievements in t-way conventional
testing and point out that all of the existing t-way strategies do not support conven-
tional t-way testing in addition to the quick and dirty (QnD) strategy. Answer Set
Programming (ASP) was used to generating event sequence test cases. [1] presents
three constraint programming models from different viewpoints of sequence cover-
ing arrays and answer set programming program of the incidence matrix model for
finding optimal sequence covering arrays. The approach based on an effective com-
bination of ASP solvers and the incidence matrix can greatly improve the existing
bounds of many arrays but still have limitation of huge computation work. [2] intro-
duced a new approach that uses answer-set programming for generating SC As. The
event sequence obtained using ASP are significantly smaller than those generated
using the greedy algorithm of Kuhn et al. [8]. [4] introduced an event sequence gen-
eration algorithm for the testing of event-driven systems in particular Android appli-
cations, which presented themethod of automatically producing event sequences that
result in high coverage. Farchi et al. [5] extended the classic combinatorial model
to be an ordered combinatorial model that include both value and order require-
ments. The new model also support both parameter values and parameter orders
restrictions which satisfy a wide range of testing problems. Heuristic algorithm for
event sequence testing was developed. [6] presents a sequence-based interaction test-
ing strategy using a heuristic search algorithms (Bees Algorithm) and discussed the
implementation, present and compare the results with existing sequence covering
array algorithm. Comparing with the test sets produced by QnD algorithm [8], the
BA algorithm shown a smaller size or at least similar size. [12] did a large number
of experiments using Simulated Annealing (SA) algorithm for Event Driven Input
Sequence Testing to achieve optimum or near optimum test cases. The applicability
of test suite generated by SA technique still need to be evaluated. [11] presents a new
t-way strategy called Flower Strategy that addresses both sequence and sequence-
less test generation. Experimental results, in most cases, outperform those existing
t-seq [8], BA [6], and ASP [2] strategies.

Test Suite Reduction method and bounds for event sequencing testing was
researched. [10] presents an algorithm and criteria for inter-window interac-
tions based reduction, including 2way combinatorial coverage, 2way consecutive-
sequence combinatorial coverage, and 2way sequence-based combinatorial coverage
criteria. The reduced test suite provide promising fault-finding effectiveness. Lower
andupper bounds on the size of the array given in [8]were researchedbyMargalit [9].
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13.2 Background

T-way sequence iteration coverage made it possible to provide greater confidence
that the systemwould function correctly regardless of possible dependencies between
events. For testing event sequences with non-repeating events, Kuhn [7] provides
efficient test sequence using combinatorial methods. A sequence-covering array,
SC A(N , S, t) was defined as an N × S matrix, which is a set of tests that ensure all
t-way sequences of events have been tested. Every t-length permutation occurs in at
least one row in the array and the t symbols in the permutation are not required to be
adjacent. SC A is applicable for event driven systems that may exist a great many of
events, where events may occur multiple times but testing multiple occurrences can
not bring obvious benefits and test efficiency should have priority. Among algorithms
of t-way sequence test generation were investigated, the most classical algorithm of
generating sequence covering arrays were named t-seq [7]. Greedy strategy was
taken to generate a large number of tests, which chooses the highest scoring test
by comparing the number of previously uncovered sequences it covers. In order to
explain how SC A works, taking an embedded interrupt system with four events
a, b , c, d for instance. Events that each have priority in embedded system, where
external interruption can have higher priority. Interruption events may happen in any
time when system is running, so events can happen in any sequences. But bugs may
happen when dependent relationship exist between events.

The 3-way sequence coverage is to cover all permutations of 3-length sequences
[a-b-c], [a-b-d], [a-c-d], [b-c-d]. One subset of 3-way sequence is [b, c, d], which can
be arranged in six permutations: [b-c-d], [b-d-c], [c-b-d], [c-d-b], [d-b-c], [d-c-b]. A
test that covers the permutation [d-b-c] is: [a-d-b-c], [d-a-b-c], [d-b-a-c] or [d-b-c-a].
Table13.1 illustrates the SC A example generated by the tool of sequence covering
array generator, which can be download on the website [13].

As we can see from Table13.1, eight tests were generated for 3-way permutation
coverage of 4 events. Because of extensive human and resource involvement, the
time cost for each tests is huge. But SC A testing significantly reduced test cost by
reducing the number of tests.

Table 13.1 3-Way sequence for 4 events

Test Event sequence

1 a b c d

2 d c b a

3 c a d b

4 b d a c

5 c b d a

6 a d b c

7 d a c b

8 b c a d
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13.3 The Reduction of Sequence Covering Arrays

Events may be repeatable for many types of event driven systems such as communi-
cation system and embedded control system. For repeatable events, test sequences
generated by t-seq [7] may exist redundancy. Based on the rule of that failures gener-
ally triggered in the condition of whether or not a particular event had occurred prior
to the other one and they are not necessary to be adjacent. Things that events occurred
multiple times in one test is actually possible in practice. Consider the problem of
testing four events, a, b, c and d, 8 tests generated based on 3-way interaction strength
was shown in Table 13.1.

Algorithm 1 Reduction Strategy for SC A.
Input: SC A, a N × S matrix;
//N means number of tests;
//S means event number form event set; Output: one row test sequence Seq;

1: for number of reduction i from S − 1 to 1 do
2: for traverse j test from 1 to N − 1 do
3: extract the beginning and ending of i length subsequence

frontsubseq and behindsubsseq;
4: detect whether the beginning or the ending subsequence

of j + 1 to N test is the same with j test;
5: if exist a test that can be merged then
6: combine two test to be a new test;

remove the reduced test form SC A;
7: end if
8: end for
9: end for
10: combine the rest of tests together to be one test Seq;
11: return Seq;

Taking the third test [c-a-d-b] and the sixth test [a-d-b-c] for example, both test
contains the subsequence [a-d-b]. that two test can be reduced to one test [c-a-d-
b-c] by with removing the same subsequence, which was in the side of the test
sequence and where symbols included was adjacent. Compared with these two test,
the combined test covers the same number of uncovered sequence with just 5 events.
To reduce the subsequence redundancy, We proposed a Max-Reduction strategy for
t-seq covering array. Test cost can be reduced by reducing the events number of tests.
The reduction strategy that reduces event of test by removing sequences that do not
contribute to a coverage requirement is shown in Algorithm 1.

Reduction Criteria: We adopt the greedy strategy to achieve the maximum reduc-
tion. Tests contains the longer length of subsequence have the priority to be combined.
The reduction algorithm need up to n-1 times iteration for reduce from n-1 to 1 length
sequence. Both side of sequence will be detected for the presence of sequence that
can be reduced.
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Event sequence [d-c-b-a-b-c-d-c-b-d-a-c-b-c-a-d-b-c] can be generated by the
algorithm I. Event number of test sequence is 18 comparing to 32 events of 8 test in
Table13.1. SC A(8, 5, 3) [13] can be reduced to one-row sequence [b-a-e-d-c-b-a-b-
c-d-e-a-c-b-d-e-a-d-a-e-b-c-e-a-d-b-c-a-e] with a reduction of over 27% of the event
redundancy. Time and material cost can be reduced for the decrease in even number
of test.

Algorithm 2 Direct Construction Strategy .
Input: event number n,iteration strength t;
Output: one-row test sequence Seq;

1: generate initial test sequence by listing n events in one row;
2: judge the number of covering t-way sequence and mark on the covered sequence;
3: while all t-way sequences not covered do
4: construct candidate solution: append every event of n

event set behind of the current test sequence to be
n candidate sequence seqi;

5: select the best candidate sequence from seqn that cover
more sequences;

6: end while
7: return Seq;

13.4 Sequence Coverage Algorithm

Even if the event number of SC A has been decreased by the reduction algorithm,
there still have redundancy in tests for events which are repeatable in one test. The
reduction algorithm only removed duplicate subsequence at the sides of sequences. A
direct construction algorithm for generating t-way sequencewere produced bygreedy
strategy. As is shown in Algorithm 2, candidate solution that covers most uncovered
sequences will be chosen to be the current best solution during the construction of
one-row sequence.

Tables13.2 and 13.3 respectively, show the 3-way sequence and 4-way sequence
test generated by using Algorithm 2. The event number of SC A tests generated by
t-seq method, tests produced by SC A reduction strategy and tests given by direct
construction method was compared in Table13.4.

Event number of SC A generated by the t-seq algorithm was given in [7], and the
benchmark of t-way sequence tests for 3-way and 4-way permutation coverage are
available on the web site [13].

The events number of SC A reduction in Table13.4 was calculated based on the
sequence generated by reducing the SC A benchmark. Events number of Sequence
was counted by the sequence generated by algorithm II. It is surprising that
the generated events sequence has a strong regularity in the structure. One-row
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Table 13.2 3-way sequence generated by direct construction strategy

Events 3-way sequence

5 a-b-c-d-e-a-b-c-d-a-e-b-c

6 a-b-c-d-e-f-a-b-c-d-e-a-f-b-c-d

7 a-b-c-d-e-f-g-a-b-c-d-e-f-a-g-b-c-d-e

8 a-b-c-d-e-f-g-h-a-b-c-d-e-f-g-a-h-b-c-d-e-f

Table 13.3 4-way sequence generated by direct construction strategy

Events 4-way sequence

5 a-b-c-d-e-a-b-c-d-e-a-b-c-d-a-e-b

6 a-b-c-d-e-f-a-b-c-d-e-f-a-b-c-d-e-a-f-b-c

7 a-b-c-d-e-f-g-a-b-c-d-e-f-g-a-b-c-d-e-f-a-g-b-c-d

8 a-b-c-d-e-f-g-h-a-b-c-d-e-f-g-h-a-b-c-d-e-f-g-a-h-b-c-d-e

Table 13.4 Number of events for 3-way and 4-way sequence
Events t-way seq SCA reduction Seq Events t-way seq SCA reduction Seq

3-seq 4-seq 3-seq 4-seq 3-seq 4-seq 3-seq 4-seq 3-seq 4-seq 3-seq 4-seq

5 40 145 29 13 74 17 19 418 2432 404 2287 55 73

6 60 228 47 154 16 21 20 440 2680 422 2523 58 77

7 84 350 67 277 19 25 21 462 2814 443 2664 61 81

8 112 448 77 337 22 29 22 484 3080 470 2928 64 85

9 126 612 114 489 25 33 23 552 3358 534 3192 67 89

10 140 720 128 609 28 37 24 576 3504 557 3347 70 93

11 154 858 143 746 31 41 25 600 4108 582 3647 73 97

12 192 1032 180 917 34 45 26 624 4320 611 3947 76 101

13 208 1196 197 1070 37 49 27 702 4536 684 4156 79 105

14 224 1400 213 1272 40 53 28 728 4814 712 4369 82 109

15 270 1620 254 1486 43 57 29 754 4980 732 4646 85 113

16 288 1792 277 1653 46 61 30 780 7920 764 4800 88 117

17 340 2006 322 1865 49 65 40 1280 10700 1261 7742 85 121

18 360 2196 347 2059 52 69

sequence based on 3-way sequence of 5 events can be split to 3 sections: a-b-c-d-e
a-b-c-da-e-b-c. Compared with 3-way sequence of 6 events, the one-row sequence
is a-b-cd-e-f a-b-c-d-e a-f-b-c-d. Meanwhile, the 4-way sequences have the simi-
lar rules. 4-way sequence of 5 events is a-b-c-d-e a-b-c-d-e a-b-c-d a-e-b. 5-way
sequence of 6 events is a-b-c-d-e-f a-b-c-d-e-f a-b-c-d-e-f a-b-c-d-e a-f-b (Fig. 13.1).

According to the above examples, t-way sequence of n events can be generated
by the combination of 3 subsequence: first subsequence is the repetition of n events
arranged in same order for t2 times; the second is the front n1 events of n events in
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Fig. 13.1 The comparison of events number between SC A generated by t-seq algorithm, the
reduction of SC A and direct construction sequence

the same order; the third subsequence is the front nt+1 events of n events sequence
and the last event is inserted into the second place.

It can be found from Table 13.4 that the reduction strategy was efficient to a
certain extent, but very finite in reducing the number of events. However, the direct
construction method shows an obvious decrease in event number. In order to show
the growth in the number of test events generated by the three methods with the
increase in events under test, Fig. 13.1 is given.

13.5 Conclusions and Future Work

We have presented a reduction strategy to reduce the sequence coverage redundancy
of SC A and a direct construction method to generate t-way testing sequence for
event driven system, where a large number of events are repeatable in one test. The
proposed strategy had shown a promising result. Test cost was reduced by decreasing
the event number of test sequences, and it will save the time cost of testing especially
systems that require manual or physical operation.

Future work will expand to improve the algorithm so that it could support not
only uniform strength sequence interaction, but also to support variable strength.
Another direction is thatwe are currently extending the algorithm to support sequence
constraints. Finally, we are exploring the test case generation method for the fault
localization of order-faults.
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Appendix: Verify T-Way Coverage of Sequence Generated
by Direct Construction Method

To verify t-way coverage of the sequence generated by direct construction method,
taken the 3-way sequence of 4 events as example. In order to satisfy 3-way order
coverage requirement of 4 events, [a-b-c], [a-c-b], [b-a-c], [b-c-a], [c-b-a], [c-a-b],
[a-b-d], [a-d-b], [b-a-d], [b-d-a], [d-b-a], [d-a-b],[a-c-d], [a-d-c], [c-a-d], [c-d-a], [d-
c-a], [d-a-c], [b-c-d], [b-d-c], [c-b-d], [c-d-b], [d-c-b], [d-b-c] must be covered. [a-b-
c-d-a-b-c-a-d-b] is the result given by algorithm II based on the direct construction
strategy. It is easy to verify that all the 3-length sequences listed above are covered
by the sequence.
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Chapter 14
QUasi-Affine TRansformation
Evolutionary Algorithm for Feature
Selection

Zhi-Gang Du, Tien-Szu Pan, Jeng-Shyang Pan, and Shu-Chuan Chu

Abstract QUasi-Affine TRansformation Evolutionary Algorithm (QUATRE) is a
currently emerging meta-heuristic evolutionary algorithm. QUATRE has the ability
to balance exploitation and exploration in the optimization process, and the algorithm
optimization usesmatrix operations to greatly reduce the time complexity for solving
the same problem. This series of advantages makes this algorithm adopted by a
large number of researchers. In this paper, QUATRE is used to optimize the Feature
Selection (FS) of the wrapper method. K-Fold Cross-Validation (KFCV) method
is also used to divide the test set and training set of the sample, and then use the
K Nearest Neighbor (KNN) algorithm for feature classification. In the optimization
process, we use a threshold (choice) for feature identification to select useful features.
Finally, the 9 standard test data sets in UCI are used to verify the effectiveness of the
QUATRE algorithm.
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14.1 Introduction

Inmachine learning, the curse of dimensionalitywill appear as the sample dimension-
ality increases [23, 33]. However, in today’s information society, there are thousands
of pieces of information generated at all times [25]. This has led researchers to use
various methods to select valuable data information from these data, and discard fea-
tures that are not important or relevant in pattern recognition and machine learning
[7]. Therefore, it is becomingmore andmore important to reduce sample dimensions
from the original data set and feature selection methods with higher accuracy [42].
Feature selection generally includes three methods: Wrapper, Embedded, and Filter.
The filter is the process of feature selection is integrated with the process of classifier
learning, and feature selection is performed during the learning process. The most
common use of L1 regularization for feature selection. According to the objective
function, the wrapper selects several features or excludes several features at a time
until the best subset is selected. Embedding). First, use some machine learning algo-
rithms and models for training to obtain the weight coefficients of each feature, and
select the features from large to small according to the coefficient. Similar to the
filter method, but through training to determine the pros and cons of features.

In real life, an object often has many features (also called attributes), which are
mainly divided into related features, irrelevant features, and redundant features. Fea-
ture selection is to select M (M < N ) sub-features from N features, and in the M
sub-features, the criterion function can reach the optimal solution. That is to say, by
choosing as few sub-features as possible, the effect of the model will not decrease
significantly, and the category distribution of the results is as close to the real cate-
gory as possible [14]. For a sample data with N features, 2N − 1 feature subsets can
be generated, and feature selection is to select the best subset for a specific task from
these. Feature selection is also an NP problem. That is, when N increases infinitely,
there is no method other than an exhaustive search that can guarantee the optimal
feature subset. Feature selection mainly includes four steps: generating candidate
feature subsets, evaluating the quality of feature subsets, deciding when to stop, and
whether the feature subsets are valid [10, 13].

The meta-heuristic algorithm is also called a kind of uncertainty algorithm pro-
posed relative to the optimized deterministic algorithm [15, 22, 24]. Uncertainty
refers to when the optimization algorithm of a problem can determine the optimal
solution of the problem [5, 15], and the meta-heuristic algorithm is an algorithm
based on intuition or empirical construction [16], which can spend an acceptable
cost referring to the calculation time A feasible solution of the problem is given
under (and space), and the degree of deviation of the feasible solution from the opti-
mal solution may not be predicted in advance [2, 40]. However, as the dimensions
of problems, in reality, continue to increase, deterministic optimization methods are
often computationally time-consuming [4, 9]. Moreover, the problems to be opti-
mized in reality often have various limitations, such as non-differentiation. In order
to break through this limitation, themeta-heuristic algorithm came into being [1, 27].
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After decades of development, many classic algorithms have been widely used
in real life problems [31, 35]. Researchers were inspired by the foraging behavior
of birds to generate particle swarm optimization (PSO) [3, 12], which mainly solves
continuous problems in real life. Ant Colony Optimization (ACO) simulates the
pheromone release of ant colonies in the process of searching for food to guide
subsequent ants to foraging behavior, mainly to solve the discrete problem in the real
world [6, 41]. Cat Swarm Optimization (CSO) is inspired by the group behavior of
cats preying on prey [8, 37, 38]. Meta-heuristic evolutionary algorithms also include
Cuckoo Search Algorithm (CSA) [30], Differential Evolution (DE) [20, 26, 29, 39],
Artificial Bee Colony (ABC) [18, 32, 36], etc.

QUasi-Affine TRansformation Evolutionary Algorithm (QUATRE) is a meta-
heuristic algorithm with a new evolutionary structure proposed by Z. Meng and
others [11, 19, 21]. QUATREovercomes the shortcomings of the existing algorithms,
such as the reduction of population diversity as the evolution progresses, and the
premature convergence of the algorithm into a local optimum [17, 28, 34]. This
paper uses the excellent convergence performance of the QUATRE algorithm for
feature selection. We mark each feature by using a threshold. When the dimension
representing each feature is greater than the threshold, we consider the feature to be
a relevant feature. Otherwise, it is redundant or irrelevant features. Then, perform
K-fold cross-validation on the selected samples and use KNN to evaluate the selected
features.

The rest of this paper will be discussed in the following parts. Section14.2
briefly introduces the QUATRE algorithm, the KNN algorithm and the K-fold cross-
validation method. Section14.3 discusses in detail the main architecture for feature
selection using theQUATREalgorithm. Section14.4 presents and analyzes the exper-
imental results of 9 benchmark test data sets based on UCI. Finally, we give relevant
conclusions.

14.2 Related Work

14.2.1 QUasi-Affine TRansformation Evolutionary

The QUATRE algorithm simulates the process of quasi-affine transformation from
one affine space to another affine space in the geometric space. Equation14.1 gives
the evolution formula of QUATRE.

X ⇐ M
⊗

X + M
⊗

B, (14.1)

whereX = [x1, x2, . . . , xps]T is the population positionmatrix,xi = (xi1, xi2, . . . , xiD)
is the position vector of the ith particle, ps is the population size,D is the dimension of
the problem space and

⊗
represents themultiplication operator by the corresponding
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Table 14.1 Seven generation schemes of evolution matrix B.

No. QUATRE/x/y Equation

1 QUATRE/rand/1 B = Xr1 + F × (Xr2 − Xr3)

2 QUATRE/best/1 B = Xgbest + F × (Xr1 − Xr2)

3 QUATRE/target/1 B = X + F × (Xr1 − Xr2)

4 QUATRE/target-to-best/1 B = Xgbest + F × (Xgbest − X) + F × (Xr1 − Xr2)

5 QUATRE/rand/2 B = Xr1 + F × (Xr2 − Xr3) + F × (Xr4 − Xr5)

6 QUATRE/best/2 B = Xgbest + F × (Xr1 − Xr2) + F × (Xr3 − Xr4)

7 QUATRE/target/2 B = X + F × (Xr1 − Xr2) + F × (Xr3 − Xr4)

position (the ‘.*’ operation in Matlab). B is a mutation matrix, and there are seven
generation methods as shown in Table14.1.

Where Xr1,Xr2,Xr3,Xr4,Xr5 are five different matrices that perform random
row transformation on the X matrix. Xr1 − Xr2 is the difference matrix of the two
matrices of Xr1 and Xr2. F is the coordination coefficient, which is set to 0.7. Xgbest

= [xgbest, xgbest, . . . , xgbest]T is the optimal position matrix, and xgbest is the position
vector of the current optimal individual.

M is the contribution matrix, and its matrix elements have only two values, 0 and
1.M is the binary inverse operation matrix of the corresponding bit inversion of the
M matrix. The inverse of the 0 is 1, and the corresponding relationship between 0.
M and M is shown in Eq.14.2.

M =
⎡

⎣
0 0 1
1 0 0
1 1 0

⎤

⎦ M =
⎡

⎣
1 1 0
0 1 1
0 0 1

⎤

⎦ (14.2)

When the population number ps is greater than the dimensionD (if ps = A × D +
C), the M matrix will be initialized first. It is composed of D × D lower triangular
matrices of and the firstC rows of the lower triangular matrix. Then, perform random
row transformation to form the M matrix.

14.2.2 K Nearest Neighbor (KNN) Method

KNN is to judge the category of unknown samples. Its implementation principle is
based on the samples of all known categories as a reference, calculates the distance
between the unknown sample and all known samples, and selects the K known
samples closest to the unknown Obey the majority-voting rule, and classify the
unknown sample and the K nearest neighbor samples into one category. Since the
KNN Nearest Neighbor classification algorithm only determines the category of the
sample to be classified based on the category of the nearest one or several samples
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in the classification decision, rather than relying on the method of discriminating the
class domain to determine the category, so for the class domain KNNmethod is more
suitable than other methods for the sample sets to be divided with more crossover or
overlap.

The key to the realization of the KNN algorithm has the following three points:
(1) All the characteristics of the sample must be quantified comparatively. If there
are non-numerical types in the sample characteristics, measures must be taken to
quantify them into numerical values. For example, the sample feature contains color,
and the distance calculation can be realized by converting the color to gray value. (2)
Sample features need to be normalized. The sample has multiple parameters, each of
which has its own domain and value range. Their influence on distance calculation is
different. For example, the influence of a larger value will cover the parameter with
a smaller value. Therefore, the sample parameters must be scaled. The simplest way
is to normalize the values of all features. (3) A distance function is needed to calcu-
late the distance between two samples. The commonly used distance functions are
Euclidean distance, cosine distance, Hamming distance, Manhattan distance, etc.
Euclidean distance is generally selected as the distance metric, but this Yes only
applies to continuous variables. In the case of discontinuous variables such as text
classification, Hamming distance can be used as a metric. Under normal circum-
stances, if some special algorithms are used to calculate the metric, the accuracy of
K Nearest Neighbor classification can be significantly improved, such as the use of
large edge nearest neighbor method or nearest neighbor component analysis method.

Taking the calculation of the distance between A : (x1, x2, . . . , xD) and B :
(y1, y2, . . . , yD) in a D-dimensional space as an example, Eqs. 14.3 and 14.4 give
the calculation formulas of Euclidean distance andManhattan distance, respectively.

Euc_D =
(

D∑

i=1

(xi − yi)
2

) 1
2

(14.3)

Man_D =
D∑

i=1

|xi − yi| (14.4)

14.3 QUATRE Algorithm for Feature Selection

In the optimization process of feature selection, the fitness function is very important
for the classification result. In the process of designing the fitness function, we should
pay attention to two performance indicators, one is the error value KE(·) obtained
through K-fold cross-validation for x′, and the other is the number T of selected
features. Fitness function as shown in Eq.14.5.
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Fig. 14.1 QUATRE’s flow chart for feature selection

F = c1 × KE(x′) + c2 × T

N
, (14.5)

where N is the total number of features, c1 and c2 are two coefficients, which are
set to 0.99 and 0.01, respectively. x′ is the feature label vector determined for x
according to the threshold choice. When the correlation dimension is 0, it means it is
irrelevant to the feature, and when it is 1, it is relevant. The conversion rule is shown
in formula 5.

bij =
{
1, if xij ≥ choice

0, others
, (14.6)

where x′
i = (bi1, . . . , bij, . . . , biD) and xi = (xi1, . . . , xij, . . . , xiD) (j = 1, 2, . . . ,D)

are the mark feature vector and the vector generated by the QAUTRE algorithm,
respectively. The overall architecture of QUATRE algorithm applied to FS is shown
in Fig. 14.1.

14.4 Experimental Results

There are several key parameters that need to be set in the experimental simulation of
feature selection of QUATRE and other comparison algorithms. The population size
ps of several comparison algorithms is set to 100, the maximum number of iterations
Tmax is set to 100, the number of classifications K1 in KNN is set to 2, and the number
of sub-sets K2 in K cross-validation is set to 5. In the feature selection application,
the search boundary range of all comparison algorithms is [0, 1], and we can also
consider this value as the probability that the feature corresponding to the dimension
is a related feature. The specific descriptions of the nine test sets in the UCI used are
shown in Table14.2.
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Table 14.2 Description of the 9 test sets in UCI

No. Name Instances Number of features
(D)

1 Breast 277 9

2 Glass 214 9

3 Heart 303 13

4 Ionosphere 351 34

5 Vehicle 846 18

6 Vote 435 16

7 Wine 178 13

8 Wpbc 198 33

9 Zoo 101 16

Table 14.3 The average of 10 experimental results of feature selection between QUATRE and
other compared algorithms

Name QUATRE DE PSO GA

Breast 0.216112716 0.281320626 0.329546216 0.385940329

Glass 0.29341433 0.372776467 0.38884776 0.445346747

Heart 0.146052551 0.222789059 0.322111333 0.379684368

Ionosphere 0.100254148 0.147363906 0.185015907 0.205239107

Vehicle 0.252163121 0.324223987 0.389910862 0.463097432

Vote 0.036285345 0.115308332 0.191776519 0.242430897

Wine 0.042358686 0.105133173 0.197194362 0.276414434

Wpbc 0.173772727 0.252651809 0.335215409 0.393911591

Zoo 0.035011139 0.122521627 0.128078693 0.136345532

In order to better demonstrate the excellent performance of QUATRE algorithm in
feature selection, PSO,DE, andGA algorithms are used for comparison experiments.
Each algorithm is run 10 times independently based on 9 benchmark test data sets
and averaged. The corresponding results are given in Table14.3.

From the comparison data in table, we can clearly see that theQAUTRE algorithm
ismore accurate than the other three compared algorithms in the application of feature
selection.

14.5 Conclusion

This paper uses the QUATRE algorithm for feature selection, and the search space
is between 0 and 1. The features corresponding to each dimension are distinguished
between related and irrelevant features by means of thresholds. The use of thresh-
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old reduces the continuous variables of each dimension to two values of 0 and 1.
This work also uses KNN with K-fold cross-validation to calculate related classi-
fication feature errors. By using the method of reducing the error value to improve
the accuracy of feature selection. Compared with other algorithms in the application
of feature selection, the experimental effects show that QAUTRE algorithm has a
powerful convergence advantage.

In future work, we will further analyze numerous optimization approaches of
intelligent algorithms to cope with increasingly complex real-world problems. We
also need to further improve the feature selection model framework and improve the
accuracy of feature selection.
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Chapter 15
Advanced QUasi-Affine TRansformation
Evolutionary (QUATRE) Algorithm
and Its Application for Neural Network

Pei Hu, Jeng-Shyang Pan, and Shu-Chuan Chu

Abstract The QUasi-Affine TRansformation Evolution (QUATRE) was first pro-
posed by Meng et al. in 2016. It has the characteristics of few parameters and fast
convergence. This paper brings two methods to improve its solution quality. The
opposite position and comprehensive learning greatly advance the ability of jump-
ing out of local traps when the QUATRE falls into stagnation. Their performance is
verified by 23 benchmark functions. In the end, they succeed to train the parameters
of neural network and predict the long-term traffic flow in Qingdao.

15.1 Introduction

In the past few decades, the methods of operational research and heuristic have been
greatly developed, but the actual optimizationproblems are very complex anddifficult
to solve with traditional approaches. Scholars develop meta-heuristic algorithms by
simulating certain natural phenomena processes and laws [1–3]. Compared with
traditional mathematical programming, meta-heuristics do not require analyzing the
specific problems and have little dependence on the problems [4]. However, the
final solution acquired by the meta-heuristic is not necessarily the global optimal
solution, and it just obtains a more satisfactory solution in a short time and space [5].
Meta-heuristics mainly include evolutionary algorithms and swarm intelligence [6].

Meta-heuristics have been widely used in various fields [7–11]. In the neural net-
work (NN), Hu et al. combined shuffled frog leaping algorithm (SFLA) with grey
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wolf optimizer (GWO) and differential evolution (DE), and adopted parallel hetero-
geneous algorithm to train neural network [12]. The proposed scheme successfully
realized the predictions of wind power and daily load. Huang et al. adopted tabu
search (TS) to optimize the quality of watermarked image and its robustness [13].
Chu et al. brought a constrained ant colony optimization (CACO) to handle the trou-
bles of clusters with outliers or arbitrary shapes and bridges between clusters [14].
Meng et al. proposed a adaptive learning DE and succeeded to solve the inconve-
nience in the selection of control parameters [15]. Pan, Nguyen and Kong applied
genetic algorithm (GA) and cat swarm optimization (CSO) to optimize the wireless
sensor network (WSN) [16–18]. Nguyen et al. adopted bat algorithm (BA) to build
an optimal cluster, while minimizing the communication distance [19]. Hu et al. and
Zhao et al. utilized grey wolf optimizer (GWO) and particle swarm optimization
(PSO) to implement the classification [20, 21]. Xue et al. and Chu et al. optimized
ontology alignment through meta-heuristics [22–24]. Zhuang et al. improved the
flower pollination algorithm (FPA) and applied it in the capacitated vehicle routing
problem (CVRP) [25]. To reduce the evaluation time of complex objective function,
Sun et al. proposed a cooperative swarm optimization algorithm based on surrogate-
assisted model and a fitness approximation assisted competitive swarm optimizer to
solve large scale expensive problems [26, 27]. Zhang et al. suggested quantum GA
and learning vector quantization neural network to predict short-term traffic flow
[28]. Wu et al. offered an advanced ant colony algorithm (ACO) to obtain a large
number of high-utility items within a limited time [29]. Wang et al. utilized firefly
algorithm (FA) to improve the solution quality and reduce the calculation time [30].

Pan et al. and Song et al. proposed newmeta-heuristics to suitable for the different
applications [31–33].

Although QUATRE is a new algorithm, it has powerful search ability. This paper
proposes two methods to avoid QUATRE from falling into local traps and verifies
their superiority through experiments. Finally, the improvedmethods are successfully
applied to long-term traffic flow prediction.

15.2 Related Work

QUasi-Affine TRansformation Evolution (QUATRE) is a co-evolutionary architec-
ture algorithm of quasi-affine transformation [34, 35]. It overcomes the slow conver-
gence of PSO. QUATRE also belongs to a DE algorithm with fewer parameters and
conquers the representative bias of the high-dimensional perspective in the DE. It
achieves a more reasonable search from the perspective of statistics and probability
theory.

In geometry, the affine transformation from affine space X to Y is Y = MX + B,
and the QUATRE algorithm uses its evolutionary architecture.

X = MX + M̄ B (15.1)
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M is derived from a lower triangular matrix through random row and column con-
versions and M̄ is the inverse operation of M . B is calculated by the following
equation:

B = Xgbest + c ∗ (Xr1 − Xr2) (15.2)

where c is the coefficient factor of the differential matrix and the value is 0.7. Xr1

and Xr2 are generated by randomly arranging the row vectors of the matrix X .

15.3 The Advanced QUATRE Algorithm

QUATRE has few parameters and fast convergence, but it lacks measures to avoid
local optima. This section proposes two effective methods to detect and avoid local
traps.

Each particle uses Eq. (15.1) to move to a new position. After the evaluation is
completed by fitness function, it is judged whether the value is improved. If there is
no development, the following determination is made:

stagi =
{
0 if( fi (n + 1) < fi (n))
stagi + 1 else

(15.3)

If the fitness value of i does not improve compared with the previous time, the
stagnation value increases 1, or else the value is reset to 0. Once the stagnation value
exceeds T , where T is the stagnation threshold with a value of 5. It means that the
particle has not moved toward the optimal solution for a long time and it may fall into
the local optimum or the search direction will deviate. In this case, it is necessary to
force the change of the position. This paper adopts the strategy based on the opposite
position to stay away from the current position. UB and LB are the upper and lower
limits of the particle’s position, and Xi is the position of i . The updating position is:

Xi = UB + LB − Xi (15.4)

There is a chance to jump out of the local trap and search for the optimal solution
after the particle is updated.

When the particles do not find a better solution, they need to learn from the
surrounding particles to obtain great performance. The particle cannot study from
one to prevent loss of population diversity and several particles with the same search
path. The new position equation is defined as follows:

X j
i = X j

r (15.5)

For each dimension, r is a randomly selected particle.
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The complexity of the algorithms is only a few more judgments than the original
QUATRE, and they do not increase the fitness function call. The performance is
greatly improved when the amount of calculation is not much different.

15.4 Experimental Results and Discussion

In this section, 23 benchmark functions are used to test the performance. Their
detailed descriptions can be referred to [12, 20]. O-QUATRE uses the opposite
position method and C-QUATRE adopts the comprehensive learning approach. The
population size is 20, and the maximum number of iterations is 500. Each function
runs 30 times. Table15.1 shows the experimental results of the algorithms. AVG is
the average of the best solutions of the 30 times and ST D is their variance.

Table 15.1 The statistical results

Function QUATRE O-QUATRE C-QUATRE

AVG STD AVG STD AVG STD

f1 4.73E−03 2.54E−02 5.25E−07 4.09E−07 2.80E−07 4.10E−07

f2 2.13E−03 8.90E−03 7.11E−05 3.40E−05 3.44E−05 1.29E−05

f3 1.42E+04 2.53E+03 1.62E+04 3.98E+03 1.26E+04 4.77E+03

f4 1.42E+01 4.96E+00 1.13E+00 3.93E−01 1.75E+00 1.60E+00

f5 7.94E+01 4.29E+01 4.34E+01 3.15E+01 8.75E+01 1.13E+02

f6 2.06E−06 2.74E−06 4.62E−06 2.36E−06 3.58E−07 4.76E−07

f7 5.65E−02 2.18E−02 2.60E−02 8.09E−03 2.33E−02 8.77E−03

f8 −1.11E+04 3.62E+02 −1.12E+04 3.15E+02 −1.15E+04 5.67E+02

f9 5.23E+01 1.14E+01 3.59E+01 1.05E+01 3.87E+01 1.45E+01

f10 6.38E−01 1.19E+00 1.64E−04 7.21E−05 1.37E−04 1.21E−04

f11 8.96E−03 1.13E−02 2.93E−03 1.15E−02 4.60E−03 6.54E−03

f12 3.23E−01 5.67E−01 4.04E−03 1.87E−02 2.07E−02 4.15E−02

f13 3.73E−02 1.60E−01 7.62E−03 1.83E−02 1.10E−03 3.30E−03

f14 3.94E+00 3.91E+00 4.47E+00 3.54E+00 3.79E+00 2.94E+00

f15 3.78E−03 7.42E−03 3.87E−03 7.39E−03 3.72E−03 7.45E−03

f16 −1.03E+00 1.03E−05 −1.03E+00 3.84E−04 −1.03E+00 8.76E−08

f17 3.98E−01 1.06E−04 3.98E−01 1.33E−07 3.98E−01 4.00E−08

f18 3.00E+00 3.88E−05 3.00E+00 6.07E−09 3.00E+00 3.63E−05

f19 −3.86E+00 8.78E−10 −3.86E+00 3.35E−09 −3.86E+00 1.43E−09

f20 −3.27E+00 5.93E−02 −3.28E+00 5.73E−02 −3.27E+00 5.89E−02

f21 −5.64E+00 3.12E+00 −5.95E+00 2.92E+00 −6.05E+00 3.26E+00

f22 −5.21E+00 3.05E+00 −6.90E+00 3.60E+00 −7.85E+00 3.21E+00

f23 −5.37E+00 3.49E+00 −8.00E+00 3.37E+00 −6.19E+00 3.64E+00
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Table 15.2 The Wilcoxon rank sum test based on QUATRE

Function O-QUATRE C-QUATRE Function O-QUATRE C-QUATRE

f1 5.83E−03 4.44E−07 f13 3.51E−02 2.83E−08

f2 4.51E−02 4.20E−10 f14 3.51E−01 8.47E−01

f3 7.98E−02 1.37E−01 f15 1.88E−01 7.84E−01

f4 3.02E−11 3.69E−11 f16 6.00E−01 6.03E−01

f5 2.32E−02 4.04E−01 f17 9.00E−01 8.84E−02

f6 1.11E−06 6.53E−08 f18 5.06E−01 7.14E−01

f7 3.65E−08 5.46E−09 f19 6.32E−01 5.86E−01

f8 1.81E−01 5.19E−02 f20 5.32E−01 8.04E−01

f9 2.88E−06 2.68E−04 f21 7.93E−01 9.82E−01

f10 3.82E−09 6.72E−10 f22 1.40E−01 3.69E−03

f11 2.49E−06 3.03E−03 f23 4.70E−03 4.91E−01

f12 1.75E−05 5.60E−07

<=> 1/11/11 0/12/11

It can be seen from Table15.1 that O-QUATRE and C-QUATRE have greatly
improved the performance of the QUATRE and perform well in the test functions.
O-QUATRE only has poor performance in the f3, f6, f14, f15 and f20, and it finishes
perfectly in 14 test functions. While C-QUATRE completes unsatisfactorily in the
f5 and does well in 17 test functions. The algorithms have the same results in the
f16– f19. This is because the functions have low dimension and complexity. It reveals
that O-QUATRE and C-QUATRE have stronger search space capabilities, and the
improved strategies assist the QUATRE to escape local traps. The data obtained by
C-QUATRE is better thanO-QUATRE,which shows that the comprehensive learning
can better learn evolutionary information from the surrounding particles. Through the
above analysis, the solution quality of O-QUATRE and C-QUATRE wins QUATRE
(Table15.2).

Table15.3 is the Wilcoxon rank sum test based on QUATRE, which is used to
judge whether they have statistical differences. It can be found that O-QUATRE is
not as good as QUATRE only on f7, and it is superior QUATRE in 11 functions.
C-QUATRE is also better than QUATRE in 11 functions, and they have the same
statistical results in 12 functions. It is shown by Wilcoxon rank sum test that O-
QUATRE and C-QUATRE win QUATRE.

15.5 Application for Neural Network

The prediction of traffic flow is very important for both government and individuals.
Local governments forecast trafficflow in future to guide appropriate trafficmeasures,
such as changing the time of traffic signals or closing certain roads to avoid potential
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Table 15.3 Quantitative value

DATE Weather Weekday DATE Weather Weekday

7.5 0.2 0.6 7.10 0.2 0.2

7.6 0.2 0.6 7.11 0.2 0.5

7.7 0.2 0.5 7.12 0.2 0.6

7.8 0.2 0.2 7.13 0.4 0.5

7.9 0.3 0.3 7.14 0.2 0.2

Table 15.4 The statistical results of the predictions

Index QUATRE O-QUATRE C-QUATRE

Max error (%) 293.26 367.1 379.25

Min error (%) 0.02 0.02 0.02

>= 100 49 27 5

[50–100] 47 42 20

[30–50] 31 38 29

traffic congestion. The predictions are divided into long-term and short-term [36].
The goal of long-term is to predict the traffic flow for one or more days in future.

Neural network is a hot research in the artificial intelligence [37]. A typical neural
network has an input layer, one or more hidden layers and an output layer [38–41].
The meta-heuristic algorithm is used to optimize the input weight, output weight and
deviation of the neural network, and then the neural network adopts the parameters
to implement prediction. This paper forecasts the traffic flow in Qingdao. The format
of the data set is as follows: the day before yesterday’s traffic flow, the current day’s
traffic flow, weather condition and weekday. The data of the first seven days is used
as the training set and the data of the next three days is the test set. The hidden layer
has 8 neurons. The quantitative data of weather and weekday is shown in Table15.2.

The average prediction errors of QUATRE, O-QUATRE and C-QUATRE are
37.2%, 28.84% and 18.51% at 423 street intersections. O-QUATRE and C-QUATRE
outperform QUATRE, especially C-QUATRE achieves the best results. This illus-
trates that the two algorithms are successfully used in the neural network prediction
of long-term traffic flow.

Table15.4 shows some statistical results of the three algorithms. In the maximum
error, QUATRE is better than O-QUATRE and C-QUATRE, and they have the same
minimum prediction error. The error numbers of>100%, 50–100% and 30–50% are
49, 47 and 31, respectively, while the numbers of C-QUATRE are only 5, 20 and 29,
respectively.
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15.6 Conclusion

This paper put forward to two novel approaches to improve the QUATRE. The algo-
rithms contain the opposite position and comprehensive learning. Once QUATRE
falls into local optimum, they support escaping from the trap. The application of
QUATRE extends to neural network. In future work, we can apply QUATRE to other
fields.
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Chapter 16
An QUasi-Affine TRansformation
Evolution (QUATRE) Algorithm for
Job-Shop Scheduling Problem by Mixing
Different Strategies

Qing-Yong Yang, Shu-Chuan Chu, Chien-Ming Chen, and Jeng-Shyang Pan

Abstract How to solve the Job-Shop Scheduling problem (JSP) effectively and
make the most efficient use of resources has always been the focus of academic
and engineering circles. Aiming at the traditional JSP problem, this paper proposes
a new QUasi-Affine Transformation Evolution algorithm (QUATRE) to solve it,
called QUATRE-SAO for short. The QUATRE-SAO algorithm combines Simulated
Annealing (SA) strategy and Opposition-based Learning (OBL) strategy to enhance
the algorithm to jump out of local optimum and further improve the optimization
performance of the algorithm. Through the comparative experiment of FT and LA
series standard test examples, the results show that the QUATRE-SAO algorithm can
solve the JSP problem better and can get a better solution.

16.1 Introduction

In practical production and scientific research, various optimization problems are
often encountered. Optimization problems exist in various fields, and the constraint
conditions are also different in different fields [4, 12]. But the ultimate goal is the
same, that is, to choose a solution that can achieve the best results according to the
actual engineering needs. At present, with the continuous development of practical
engineering applications and scientific research, optimization problems have gradu-
ally becomemore complicated. For someNP-hard optimization problems, traditional
optimization algorithms have been difficult to provide a relatively satisfactory solu-
tion within a reasonable time.

Job-shop Scheduling problem (JSP) has been proved to be a typical NP-hard prob-
lem,which is one of themost critical problems inmanufacturing and process planning
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[10]. And it is widely used in many practical production scheduling problems, such
as traffic planning [30, 31], manufacturing, automobile assembly line, airport aircraft
scheduling and so on. How to design an efficient scheduling algorithm and effec-
tively solve the JSP problem has become a very realistic and urgent problem. The
bionic swarm intelligence algorithms have the characteristics of self-adaptability,
parallelism and randomness, and can better solve optimization problems [5]. Typical
algorithms include Particle Swarm Optimization (PSO) [14, 25], Flower Pollination
Algorithm (FPA) [20, 29], GrayWolf Optimization (GWO) [11, 19], Cuckoo Search
Algorithm (CSA) [6, 9, 24], Ant Colony Optimization (ACO) [8, 26] and so on. At
present, more and more scholars apply swarm intelligence algorithms to solve the
JSP problems [3, 13, 23].

QUasi-Affine Transformation Evolution algorithm (QUATRE) is a new swarm
intelligence algorithm proposed by Meng et al. in 2016 [16]. The offset problem
of Differential Evolution (DE) [7, 17, 22, 28] and Monkey King Evolution (MKE)
[21] in high dimensional space is solved. Iterative search and population evolution of
the algorithm are realized by affine transformation which is similar to geometry. At
present, there is no research on applying this algorithm to solving the JSP problem.
Therefore, this paper tries to apply the QUATRE algorithm to solve the JSP problem.
Meanwhile, the Simulated Annealing (SA) [15] strategy and the Opposition-based
Learning (OBL) [27] strategy are introduced to avoid the algorithm falling into local
optimum. Finally, through relevant examples of the JSP problem, the effectiveness
and feasibility of the proposed QUATRE-SAO algorithm are proved.

The remainder of this paper is arranged as follows. The modeling of the JSP
problem, the original QUATRE algorithm and the QUATRE-SAO algorithm are
introduced in the second section. Related experiments are introduced in the third
section and the fourth section is the summary of this paper.

16.2 Related Work

In this section, the description of Job-Shop Scheduling problem, the principle of
original QUATRE algorithm, and how to use Simulated Annealing (SA) strategy
and Opposition-based Learning (OBL) strategy to improve the original QUATRE
algorithm are introduced. The encoding scheme of the algorithm is also described in
this section.

16.2.1 Job-Shop Scheduling Problem

The traditional JSP problem can be introduced as: a workshop has m machining
machines, which need to process n kinds of workpiece, and each workpiece contains
different processing procedures and processing time. Among them, the processing
process and processing time of each workpiece have been determined in advance.



16 An QUasi-Affine TRansformation Evolution (QUATRE) Algorithm … 169

The goal of scheduling is to determine the processing sequence and the start time of
each process on each machine under the constraint, so as to minimize the makespan.
The constraints are as follows:

• Each process is processed on the designated machine, and it can only be started
after the previous process is finished.

• At a certain time, amachine can only process oneworkpiece, regardless ofmachine
failure and other random factors.

• Each workpiece can only be processed once on one machine.
• The process sequence and processing time of each workpiece are known, and do
not change with the change of processing sequence.

In this paper, we take the shortest makespan as the performance index, the mathe-
matical model is established as follows [1]:

Objective : f ∗ = min(max(Cik)), 1 ≤ k ≤ m; 1 ≤ i ≤ n (16.1)

Subject to:

Cik − pik + H(1 − aihk) ≥ Cih, i = 1, 2, . . . , n; h, k = 1, 2, . . . ,m (16.2)

C jk − Cik + H(1 − xi jk) ≥ p jk, i, j = 1, 2, . . . , n; k = 1, 2, . . . ,m (16.3)

Cik ≥ 0, i = 1, 2, . . . , n; k = 1, 2, . . . ,m (16.4)

xi jk =
{
1, if workpiece i is processed on machine k before workpiece j

0, else
(16.5)

aihk =
{
1, if machine h processes workpiece i before machine k

0, else
(16.6)

where, Eq. 16.1 means the objective function. Equation16.2 shows that the operation
sequence of the workpiece is determined by the process constraints, and H is a large
enough positive number. Equation16.3 represents the sequence of each machine
processing each workpiece. Equation16.4 represents the constraints of completion
time variables. In the above equations, pik and Cik represent the processing time
and completion time of workpiece i on machine k, respectively. xi jk and aihk are
indicative variables and indicative coefficients respectively, and Eqs. 16.5 and 16.6
represent their meanings.
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16.2.2 QUasi-Affine TRansformation Evolution Algorithm

TheQUasi-AffineTRansformationEvolution algorithm is a novel swarm intelligence
optimization algorithm [16]. There are many variants of the algorithm [18], and
the QUATRE-SAO algorithm in this paper is improved on the basis of the original
QUATRE algorithm. The original algorithm contains a matrix X of size ps ∗ D
to represent the population. Where ps represents the number of individuals in the
population, and D is the dimension. The evolution formula uses affine transformation
similar to geometry to update individuals in the population, as shown in Eq.16.7:

Xnew = M̄
⊗

Xold + M
⊗

B (16.7)

where Xnew is the updated offspring population, Xold is the current population. The
fitness of individuals in Xnew will be compared with individuals in Xold, and the
winner will be saved to the parent population of the next iteration. M is the coevolu-
tionary matrix, M̄ is the association matrix of M , and B is the evolutionary guidance
matrix.

⊗
represents a bitwise multiplication operation of matrix elements.

The generation of matrix B is shown in Table16.1. Xr is the population obtained
by randomly arranging the row vectors of X . Xgbest is a global optimal population
composed of global optimal individuals. The original QUATRE algorithm uses the
first method. c is the scaling factor, usually set to 0.7.

The matrix M is derived from a lower triangular matrix Minit of ps ∗ D. The
change is divided into two steps: the first step is to arrange each row vector element
in Minit randomly to obtain matrix M ′

init; the second is to arrange all row vectors of
matrix M ′

init randomly to obtain matrix M . The matrix M̄ is obtained by taking the
inverse of the members of the matrix M . The element with value 1 in matrix M is 0
in M̄ . The element that is 0 in M is 1 in M̄ .

Table 16.1 Eight methods of calculating matrix B

No. QUATRE/x/y Equation

1 QUATRE/best/1 B = Xgbest + c ∗ (Xr1 − Xr2)

2 QUATRE/target/1 B = X + c ∗ (Xr1 − Xr2)

3 QUATRE/rand/1 B = Xr1 + c ∗ (Xr2 − Xr3)

4 QUATRE/target-to-best/1 B = X + c ∗ (Xgbest − X) + c ∗ (Xr1 − Xr2)

5 QUATRE/target-to-rand/1 B = X + c ∗ (Xr1 − X) + c ∗ (Xr2 − Xr3)

6 QUATRE/best/2 B = Xgbest + c ∗ (Xr1 − Xr2) + c ∗ (Xr3 − Xr4)

7 QUATRE/target/2 B = X + c ∗ (Xr1 − Xr2) + c ∗ (Xr3 − Xr4)

8 QUATRE/rand/2 B = Xr1 + c ∗ (Xr2 − Xr3) + c ∗ (Xr4 − Xr5)
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16.2.3 The QUATRE-SAO Algorithm Combining Simulated
Annealing and Opposition-Based Learning Strategies

This subsectionwill introduce how to apply the SA andOBL strategies to improve the
original QUATRE algorithm, so as to jump out of the local optimum. The following
is an introduction to the two strategies.

1. Simulated Annealing strategy

The SA algorithm was proposed by Kirkpatrick et al. in 1983 [15], derived from
the principle of solid annealing. The algorithm consists of two parts: Metropolis
criterion and annealing process. The Metropolis criterion describes how to accept
the new state with probability instead of using completely determined rules. In this
way, the algorithm can avoid falling into local optimum by accepting the difference
solution with probability, so as to enhance the search ability of the algorithm. In the
QUATRE-SAO algorithm, the strategy is used to update the position of individuals
whose fitness is greater than the original fitness, but less than the average of overall
fitness. Equation16.8 is the calculation formula of probability.

P =
{
1,fitnew < fitold
e− fitnew−fitold

T ,fitnew > fitold
(16.8)

2. Opposition-based Learning strategy

The thought of opposite learning was first proposed by Tizahoosh et al. [27]. It is
currently applied to a variety of intelligent optimization algorithms to improve the
performance of the algorithms. Equation16.9 is the equation for solving the opposite
point in D dimensional space.

X ′
i = ubi + lbi − Xi , i = 1, 2, . . . , D (16.9)

where ubi is the maximum of the i th dimension of the current search space and lbi is
the minimum. In this paper, this strategy is applied to the global optimal individual
which has not been updated for a long time in a certain algebra interval. If the
fitness of the individual after the opposition learning is better than that of the current
individual, it will replace the original individual.

16.2.4 Coding Scheme

In order to be able to apply the QUATRE-SAO algorithm and the original QUA-
TRE algorithm to solving the JSP problems, this paper uses process-based coding
rules [2] to code the population individuals. Each individual is a sequence with a
length of n × m, which represents a processing sequence plan. For example, a JSP



172 Q.-Y. Yang et al.

problem with 3 workpieces and 3 machines. Suppose the sequence of one of the
individuals is [2, 1, 1, 3, 1, 2, 3, 3, 2]. Its corresponding processing sequence is
[J2,1, J1,1, J1,2, J3,1, J1,3, J2,2, J3,2, J3,3, J2,3], where Ji, j represents the j th process
of the i th workpiece.

16.3 Experiment Analysis

For verifying the feasibility and effectiveness of the proposed QUATRE-SAO algo-
rithm in solving the JSP problem, this paper selects the FT and LA series of test
examples in the JSP standard problem test library to test it. And it is compared
among the original QUATRE algorithm and PSO algorithm.

All algorithms are implemented on MATLAB R2019a. And all simulation exper-
iments are carried out under the Windows 10 system with the processor frequency
of 2.1 GHz and the memory of 8.0GB. The population size of each algorithm is 150
and the maximum number of iterations is set to 1000. The interval algebra of the
proposed algorithm is set to 10. In the PSO algorithm, the parameterω is set to 0.729,
C1 and C2 are 2 and 2.1, respectively. Each algorithm solves each sample 20 times.

The experimental results are recorded in Table16.2. The f ∗ column in the table
represents the best value obtained so far. The better values of the three algorithms
are bolded. As can be seen from the data in Table16.2, the QUATRE-SAO algorithm
is better than the other two algorithms in terms of the mean value and the minimum
value of the optimization results. The three algorithms have obtained the theoretical
optimal values on FT06, LA01, LA06 and LA11, but the stability of the other two
algorithms is weaker than that of the proposed algorithm. Although the QUATRE-
SAO algorithm does not obtain the optimal value on the FT10 and FT20 samples,
its optimization ability is further improved compared with the original QUATRE
algorithm. It can also be seen from Figs. 16.1 and 16.2 that the convergence accuracy
of the QUATRE-SAO algorithm is better than the other two algorithms, and it has
better ability to jump out of the local optimal solution. However, due to a certain
probability to accept the poor solution and the introduction of opposite learning
strategy, the QUATRE-SAO algorithm loses a certain convergence speed.

Table 16.2 Comparison of test results of QUATRE, PSO and the proposed algorithm
Name Size f ∗/min QUATRE PSO QUATRE-SAO

best mean Std Best Mean Std Best Mean Std

FT06 6*6 55 55 55.4 0.88258 55 57.1 1.7137 55 55.4 0.82078

FT10 10*10 930 1033 1090.75 27.098 1071 1137.25 38.4925 1028 1086.1 24.7171

FT20 20*5 1165 1352 1404.9 29.1058 1401 1474.75 49.1206 1325 1400.9 31.1953

LA01 10*5 666 666 670.9 7.8264 666 696.9 19.7081 666 666.4 1.1877

LA06 15*5 926 926 926 0 926 935.6 15.6185 926 926 0

LA11 20*5 1222 1222 1222 0 1222 1244.55 21.5394 1222 1222 0
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Fig. 16.1 FT10

Fig. 16.2 FT20
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16.4 Conclusions

Aiming at the traditional Job-Shop Scheduling problem, an improvedQUATREalgo-
rithm is proposed in this paper to solve it, called QUATRE-SAO for short. The algo-
rithm combines Simulated Annealing (SA) strategy and Opposition-based Learning
(OBL) strategy. Through the test, the QUATRE-SAO algorithm is better than the
original QUATRE algorithm and the PSO algorithm in solving the JSP problem, but
there is a certain decrease in the convergence speed. Therefore, the future direction
will focus on how to further accelerate the convergence speed of the algorithm and
apply the algorithm to solve other JSP problems.
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Chapter 17
QUasi-Affine TRansformation Evolution
Algorithm for Optimal Power Flow
of Integrated Electrical Network
Combining Thermal Power with Wind
Power

Jianpo Li, Min Gao, Shu-Chuan Chu, Geng-Chen Li, and Jeng-Shyang Pan

Abstract With the development of electric power industry, it is of great technical and
economic significance to introduce the optimal power flow (OPF) calculation into the
economic analysis of electric power market, which can not be realized by the tradi-
tional power flowcalculation.At present,many researchers have applied evolutionary
algorithms to the calculation of optimal power flow. QUasi-Affine TRansformation
Evolutionary (QUATRE) algorithm is a new evolutionary algorithm, combined with
the OPF model of power market, which has high efficiency and significance for the
economic analysis of power market. In this paper, the minimization of generation
cost and active power loss is taken as the objective function, and QUATRE is selected
as the optimization tool to study the OPF. In this paper, the simulation experiment
of this problem is carried out, and compared with Particle Swarm Optimization
(PSO), Artificial Bee Colony (ABC) and Moth Swarm Algorithm (MSA). Through
the analysis of the experimental results, it can be seen that QUATRE is superior to
other algorithms in terms of power generation cost, active power loss and CPU time.
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17.1 Introduction

Evolutionary algorithm (EA) is a powerful global optimization method, which
belongs to the category of meta-heuristic technology [1–4]. Different from tradi-
tional mathematical programming techniques, evolutionary algorithms, such as PSO
[5, 6], ABC [7] and MSA [8], etc., attempt to find the global optimal population
derived from a certain probability distribution through iterative evolution accord-
ing to a series of evolution and learning mechanisms. Inspired by different species
or natural phenomena in nature, these algorithms carry out mathematical modeling
according to the characteristics of natural landscape or the behavior of creatures,
and finally find the global optimal solution [9–11]. QUATRE, a cooperative swarm
based algorithm for global optimization, was first proposed byMeng et al. The QUA-
TRE conquers some weaknesses of DE [12–15]. Since Quatre was proposed, it has
received extensive attention from researchers, and has been improved and applied in
various fields.

Optimal power flow (OPF) has always been a research hotspot in the field of power.
The main purpose of OPF is to minimize the cost of power generation. The tradi-
tional OPF problem is only to reduce the fossil energy consumption on the thermal
power unit [16–18]. As times have changed, simply reducing the cost of generat-
ing electricity is no longer enough to meet the demands of today’s power industry.
Safety, stability, efficiency, power quality and other aspects are also included in the
research [19–21]. Therefore, in order to make the power system run economically
and efficiently, the power generation and loss of multiple power sources in the power
network must be optimized. The electronically controlled Flexible AC Transmission
System (FACTS) can improve power generation and transmission capabilities. It is
necessary to add FACTS equipment to the study of power grid [22, 23].

To sum up, this paper proposes an OPF problem for power system combining
thermal power generation and wind power generation using QUATRE optimization.
The work arrangement of other parts is as follows: First, QUATRE is introduced.
Second, the objective function of OPF problem combining thermal power and wind
power is introduced. In the third part, QUATRE is applied to the model and the
experimental results are analyzed. Finally, a summary of the work done is given.

17.2 QUasi-Affine TRansformation Evolution

Quatre uses the principle similar to the mapping transformation function in geometry
f : X → Y . In the D-dimensional search space, X represents the coordinate matrix
of the particle, and the coordinate matrix of the ith particle is expressed as: Xi =
[x1, x2, . . . , xD]. The position coordinate matrix of the entire population is expressed
as: X = [

X1, X2, . . . , X ps
]T

. The position update equation of the entire population
is as follows:
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{
B = Xgbest + c × (Xr1 − Xr2)

X �→ M ⊗ X + M ⊗ B
(17.1)

where Xgbest represents the globally optimal population composedof globally optimal
individuals, and every individual of Xgbest is the current globally optimal individual
Xgbest. The global optimal population Xgbest is disturbed by the difference matrix,
and the disturbed global optimal population is represented by B. Xr1 and Xr2 are
two matrices obtained by random permutation of row vectors of X . The result of
Xr1 − Xr2 represents the difference matrix. c is the difference matrix coefficient. M
is choosing matrix, as shown in Eq. (17.2), M is obtained by Mimp transformation.
The transformation process is: First, the line has a D × D column along with a
column direction tile lower triangular matrix, and then each row vector elements are
arranged at random, and finally on the premise of the row vector unchanged on line
in the direction of the column vector of random arrangement. ⊗ means multiplying
the elements in the corresponding positions in the two matrices.

Mimp =

⎡

⎢⎢
⎣

1
1 1

· · ·
1 1 . . . 1

⎤

⎥⎥
⎦ ∼

⎡

⎢⎢
⎣

1 1
· · ·

1 1 . . . 1
1

⎤

⎥⎥
⎦ = M (17.2)

17.3 FACTS Equipment and Optimal Power Flow Problem
for Combining Thermal Power with Wind Power

The FACTS devices developed in recent years have also been widely used in power
systems. They can not only improve the steady-state operation characteristics of the
system, but also significantly improve the stability of the power system to varying
degrees, thus greatly increasing the transmission capacity of the transmission lines. In
[24], TCSC, TCPS and SVC equipment are explained in detail, and these three com-
ponents will also be used for experiments in this paper. In the section, the objective
function of operating cost and active power loss of power plant are described.

17.3.1 Operating Costs of Power Plants

The traditional OPF problem usually only considers the fuel cost of thermal power
plants, while the research in this paper also considers the cost of wind power plants
on the basis of traditional experiments. The direct cost of wind power generation
is different from thermal power generation, it does not need fuel. The distribution
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of wind speed is mainly modeled by Weibull probability density function (PDF).
However, the biggest problem of wind power into the grid is the uncertainty of
wind energy. Therefore, according to reference [25], the objective function used in
this paper not only considers the generation cost of thermal power units CTi (PTGi ),
but also considers the direct cost Cw, j

(
Pws, j

)
, reserve cost CRw j

(
Pws j − Pwav j

)

and penalty cost CPw j (Pwav j − Pws j ) of wind power generation. To sum up, for the
improved system including wind farms, the total power generation is:

Cgen =
NTG∑

i=1

CTi (PTGi )+
NWG∑

j=1

[Cwi (Pws j )+CRw j

(Pws j − Pwav j ) + CPw j (Pwav j − Pws j )]
(17.3)

17.3.2 Loss of Active Power

Due to the inherent resistance of the transmission system, actual power loss is
inevitable. The actual power loss to be minimized is expressed as:

Ploss =
nl∑

q=1

Gq(mn)[V 2
m + V 2

n − 2VmVn cos(δmn)] (17.4)

where δmn = δm − δn is the voltage phase difference between bus m and n. nl is the
number of transmission lines. Gq(mn) is connected to the busm and n branch transfer
conductance.

17.4 Experimental Results and Analysis

To verify the superiority of the QUATRE to optimize the integrated use of ther-
mal power and wind power in terms of cost, power loss and time efficiency, this
experiment uses the QUATRE to optimize the results and compare the results of
the simulation experiments with PSO, ABC and MSA. The voltage phase angle of
all calculation examples in this experiment is degrees, and the voltage amplitude is
the standard unit value. This paper uses the QUATRE to solve the OPF model. The
specific parameters are: 1000 iterations (I teration) and 20 population size (Pop).
All experimental results are the average of 20 independent runs. The parameters of
each algorithm in this experiment are set as Table17.1.
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Table 17.1 Parameter setting

Algorithm Parameter

PSO c = 2.0, w = 0.9, Pop = 20, Iteration = 1000

ABC Onlooker bees = 20, Pop = 20, Iteration = 1000

MSA Pathfinders = 6, Pop = 20, Iteration = 1000

QUATRE F = 0.7, Pop = 20, Iteration = 1000

17.4.1 Experimental Results to Minimize Power Generation
Costs

Experiment with the lowest total cost. The algorithm used is the QUATRE. The
experimental results are shown in Table17.2 and Fig. 17.1. Table17.2 shows the OPF
results of using the QUATRE to optimize wind power and thermal power integrated
systems under the premise of minimizing cost. It is a comparison of the cost (Cost)
and the time (T ime) used by the CPU for the QUATRE and other algorithms running
20 times to average. It can be seen from the results that the QUATRE proposed in
this article has the lowest cost and the least CPU time. The QUATRE and the ABC
show a similar trend in solving cost problems. However, ABC shows worse results
in terms of CPU time. This shows that QUATRE is very effective in solving such
problems.

Figure17.1 shows the convergence curve of the QUATRE, PSO, ABC and MSA.
The results show that before the number of iterations is 150, and these four algo-
rithms all show positive optimization contributions. However, after iterating to 150,
especially the PSO was confused by the local optimum, the algorithm did not find
a better result in the end and the cost did not decrease. However, the QUATRE pro-
posed in this paper just solves the defect of PSO falling into the local optimum, and
it is better to find a lower cost solution. In particular, the QUATRE is weaker than
the optimization result of ABC when the iteration reaches 300 times. When iterated
to 300 times, QUATRE showed excellent optimization ability. This shows that the
QUATRE has a good advantage of jumping out of the local optimum to find the best
result.

Table 17.2 Comparison of cost and CPU time between QUATRE algorithm and other algorithms

Algorithm Cost Time (s)

QUATRE 807.1902471 2703.6273

PSO 863.5147728 2696.5206

ABC 808.3618035 12476.1603

MSA 862.95555 2046.4562



182 J. Li et al.

0 100 200 300 400 500 600 700 800 900 1000

Number of iterations

800

820

840

860

880

900

920

940

C
os

t

PSO
ABC
MSA
QUATRE

Fig. 17.1 Convergence curve of IEEE30 bus system based on several algorithms based on the
minimum cost

17.4.2 Experimental Results of Minimizing Loss of Active
Power

Figure17.2 shows the convergence curve of QUATRE, PSO, ABC and MSA. The
results showed that QUATRE and ABC showed a very similar optimization process.
This is similar to the optimization process based on the lowest cost. However, as can
be seen from Table17.3 , although the optimization capability of ABC is similar to
that of QUATRE, it takes a lot of time. However, when PSO reached 100 iterated,
it was confused by the local optimum, so that the algorithm did not find a better
result in the end so that the power consumption did not decrease. The QUATRE,
ABC and MSA proposed in this paper all just solve the defect of PSO falling into
the local optimum and find a solution with lower power consumption. However, the
QUATRE proposed in this article performs better, especially when the algorithm is
iterated to 300, the PSO and ABC basically fall into the local optimum, while the
QUATRE is still searching for the best. And the CPU time used by the QUATRE
is also relatively small at 3346.150977s. To sum up, the QUATRE proposed in this
article is excellent and effective in solving the integratedOPF problem ofwind power
and thermal power, and the CPU time is short.
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Fig. 17.2 Convergence curve of IEEE30 bus system based on several algorithms with minimum
power consumption as standard

Table 17.3 Comparison of cost and CPU time between QUATRE algorithm and other algorithms

Algorithm Power loss Time (s)

QUATRE 1.79699357374803 3346.0977

PSO 3.33964565872995 3113.2299

ABC 2.00460970889308 4898.7694

MSA 2.64827655091987 3327.0151

17.5 Conclusions

In the field of power research, the optimal OPF has been concerned by researchers.
This paper introduces the OPF problem of a power system which combines thermal
power generation with wind power generation using FACTS equipment. The tradi-
tional calculation of power generation cost only considers the cost of thermal power
generation. In this study, the direct cost of wind energy, penalty cost and reserve cost
are also included in the cost calculation. And joined the FACTS equipment: TCSC,
TCPS and SVC. In order to minimize the generation cost and the active power loss,
QUATRE is used for optimization. Through the simulation results, we can see that
the optimization performance of QUATRE in the system is much better than PSO,
ABC and MAS. This shows that QUATRE is effective in solving the OPF problem.
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Chapter 18
Hybrid Optimization Algorithm Based
on QUATRE and ABC Algorithms

Xin Zhang, Linlin Tang, Shu-Chuan Chu, Shaowei Weng,
and Jeng-Shyang Pan

Abstract Artificial bee colony optimization algorithm (ABC) is an optimization
algorithm based on swarm intelligence which is obtained by observing the behavior
of bees looking for nectar and sharing food information with bees in the hive. QUasi-
Affine TRansformation Evolutionary (QUATRE) is an algorithm that uses quasi-
affine transformation as an evolution method because ABC has the shortcoming of
weak ability to develop new nectar sources, and QUATRE has weak search ability
but strong development ability, so this paper combines these two algorithms to a
certain extent and proposes an improved artificial bee colony optimization algorithm
(QUA-ABC). QUA-ABC is inspired by the location update formula in QUATRE and
proposes a new location update formula suitable for ABC. In this study, experiments
were conducted using the internationally used CEC2013 data set. The optimization
accuracy and convergence speed of QUA-ABC were compared with the original
ABC. The results show that the QUA-ABC algorithm has stronger capabilities and
better performance.
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18.1 Introduction

At present, optimization has been the focus of many fields, including computer
science, artificial intelligence, and other fields. The traditional optimization method
in solving problems, the time required is controlled by the scale of the problem.More-
over, the calculation time gradually increases as the scale of the problem increases,
which is very unfavorable for solving complex problems. Swarm intelligence algo-
rithm is a popular algorithm in recent years [22, 23]. It is obtained by studying
the intelligent behavior of biological groups in nature [1], such as particle swarm
optimization (PSO) [3, 24], differential evolution algorithm (DE) [25], artificial bee
colony optimization algorithm (ABC) [26, 27], ant colony algorithm (ACO) [28, 29],
etc. Compared with the traditional optimization methods, swarm intelligence algo-
rithm is not limited by whether the search space is continuous or differentiable and
can be optimized only by knowing the objective function in the whole optimization
process. In addition, it does not need any other information [2].

In 1995, an American professor Seeley discovered the intelligent behaviors of
swarms in bee colonies [4].He proposed a simulationmodel inwhich bees are divided
into different social classes, and different classes only can complete a single task
and then work together to complete more complex tasks by dancing, smelling, and
other methods, such as collecting honey by bees. Artificial bee colony optimization
algorithm (ABC)was proposed in 2005 byKaraboga of ErciyesUniversity in Turkey.
This algorithm simulates the behavior of bees searching for nectar [5].

QUasi-AffineTRansformationEvolutionary algorithm (QUATRE) is a simple and
powerful global optimization algorithm. It uses the quasi-radiation transformation
method for evolution. It has only one control parameter and is relatively powerful in
mathematical logic. It is not only effective in single objective function optimization
problems, but also more effective in multi-objective function optimization problems
[6–10].

18.2 Related Works

18.2.1 Original Artificial Bee Colony Optimization Algorithm

The employed bee collects honey from its corresponding honey source, searches for
better honey source information near the honey source, and then returns to the hive
to share its honey source information by dancing swing dance; the observing bee
chooses to follow one of the employed bees to collect honey according to the honey
source information, and the observing bee will randomly look for the better honey
source near the honey source. When neither the employed bee nor the observing bee
can find a better honey source nearby, the employed bee will turn into a detective
bee and then conduct random search within the searchable range to update the honey
source location.
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The following is a brief introduction to the motion formula of artificial bee colony
optimization algorithm.

Population initialization and scout bee movement formula.

xi j = xmin
j + rand × (

xmax
j − xmin

j

)
(18.1)

In the formula, i = 1, 2, …, N, N is the number of populations, j = 1, 2, …, D, D
is the dimension of the solution, and rand is a random number on [0,1]. According
to formula (18.1) in the solution space, new individuals are randomly generated.

Employed bee movement formula.

xi j (t + 1) = xi j (t) + rand × [
xi j (t) − xk j (t)

]
(18.2)

In the formula, rand is a random number on [−1, 1], t is the number of iterations,
i �= k. At the beginning of the search, the employed bee searches for a new nectar
source according to formula (18.2) and compares the function values of the newnectar
source and the original nectar source; if the function value of the new nectar source
is better, replace the original nectar source with the new nectar source, otherwise
keep the original nectar source.

Observing bee movement formula.

Pi = F(xi )
∑S

k=1 F(xk)
(18.3)

In the formula, S is the number of employed bees, F is the fitness value, and Pi is
the probability that the observation bee chooses to follow the ith hired bee. Observing
bees select the employed bees to collect honey according to the fitness value of the
employed bees calculated by formula (18.3).

18.2.2 Improved Artificial Bee Colony Optimization
Algorithm

In recent years, as people continue to study the ABC algorithm, many researchers
have proposed improved bee colony algorithms. Below, we briefly introduce some
famous variants of artificial bee colony algorithm.

Literature [11] selects destructive selection strategies, competition selection
strategy, level selection strategy, and other new selection strategies. The comparison
results show that the improved algorithm is better and avoids premature convergence.
Literature [12] proposed a new bee colony algorithm—BeeMiner. Unlike the original
bee colony algorithm, BeeMiner can use IHF to guide bees to search in areas with
higher fitness values, which can be used to discover classification rules.
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Literature [13] proposed a memetic artificial bee colony (MABC) algorithm,
which uses random adaptation rules based onNMAandRWDE to control the balance
between search and development. Literature [14] obtained a new algorithm (ABC-
GSX) through the combination of the greedy sub-path crossover operator, which
improved the accuracy of the bee colony algorithm and improved the development
ability of the bee colony algorithm.

18.3 Method

18.3.1 The Basic Idea of QUATRE Algorithm

In geometry, affine transformation, also known as affine mapping, is the transforma-
tion from one space to another through the combination of two functions of trans-
lation and linear transformation. An affine transformation function that translates B
to vector X and rotates to enlarge and reduce M is Y = MX + B. In the QUATRE
algorithm, a quasi-affine change method (Y = M ⊗ X + M ⊗ B) is used as its
evolution method.

{
B = Xgbest + c × (Xr1 − Xr2)

X → M ⊗ X + M ⊗ B
(18.4)

Formula (18.4) is the position update formula of the QUATRE algorithm. The
result of Xr1 − Xr2 is regarded as a differential matrix, c is the coefficient of this
differential matrix, and Xgbest is the coordinate matrix of the global optimal solution.
M is the collaborative search matrix, M is the inverse matrix of matrixM, the inverse
binary operation of 1 is 0, and the inverse binary operation of 0 is 1.

⎡

⎢⎢
⎣

1
1 1

1 1
. . .

. . . 1

⎤

⎥⎥
⎦ ∼

⎡

⎢⎢
⎣

1
. . .

1
1

. . . 1
1

⎤

⎥⎥
⎦ = M (18.5)

Formula (18.5) is the transformation formula of matrix M. It can be seen that
matrixM is converted from a lower triangular matrix with all 1 elements. The whole
conversion process is divided into two steps: the first step is to randomly replace the
lower triangular matrix. Row elements are processed separately for each row; the
second step is to randomly replace the row vector of the matrix, and the row elements
remain unchanged.
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18.3.2 The QUA-ABC Algorithm Improvement Idea

Because of ABC’s strong search ability and weak development ability, and
QUATRE’s strong development ability, this study proposes a new improvement
strategy. The position update formula of QUATRE algorithm is improved to replace
the position update formula of ABC algorithm (18.2), and a new algorithm—QUA-
ABC algorithm is obtained.

{
Bi = Xgbest + rand × (Xr1 − Xr2)

Xi = Mi ⊗ Xi + Mi ⊗ Bi
(18.6)

[
1, 1, . . . , 1z×D, 0, 0, . . . , 0(1−z)×D

] ∼ [0, 1, 1, 0, . . . , 1, 0] = Mi (18.7)

The position update formula of the new algorithm is shown in formula (18.6),
where rand is a random number on [−1, 1]. In the QUATRE algorithm, it was
originally a constant c. This study changed the constant to a random number, which
enhanced the randomness of the algorithm. Xi is the position of the ith bee, Xr1 and
Xr2 are randomly selected two bees different from Xi , namely Xi �= Xr1 �= Xr2, and
Xgbest is the same as in the QUATRE algorithm, which is the position of the current
global optimal solution. As shown in formula (18.7), Mi is a collaborative search
matrix with one row and D columns, D represents the dimension, z is a constant on
(0, 1), and Mi is composed of z-dimensional 1 and 1-z-dimensional 0 after random
replacement [15–21].

18.4 Experimental Results

This research uses the internationally used CEC2013 data set to test the performance
of the QUA-ABC algorithm. The CEC2013 data set contains 28 benchmark func-
tions, which are divided into three categories. Among them: f1 to f5 are Unimodal
Functions, f6 to f20 are Basic Multimodal Functions, and f21 to f28 are Composition
Functions.

In this experiment, the QUA-ABC algorithm was compared with the original
ABC algorithm to verify the performance of the QUA-ABC algorithm proposed in
this research. In the moving phase of the employed bee, this experiment sets the
parameter z in the QUA-ABC algorithm to 1/2; in the moving phase of the observing
beet, this experiment sets the parameter z in the QUA-ABC algorithm to 3/10.

This experiment was performed on Windows10 Home Edition operating system
with a 1.60 GHz Intel i5-8265U processor with 8 GB RAM. All algorithms run on
Matlab2019a. They will perform 51 independent experiments, which will be less
than eps = 1e−14 fitness errors is set to 0; maxFES is set to 10e4*D, and D is the
dimension size.
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On the CEC2013 test set, this experiment compares the optimization accuracy
of the QUA-ABC algorithm and the original ABC algorithm in 10 dimensions,
30 dimensions, and 50 dimensions. The comparison results are summarized in
Tables 18.1, 18.2, and 18.3.

Take the average value as the main reference basis, and it can be seen from
Table 18.1 that for the 10-dimensional optimization results, 15 of the 28 benchmark
functions show that the performance of the QUA-ABC algorithm proposed in this

Table 18.1 10-dimensional comparison results under the CEC2013 data set

Algorithms QUA-ABC ABC

f Best Mean/Std Best Mean/Std

f1 0.00E+00 0.00E+00/0.00E+00 0.00E+00 1.34E−14/5.40E−14

f2 5.91E+03 9.88E+04/7.73E+04 2.52E+05 1.34E+06/7.67E+05

f3 1.16E−02 6.85E+06/2.05E+07 8.52E+04 2.22E+06/2.73E+06

f4 9.30E+01 6.40E+02/3.71E+02 7.06E+03 1.17E+04/2.90E+03

f5 0.00E+00 3.12E−14/6.46E−14 0.00E+00 1.11E−13/1.59E−14

f6 1.29E−03 7.12E+00/8.41E+00 1.25E−02 2.01E−01/3.90E−01

f7 2.63E−02 1.42E+01/1.59E+01 1.67E+01 3.45E+01/1.02E+01

f8 2.02E+01 2.03E+01/7.10E−02 2.02E+01 2.04E+01/7.99E−02

f9 3.73E−01 3.29E+00/1.26E+00 3.33E+00 5.09E+00/7.54E−01

f10 7.38E−02 4.50E−01/3.90E−01 3.73E−01 1.13E+00/4.22E−01

f11 0.00E+00 3.12E−01/5.45E−01 0.00E+00 0.00E+00/0.00E+00

f12 2.98E+00 1.60E+01/6.28E+00 1.35E+01 2.49E+01/6.61E+00

f13 6.30E+00 2.10E+01/9.77E+00 6.26E+00 3.23E+01/7.65E+00

f14 1.87E−01 2.48E+01/4.86E+01 4.15E−09 1.04E−01/5.69E−02

f15 2.07E+02 6.65E+02/2.21E+02 3.78E+02 6.70E+02/1.24E+02

f16 5.07E−01 1.10E+00/2.45E−01 3.28E−01 5.87E−01/1.33E−01

f17 3.78E−02 9.55E+00/3.34E+00 7.83E−01 6.23E+00/4.07E+00

f18 1.21E+01 2.20E+01/6.02E+00 2.58E+01 3.44E+01/4.72E+00

f19 1.78E−01 5.11E−01/1.65E−01 9.95E−03 4.16E−02/1.85E−02

f20 1.48E+00 2.72E+00/5.96E−01 2.29E+00 3.29E+00/3.28E−01

f21 1.00E+02 3.73E+02/7.24E+01 3.53E+00 1.25E+02/4.55E+01

f22 1.65E+01 1.41E+02/1.07E+02 3.42E+00 9.75E+00/3.37E+00

f23 1.14E+02 7.03E+02/3.20E+02 2.75E+02 9.90E+02/2.17E+02

f24 2.00E+02 2.11E+02/5.17E+00 1.13E+02 1.29E+02/8.59E+00

f25 2.01E+02 2.10E+02/4.97E+00 1.19E+02 1.57E+02/1.94E+01

f26 1.06E+02 1.62E+02/4.71E+01 1.13E+02 1.29E+02/8.40E+00

f27 3.01E+02 3.86E+02/9.32E+01 3.38E+02 3.88E+02/1.88E+01

f28 1.00E+02 3.35E+02/1.12E+02 1.00E+02 1.18E+02/4.64E+01

w/t/l 15/0/13
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Table 18.2 30-dimensional comparison results under the CEC2013 data set

Algorithms QUA-ABC ABC

f Best Mean/Std Best Mean/Std

f1 0.00E+00 1.28E−12/6.38E−12 2.27E−13 4.59E−13/8.50E−14

f2 3.67E+05 1.64E+06/1.06E+06 2.18E+06 9.29E+06/3.09E+06

f3 5.99E+05 1.95E+08/3.02E+08 1.05E+07 3.87E+08/3.63E+08

f4 3.28E+02 1.21E+03/5.92E+02 5.79E+04 9.32E+04/1.35E+04

f5 1.14E−13 4.48E−13/5.13E−13 3.41E−13 6.06E−13/9.82E−14

f6 9.18E+00 3.04E+01/2.39E+01 3.90E+00 1.46E+01/4.40E+00

f7 3.11E+01 7.25E+01/3.00E+01 9.06E+01 1.21E+02/1.72E+01

f8 2.08E+01 2.10E+01/4.23E−02 2.07E+01 2.12E+01/5.60E−02

f9 1.45E+01 2.12E+01/3.18E+00 2.25E+01 2.99E+01/2.42E+00

f10 1.72E−02 1.96E−01/1.40E−01 8.22E−01 1.46E+00/2.51E−01

f11 6.96E+00 2.04E+01/9.74E+00 5.68E−14 5.91E−14/1.11E−14

f12 5.77E+01 1.11E+02/2.32E+01 2.02E+02 2.81E+02/3.72E+01

f13 8.74E+01 1.64E+02/3.65E+01 2.02E+02 3.18E+02/3.64E+01

f14 1.56E+02 6.18E+02/2.75E+02 2.08E−02 2.04E−01/2.89E−01

f15 1.74E+03 3.81E+03/7.82E+02 2.98E+03 3.86E+03/3.82E+02

f16 1.76E+00 2.32E+00/2.92E−01 5.86E−01 1.05E+00/1.68E−01

f17 3.99E+01 5.78E+01/1.00E+01 8.85E+00 3.01E+01/3.03E+00

f18 7.49E+01 1.14E+02/2.30E+01 2.17E+02 2.96E+02/3.28E+01

f19 2.82E+00 1.07E+01/6.43E+00 1.56E−01 3.60E−01/9.72E−02

f20 8.89E+00 1.11E+01/6.89E−01 1.33E+01 1.45E+01/3.08E−01

f21 1.00E+02 2.90E+02/8.72E+01 1.08E+02 1.58E+02/3.60E+01

f22 3.42E+02 9.87E+02/3.47E+02 1.57E+01 3.03E+01/1.60E+01

f23 2.64E+03 4.20E+03/8.19E+02 3.42E+03 4.79E+03/4.39E+02

f24 2.41E+02 2.61E+02/9.44E+00 2.71E+02 2.89E+02/6.31E+00

f25 2.64E+02 2.79E+02/8.46E+00 2.98E+02 3.09E+02/5.23E+00

f26 2.00E+02 2.68E+02/7.62E+01 2.00E+02 2.01E+02/2.33E−01

f27 6.89E+02 8.66E+02/8.47E+01 4.00E+02 4.30E+02/1.51E+02

f28 1.00E+02 4.21E+02/3.87E+02 1.03E+02 2.11E+02/9.34E+01

w/t/l 16/0/12

research has improved; from Table 18.2, it can be seen that the 30-dimensional
optimization results, among the 28 benchmark functions, 16 functions show that the
performance of the QUA-ABC algorithm proposed in this study has improved; from
Table 18.3, it can be seen that for the 50-dimensional optimization results, 15 of the
28 benchmark functions show this research; the performance of the proposed QUA-
ABC algorithm has been improved. It can be seen from the above three comparison
results that the QUA-ABC algorithm proposed in this study has better performance.
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Table 18.3 50-dimensional comparison results under the CEC2013 data set

Algorithms QUA-ABC ABC

f Best Mean/Std Best Mean/Std

f1 2.27E−13 6.94E−12/1.82E−11 6.82E−13 9.27E−13/1.27E−13

f2 1.90E+06 5.33E+06/2.41E+06 5.92E+06 1.51E+07/3.69E+06

f3 8.71E+07 1.80E+09/1.45E+09 1.91E+08 1.69E+09/1.35E+09

f4 3.53E+02 1.89E+03/1.31E+03 1.25E+05 1.67E+05/1.77E+04

f5 3.41E−13 7.46E−11/4.68E−10 9.09E−13 1.21E−12/1.35E−13

f6 3.08E+01 5.90E+01/2.32E+01 1.47E+01 3.99E+01/6.84E+00

f7 6.74E+01 1.02E+02/2.00E+01 1.29E+02 1.68E+02/1.79E+01

f8 2.10E+01 2.10E+01/3.58E−02 2.10E+01 2.11E+01/3.40E−02

f9 3.14E+01 4.38E+01/5.22E+00 5.57E+01 6.04E+01/2.18E+00

f10 2.47E−02 1.30E−01/1.50E−01 8.83E−01 1.34E+00/2.14E−01

f11 3.98E+01 1.01E+02/3.56E+01 5.68E−14 1.26E−13/2.62E−14

f12 1.49E+02 2.48E+02/5.35E+01 4.85E+02 7.41E+02/8.90E+01

f13 2.13E+02 3.95E+02/6.89E+01 45E+02 8.02E+02/8.13E+01

f14 9.31E+02 1.71E+03/4.37E+02 6.25E−02 3.51E−01/3.95E−01

f15 5.57E+03 7.66E+03/1.03E+03 6.96E+03 7.72E+03/4.10E+02

f16 2.17E+00 3.10E+00/3.63E−01 9.49E−01 1.45E+00/2.31E−01

f17 1.20E+02 1.99E+02/5.15E+01 5.09E+01 5.10E+01/6.74E−02

f18 1.92E+02 2.94E+02/5.99E+01 5.82E+02 7.48E+02/6.63E+01

f19 2.81E+01 8.40E+01/4.51E+01 4.72E−01 8.14E−01/1.41E−01

f20 1.85E+01 2.05E+01/9.31E−01 2.41E+01 2.45E+01/7.53E−02

f21 1.00E+02 7.26E+02/4.26E+02 1.25E+02 1.94E+02/2.33E+01

f22 1.81E+03 2.82E+03/5.19E+02 2.53E+01 3.49E+01/4.72E+00

f23 6.36E+03 8.38E+03/1.11E+03 8.16E+03 9.88E+03/7.76E+02

f24 2.89E+02 3.23E+02/1.43E+01 3.50E+02 3.73E+02/8.73E+00

f25 3.32E+02 3.57E+02/1.50E+01 3.88E+02 4.16E+02/1.03E+01

f26 2.01E+02 3.93E+02/6.51E+01 2.01E+02 2.02E+02/3.76E−01

f27 1.21E+03 1.46E+03/1.12E+02 4.00E+02 1.50E+03/7.51E+02

f28 4.00E+02 1.68E+03/1.76E+03 4.00E+02 4.00E+02/1.38E−05

w/t/l 15/0/13

This experiment also verifies the proposedQUA-ABCalgorithm from the perspec-
tive of convergence speed. Figure 18.1 is a comparison of the convergence rate curves
of the 30-dimensional QUA-ABC algorithm and the original ABC algorithm on the
CEC2013 data set. It can be seen that in the functions f4, f9, f12, f13, f15, f18, f20,
f25, the convergence speed of the QUA-ABC algorithm is better than that of the ABC
algorithm.
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Fig. 18.1 Convergence curve graph in 30 dimensions
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18.5 Conclusion

This research proposes a new algorithm—QUA-ABC algorithm, which is obtained
by changing its position update formula on the basis of the original ABC. The new
location update formula is obtained by changing the position update formula of
QUATRE algorithm. The original ABC algorithm has the characteristics of weak
nectar development ability, and the QUATRE algorithm has the characteristics of
strong development ability. The QUA-ABC algorithm obtained by combining these
two algorithms to a certain extent has stronger performance than the original ABC
algorithm. Through the test of 28 functions in the CEC2013 data set, the QUA-ABC
algorithm proposed in this study is better than the original ABC algorithm, whether
it is optimization accuracy performance or convergence speed.

References

1. Bonabeau, E.: Swarm intelligence : from natural to artificial systems. Santa Fe Inst. Stud. Sci.
Complexity (1999)

2. Guo,W.: Research and development of algorithm based on swarm intelligence. J. HenanMech.
Electr. Eng. Col. (2007)

3. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: Proceedings of IEEE International
Conference on Neural Networks, Perth, pp. 1942–1948 (1995)

4. Menzel, R., Fuchs, J., Kirbach, A., et al.: Navigation and communication in honey bees. In:
Honeybee Neurobiology and Behavior. Springer Netherlands (2012)

5. Karaboga, D., Basturk. B.: A powerful and efficient algorithm for numerical function
optimization: artificial bee colony (ABC) algorithm. J. Global Optim. 39(3), 459–471 (2007)

6. Meng,Z., Pan, J.-S.,Xu,H.:QUasi-AffineTRansformation evolutionary (QUATRE) algorithm:
a cooperative swarmbased algorithm for global optimization.Knowl. Based Syst. 109, 104–121
(2016)

7. Meng, Z., Pan, J.-S.: QUasi-Affine TRansformation evolution with external ARchive
(QUATRE-EAR): an enhanced structure for differential evolution. Knowl.-Based Syst. 155,
35–53 (2018)

8. Liu, N., Pan, J.-S., Xue, J.Y.: An orthogonal QUasi-Affine TRansformation evolution (O-
QUATRE) algorithm for global optimization. IIH-MSP. Springer, vol 157, pp 57–66 (2019)

9. Meng, Z., Pan, J.-S.: QUasi-affine TRansformation Evolutionary (QUATRE) algorithm: a
parameter-reduced differential evolution algorithm for optimization problems. CEC 2016,
4082–4089 (2016)

10. Pan, J.-S., Meng, Z., Huarong, Xu., Li, X.: QUasi-affine TRansformation evolution (QUATRE)
algorithm: a new simple and accurate structure for global optimization. IEA/AIE 2016, 657–667
(2016)

11. Bao, L., Zeng, J.C.: Comparison and analysis of the selection mechanism in the artificial
bee colony algorithm. In: ninth international conference on hybrid intelligent systems. IEEE
Computer Society (2009)

12. Talebi, M., Abadi, M.: BeeMiner: a novel artificial bee colony algorithm for classification rule
discovery. In: Intell. Syst. IEEE (2014)

13. Fister, I., Fister, I., Brest, J., et al.:Memetic artificial bee colony algorithm for large-scale global
optimization (2012)

14. Banharnsakun, A., Achalakul, T., Sirinaovakul, B.: ABC-GSX: a hybrid method for solving
the traveling salesman problem. In: SecondWorld Congress on Nature & Biologically Inspired
Computing, NaBIC 2010, Kitakyushu, Japan, 15–17 Dec 2010. IEEE (2010)



18 Hybrid Optimization Algorithm Based on QUATRE … 197

15. Jiang, B.-Q., Pan, J.-S.: A parallel quasi-affine transformation evolution algorithm for global
optimization. J. Network Intell. 2(4), 30–46 (2019)

16. Du, Z.-G., Pan, J.-S., Chu, S.-C., Luo, H.-J., Hu, P.: Quasi-affine transformation evolutionary
algorithm with communication schemes for application of RSSI in wireless sensor networks.
IEEE Access 8, 8583–8594. https://doi.org/10.1109/ACCESS.2020.2964783

17. Liu, N., Pan, J.-S., Wang, J., Nguyes, T.-T.: An adaptation multi-group quasi-affine transfor-
mation evolutionary algorithm for global optimization and its application in node localization
in wireless sensor networks. Sensors 19(19), 4112 (2019). https://doi.org/10.3390/s19194112

18. Zhang, F., Tsu-Yang, Wu., Wang, Y., Xiong, R., Ding, G., Mei, P., Liu, L.: Application of
quantum genetic optimization of LVQ neural network in smart city traffic network prediction.
IEEE Access 8, 104555–104564 (2020)

19. Chu, S.-C., Chen, Y., Meng, F., Yang, C., Pan, J.-S., Meng, Z.: Internal search of the evolution
matrix in QUasi-Affine TRansformation Evolution (QUATRE) algorithm. J. Intell. Fuzzy Syst.
38(5), 5673–5684 (2020)

20. Chen, J.-N., Zhou, Y.-P., Huang, Z.-J., Wu, T.-Y., Zou, F.-M., Tso, R.: An efficient aggregate
signature scheme for healthcare wireless sensor networks. J. Network Intell. 6(1):1-15 (2021)

21. Liu, N., Pan, J.-S., Sun, C., Chu, S.-C.: An efficient surrogate-assisted QUasi-affine TRans-
formation evolutionary algorithm for expensive optimization problems. Knowl. Based Syst.
(2020) (Accepted)

22. Chu, S.-C., Huang, H.-C., Roddick, J.F., Pan, J.-S.: Overview of algorithms for swarm
intelligence. ICCCI 1(2011), 28–41 (2011)

23. Sun, C., Jin, Y., Cheng, R., Ding, J., Zeng, J.: Surrogate-assisted cooperative swarm optimiza-
tion of high-dimensional expensive problems. IEEE Trans. Evol. Comput. 21(4), 644–660
(2017)

24. Zhao, L., Gai, M., Jia, Y.: Classification of multiple power quality disturbances based on PSO-
SVM of hybrid kernel function. J. Inform. Hiding Multimedia Signal Process. 10(1), 138–146
(2019)

25. Nguyen, T.-T., Chu, S.-C., Dao, T.-K., Nguyen, T.-D., Ngo, T.-G.: An optimal deployment
wireless sensor network based on compact differential evolution. J. Network Intell. 2(3), 263–
274 (2017)

26. Wang, H., Zhijian, Wu., Rahnamayan, S., Sun, H., Liu, Y., Pan, J.-S.: Multi-strategy ensemble
artificial bee colony algorithm. Inf. Sci. 279, 587–603 (2014)

27. Pan, J.-S., Wang, H., Zhao, H., Tang, L.-L.: Interaction artificial bee colony based load balance
method in cloud computing, in \textit{ICGEC 2014}, pp 49–57

28. Tang, L., Zhang, Xi., Li, Z., Zhang, Y.: A New hybrid task scheduling algorithm designed
based on ACO and GA. J. Inform. Hiding Multimedia Signal Process. 9(6), 1585–1594 (2018)

29. Chu, S.-C., Roddick, J.F., Su, C.-J., Pan, J.-S.: Constrained ant colony optimization for data
clustering, in 8th Pacific Rim International Conference on Artificial Intelligence, LNAI 3157
(2004), pp. 534–543

https://doi.org/10.1109/ACCESS.2020.2964783
https://doi.org/10.3390/s19194112


Chapter 19
Joint Adaptive Reception Algorithm
with Ant Colony Optimization
for Asynchronous Cooperation
Transmission Systems

Aiyong Zhang, Changjie Liu, and Pengfei Qin

Abstract A joint adaptive reception algorithm is proposed for asynchronous coop-
eration systems, which is aiming at reducing the interference caused by the asyn-
chronous relays, where ant colony optimization algorithm is adopted to enhance the
adaptive training process. The coordination node is usually needed for cooperative
communication systems, which is employed to apply relays timing synchronization
as well as relay selections, thus achieving the diversity order. However, it could be
difficult to choose the center, when the requirement is too rigor for some certain
system, such as the complexity-limited ones. For this kind of non-centered systems,
the relaying nodes usually work asynchronously, so it is necessary to remove the
inter-symbol interference (ISI) in the received signal, in order not to degrade the
whole transmission performance. As an effective means, equalizer is usually utilized
to carry out ISI cancelations, where zero forcing and minimum mean square error
are known as the criterions. When channel state information is unavailable, adaptive
equalizer can be considered, with which to train the weightings of equalizer. In this
paper, to improve the training process of conventional adaptive algorithms, we inves-
tigate andmodify ant colony optimization to propose a hybrid and combined adaptive
architecture, and the converging property can be guaranteed. Computer simulations
show that under Rayleigh fading cooperation communication channels, the proposed
algorithm has faster convergence speed and can achieve better detecting performance
than conventional adaptive equalizer.
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19.1 Introduction

Cooperative communications have drawn attentions for years aiming at the scenarios
when conventional point-to-point communications have difficulty in providing
adequate communication quality, which may even fail to work, considering the
limited power supply as well as the extremely bad channel characteristics. Due to the
advantages of strong survivability and stability, cooperation among multiple relays
has been widely utilized to set up communication links for various kinds of appli-
cations, where the source node transmits signal, and then the signal is amplified
and forwarded by multiple relay nodes, thus increasing the probability of the signal
reaching the destination. Channel property has been regarded as an important factor
in conventional communication links, which will be affected by blocking or shadow
fading; but in the case of the cooperation scenario, sincemultiple links can be supplied
by the relays, the communication property can be improved dramatically [1].

Least mean square (LMS) is a commonly used adaptive algorithm, which makes
use of gradient descent method during the training process. The selection of step size
is one of the key points to the algorithm, because the larger step size can promise
a quick convergence and the smaller step size can achieve low mean square error
(MSE), so the tradeoff between converging speed and MSE property becomes an
important research content [2]. Li et al. in [3] investigate the kernel function into the
transform of the weighting coefficients and optimize the distance vector of LMS. The
quantization error can also affect the performance of adaptive equalizer, which have
been studied by the authors in [4], where a steady-state performance is successfully
obtained.

Ant colony optimization (ACO) is a swarm intelligence algorithm observed in
social species, and intelligent features are exhibited by the intelligent features, so it
could also be thought of as an artificial self-organized networking system [5]. The
intelligent ACO swarm is able to search the possible solution for many problems,
so it has attracted vast attentions from both academia and industry [6]. As an artifi-
cial intelligence technique, ACO is studied based on the observations of collective
behavior in biological activities such as ant foraging, division of labor, larval sorting,
nest building, and cooperative transport [7]. ACO has been applied to routings such
as mobile ad hoc networks, wireless sensor networks, or delay tolerant networks,
and besides that, ACO is also with a good scalability to other performance analysis
[8].

In this paper, we propose a new hybrid adaptive equalizer in cooperative commu-
nication systems, by combining ACO together with LMS, where the ACO is adopted
to strengthen the local search accuracy, while LMS algorithm is employed as global
control to guarantee that the whole system will not fall into local convergence. To
the knowledge of the author, there is no work available in reference devoted to
improve the non-centered cooperation link by the ACO-aided adaptive equalizer. It
should be noted that Ghani et al. have proposed a successive interference cancela-
tion algorithm in [9] using ACO for cooperative communication systems, so that
the capacity is improved, while the complexity is reduced, but it is entirely different
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from the hybrid equalizer proposed in this paper. The rest of this paper is organized
as follows. In Sect. 19.2, system model of cooperative communication is introduced.
Conventional LMS, standACO, and the proposed ACO-LMS algorithms are given in
Sect. 19.3. Simulations are presented in Sect. 19.4, and finally, the paper is concluded
in Sect. 19.5.

19.2 System Model

The cooperative systemmodel is shown in Fig. 19.1, where the source node transmits
the signal to multiple relays, and then relay nodes amplify and forward the signals to
the destination node. Since the LOS link between source node and destination node
could be blocked or severely deteriorated, we ignore the LOS component here. For
simplicity, we use hSRl to express the complex channel gain between source node
to the lth relay node and use hRlD to stand for the complex channel gain from the
lth relay node to destination node for l = 1, 2, . . . , L , where L is the number of the
available relays in the systems. Consider that the fixed center node could hardly be
established, with which to coordinate the relay nodes for timing and synchronization,
so there exists relative delays between the signals forwarded by the multiple relays.
To combat the inter block interference caused by the delays, cyclic prefix (CP) is
introduced into the system to act as the guard interval, where the length of CP should
be no less than the maximal delay among the multiple relays [10].

At the transmitter, the constellation mapped signal vector can be written as:

s = [s1, s2, . . . sk]T (19.1)

where k denotes the length of block and (·)T expresses transpose. After insertion of
CP, the baseband transmitted signal is:

sCP(n) = s(n − P)k (19.2)

Fig. 19.1 Cooperative
communication system
model

Destination Node

Relay

Relay

Source Node

Relay
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where P is the length of CP, which should be larger than that of the maximal delay
among the signal forwarded by the relays, and (·)k stands for the module-k operation.
According to Eq. (19.2), the vector [sk−P+1, sk−P+2, ..., sk] indicates the construc-
tion method of CP. When the signal forwarded by the multiple relays arrives at the
destination node, after CP removal, the received signal can be expressed as:

r = Hs + v (19.3)

where v is the additive Gaussian noise and H is the k × k circular matrix, which
contains the equivalent gains between the source node to the destination node through
all the multiple relays. The circulation format of channel matrix H is shown as

H =

⎡
⎢⎢⎣

h1 · · · h3 h2
h2 h1 · · · h3
· · · · · · · · · · · ·
0 · · · h2 h1

⎤
⎥⎥⎦ (19.4)

where the element hl = hSRl hRlD expresses the equivalent channel gain from source
node to destination node through the lth relay, for l = 1, 2, ..., L , and L is the number
of available relays.

WZF = H−1 (19.5)

By utilizing ZF equalizer, the output can be expressed as

rZF = WZFr = s + WZFv (19.6)

where rZF expresses the output of equalizer, and fromEq. (19.6), theMMSEequalizer
is given in the following:

WMMSE = (
HHH + σ 2Ik

)−1
HH (19.7)

where WMMSE denotes the MMSE-rule-based equalizer, and σ 2 stands for the
variance of noise, and Ik is the k × k unit matrix.

19.3 Proposed ACO-LMS Scheme

In this section, we combine ACO and LMS algorithms to propose the ACO-aided
equalizer, and with the hybrid adaptive structure, a fast converging speed can be
obtained, and meanwhile, the steady performance can also be acquired.
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19.3.1 Least Mean Square Adaptive Equalizer

LMS is a widely used adaptive algorithm, which is based on gradient descent method
as well as MMSE criteria [6]. In the scheme, the instantaneous square error is used
instead of mean square error by approximations, so the computational complexity
in achieving the self-correlated matrix is reduced effectively. Suppose that at the nth
time slot, the received vector signal is r(n), and w(n) is the equalizer, and req(n) is
the output of equalizer. The LMS algorithm can be summarized in the following.

Step 1 Initialize the input and output of equalizer;
Step 2 Initialize the weighting coefficient W;
Step 3 Weighted filtering, acquire the instantaneous error as:

e(n) = d(n) − Wr(n) (19.8)

Step 4 Update the coefficients using:

w(n + 1) = w(n) + μe(n)r∗(n)

n = n + 1; (19.9)

where μ is the step size and * denotes the conjugate transpose;

Step 5 When the error is small enough, break.

19.3.2 Proposed Hybrid ACO-LMS Detector

The diagram of the proposed algorithm is shown in Fig. 19.2, where the “Weighting
Coefficients” denote the equalizing operator to the received signal, and wk is used
to denote the weighting coefficients of the ACO-LMS hybrid equalizer. In Fig. 19.2,
“Substraction” is referred to as the operation to yield the error between the weighted

Fig. 19.2 Signal processing
diagram of the proposed
ACO-LMS equalizer

Received
 Signal

Weighting 
Coefficients Subtraction Error

Local ACO 
Updata

Global LMS 
Updata

Training Sequence

Hybrid AdaptiveEqualizer
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output and the training sequence, which is expressed by the “Error” modular, and
it is usually used to update the weighting in conventional LMS mechanism. The
weighting error calculation can be described as Eqs. (19.8) and Eqs. (19.9), which
are combined together to construct the equalizer. Then, the update of ACO-LMS
weighting coefficients is achieved by two stages; during the first stage, we use ACO
to strengthen the local convergence of the training, and during the second stage,
conventional LMS is applied to ensure an effective global convergence. Finally, when
the level of the error is limited to a certain extent, the training process is terminated.

In the new scheme, the received signal at the destination node which is forwarded
bymultiple relays is firstlyweighted using the global weighting coefficients, and then
the signal is fed into the ACO updating module. Here, each constellation-mapping
symbol forwarded by relays is faded, since the relays retransmit the signal automat-
ically in an asynchronous mode, so the aim for ACO-LMS scheme is to remove the
ISI contained in the symbols, by improving the iterative detection process of conven-
tional LMS algorithm. For the proposed one, global optimum solution is regarded
as the expected output, after ISI is canceled. Therefore, the goal of the new scheme
is to find the coefficients, with which to weight the input signal, and the optimal
solution can be achieved. To accomplish that goal, we first simplify the searching
process of traditional ACO, where the searching scope is reduced in consideration
of the effective global convergence supplied by LMS and then combine it with steep
descent method to accomplish the whole training.

At time instant n, r(n) is the received signal, d(n) is the desired signal, and w(n) is
the weight coefficients of the equalizer. For the ACO module, v denotes the update
of the ant colony. Then, the proposed hybrid ACO-LMS algorithm can be expressed
as follows.

Step 1 Initialize the input and output of equalizer;
Step 2 Initialize the weighting coefficient W = 0;
Step 3 Set and initialize the ant colony as ζ←μ, where ants are uniformly

distributed in the normalized range interval {0,1}, centered at the initial
weighting:

P = {v ∈ W + c · {0, 1}} (19.10)

where c is a constant;
Step 4 Select v1, v2 ∈ ζ with updates using the uniform distribution mechanism,

which meets the probability equation

∀v1, v2 : f (v1) ≥ f (v2)

⇒ Pr( select v1 ) ≥ Pr( select v2 )
(19.11)

Step 5 Update the ant colony with z, since the solutions should be repeatedly
calculated to find the optimal solution, where the randomly distribution
of ants can be assumed for z:
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z = c1 · v1 + c2 · v2 (19.12)

where c1 and c2 are random coefficients, which act as the uniform but
random variation of value.

Step 6 Use the training sequence to represent the global optimization solution,
and we can get the equalized output and the corresponding error as:

Pv(n) = v · r(n) (19.13)

ev(n) = d(n) − Pv(n) (19.14)

Step 7 Update the ant colony: ζ ← {ζ ∪ z};
Step 8 Choose the best solution from ζ which best suits the fitness function and

then move on to the next iteration;
Step 9 Update the equalization coefficients with LMS as:

w(n + 1) = w(n) + μev(n)r∗(n) (19.15)

n = n + 1;

Step 10 When the error is small enough, break.

19.4 Simulation Results

Computer simulations are carried out under the cooperative communication links,
where three relays are supposed to forward the signal in the cooperation system,
and the channel is supposed to be Rayleigh flat fading. 64QAM is considered as
the modulation, and the training process as well as the detection performance of the
proposed ACO-LMS is testified.

The converging process of the ACO-LMS is illustrated in Fig. 19.3, compared
with that of LMS, where the x-axis denotes the training time, and y-axis stands for
the MSE. As can be seen, the proposed hybrid equalizer obtains a faster converging
speed than conventional LMS, thus promising a higher training efficiency.

The detection performance is shown in Fig. 19.4, where the x-axis stands for
the signal-to-noise ratio (SNR) and y-axis is the bit error rate (BER). It is clear
that obvious SNR gain of the proposed scheme can be obtained compared with that
of conventional LMS equalizer, and the proposed algorithm can promise a faster
decreasing speed in BER.
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Fig. 19.3 Converging
property comparisons

Fig. 19.4 Bit error rate
performance comparisons

19.5 Conclusion

Presented in this paper is a new hybrid equalization algorithm, designed for the
cooperative communication links, where LOS component of the communication link
is not available. We investigate the swarm intelligence ACO algorithm into adaptive
LMS and propose the ACO-LMS algorithm, which can converge effectively with low
complexity and can acquire comparatively better detecting performance. Computer
simulations show that the proposed scheme can surpass conventional LMS adaptive
equalizer dramatically.
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Chapter 20
Multiple Data-Dependent Kernel
Learning for Circuit Fault Diagnosis

Wang Jianfeng, Wu Meixi, and Li Hanzhi

Abstract An analog circuit fault diagnosis method based on multi- data correlation
kernel is proposed, and the UCI data set is used to verify the effectiveness of the
proposed method. Then, a fault diagnosis method structure of tolerance circuit based
on SVM is proposed. Taking Sallen key filter circuit as an example, the specific steps
of establishing an analog circuit fault diagnosis model, including fault injection,
are introduced: circuit simulation, fault feature extraction, and design of SVM fault
classifier based on multi-data correlation kernel. Then, the Sallen key filter circuit
and leap frog filter circuit are selected as the diagnosis objects. TheHSPICE software
is used to inject the fault into the circuit under test and establish the fault simulation
model, so as to obtain the circuit data under different circuit states, and the circuit
samples are used to establish the fault classifier based on SVM. Finally, the effects
of SVM + MK, SVM + DK, and SVM + MDK on the fault classifier diagnosis
are compared. The experimental results show that the three methods used in this
paper are better than the analog circuit fault diagnosis method based on standard
SVM, and the proposed analog circuit fault diagnosis method based on multi-data
correlation kernel is the best in terms of diagnosis effect. On this basis, the SVM +
MDK algorithm is more effective The establishment time and diagnosis efficiency
of the model are relatively good.

20.1 Introduction

With the rapid development of artificial intelligence technology, computer tech-
nology, and microelectronics technology, many scholars have conducted in-depth
research on electronic circuit fault diagnosis technology. However, there is still a
lack of effective diagnosis methods for analog circuit diagnosis. The main reason is
that the fault mode is very complex due to the tolerance of analog components, and
the inherent characteristics of analog circuit, such as output continuity and input–
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output nonlinearity, increase the complexity of diagnosis and huge amount of calcu-
lation. In addition, due to the tolerance of component parameters in analog circuits,
the collected circuit samples have the problems of irregular multi-dimensional data
and uneven distribution of high-dimensional feature space. And because the output
response of the circuit can reflect the working state of the circuit from different
angles when the circuit fault occurs, and the dimension of the test space of the circuit
fault samples collected from the output response curve is too high, the classifier can
not directly classify and identify them effectively, so it needs the method of feature
extraction and proposes the meaningful feature information from the output signal
At the same time, the high-dimensional input space of the original circuit data is
reduced to a low-dimensional feature space.

For analog circuit fault diagnosis, although the effect of using support vector
machine is better than traditional machine learning methods such as neural network,
the following problems still exist: in the actual diagnosis process, there are many
fault modes in analog circuit, and the separability between different fault modes is
very poor, which leads to the unsatisfactory diagnosis effect of standard SVM. The
reason is that the standard SVM method maps samples with single kernel function.
Because the mapping ability of different kernel functions is not the same, the map-
ping effect of kernel functions is different for different data sets, and so far there is
no perfect theoretical basis for the selection and construction of kernel functions [1,
2]. In addition, the analog circuit fault samples have irregular data or non flat dis-
tribution in the high-dimensional feature space, so it is unreasonable to use a single
kernel function to map all samples. In recent years, a large number of researches
on kernel combination are proposed to solve these problems combination method,
namely multi-core learning method [3–8]. This paper focuses on the problem that
the classification accuracy of standard support vector machine is not ideal in the
above cases, and focuses on the application of multi-core learning method in analog
circuit fault diagnosis, and uses the data correlation kernel method to optimize the
multi-core matrix, so that the optimized kernel matrix is more suitable for the sample
data. Then, it is applied to analog circuit fault diagnosis to solve the problem that
the classification accuracy of standard support vector machine for irregular multidi-
mensional data or uneven multidimensional data in circuit samples decreases in the
actual diagnosis process.

To solve these problems, the first mock exam circuit is proposed based on multi-
data correlation kernel. In order to get the circuit characteristic information of differ-
ent analog circuits, the feature extraction method of circuit fault data with tolerance
characteristics is studied. The fault status and normal state of the circuit can be better
separated, and the fault detection and diagnosis can be realized. Taking the interna-
tional standard analog circuit as the diagnosis object, the HSPICE software is used
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to inject faults into the components in the analog circuit, and the circuit data are
obtained under different working conditions for classification. The diagnosis model
based on support vector machine is established to verify the effectiveness of the
proposed method.

20.2 Proposed Method

The training set S = {(xi , yi )}i=1,2,...,m , where xi ∈ R
p, yi ∈ 1, 2, . . . , c. Without

loss of generality, we suppose the firstm1 samples in the training set belong to Sm1 =
(xi , yi ), yi = 1i=1,2,...,m1

, and the last m2 samples belong to Sm2 = {(xi , yi )},yi =
2,{i = m1+1,m1 + 2, . . . ,m2},m = m1 + m2 represents the total number of sam-
ples. K represents MDK. The expression is

k(x, x ′) = q(x)
I∑

i=1

dik0,i (x, x
′)q(x ′) (20.1)

where x ′ ∈ R
p, k0,i (x, x ′) is the ith basic kernel function selected from the original

kernel, and I is the number of candidate kernel functions used to combine multiple
data-related kernel functions, di ≥ 0 is the weight of the ith kernel function, q(·) is
the factor function provided by the following formula:

q(x) = α0 +
n∑

i=1

αi k1(x, ai ) (20.2)

where k1(x, ai ) = e−y‖x−αi‖2 , ai ∈ R
d is the coefficient of the kernel function com-

bination. The “experience center” ai , i = 1, 2, . . . , n is selected from the training
sample. It is worth noting that the multi-data correlation kernel function k(x, x ′) sat-
isfies theMercer condition, k(x, x ′) is still a kernel function because k(x, x ′) can also
be written as k(x, x ′) = ∑I

i=1 di [q(x)k0,i (x, x ′)q(x ′)], where the conformal trans-
formation of k0,i (x, x ′)is q(x)k0,i (x, x ′)q(x ′) and k(x, x ′) is a linear combination of
kernel functions.

In order to find a balance between computational efficiency and classification
accuracy, we need to select some key kernel functions from the candidate kernel
functions at the beginning of constructing the multi-data correlation kernel func-
tion. In the algorithm, the weight di = 1, 2, . . . , I can be determined by solving the
following convex optimization problem:

Maximize A(K0, K ∗)
s.t.K0 = ∑I

i=1 di K0,i

tr(K0) = 1 di ≥ 0,∀i
(20.3)
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where K ∗ =
{

1 y = y′
−1/(Q − 1) other

is the ideal target kernel function, tr(·) is the

trace of thematrix,Q is the number of categories,Q ≥ 2. A(K0, K ∗) = 〈K0,K ∗〉
‖K ∗‖F‖K0‖F

,
where 〈., .〉F is theFrobenius normof the twomatrices,which is defined as〈D, E〉F =∑m

i=1

∑m
j=1 di j ei j = tr(DET ).

It is easy to find that ‖K ∗‖F is the corresponding constant for a certain classifica-
tion task, and the constraint of the matrix trace is to modify the scale invariance of the
kernel arrangement. Generally speaking, it is to modify the denominator‖K0‖F and
maximize the numerator 〈K0, K ∗〉F . Let H = [vec(K0,1)vec(K0,2) · · · vec(K0,I )],
where vec(·) is the column vector of thematrix, which can be derived from equation:

Minimize − vec(K ∗)T Hd + γ1 ‖d‖22
s.t.dT HT Hd ≤ 1

di ≥ 0,∀i
(20.4)

where d = [d1d2 · · · dI ]T is the required weight, ‖d‖22is added to the regularized
weight to avoid overfitting in the classification process. γ1 ∈ [0, 1] is the regulariza-
tion parameter.

After completing the optimization calculation of the weight di = 1, 2, . . . , I , the
following uses Fisher’s criterion to calculate the data correlation kernel coefficient
αi = 0, 1, . . . , n. For the case of multi-classification, Q ≥ 2, we define x̃ as the
mapping value, and x̃ the center of the entire training data set, respectively.We define
¯̃x j as the center of the j-th( j = 1, 2, · · · , Q) category in the empirical feature space.
We get

Sb = 1

m

Q∑

j=1

m j ( ¯̃x j − ¯̃x)( ¯̃x j − ¯̃x) (20.5)

Sw = 1

m

Q∑

j=1

m j∑

i=1

m j ( ¯̃x j
i − ¯̃x j )( ¯̃x j

i − ¯̃x j )
T (20.6)

where Sb is the “inter-category scatter matrix,” Sw is the “inter-category scatter
matrix,” and ¯̃x j

i is the i-th data of the j-th category.
In the process of constructing multiple data-related kernels, the main task is to

determine the weights di , i = 1, 2, . . . , I of the basic kernel function k0,i (x, x ′) and
the coefficients αi , i = 0, 1, . . . , n of the data-related kernels. We use kernel permu-
tation and Fisher discriminant analysis to optimize the weight of the basic kernel
function and the coefficient of the data-related kernel, respectively. Figure20.1 illus-
trates a schematic diagram of the MDK algorithm process.
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Fig. 20.1 Schematic diagram of MDK algorithm process

20.3 Simulation Experiments

20.3.1 UCI Dataset

In the verification experiment, the standard support vector machine uses RBF kernel
function for classification and uses RBF kernel function as candidate kernel function
when combining multiple kernel functions. Each data set should be normalized first,
and then randomly divided into three independent parts with the same number of
samples. Some of them are used as the experience center set {αi }. The other two
parts are training set and test set. The penalty coefficient C of SVM has been set
before optimization, so thatC = 103. Learning rate η0 and iterations n are set to 0.01
and 200, respectively.

KGausK in Table 20.1 is for the common Gaussian kernel function used in sup-
port vectormachine, Kopt_DK represents that SVMuses the optimized kernel function,
Kopt_MK represents that support vector machine uses multi-kernel function, Kopt_MDK

represents that support vector machine uses multi- data correlation kernel for clas-
sification, and training time represents the time that learning machine uses training
samples to build model. From the experimental results, we can find that: in terms
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of classification accuracy, compared with standard SVM and SVM + DK, SVM +
MK, and SVM +MDK have better classification accuracy. This is because the latter
two use the multi-core learning method. Because the multi-core learning principle
takes advantage of the mapping advantages of multiple basic cores, the classification
separability of input samples in the composite space is better than that in the single
core space. However, due to the optimization algorithm of data correlation kernel
in SVM + MDK algorithm, the training time of SVM + MDK algorithm is slightly
longer than that of SVM + MK algorithm.

20.3.2 Leap Frog Filter Circuit Experiment

Figure20.2 shows the circuit of the leap frog filter, in which all the resistors are 10
kΩ ,C1 = C4 = 10nF ,C2 = C3 = 20nF , the normal tolerance of resistance is 5%,
and the tolerance of capacitance is 10%. As shown in Fig. 20.3, (a) is the circuit
response curve in the time domain under the normal working state of the circuit,
and (b) is the circuit response curve in the time domain under the normal fault state
of the circuit. The data sample is decomposed into approximate part and detail part
by using five-level Haar wavelet transform, and the first low frequency coefficient
of the approximate part of the five-level Haar wavelet decomposition is selected as
the eigenvector of different circuit states. Figure 20.3c shows the result of wavelet

Fig. 20.2 Circuit of leapfrog filter
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Fig. 20.3 Response curves andwavelet decomposition results of the circuit under different working
conditions of leapfrog

decomposition of the output response curve under the normal working state of the
circuit, and Fig. 20.3d shows the result of wavelet decomposition of the output
response curve under the fault state of the circuit. The fault diagnosis classifier based
on SVM is constructed by using the above three methods, and fault detection is
carried out.

The rest parameters of the diagnosis algorithm are set as follows: in the standard
SVM algorithm, RBF kernel is selected for classification, and the grid search method
is used to classify the parameters (C, γ0) to optimize the standard SVM to achieve the
best classification effect. The trained SVM classifier is used to diagnose the circuit
test data, and the circuit classification results are given in Table 20.2.

It can be seen from Table 20.2 that for two analog circuits, compared with the
other two methods, SVM + MK and SVM + MDK have the best diagnosis effect,
because for the same data set, multi-core learning obtains the composition space
by combining multiple basic cores in a certain combination form. The advantage
of the composition space is that it has the advantage of feature mapping of each
basic core, and can be used for diagnosis The multi-core learning theory avoids the
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Table 20.2 Comparison of circuit diagnosis effects of fault diagnosis systems based on different
methods

Classification methods and evaluation index Sallen key Leapfrog

StandardSVM Accuracy(%) 91.11 86.51

Training time (s) 35.7662 4.9849

SVM+MK Accuracy(%) 100.00 100.00

Training time (s) 0.9721 0.1650

SVM+DK Accuracy(%) 91.56 92.83

Training Time(s) 1.5351 0.2737

SVM+MDK Accuracy(%) 100.00 100.00

Training time (s) 1.5879 0.2323

Table 20.3 Comparison of test time between SVM + MK and SVM + MDK

Testing time (s) (Sallen key) Testing time (s)

SVM+MK 0.0314% 0.0084

SVM+MDK 0.0306% 0.0080

kernel function selection strategy based on grid search and cross validation, which
can significantly shorten the training time; the data correlation kernel method is
for multi- kernel moments By taking Fisher discriminant analysis as the objective
function, the objective function is maximized to make the classification of circuit
data better in the empirical feature space, so as to improve the diagnosis effect; in
terms of the time of establishing the diagnosismodel, the complexity of the algorithm
is slightly increased due to the addition of data correlation accounting method to the
SVM + MDK algorithm to optimize the multi-core matrix, but the complexity of
the algorithm is still low. Compared with SVM + MK, SVM + MDK algorithm
has advantages in diagnosis efficiency, that is, the test time is shorter; in terms of
diagnosis efficiency, as given in Table 20.3, it can be found that the test time of
SVM + MDK is slightly shorter than that of SVM + MK, because the complexity
of the diagnosis model established by each algorithm is different. The complexity
of SVM model can be evaluated by the number of support vectors. For example, for
Sallen key circuit, the number of support vectors found by SVM + MDK method is
16, while the number of support vectors found by SVM + MK method is 16 Using
the SVM + MK method, the number of support vectors is 17, so the SVM + MDK
diagnosis model is slightly simpler than the SVM + MK diagnosis model, and the
diagnosis speed is also slightly faster during the test process.

Finally, because the circuit used in this paper is relatively simple,MDK fault diag-
nosis method compared with MKmethod, both achieved 100% diagnostic accuracy.
However, from the verification results of standard UCI data sets, we can see that
MDK can achieve better classification accuracy for complex problems because it
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combines the advantages of multi-core learning and data correlation kernel learning.
In the follow-up work, the above methods will be used for fault diagnosis of more
complex electronic systems to verify the promotion effect of the method.

20.3.3 Conclusion

An analog circuit fault diagnosis method based on multi-data correlation kernel is
proposed, and the UCI data set is used to verify the effectiveness of the proposed
method. Then, a fault diagnosis method structure of tolerance circuit based on SVM
is proposed. Taking Sallen key filter circuit as an example, the specific steps of
establishing an analog circuit fault diagnosis model, including fault injection, are
introduced Circuit simulation, fault feature extraction and design of SVM fault clas-
sifier based on multi-data correlation kernel. Then, the Sallen key filter circuit and
leap frog filter circuit are selected as the diagnosis objects. The HSPICE software is
used to inject the fault into the circuit under test and establish the fault simulation
model, so as to obtain the circuit data under different circuit states, and the circuit
samples are used to establish the fault classifier based on SVM.
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Chapter 21
Calculation of Spacecraft Transfer
Trajectory Based on Modified
Differential Evolution Algorithm

Gui-bo Zheng, Qing Yin, Guan-qun Wu, and Ke-yan Huang

Abstract Aiming at the optimization problemof spacecraft transfer trajectory, based
on differential evolution algorithm, a fast optimization method for transfer trajectory
with modified differential algorithm is proposed. The method can quickly find the
best transfer trajectory that satisfies the specified constraints through the intelligent
optimization based on the population individuals. It avoids the problems of large
calculation and low efficiency caused by traditional iteration methods. The actual
application of the calculation of the transfer trajectory under certain initial conditions
shows that the method can quickly determine the transfer orbit parameters.

21.1 Introduction

For more and more space missions, the calculation and optimization of spacecraft
rendezvous orbits are becoming more and more common. However, the trajectory
optimization problem is usually solved under nonlinear andmulti-constrained condi-
tions. According to the traditional iterative solution method, not only the calcula-
tion quantity is large, but also the analytical solution of the problem is difficult to
obtain, which affects the execution efficiency of the space task. In order to solve
the problem of orbit optimization, people continue to use neural networks, genetic
algorithms, etc. in the analysis and calculation of the orbit [1–3]. As optimization
problems become diversified and complicated, the original optimization algorithm
to solve these problems becomes very difficult. Some researchers try to simulate
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the evolutionary process of nature to propose an algorithm that simulates the evolu-
tionary process to solve complex optimization problems. From this, Evolutionary
Computing (EC) came into being. Differential evolution algorithm (DE), as a branch
of EC, is an intelligent optimization algorithm that uses random search and floating-
point vector encoding [4]. It is also an efficient heuristic evolution algorithm.Because
of its simplicity principles, fewer control parameters, easy implementation and other
characteristics, DE algorithm show great potential in solving optimization problems,
excellent performance in experiments on various test problems. And it has become
one of the hot topics in evolutionary algorithm research in recent years [5–8].

Based on the differential evolution algorithm (DE), this paper proposes amodified
differential algorithm and tries to use it in the fast optimization calculation of the
spacecraft transfer orbit under the condition of a fixed speed increase. The compli-
cated and time-consuming parameter calculation is transformed into an independent
parameter optimization process to shorten the calculation time and improve calcula-
tion accuracy. Based on the modified algorithm, the transfer orbits of the spacecraft
in two coplanar elliptical orbits under the condition of a fixed speed increase of
1000 m/s are analyzed and calculated.

21.2 Differential Evolution Algorithm

Differential Evolution Algorithm (DE) [4] is a social evolution algorithm based
on population differences, which proposed by Storn and Price in 1997. It solves
optimization problems through cooperation and competition among individuals in
the population. It is essentially an evolutionary algorithm based on real number
coding with the idea of preserving superiority.

21.2.1 Basic Principles of Differential Evolution Algorithm

The basic idea of the differential evolution algorithm is as follow. Firstly, the mutant
individuals are formed by the mutation operations between the parent individuals.
Secondly the parent individuals and the mutant individuals are cross-operated with
a certain probability to generate a trial individual; then the parent individuals and
the trial individuals perform greedy selection operations according to their value of
fitness, and keep the better ones. Then the evolution of the population is realized.

DE adopts the calculation method similar to the standard evolutionary algo-
rithm, mainly through the three operations of mutation, crossover and selection to
perform intelligent search. However, unlike traditional evolutionary algorithms, DE
uses random selection of different individuals to generate proportional difference
vectors to perturb the contemporary population, and uses the difference between
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the candidate solutions to generate new individuals. Compared with other evolu-
tionary algorithms, DE has the advantages of simple structure which has only 3
control parameters, easy implementation, good global search performance and strong
robustness.

DE needs to go through the following four basic processes including individual
initialization, mutation, crossover, and selection. After the individual is initialized,
two individuals in the same population are differentiated and scaled by the most
important difference mutation operator in evolution algorithm, and adds another
random individual vector in the population to generate the mutant vector, then the
vector of the parent individual and the mutant individual uses the crossover operation
to obtain the trial individual vector, and finally compare the fitness value of the trial
individual vector and the parent individual vector to save the superior to the evolved in
the next generation. DE uses differential mutation, crossover, and selection methods
to continuously iterate the population to evolve until it meets the stop conditions.

21.2.2 Standard Differential Evolution Algorithm Process

Initialization. Suppose the current evolutionary generation is t, the population
size is NP, the spatial dimension is D, and the current population is X(t) ={
xt1, x

t
2, . . . x

t
N P

}
, xti = {

xti1, x
t
i2, . . . x

t
i D

}T
is the ith individual in the population.

In the evolution process, the following three operations are performed in sequence
for each individual xti .

Mutation operation. For each individual xti , a variant individual vt
i =

{
vt
i1, v

t
i2, . . . v

t
i D

}T
is generated as follows:

vt
i j = xtr1 j + F ∗ (

xtr2 j − xtr3 j
)

j = 1, 2, . . . D (21.1)

where xtr1 = (
xtr11, x

t
r12, . . . x

t
r1D

)T
,xtr2 = (

xtr22, x
t
r22, . . . x

t
r2D

)T
,xtr3 =

(
xtr31, x

t
r32, . . . x

t
r3D

)T
are three randomly selected individuals in the population, and

r1 �= r2 �= r3 �= i ; xtr1 j , x
t
r2 j

, xtr3 j are the jth dimension components of individual
r1, r2 and r3, respectively; F is the variation factor, which generally takes the value
[0,2]. In this way, the variant individual vt

i is obtained.

Crossover operation. From the variant individual vt
i and the parent individual xti ,

the trial individual uti = (
uti1 , u

t
i2

. . . utiD
)T
, then

uti j =
{

vt
i j
if rand[0, 1] ≤ CR or j = j_rand

xti j if rand[0, 1] > CR or j �= j_rand
(21.1)
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Among them, rand[0,1] is a random number between [0,1]; CR is a constant in
the range [0,1], called the cross factor, larger value of CR means greater possibility
of crossover; j_rand is an integer randomly selected in [1,D], which guarantees that
for the trial individual uti , at least one element must be obtained from the variant indi-
vidual vt

i . The above mutation operations and crossover operations are collectively
referred to as reproduction operations.

Select operation. The differential evolution algorithm uses a “greedy” selection
strategy, that is, from the parent individual xti and the trial individual uti , the next-
generation individual xt+1

i is selected with the best fitness value. The selection
operation is:

xt+1
i =

{
xti if fitness

(
xti

)
< fitness

(
uti

)

uti otherwise
(21.2)

Among them, fitness(·) is the fitness function, and generally the objective function
to be optimized is the fitness function.

e iterative calculation is performed by using the above difference algorithm until
the fitness function value or the number of iterations of the parent individual xti and
the trial individual uti meet the requirements.

21.2.3 Modified Differential Evolution Algorithm

There are two important operations in the DE algorithm: mutation and crossover.
The crossover operation is relatively easy, and the trial individual is generally judged
by the cross factor CR taking [0.2, 0.8]. The mutation operation has a great impact
on the algorithm. If the distribution range of the mutation individuals is large, it is
not conducive to the rapid convergence of the algorithm; if the distribution range of
the mutation individuals is small, although it is helpful to improve the convergence
speed of the algorithm, it is easy to fall into the local optimum. Therefore, the penalty
coefficientλ is introducedwhen calculating the variant individual and the calculation
of the variant individual is performed as follows.

vt
i j = xtr1 j + λ∗(

xtbest − xtr1 j
) + F ∗ (

xtr2 j − xtr3 j
)

j = 1, 2, . . . D (21.3)

where xtbest is the individualwith the best fitness function value of the parent individual
xti and the trial individual uti .
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21.3 Transfer Trajectory Optimization Method Based
on Modified Differential Algorithm

The application scenario of the transfer trajectory calculation in the paper is as
follows. The mission spacecraft releases a sub-spacecraft at a fixed initial speed
which direction is adjustable. Through the optimization design of the transfer trajec-
tory, the sub-spacecraft and the target spacecraft can be accurately rendezvous. This
calculation scenario can be described as the calculation of the rendezvous transfer
trajectory under the condition of a fixed speed increase. The final goal of the calcu-
lation is to find an optimal orbit transfer time, under which the sub-spacecraft can
achieve the accurate rendezvous with the target spacecraft at the condition of speci-
fied speed increase. The specific implementation steps of the transfer orbit calculation
based on the DE algorithm are as follows:

(1) Initialization parameters. Set population size NP = 10; mutation factor F =
0.6; crossover factor CR = 0.5; spatial dimension D = 1; initial evolution
generation t = 0.

(2) Initialize randomly the initial population X(t) = {
xt1, x

t
2, . . . x

t
N P

}
, where

xti = {
xti1, x

t
i2, . . . x

t
i D

}T
. Using the individual xti in the population as the orbit

transfer time tf , the Lambert orbit calculation method is used to calculate the
velocity vector V1 required to achieve the rendezvous with the target spacecraft
at time t f .

(3) Individual evaluation: Calculate the fitness value of each individual, and use
the value of V1 − V0 − Vm as the fitness of the particle, where V0 is the initial
vector of the mission spacecraft, and Vm is modulus of the spacecraft’s velocity
increment of sub-spacecraft released by the mission spacecraft.

(4) Mutation operation: According to formula (4), perform mutation operation on
each individual, and get the mutated individual vt

i .
(5) Crossover operation: Performcrossover operation on each individual according

to formula (2) to obtain the test individual uti .
(6) Selection operation: According to formula (3) to select one from the parent

individual xti and the trial individual uti as the next generation individual.
(7) Termination test: the new generation of population (t + 1) ={

xt+1
1 , xt+1

2 , . . . xt+1
N P

}
, Suppose the optimal individual in X(t + 1) is xt+1

best ,
if the maximum evolution generations is reached or the error requirement is
met, the evolution is stopped and xt+1

best is the optimal solution, otherwise let
t = t + 1, and turn to (3).

Through the above steps, the orbit transfer time t f can be quickly calculated.
From the orbit transfer time, the required speed for orbit transfer can be calculated
by the Lambert method. From the orbit transfer speed and the initial position of the
target spacecraft, the orbital elements of the transfer orbit and transfer path can be
calculated.
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21.4 Transfer Trajectory Calculation Under the Condition
of Fixed Speed Increase

The initial state of the transfer trajectory calculation under the condition offixed speed
increase is as follows. The target spacecraft and the mission spacecraft operate inde-
pendently in two polar orbit elliptical orbits with the same orbital height and the same
orbital plane. The orbital inclination angles are both 97.3°, and the perigee angles of
the two orbits differ by 180°. The schematic diagram of the orbital relationship and
transfer process of the two spacecraft is shown in Fig. 21.1.

Orbit 1 is the initial orbit of the mission spacecraft, orbit 2 is the initial orbit of the
target spacecraft, point 4 is the initial position of the mission spacecraft, and point
5 is the initial position of the target spacecraft. The mission spacecraft throws the
sub-spacecraft at point 4 with speed of 1000 m/s, which will rendezvous with the
target spacecraft at point 6 after time t f .

The initial position and velocity vectors RV1 and RV2 of the mission spacecraft
and the target spacecraft are as follows.

RV1 = [−1612.1024e3,413.0029e3,6670.9961e3,7.0840e3, 2.2895e3,
1.6230e3];
RV2 = [−1613.8025e3,415.1338e3,6690.8095e3,7.0885e3, 2.2766e3,
1.5155e3].

From the initial position and velocity vector, the initial orbital number of the two
spacecraft can be calculated as shown in Table 21.1.

Fig. 21.1 Schematic
diagram of spacecraft’s orbit
distribution and transfer

Table 21.1 The initial orbital elements of the spacecraft

Orbital elements α(km) e I (°) � (°) � (°) F (°)

Mission spacecraft 6885.6 0.007 97.3 196.3 0 77.2

Target spacecraft 6885.6 0.007 97.3 196.3 180 258.8
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Fig. 21.2 Rendezvous time
optimization path
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The transfer trajectory calculationmethodbasedonmodifieddifferential evolution
algorithm is programmed for analysis and calculation orbit transfer trajectory. The
initial parameters of the MDE algorithm are set as: the fixed velocity increment dV0
of the sub-spacecraft released by the mission spacecraft is 1000 m/s, the number of
particles N = 10, the particle dimension D = 1, the maximum number of iterations
is set to 1000, and the minimum number of population individuals is set to 1, The
maximum value of the population is 50, and the optimization termination error is 1.0
× 10–6.

According to the above-mentioned initial conditions, the trajectory transfer time
t f is optimized. It can be seen from the optimization results that after 9 iterations,
the fitness (the difference between the theoretical increment rate and the specified
increment rate) converges from 152 to 0.03 m/s, and after 33 iterations, the fitness
reaches 9.7376 × 10−7 m/s, and the optimal rendezvous time is t f = 18.051096 s
(Fig. 21.2).

The calculation process of the transfer trajectory is as follow:
From the transfer trajectory time t f , calculate the position vector of the target

spacecraft after t f time is p2′ = [-1485.53435e3, 456.14493e3, 6716.84006e3];
With the initial position vector p1 = [−1612.1024e3, 413.0029e3, 6670.9961e3]

of the mission spacecraft, from p1, p2′ and t f using the Lambert equation to calculate
the orbit transfer speed vectorV1 = [6994.3273,2394.7096,2613.4869] of the transfer
orbit passing through the two points p1 and p2′ in t f time.

The initial position and velocity vector RV1′ of the transfer trajectory is formed by
the initial position vector p1 of the mission spacecraft and the orbit transfer velocity
vector V1;

Calculate the elements of transfer orbits α = 7318.7 km, e = 0.146, i = 97.3°, �
= 196.3°, ω = 4.73°, f = 57.83° by RV1′.

Calculate the position vector from t0 to t f from the orbital elements, and then
obtain the orbital transfer trajectory.



226 G. Zheng et al.

-1.8x106

-1.6x106

-1.4x106

6.6x106

6.7x106

6.7x106

6.7x106

6.7x106

6.7x106

3x105

4x105

5x105
6x105

7x105
8x105

orbit of interception spacecraft
orbit of target spacecraft
orbit of sub-spacecraft
Track of interception spacecraft
Track of target spacecraft

t1

t0

t1

p1' p2

p2'

p1

X (m)

Z
(m

)

Y (m)

t0

Fig. 21.3 Orbit transferring process of spacecraft

The data of the position vector of the mission spacecraft, the target spacecraft and
the sub-spacecraft are obtained by calculation.

In Fig. 21.3, point p1 is the initial position of the target spacecraft, p1′ is the initial
position of the target spacecraft, t0 is the time zero, t1 is the rendezvous time point, p2′
is the position of the target spacecraft and the sub-spacecraft during the rendezvous,

and p2 is themission spacecraft position at the rendezvous. The
⇀

p1p1′ is the trajectory

of the sub-spacecraft, and
⇀

p1′p2′ is the trajectory of the target spacecraft. To ensure
accurate rendezvous, the time from p1′ to p2′ of the target spacecraft and the time
fromp2 to p2′ of the sub-spacecraft are equal to the rendezvous time t f (18.051096 s).

21.5 Conclusion

Aiming at the problem of the optimal transfer trajectory design of the sub-spacecraft
under the fixed speed increase constraint, this paper adopts a modified differential
algorithm based on swarm intelligence to optimize the transfer trajectory parameters.
The calculation results show that the modified differential algorithm can not only
obtain the optimal transfer orbit parameters, but also has higher convergence speed
and accuracy. It is a better parameter optimizationmethod for nonlinear problems, and
can be used for the transfer of complex spacecraft such as multi-objective continuous
rendezvous.
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Chapter 22
Channel Pruning
and Quantization-Based Learning
for Object Detection with Computing
Source Limited Application

Fei Zhao, Huanyu Liu, Moufa Hu, and Yingjie Deng

Abstract With the rise of convolutional neural network (CNN) in the field of com-
puter vision, more and more practical applications need to deploy CNN on mobile
devices. However, due to the large amount of CNN computing operations and the
large number of parameters, it is difficult to deploy on ordinary edge devices. The neu-
ral network model compression method has become a popular technology to reduce
the computational cost and has attracted more and more attention. We specifically
design a small target detection network for hardware platforms with limited comput-
ing resources, use pruning and quantizationmethods to compress, and demonstrate in
VOC dataset and RSOD dataset on the actual hardware platform. Experiments show
that the proposed method can maintain a fairly accurate rate while greatly speeding
up the inference speed. The proposed model designed in this paper achieves 76.74%
mAP on the VOC dataset, which is 4.76 times faster than the original model.

22.1 Introduction

In recent years, convolutional neural network (CNN) is regarded as one of the best
techniques for understanding image content and has shown great performance in
image classification [4], segmentation [2], and detection [8] tasks. The features of
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CNN such as local connection,weight sharing, and pooling operations can effectively
reduce the complexity of the network and reduce the number of training parameters.
Since the advent of AlexNet [9], most frontrunners in image processing competitions
have adopted CNN-based methods.

However, current state-of-the-art CNN cannot adapt well to today’s smart mobile
devices, especially in tasks with higher complexity like target detection. Therefore,
many recent research aims to reduce the model computing operations and model
parameters with minimal accuracy losses. However, most model compression meth-
ods are performed on classification models. Common classification networks usually
have small input resolution and simple model architecture, while detection network
usually has a larger input resolution and more complicated architecture. Detection
network may also include multiple inputs, as well as some post-processing, which
put forward higher requirements for the design of the network compression algo-
rithm. Common compression methods include pruning [10], quantization [3], and
distillation. Model pruning methods can usually be divided into two types: struc-
tured and unstructured. Unstructured pruning methods usually only work on specific
hardware due to the sparsity on neuron level [12]. The structured pruning method
usually prunes on the channel level, which can be accelerated on common hardware.
Quantization methods can generally be divided into post-training quantization and
quantization during training. Quantization converts floating-point numbers to inte-
gers symmetrically or asymmetrically according to the quantization bit depth, zero
point, and scale parameters. Post-training quantization usually calculates the quanti-
zation parameters of each layer on the calibration set. Quantization during training,
aka quantization-aware training (QAT), learns and observes weights and quantiza-
tion parameters at the same time, which can achieve accuracy closer to the floating-
point model. The distillation method achieves model compression by transferring
the knowledge of the trained large model to a smaller model. Common compression
methods usually only demonstrate on large models. However, in order to be able
to deploy the CNN on platforms with limited computing resources, choose a small
network designed specifically for mobile devices and then use the compression tech-
nique to achieve better results. We use channel pruning and quantization methods to
compress the small detection network and test inference time on actual hardware.

22.2 Proposed Method

In this section, we discuss the details of the methods and principles used to com-
press the object detection network. First, we describe the architecture of the proposed
detection network and then discuss the algorithm of pruning and quantization meth-
ods respectively.



22 Channel Pruning and Quantization-Based Learning for Object Detection … 231

Image

1:Conv+BN+ReLU6

8:bottleneck

15:bottleneck

20:Conv+BN+ReLU6

...

...

...

convolutional layers

upsample

concatenate(256+96)

convolutional layers

upsample

concatenate(128+32)

convolutional layers

decode

decode

decode

concatenate

NMS

bounding 
boxes

Vt
e

Ne
li

bo
M

2

Fig. 22.1 Architecture of the proposed object detection network

22.2.1 Network Architecture

The architecture of proposed object detection network is shown in Fig. 22.1. We
choose MobileNetv2 as our feature extractor. MobileNetv2 is a small network
designed specifically for mobile devices, which maintains high accuracy while hav-
ing a small amount of operations. MobileNetv2 greatly reduces computing opera-
tions through the depth-wise convolutions and inverse residual structure, and is more
friendly to CPU. It achieved 72.0% Top-1 accuracy on the ImageNet dataset.

The post-processing of the network is mainly composed of decoding and non-
maximum suppression (NMS). Decoding converts the outputs of the convolutional
layer into predictive value of the bounding boxes. The shape of the tensor is B ×
H × W × A × (C + 5), where B is the batch size; H and W are the height and
width of the feature map; A is the number of anchors; C is the number of categories.
The last five values of the last dimension are the offsets from the center of the grid
point and one foreground probability, denoted as (x̂min, ŷmin, x̂max, ŷmax, pF ). Let the
grid points of the feature map be Pi, j = (xi , y j ) = (i, j), 0 ≤ i ≤ W, 0 ≤ j ≤ H .
The relationship between the decoded coordinates and the outputs of the convolution
layer will be:

(xmn, ymn) = P + exp
((
x̂min, ŷmin

)) + 0.5
(xmn, ymn) = P + exp

((
x̂max, ŷmax

)) + 0.5
(22.1)

We apply NMS on the decoded outputs of detection heads to get the finally bound-
ing boxes. In detection head, we use BCE loss [5] andGIOU loss [7] for classification
and box regression.
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Fig. 22.3 Pruning strategy in general situation

22.2.2 Pruning

The channel pruning algorithm can be divided into three steps: sparse training, prun-
ing, and fine-tuning, which is shown in Fig. 22.2. The pruning process can be carried
out once or multiple times. Sparse training: In the training process, L1 norm penalty
is applied to of the BN layer after the convolutional layer that needs to be sparse.
The specific steps of sparse training are as follows. Schematic diagram of channel
pruning is shown in Fig. 22.3. Let the shape of the current layer convolution kernel be
(Nin, Nout, Kh, Kw). Then, the convolution kernel after pruning is shown in Eq.22.2.

F ′
x = Fx [Min,Mx , :, :] (22.2)

where Nin, Nout, Kh, Kw represent the number of input channels, the number of
output channels, the convolution kernel height and width, respectively. A[M1,M2]
means filtering out and restructuring A by M1,M2 dimension-wise. Colon indicates
a mask of all ones. Finally, set current layer’s pruning mask Mx as the next layer’s
input pruning mask.

Depth-wise convolution: The depth-wise convolution can be seen as a convolution
with the same number of groups as the number of input channels and output chan-
nels. For this type of convolution, it is only necessary to remove the corresponding
convolution kernel according to the input pruning mask Min , then set the number of
output channels and the number of groups to the new number of input channels.
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Fig. 22.4 Computation
graph of quantization-aware
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22.2.3 Quantization

We have different computation graph during training and inference. The training
graph and the inference graph are shown in Fig. 22.4. In training graph, we simulate
quantized convolution operation through the fake-quantization module, and fuses
the BN layer parameters into the convolution weights to better fit the actual value.
We obverse the range of values after each convolution and activation to calculate
the quantization parameters. We use 8-bit signed integers to quantize the 32-bit
floating-point weights, and 8-bit unsigned integers for the activations. Both network
input and convolution weights are quantized to 8-bit integers. However, since the
biases of convolution are sensitive to errors, 32-bit unsigned integers are used for
quantization. The inference graph only contains quantized convolution operations,
since batch-norm layers have been fused into pervious convolution weights.

22.3 Experiments

This section gives a comparison between proposed network and other state-of-art
lightweight detection networks. Then, we show the acceleration of pruning and quan-
tization.We train our model on the VOC dataset. We set training epoch to 80 for all
cases, using standarddata augmentmethods, including randomcropping andhorizon-
tal flipping, and additionally using mixup. Adopting Adam optimization algorithm,
cosine annealing learning rate strategy with warming up, the initial learning rate is
4e−3, and the batch size is 16. As a result, proposed model got 78.46% of the test set
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Table 22.1 Comparison of the accuracy, MACs, and number of parameters

Name mAP (%) MACs (G) Params (M)

YOLOv3 [6] 79.2 49.8 59.25

Tiny YOLOv3 [1] 61.3 8.36 8.5

YOLO Nano [11] 71.7 6.92 1.1

Ours 78.46 4.25 6.775

The bold denotes the highest performance among the three methods

Fig. 22.5 Comparison of the number of channels per layer before and after pruning onVOC dataset

mAP under the input image size of 512–512. FLOPs of our model is 4.25G MACs,
and the number of parameters is 6.775M. See Table22.1 for comparison with other
network in terms of accuracy, MACs, and number of parameters.

All model in Table22.1 was evaluated on the VOC 2007 test set at the input image
size of 512 × 512. By comparison, the proposed model is close to the YOLOv3 in
accuracy, but both MACs and the number of parameters are reduced a lot. Compared
with Tiny YOLOv3 and YOLONano, we still have great advantages in accuracy and
MACs.

The hyperparameter settings of sparse training are the same as previous. In sparse
training, we set the sparse rate to 0.01. Reached 75.65% mAP on VOC 2007 test
set. After pruning 40% of channels and fine-tuning for 20 epochs, it finally reached
75.44% testset mAP, which decreased by 3.0% compared with the unpruned model.
MACs was reduced to 2.606G, and the number of parameters was reduced to 2.31M.
Compared with the unpruned model, it was reduced by 38.6% and 65.9%, respec-
tively. The number of channels of each layer before and after pruning is shown in
Fig. 22.5. See Table22.2 for detailed comparison.

We then apply quantization on 40% pruned model. Training settings are the same
as above.Wechoose 8-bit quantization, freezingBN layer parameters after 10 epochs,
and freezing quantization parameters after 15 epochs. The quantized model achieved
76.74% mAP on testset, a decrease of 1.7% from the original model. We benchmark
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Table 22.2 Comparison between original and pruned model on VOC dataset

Name mAP (%) MACs (G) Params (M)

Original 78.46 4.25 6.775

30% pruned 76.30 3.195 3.463

40% pruned 75.44 2.606 2.308

Table 22.3 Benchmark for original, pruned, and quantized model on VOC dataset

Name mAP (%) MACs (G) Params (M) Inference time
(ms)

Speedup

Original 78.46 4.25 6.775 126.6 1

40% pruned 75.44 2.606 2.308 102.7 1.23

40% pruned +
quantized

76.74 – – 26.6 4.76

all models on E5-2630 v4 CPU, and the network input is 512–512. The benchmark
is performed on the first 100 testset images of VOC dataset. See Table22.3 for
details. After pruning and quantization on original model, we achieved 4.76 times
acceleration on CPU, and there is only a small loss of accuracy.

We also experiment on RSOD dataset. The RSOD dataset is an open dataset for
object detection in remote sensing images. The dataset includes aircraft, oiltank,
playground, and overpass. The image sizes range from 500–500 to 2000–1000. We
randomly select 80% of the original images as the training set, 20% as the test set.
As a result, the training and test set include 752 images and 187 images, respectively.
During training, we randomly crop a 512–512 patch on original images, and then
scale it to the size of 320–608. We apply similar augmentation as before, but add
horizontal flipping. We pad the test images to nearest multiple of 32 and evaluate
on original size. The model is trained by 20k iterations in total, and other training
hyperparameter settings is as same as before. In sparse training, we set sparse ratio to
0.1 and round remaining number of channels to multiple of 8. To avoid pruning out
all channels, we set the minimum number of channels to 16. As shown in Table22.4,
our model reached 92.59%mAP on test set. We found that 85% of pruning on model
greatly reduce FLOPs to 1.335G MACs, and the number of parameters is 180.5K.
Nearly 37× smaller than unpruned model with trivial accuracy drop.

We found that if pruning ratio higher than 85%, mAP drop sharply. The pruning
limit is around 0.876 in this case, perhaps that is why.For comparison, we also draw a
figure shown the number of channels with and without pruning (see Fig. 22.6). Note
that the layers as main stem of residual blocks make up most of FLOPs.

Finally, we quantize the 85% prunedmodel with QAT.We benchmark 100 images
on CPUwith 512–512 input. Table22.5 shows comparison between original, pruned,
and quantized model. Our final model is 6.31 times faster than original one. The size
of final model is only 253 KB.
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Table 22.4 Comparison between original and pruned model on RSOD dataset

Name mAP (%) MACs (G) Params

Original 92.59 4.248 6.689M

30% pruned 91.76 3.274 3.506M

60% pruned 91.38 2.334 1.085M

80% pruned 90.78 1.650 326.3K

85% pruned 90.81 1.335 180.5K

90% pruned 63.53 1.113 84.9K

Fig. 22.6 Comparison of the number of channels per layer before and after pruning on RSOD
dataset

Table 22.5 Benchmark for original, pruned, and quantized model on RSOD dataset

Name mAP (%) MACs (G) Params Inference time
(ms)

Speedup

Original 92.59 4.248 6.689M 131.3 1

85% pruned 90.81 1.335 180.5K 58.3 2.25

85% pruned +
quantized

91.15 – – 20.8 6.31

22.4 Conclusions

We propose a lightweight object detection model for hardware platforms with lim-
ited computing resources. We achieved this by designing a small network, channel
pruning, and quantization. After pruning and quantization, we benchmark proposed
model on VOC dataset and RSOD dataset, which achieved 4.76 and 6.31 times
acceleration on common CPU with minor accuracy loss.
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Chapter 23
Retinal Vessels Segmentation Based
on Multi-scale Hybrid Convolutional
Network

Rui Li, Zuoyong Li, Xinrong Cao, and Shenghua Teng

Abstract Retinal fundus image can reveal the information on the early symptoms
of diabetes, hypertension, hyperlipidemia and other diseases. Accurate segmentation
of retinal vessels can assist the detection and diagnosis of the related diseases. Due to
the intricate characteristic information of retinal vessels images, traditional segmen-
tation methods lead to inaccurate segmentation for small vessels and pathological
segmentation errors. In this paper, we propose a new multi-scale hybrid convolution
U-Net. Firstly, we take the hybrid convolution module by combining dilated convo-
lution and standard convolution as the core structure for feature extraction to obtain
more abundant semantic feature information, while expanding the receptive field.
Then, we add a multi-scale fusion module to the network encoding and decoding
connection part, which fuses the feature information of different layers to reduce the
loss of information and enhance the representation ability of the network. We eval-
uate the performance of the proposed method on two public retinal datasets (DRIVE
and CHASE_DB1). The results of quantitative and qualitative experiments show that
the proposed model can improve good accuracy in retinal vessels segmentation.
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23.1 Introduction

Retinal fundus images involve valuable biomedical information and play an essential
role in the early detection of cardiovascular and ophthalmic diseases. For instance,
Hypertensive Retinopathy (HR) [1] is a disease of retina induced by elevated blood
pressure, which can be accompanied by blood vessels to bend or narrow. Diabetic
Retinopathy (DR) [2] is another usual disease of retina caused by hyperglycemia
and can cause retinal vessels swelling. So, segmentation of retinal vessels is one
of the most important steps in the quantitative analysis of retinal fundus images.
However, if the retinal vessels are segmented manually, it can be a time-consuming
and technically demanding task. Although the automatic retinal vessels segmentation
has been widely studied, it is still challenging.

In recent years, the emergence of deep learning has promoted the rapid devel-
opment in the field of biomedicine. In the task of retinal vessels segmentation,
convolution neural network (CNN) based on deep learning has been widely used.
Fu et al. [3] use CNN to learn rich feature information and combine conditional
random fields (CRF) to establish remote interactions between pixels. Different from
the traditional CNN, Long et al. [4] established the full convolutional network (FCN)
for the first time to achieve end-to-end semantic segmentation. The FCN-based U-
Net proposed by Olaf Ronneberger et al. [5] has been very popular in biomedical
research. Zhang et al. [6] proposed an attention-guided CNN, and the segmenta-
tion results can preserve the structural information of retinal vessels. Guo et al. [7]
proposed a SD-Unet network for retinal vessels segmentation by introducing struc-
tured dropout blocks [8]. Lv et al. [9] constructed an AA-Unet by combining atrous
convolution and attention mechanism for retinal vessels segmentation.

In this work, we use hybrid convolution [10] and feature fusion to form a multi-
scale hybrid convolutional neural network, which can extract and fuse the feature
information of different layers, and achieve good performance in retinal vessels
segmentation.

The main contributions of this paper are as follows:

(1) We propose an end-to-end segmentation model of retinal vessels based on
deep learning network. A hybrid convolution is used as the core structure in the
feature extraction stage,which canobtainmore abundant semantic information,
while expanding the receptive field.

(2) At the end of the encoder, we add a multi-scale module to fuse the feature
information of different layers to detect the morphology of the tiny vessels and
achieve the segmentation of the tiny vessels.

The rest of this paper is structured as follows. In Sect. 23.2, the proposedmethod is
introduced, including a context-aware encoder module, a multi-scale fusion module
and a feature decoder module. In Sect. 23.3, the datasets, experimental settings and
evaluation indicators are described. In Sect. 23.4, the analysis results of the proposed
model are compared with those of other models.
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23.2 Proposed Method

The purpose of this paper is to automatically segment retinal vessels from color
fundus images. The deep learning-basedU-Net [5] is regarded as an encoder-decoder
network structure. The encoding stage mainly carries out feature extraction by
continuous convolution and down-sampling, and the decoding stage uses transposed
convolution for up-sampling and fuses the feature mapping from the encoding stage
to restore the original resolution of the image. We have improved a U-Net-based
segmentation algorithm that includes a context-aware encoder module, a multi-scale
fusion module and a feature decoder module. The architecture of our network is
shown in Fig. 23.1.

23.2.1 Context-Aware Encoder Module

Convolution operations play an essential role in the natural language processing and
computer vision. Different from the standard convolution, dilated convolution [11]
injects holes into the feature map to enlarge the receptive field. We use the hybrid
convolution by combining dilated convolution and standard convolution to extract
image features, which can obtain further abundant characteristic information, while
expanding the receptive field (see Fig. 23.2). Specifically, the inputs are convoluted
by standard convolution with convolution kernel 3× 3 and dilated convolution with
dilation rate 2× 2, respectively, and then the elements of the corresponding positions

Maxpooling 

Transpose convolution 

Concatenate 

Hybrid convolution 
block 

3×3 Convolution 

1×1 Convolution
 sigmoid 

Skip connection 

Fig. 23.1 The proposed network architecture
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Fig. 23.3 Hybrid convolution block

on the feature maps are added. The final output is obtained through the batch normal-
ization (BN) [12] layer and the rectified linear unit (ReLu) [13] layer successively.
In Fig. 23.3, we show the structure of the hybrid convolution block.

We use Dropblock [8] instead of Dropout [14] in the convolution layer. Dropblock
performs regularization constraints on the convolution layer by randomly dropping
contiguous blocks of the feature map. The overfitting phenomenon can be better
prevented for the convolution layer. It contains two parameters: keep_prob and
block_si ze. The specific expression of the dropping parameter γ is as follows:

γ = 1− keep_prob

block_si ze2
×

(
w × h

(w − block_si ze + 1)(h − block_si ze + 1)

)
(23.1)

where keep_prob represents the probability that the neuron remains in the classical
discarded state, block_si ze can be interpreted as the size of the region to be dropped,
and (w − block_si ze + 1)(h − block_si ze + 1) represents the size of valid seed
region (where w represents the width of the feature map, and h represents the height
of the feature map).
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23.2.2 Multi-scale Fusion Module

We add a multi-scale fusion module at the end of the encoder. Because feature maps
at different layers contain semantic information in different dimensions, we fuse
this information in the form of Concatenate. And then go through two layers of 3
× 3 standard convolution, these convolution layers can learn additional multi-scale
information from input feature maps of different layers.

23.2.3 Feature Decoder Module

In the encoding stage, the feature of the input image is extracted to generate a smaller
and finer feature map, while the decoding stage decodes the feature information by
up-sampling and restores the original resolution of the image. Direct up-sampling
would result in a large amount of information loss, which is addressed by the deep
learning-based U-Net [5] by fusing the feature mapping of the encoders. The premise
of fusion is that the feature image from the encoder-decoder has the same size. This
feature map fusion method is also used in our proposed network architecture to
reduce the feature information loss induced by up-sampling.

23.2.4 Loss Function

The loss function used in this algorithm is the binary cross entropy. The definition is
as follows:

Loss = − 1

N

N∑
i=1

yi log ŷi + (1− yi ) log
(
1− ŷi

)
(23.2)

where yi means ground truth training label,ŷi represents the probability that pixel i
belong to retinal vessels.

23.3 Experiments

In the following sections,we introduce the experimental datasets and the performance
indicators of the evaluation algorithm model, and then introduce the method of data
enhancement to expand the training sample data.
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23.3.1 Datasets and Performance Metrics

For the datasets used in the experiment, we used two public datasets to evaluate the
proposed model: DRIVE [15], CHASE_DB1 [16]. The DRIVE dataset consists of
40 original fundus images with a resolution of 565 × 584. DRIVE has specified the
training set and the test set, each containing 20 fundus images. The CHASE_DB1
dataset contains 28 fundus images, each with a resolution of 960× 999. We selected
20 images to train the model and another 8 images to test the model.

Retinal vessels segmentation is actually a binary classification problem. As a
result, there are four categories: TP (True Positive) refers to true positive sample,
FP (False Positive) indicates false positive sample, TN (True Negative) refers to true
negative sample, FN (False Negative) refers to false negative sample.

For the evaluation indicators, the following four performance metrics are used
to evaluate the model: Accuracy (ACC) refers to the ratio of correctly classified
pixels to the pixels of the whole image. Sensitivity (SE) refers to the ratio that is
correctly divided into retinal vessels. Specificity (SP) represents the ratio that is
correctly divided into non-retinal vessels. Area under curve (AUC) refers to the area
under receiver operating characteristic (ROC), and higher AUC values indicate better
performance of the model. These performance metrics are defined as follows:

ACC = TP+ TN

TP+ TN+ FP+ FN
(23.3)

SE = TP

TP+ TN
(23.4)

SP = TN

TP+ TN
(23.5)

23.3.2 Implementation Details

To facilitate training, the original images of twodatasets are set to 592× 592.Because
of the small amount of training sample data, we use data enhancement methods such
as addingGaussian noise, color dithering, changing brightness and contrast to expand
the training sample. These data-enhanced images are divided into training set and
validation set, accounting for 90% and 10%, respectively. Image enhancement is
often used in biomedical related tasks, especially in small datasets, where it can
make models more stable. In order to improve the experimental performance to the
best, block_si ze in the Dropblock is set to 7, and the keep_prob are set to 0.82 and
0.87 on DRIVE dataset and CHASE_DB1 dataset, respectively.
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Table 23.1 The results of different models on DRIVE

Model ACC SE SP AUC

U-Net [5] 0.9672 0.7866 0.9845 0.9786

AG-Net [6] 0.9692 0.8100 0.9848 0.9856

SD-Unet [7] 0.9674 0.7891 0.9848 0.9836

AA-Unet [9] 0.9558 0.7941 0.9798 0.9847

Ours 0.9697 0.8171 0.9852 0.9866

Table 23.2 The results of different models on CHASE_DB1

Model ACC SE SP AUC

U-Net [5] 0.9715 0.8145 0.9820 0.9663

AG-Net [6] 0.9661 0.8132 0.9814 0.9863

SD-Unet [7] 0.9738 0.7559 0.9900 0.9872

AA-Unet [9] 0.9608 0.8176 0.9704 0.9865

Ours 0.9746 0.8267 0.9845 0.9888

23.4 Results and Analysis

In Tables 23.1 and 23.2, we summarize the segmentation performance of our method
and several state-of-the-art models on DRIVE and CHASE_DB1 datasets, high-
lighting the best of each indicator in bold. The data in the tables demonstrate that our
proposed model has achieved better performance. Specifically, our proposed method
has 98.66%/98.88% AUC (0.10%/0.16% higher than the second performance) and
81.71%/82.67% sensitivity (0.71%/0.91% higher than the second performance). The
highest accuracy and specificity are comparable. In Fig. 23.4, we show the example
results of the segmentation of the models on two datasets. It can be seen from figure
that our proposed model can segment even tiny retinal vessels.

23.5 Conclusion

In this paper,we proposed amulti-scale hybrid convolutional network for the segmen-
tation of retinal vessels. Specifically, the hybrid convolution by combining dilated
convolution and standard convolution is the core module of encoder feature extrac-
tion, which allows more feature information to be extracted, while extending the
received domain. At the end of the encoder, we capture smaller details of the retinal
vessel structure by fusingmulti-scale feature information, which enhances the ability
of the network to segment tiny retinal vessels. Finally, the fine vessel segmentation
mask is reconstructed by the feature decoder and skip connections. Our proposed
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(a) 

(b) 

(c) 

(d) 

Fig. 23.4 Segmentation results on DRIVE (blue border) and CHASE_DB1 (green border).
a Original images, b U-Net segmented images, c Our segmented images, d Ground truth

model was demonstrated on DRIVE and CHASE_DB1 datasets, and the experi-
mental analysis shows that our proposed model improves the segmentation accuracy
of retinal vessels.
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Chapter 24
Location Optimization of Service Centers
for Seniors Based on an Improved
Particle Swarm Optimization Algorithm

Wei-Feng Wang , Ruo-Bin Wang , Shuo Yin , Zhi-Wei An ,
and Lin Xu

Abstract Theworld’s population is gradually aging, and the construction of Service
Centers for Seniors (SCS) has become an important issue worthy of concern. In this
paper, a particle swarm optimization algorithmwith randomweight and synchronous
learning factor (RSPSO) is proposed to optimize the location and compared with
three improved PSO algorithms. Experimental results show that RSPSO bears a
faster convergencewith better improvements on global searching. Furthermore, it can
effectively avoid falling into the local optimal solution. The results also demonstrate
the superiority of RSPSO over PSO in location optimization of SCS.

24.1 Introduction

In light of the gradual aging of world’s population, the United Nations released the
World Population Aging Report [1], and it has shown the population of seniors over
60will be 20%of the total population by themid-twenty-first century. The population
of seniors over 60 in China had reached 255 million by 2020, accounting for 17.8%.
By 2050, it will reach 483 million, accounting for 34.1% [2].

Hence, the construction of Services Center for Seniors (SCS) aims to relieve
the pressure on offspring and satisfy the senior’s requirements, but where to build
SCS is an issue worthy of discussion. It is difficult for the traditional location plan-
ning to find the optimal solution. With the development of swarm intelligence opti-
mization algorithms, some researchers have made valuable achievements on the
location optimization issue. This paper attempts to propose a PSO with random
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weight and synchronous learning factor (RSPSO) algorithm and apply to the location
optimization of SCS.

The main contributions of our research are summarized as follows:

• Our improvements on PSO algorithm include two aspects, (1) improving the
randomweight to balance the searching capability between the local search and the
global search; (2) improving the learning factor to combine the self-cognitive and
social-cognitive part of particles, so as to improve the results of group cooperation
and knowledge sharing among particles.

• Test the effectiveness of RSPSO, we proposed by comparing the performances
of different algorithms on the same fitness functions. The experimental results
reveal the superiority of RSPSO over PSO and the other two modified PSO.

• The RSPSO we proposed is applied on the location optimization of SCS, which
is a concerned issue in aging society. RSPSO outperforms well than traditional
location planning.

The organization of this article is as follows: Sect. 24.2 discusses the relatedworks.
Section 24.3 introduces the mathematical model of SCS. Section 24.4 describes
the RSPSO. Section 24.5 presents the findings of the experiment and discusses the
experimental results. Finally, Sect. 24.6 concludes the outcome of the research.

24.2 Related Works

Because of its conciseness and effectiveness, the PSO algorithm is widely employed
in many fields. Such as location selection, UAV path planning, deep learning and so
on. At present, the research and improvements of PSO can be roughly divided into
three categories: Inertia weight, hybrid algorithm, and parallel technology.

InertiaWeight. Ren et al. [3] applied the improved PSO to wireless senor networks.
By introducing the optimal fitness change rate to control the inertia weight; Hua et al.
[4] averaged particle spacing as guidance factor of population diversity is employed
to establish nonlinear inertia weight and arccosine function is adopted to design
nonlinear symmetric acceleration coefficient in order to control the balance of global
search and local search for distribution center location problem. Ji et al. [5] introduce
the PSO to solve the location of distribution center problem of optimal solution, the
empirical results show that the PSO algorithm can reduce the iteration times and time,
and can improve the optimization precision of location selection problem, reduce the
total cost.

Hybrid algorithm. Tang et al. [6] introduced a simulated annealing algorithm into
PSO and applied it to UAV path planning so that the particles can jump out of the
local extremum, which improved the global optimization ability of PSO, but there
are still limitations in the local search ability; Wang et al. [7] aimed to solve the
UAV path planning problem, the chemotactic operation, and migration operation of
the bacteria foraging algorithm is introduced in the PSO to improve its optimization
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ability. Due to the introduction of two operators, the hybrid algorithm increases a
certain amount of computation, which leads to the total time consumption higher
than the traditional algorithm, but the overall efficiency is improved compared with
the traditional PSO.

Parallel Technology. Chai et al. [8] proposed a parallel whale optimization algo-
rithm. It contains two information exchange strategies between groups and it signif-
icantly enhances global search ability and population diversity of algorithm, and
it was adopted to optimize the localization of WSN; Song et al. [9] proposed an
improved cuckoo search algorithm based on compact and parallel techniques for
three-dimensional path planning problems. The parallel scheme can increase the
accuracy and achieve faster convergence. The parallel scheme can increase the
accuracy and achieve faster convergence; Jiang et al. [10] proposed a new parallel
QUATRE algorithm. The P-QUATRE enhance the overall performance of the former
QUATRE algorithm by incorporating a parallel mechanism and use to tackle tough
real-parameter optimization problems.

The improvement of inertia weight requires more data experiments that results
to the algorithm in poor flexibility; the hybrid algorithm improves the convergence
speed of iteration, but it increases the space and time complexity; the parallel tech-
nology finds too many optimal solutions which increases a lot of computation. Based
on the above analysis, an improved algorithm-RSPSO is proposed, and apply it to
location optimization of SCS.

24.3 Mathematical Model of SCS

24.3.1 Problem Definition

Taking a city as an example, the number of seniors in the region is counted, and the
maximum capacity of the SCS is estimated by investigating the personnel structure
of the SCS that had been built and the number of seniors who need to be served every
day. Finally, it is estimated that several SCSs for seniors need to be built in this area.
Therefore, the equation for determining the number of SCS is as follows:

N1 = M∗C
S∗k1 + W∗k2 + R∗k3 , λ = 0

N2 = ε∗M∗C
S∗k1 + W∗k2 + R∗k3 , 0 < λ ≤ 2

N = N1 + N2 (24.1)

where, N is the number of SCS to be built; S is the number of senior; k1 is the supply
of various services for each senior; w is the number of worker; k2 is the supply for
worker; R is the Number of fixed beds, generally take 10 (the upper limit of the
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SCS is 10 due to the influence of the policy); k3 is the supply for bed; M is the total
number of the senior in the region; C is the average space occupied by each senior;
λ is the impact factor (0 ≤ λ ≤ 2).

24.3.2 Determine the Objective Function

This paper studies the location optimization of SCS in a region. According to the
principle of the shortest distance, the objective function is established:

F(a0, b0) =
N∑

i=1

(√
(a0 − ai )

2 + (b0 − bi )
2

)
(24.2)

subject to
√

(a0 − ai )
2 + (b0 − bi )

2 − di ≤ 0, i = 1, 2, 3, . . . , N (24.3)

The objective function (24.2) and constraints (24.3) constitute the location model
of the SCSwith time constraints, which indicates that the location goal of the shortest
distance principle should be considered when seniors are in the scope of service and
the service efficiency is high.

24.4 The Improved Particle Swarm Optimization

24.4.1 Traditional Particle Swarm Optimization

PSO was proposed by Eberhart and Kenndy [11] in 1995 based on the foraging
behavior of birds. In the PSO algorithm, each individual is called a particle, repre-
senting a potential solution. In the search space, let all particles constitute a group.
Each particle has two attributes of velocity and position. The particle iterates through
the fitness function to find the optimal solution. In each iteration, the velocity and
position information of particles are updated according to the following equation:

vk+1
id = wvk

id + c1r1
(
pid − zkid

) + c2r2
(
pgd − zkid

)
(24.4)

xk+1
id = xkid + vk+1

id (24.5)

where, k is the number of iterations, c1 and c2 are the learning factor, r1 and r2 are a
uniform random number in the range of [0,1], and w is the inertia weight factor.
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24.4.2 Improved Particle Swarm Optimization

In the iterative process, if one particle finds the optimal position, other particles will
approach it. However, if the position is a local optimum, the whole PSO will fall
into a state of local optimum. Aiming at the defects of premature convergence, slow
search speed, and ease to fall into local optimum of PSO, this paper adds random
weight and synchronous learning factor into PSO. The advantage of random weight
is that when the starting position of particles is close to the best, it may produce a
smaller weight, and it will not easily fall into the local optimal solution, so it can
better balance the local and global search ability. The random weight method obeys
the normal distribution, and the formula is defined as follows:

{
w = μ + σ ∗ N (0, 1)

μ = μmin + (μmax − μmin) rand (0, 1)
(24.6)

The synchronous learning factor is to combine the self-cognitive and social- cogni-
tive part of particles, so as to better reflect the group cooperation and knowledge
sharing among particles. The equation of synchronous learning factor is defined as
follows:

c1 = c2 = cmax − (cmax − cmin)
i

k
(24.7)

The pseudocode of the RSPSO algorithm is shown in Table 24.1.

Table 24.1 The pseudocode of the RSPSO algorithm
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24.5 Simulation Experiment

In the process of optimizing the location of SCS, to prove that the performance of
RSPSO is better than other improved PSO, this section will carry out simulation
research, using MATLAB R2019b. According to the simulation requirements, set
up a two-dimensional space area with the size of 100 m × 100 m, mark out several
locations with the largest number of the seniors. If the data is real world, we should
calculate the number of SCS to be built by Eq. (24.1). This paper set N = 1 under
ideal conditions. Finally, determine the SCS location by RSPSO.

Firstly, according to the empirical value, the parameters of RSPSO are set in Table
2.

Secondly, the PSO with random weight (RPSO), the PSO with synchronous
learning factor (SPSO), and the RSPSO are simulated, and the comparison of their
convergence rates are shown in Fig. 24.1.

Finally, to ensure the effectiveness of the experiment, each algorithmuses the same
parameters. Table 24.3 shows that RSPSO also can take the least time to find the best
fitness value. In solving SCS optimization problem, RSPSO has better performance.

Table 24.2 RSPSO
parameter settings

Parameter Value

Number of particle, �N(� = 10,� is integer) 10

Maximum iterations, T 30

Number of dimensions 2

Maximum/minimum inertial weight 0.9/0.4

Maximum/minimum learning factor 2.0/0.8

Fig. 24.1 Convergence rate comparison
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Table 24.3 Experimental results

Algorithm Rate of convergence Fitness value Optimal coordinate

PSO [11] 22 365.2 (50.2575, 58.2080)

RPSO [4] 21 364.6 (50.3740, 58.6431)

SPSO [5] 18 364.9 (50.5213, 58.7126)

RSPSO (ours) 9 364.6 (50.3655,58.6435)

24.6 Conclusion

In this paper, based on an in-depth analysis on the location optimization problem of
SCS, a mathematical model of SCS location is established, and then the RSPSO is
proposed to effectively address the optimal issue of the SCS location. The simula-
tion results show that the improvements on inertia weight and learning factor can
effectively improve the stability of the algorithm. Therefore, it can improve the opti-
mization accuracy of the location issue. Similar engineering issues can be addressed
by changing some statements, and it is worthy of generalization to apply in other
fields of location optimization. The paper achieve location optimization through
single-swarm calculation. The future work will employ parallel technology to solve
location optimization problems.
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Chapter 25
IBPO: Solving 3D Strategy Game with
the Intrinsic Reward

Huale Li, Rui Cao, Xiaohan Hou, Xuan Wang, Linlin Tang, Jiajia Zhang,
and Shuhan Qi

Abstract In recent years, deep reinforcement learning achieves great success in
many fields, especially in the field of games, such as AlphaGo, AlphaZero and
AlphaStar. However, reward sparsity is still a problem in the 3D strategy games with
a higher dimension of state space and more complex game scenarios. To solve this
problem, in this paper, we propose an intrinsic-based policy optimization algorithm
(IBPO) for reward sparsity. The IBPO incorporates the intrinsic reward into the
traditional policy, which composed by the differential fusion mechanism and the
modified value network. The experimental results show our method can obtain better
performance than the previous methods on the VizDoom.

25.1 Introduction

Deep reinforcement learning (DRL) has achieved great success in the field of com-
puter games in recent years [1, 2]. And many new testing platforms have emerged
to verify the intelligence of the agent in complex strategy games, such as StarCraft
and VizDoom. Since the strategy game contains rich game scenarios and a consid-
erable game state space [3, 4], it becomes a kind of ideal platform to verify relevant
DRL-based methods. In view of the great success achieved by the DRL in past
years, researchers have investigated intensively on solving strategy games through
the DRLmethods in more complex games. In 2019, AlphaStar became the first agent
that defeated a professional human player in StarCraft, which has been viewed as a
milestone in the advancement of artificial intelligence [5].
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Although theDRL-basedmethods havemade certain achievements in the research
of solving the strategy games, there are still many problems that have to be solved.
The DRL-methods highly rely on the reward to update the model during the training
process. Reasonable and instant reward not only makes the training process converge
quickly, but alsomakes the learnedmodelmore robust. In the game scenariowhere the
reward is sparse, the speed of the convergence will be slow down seriously and even
more, resulted in a divergent model finally. In the 3D strategy games with a higher
dimension of state space and more complex game scenarios, the reward sparsity
problem will become more severe. Although there is a clear reward (e.g., the score
of the game) in such game scenarios, most of the final goal need to be achieved by
defining a series of subgoals in the early stage. Most of subgoals may not get rewards
in time unless they are finished. The reward sparsity problem will make the training
process much more difficult and slower due to it cannot get a timely and effective
reward. To solve this problem, many solutions such as reward reshaping, hierarchical
DRL and curriculum learning are proposed in recent years [6–8]. However, in the
process of practical application, these methods require carefully designed rewards
for related problems or additional training data, which greatly limits the applicability
of related methods. Therefore, these methods can not deal with the problem of sparse
reward very well.

To deal with the problem of reward sparsity, this paper improves the traditional
strategy optimization DRL methods by introducing intrinsic reward mechanism. We
proposed an intrinsic-based policy optimization algorithm (IBPO), which improves
the exploration performance of the agent in the 3D scene with the sparse reward. In
this algorithm, the intrinsic reward is used to combined with the traditional strategy
optimization. The experimental results tested on the VizDoom show our method has
a better performance than the previous methods. We summarize our contributions as
follows:

• We proposed a method, intrinsic-based policy optimization algorithm (IBPO), to
study the reward sparsity problem in the 3D games with imperfect information.

• The IBPO effectively improves the exploration performance of the agent by com-
bining the intrinsic reward and the traditional strategy optimization method.

• Extensive experimental results show that the performance of our method IBPO is
significantly improved on VizDoom, compared with the previous methods.

25.2 The Proposed Method

In this section, we seek a method of training the agent that can address the reward
sparsity in the 3D game with complex environment. Intrinsic-based policy optimiza-
tion (IBPO) is proposed by introducing an intrinsic reward mechanism.
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25.2.1 Intrinsic-Based Policy Optimization (IBPO)

Due to the sparse reward problem in 3D strategy games, it is very difficult for the
agent to carry out policy iteration and update. To overcome this problem, in this paper,
we introduce the concept of intrinsic rewards, which can provide auxiliary reward
information for the agent to update its policy. That is to say, here, we employ an IIML
(as shown in Fig. 25.1) model. In this model, there are not only external rewards
from the environment, but also intrinsic rewards that are generated by a designed
intrinsic reward generation module. In addition, to adopt the intrinsic reward into
the traditional policy optimization framework, we propose an Intrinsic-Based Policy
Optimization (IBPO) algorithm, in which the intrinsic reward generation module can
be integrated with the policy optimization framework seamlessly.

The Generation of Intrinsic Reward We describe how the intrinsic reward is
designed. As mentioned above, the IIML contains the external reward and the intrin-
sic reward. The external reward is feedback from the environment, which cannot be
obtained sometimes.When the agent sinks into a situation of lacking external reward,
the intrinsic reward plays a key role in helping the agent to continue to update its
policy. Especially, in the 3D game, if an external reward is sparse, the agent will eas-
ily fall into the problem of lingering in a local region. Therefore, to avoid the local
region problem, the agent should increase its curiosity to explore unseen scenes.
Based on this consideration, this paper constructs the intrinsic reward by estimating
the novelty degree of the state. The state novelty here indicates that if the state is
the agent has never gone through. A certain degree given to the new state can be
viewed as the intrinsic reward, and the agent has a chance to overcome the local
region problem.

Based on the above assumption, here, we design the intrinsic reward generation
module as follows. The intrinsic reward generation module is composed of a dual-
network structure as shown in Fig. 25.1a. In this structure, there is a target mapping
network and a prediction network. Here, we set the target mapping network as a fixed

Fig. 25.1 The structure of the IBPO (in the subfigure a, there are two channels: one is to output the
target vector, the other is to output the prediction vector, which forms the intrinsic reward through
the combination of them. The subfigure b is the reward integration of the two rewards)
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network and the prediction network as a trainable network. Then, the intrinsic reward
value is adopted as the similarity between the output vector of the target mapping
network and prediction network. The input of these two networks is the current state
of the game. That is to say, if the game state is novel, then the intrinsic reward will
be a large value and vice versa. The main reason for this is to make the agent tend
to explore unseen states in the environment. In the initial training phase, the agent
has a smaller range of motion and there are more unfamiliar states in the game. In
this case, the output vector of the two networks is less similar, thus the calculated
intrinsic reward value is larger. When the action policy is updated, the agent takes
intrinsic reward as the main source of the reward.

Here, we describe the detail of constructing the target mapping network and the
prediction network. A three layers convolutional neural network is used to extract
features from the input state and finally a vector represented with a fixed dimension
is output. The same network structure is adopted to reduce the error effect of different
network structures on computing the similarity of the vector. The loss function L IR

of the intrinsic reward generation module is defined as follows:

L IR = 1

n

n∑

i=1

(P − T )2 + λI R

k∑

j=1

∥∥θ j

∥∥2
(25.1)

where P and T are the output vector of the prediction vector and the target vector,
respectively. θ j is the regularization term and λIR is the penalty factor of regular term.
n and j is the time steps.

Integrate the intrinsic reward intopolicy optimizationTo train the intrinsic reward
prediction network, adequate samples of the agent are necessary. Meanwhile, the
agent’s action in the environment is always driven by the policy optimization algo-
rithm. In this way, it is a key to combine the intrinsic reward generation module with
the policy gradient or policy optimization algorithm.

For traditional policy optimization algorithm, the update of the policy mainly
depends on the external rewards generated via the interaction with the environment.
Therefore, to deal with the external reward and the intrinsic reward is the key point
of adapting the intrinsic reward mechanism to policy optimization algorithm. In this
paper, we adopt a combination of long-term intrinsic reward and episodic external
reward, as shown in Fig. 25.1b. The long-term reward can give the agent a goal.Mean-
while, it may lead to the reward sparse problem, which makes the strategy unable
to converge or converge slow down. Therefore, the intrinsic reward is introduced
through the continuous incentive agent to explore, which will continue to support
the agent to achieve its goal.
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25.3 Experimental Results

In this section, we first introduce the VizDoom. Secondly, implementation details
are described. Finally, we conduct experiments to evaluate the performance of the
IBPO.

25.3.1 Description of VizDoom

VizDoom is a first-person shooter game [3], which is a platform capable of training
agents to explore 3D environments. In this paper, experiments were conducted based
on VizDoom’s pathfinding and survival scenarios. Pathfinding Scenario: Rewards
are sparse in the pathfinding scenario. The agent can only get the reward at the target,
but not at any other location. The entire map is made up of several different opaque
rooms with only one fixed target spot in a specific room. In this scenario, the agent
can move freely but the starting position is far away from the target. The agent needs
to pass through rooms with different contents to obtain rewards at the target spot.
Survival Scenario: There are mazes in the survival scenario, which block the agent
from seeing a wide range of scenes. Moreover, the agent may continue to lose the life
value during movement in this scenario. Therefore, it acquires the agent to explore
andmotion as efficiently as possible in themaze; otherwise, the training roundwould
end when the life value turns 0. Besides, drug packages can restore life value appear
randomly in the scenes. The agent needs to collect as many drug packages as possible
to survive longer.

25.3.2 Implementation Details

The network structure of the adjusted policy optimization is shown in Tab.25.1.
The NN1 includs the actor network and the critic network [9], both of which share
part of the hidden layer neurons. The critic network designed in this paper has two
independent reward output heads to offer independent supervision information to the
external reward and the intrinsic reward [10].

The intrinsic reward generationmodelmakes up for the lack of the external reward
when updating. The model includes a target mapping network and a prediction net-
work, both of which have the same network structure. In Table25.1, NN2 states the
network structure of the intrinsic reward generation model [11].

In addition, the development platform of this research is Linux server with Ubuntu
16.04-5.4.0 system; the CPU is Intel (R) Xeon (R) Silver 4110 CPU @ 2.10GHz,
with 32 virtual cores; the GPU is NVIDIA Tesla P100, with 16GB video memory;
the development language is based on Python 3.6.3.
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Table 25.1 The network structure

NN1 Parameter NN2 Parameter

conv Conv(64,3,3) conv Conv(128,3,3)

conv Conv(32,3,3) conv Conv(32,3,3)

active Relu active BN

transform Flatten active Relu

fc Linear(288,256) transform Flatten

fc Linear(256,256) fc Linear(288,256)

Actor Linear(256,4),a

Critic Linear(256,1),r

Critic Linear(256,1),r

25.3.3 The Performance of the IBPO

The IBPO is tested in the pathfinding scenario. The agent starts to explore the entire
scene from the starting position and cannot complete the task until it reaches the
target position in the pathfinding scenario. This scenario is an extremely challenging
training map in the Vizdoom platform because there is only an external reward signal
at the target. Another issue is that random agents have difficulty reaching the target
position with limited action steps. Consequently, we test the IBPO algorithm in the
pathfinding scenario.

In the pathfinding scenario, the evaluation indicators are the average reward value
and average action steps. The average reward value is defined as the ratio of the
number of the agent that reached the target position within the specified steps to the
number of all trained agents currently, indicating the pathfinding success rate of the
agents. The average action step is defined as the average number of action steps for
100 verifiable interactions between the environment and the agent after the algorithm
converges, which indicates the stability of the agent’s action policy.

We train different RL agents with IBPO, DRQN [12], and DFP [13], respectively,
in the pathfinding scenario to prove the effectiveness of the IBPO by comparing their
evaluation indicators. The experiments verify the intrinsic reward can give agents
assistance in updating policy effectively without the environmental reward feedback.
The DFP and the DRQN are the methods used by the second and third-place agents
in the 2017 VizDoom competition. In this competition, there is a map similar to
the pathfinding scenario. The DRQN utilizes the game information provided by the
simulator. The DFP owns supplementary processing modules for the state and the
reward information. These two algorithms are dominant in the pathfinding scenario.
Figure25.2 illustrates the performance curves using the IBPO, DFP, DRQN in the
pathfinding scenario.

We can find that the IBPO reached an average reward value of 0.92, which out-
performs the DRQN and the DFP, whose average reward values are 0.79 and 0.86,
respectively. The closer the average reward value is to 1, the more effective the pol-
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Fig. 25.2 Experimental results of the IBPO in the pathfinding scenario (The y-axis represents
the average reward value obtained by the DRL agents in the pathfinding scenario, and the x-axis
represents the timestep during training. The greater the reward, the better the method.)

Table 25.2 Experimental results of the IBPO (the bold is the best)

Evaluation criteria IBPO DFP DRQN

Average reward value 0.92 0.86 0.79

Average action steps 61.8 69.3 75.7

icy learned by the method is and the more likely the agent will reach the expected
position. The main reason for this result is the deficiency of environmental rewards
in the pathfinding scenario. The intrinsic rewards in the IBPO make up for the lack
of positive reward values in experience replay memory, thus promoting the learning
of exploration policy. The above comparative experiments demonstrate that the DRL
agent trained by the IBPO has plentiful and efficient performance in exploring the
3D pathfinding scenarios.

Table25.2 summarizes the average reward value and average action step in the
pathfinding experiments. The first row corresponds to the reward in Fig. 25.2, and
the second row shows action steps required by different agents to reach the target
position. We can find that the IBPO performs the best among the three methods with
a minimum average action steps 61.8. It indicates the agent trained by the IBPO can
find the path to the target faster with a more steady action policy.

To sum up, the value generated by the intrinsic reward module provide auxiliary
signals for the agent’s policy update, which helps the agent to learn effective explo-
ration policy in sparse reward scenarios. Through comparative experiments with the
DRQN and the DFP, we conclude that the IBPO outperforms these two methods in
the average reward value and average action step indicators.
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25.4 Conclusions

Wehave presented a novel approach, named IBPO, for the reward sparsity problem in
3D games. Unlike existing DRL-based methods, an agent of our approach can learn
the intrinsic reward, which uses the differential fusion mechanism and the modified
value network. The experimental results based on the VizDoom platform show the
effectiveness of the proposed approach.

Acknowledgements This research was funded by National Natural Science Foundation of China
(No. 61902093), Natural Science Foundation of Guangdong (No. 2020A1515010652), Shenzhen
Foundational Research FundingUnder Grant (No. 20200805173048001), key fields R&Dproject of
Guangdong Province, Research and Application of Imperfect information Game Key Technology
Driven by Super AI Computing Power (No. 2020B0101380001), PINGAN-HITsz Intelligence
Finance Research Center, Ricoh-HITsz Joint Research CenterGBaseHITsz Joint Research Center.

References

1. Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A.A., Veness, J., Bellemare, M.G., Graves, A.,
Riedmiller, M., Fidjeland, A.K., Ostrovski, G., et al.: Human-level control through deep rein-
forcement learning. Nature 518(7540), 529 (2015)

2. Silver, D., Schrittwieser, J., Simonyan, K., Antonoglou, I., Huang, A., Guez, A., Hubert, T.,
Baker, L., Lai, M., Bolton, A., et al.: Mastering the game of go without human knowledge.
Nature 550(7676), 354 (2017)

3. Kempka, M., Wydmuch, M., Runc, G., Toczek, J., Jaśkowski, W.: Vizdoom: a doom-based
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Chapter 26
An Operation with Crossover and
Mutation of MPSO Algorithm

Yuxin Zhong, Yuxin Chen, Chen Yang, and Zhenyu Meng

Abstract As an efficient and simple optimization algorithm, particle swarm opti-
mization (PSO) has been widely applied to solve various real optimization prob-
lems in expert systems. However, avoiding premature convergence and balancing
the global exploration and local exploitation capabilities of the PSO remains an open
issue. To overcome these drawbacks and strengthen the ability of PSO in solving com-
plex optimization problems, a modified PSO using adaptive strategy called MPSO is
proposed, although MPSO has achieved excellent performance, and its convergence
and stability are still some defects. In this paper, we presented a new variant ofMPSO
algorithm which can explore the search space deeper than the previous method, and
better performance can be achieved under CEC2013 test suite.

26.1 Introduction

Global optimization has been widely used in real word. By mimicking a flock of
birds’ foraging behavior, particle swarm optimization (PSO) algorithm was first
proposed by Kennedy and Eberhart in 1995 [1], PSO is a simple but promising
evolutionary technique. Since its inception, PSO has attracted great interest from
researchers [2], the performance of PSO has been improved significantly in the past
two decades, but there are still a few challenges [3]. So many variants of PSO have
been proposed to improve the performance of PSO [4]. Shi and Eberhart first pro-
posed inertial weights-iwPSO [5]. Liang et al. proposed the comprehensive learning
particle swarm optimizer—CLPSO [6, 7]. Nasir et al. proposed a dynamic neighbor
learning based PSO for global numerical optimization—DNLPSO [8]. Moreover,
Cheng et al. proposed self-learning particle swarm optimization algorithm for scal-
able optimization—SLPSO [9, 10]. Dr Nandar Lynn proposed a new PSO variant
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which is called ensemble particle swarm optimizer—EPSO [11]. Hao et al. proposed
a modified particle swarm optimization using adaptive strategy—MPSO [12], the
particles are mainly updated based on the use of chaotic nonlinear inertial weights,
in additions, an adaptive position updating strategy and terminal replacement mecha-
nism is adopted to enhance the ability of PSO to solve complex optimization problems
in expert systems. Although these PSO variants can achieve some goal optima, PSO
still has a lot of space to improved [13]. Inspired byMPSO, in this paper, we proposed
a new PSO variants to enhance MPSO performance.

The remainder of this paper is organized as follows. In Section26.2, swarm-based
evolutionary algorithms are briefly introduced. In Section26.3, we presents a detailed
description of the new variant of PSO. In Section26.4, we present the comparison
with other algorithm. Finally, conclusion is described in Sect. 26.5.

26.2 Swarm Based Evolutionary Algorithms

In this section, the canonical PSO algorithm and several famous PSO variants
are reviewed. A detailed description is mainly focused on several PSO variants,
in current generation G, the following two vectors are related to the i th particle
(i=1,2,…,ps). In a D-dimensional hyperspace, one is the velocity vector Vi,G =
(v1

i , v
2
i , . . . , v

d
i , . . . , v

D
i )G , and the other is the position vector Xi,G = (x1i , x

2
i ,

. . . , xdi , . . . , xD
i )G , where d ∈ [1, D], during movement each particle modifies its

position according to its own best position(Xpbest), as well as the global best location
of the population denotes (Xgbest).

26.2.1 Original PSO

In PSO, the initial population generate by random solutions, and a randomized veloc-
ity is attach to each potential solution of the population, then the potential solution
flown through the search space. Equation26.1 illustrate how the velocity and position
update.

{
Vi,G = Vi,G + c1 · r1 · (Xpbesti,G − Xi,G) + c2 · r1 · (XgbestG − Xi,G)

Xi,G = Xi,G + Vi,G
(26.1)

where c1 and c2 are called the acceleration coefficients. r1 and r2 is one uniformly
distributed random numbers in range [0,1].
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26.2.2 CLPSO

To overcome the premature convergence problem, CLPSO is proposed. In CLPSO, it
is mainly to change the particle update structure. The neighbor particle’ personal best
position is employed to enhance exploration, different dimensions of one particlemay
learn from different neighbor particles. The velocity of CLPSO is updated according
to Eq.26.2: ⎧⎨

⎩
Vi,G = ω · Vi,G + ·c · ri,G · (Xpbest fi,G

− Xi,G)

Vi,G = min(Vmax,G,max(Vi,G, Vmin,G))

Xi,G = Xi,G + Vi,G

(26.2)

It is possible the fi = i . An inertia weight determination strategy was introduced in
which the value of ω:

ω = ωmax − gen

genmax
(ωmax − ωmin) . (26.3)

26.2.3 DNLPSO

To improve the disadvantages that CLPSO cannot always offer a better value in every
dimension, so DNLPSO is proposed. The learning mechanisms in the DNLPSO is
shown in Eq.26.4:

{
Vi,G = ω · Vi,G + c1 · r1 · (Xpbest fi,G

− Xi,G) + c2 · r2 · (XgbestG − Xi,G)

Xi,G = Xi,G + Vi,G
(26.4)

26.2.4 SLPSO

In order to address the problems for PSO, Cheng et al. proposed SLPSO[?][?]. The
key step in SLPSO changes the particle update structure. Themain process of SLPSO
is described as follows in Eq.26.5–26.7:

Xt+1
i, j =

{
Xi,G + ΔXi,G, if Pi,G ≤ Pi,L
Xi,G otherwise

(26.5)

ΔXi,G = r1,G · ΔXi,G + r2,G · Ii,G + r3,G · ε · Ci,G (26.6)

{
Ii,G = Xk,G − Xi,G

Ci,G = XG − Xi,G
(26.7)
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where a particle learns from a better Xk(i ≤ k ≤ ps), ΔXi,G is the behavior correc-
tion. r1, r2 and r3 are random of [0,1]. ε is the society influence factor calculated, β
is a predefined parameter, and it defines a learning probability Pi,L for each particle,
also Pi,G is a randomly generated probability.

26.2.5 MPSO

In MPSO, in order to avoid the premature convergence phenomenon of PSO and
improve its performance on complex problems, not only the parameters of theweight-
ing factor are modified, but the update structure of the particles is also adjusted. In
MPSO, mainly four major step: (1) Stochastic and mainstream learning strategies
are devised to replace the self and global learning strategies, and an adaptive position
updating strategies is introduced to further balance the exploration and exploitation
process:

Vi,G = ω(i) · Vi,G + r1 · c1 ⊗ (X lbesti,G − Xi,G) + r2 · c2 ⊗ (
XMbest,G − Xi,G

)
(26.8)

Xi,G =
{

ω(t) · Xi,G + (1 − ω(i)) · Vi,G + Xgbest,G pi > rand
Xi,G + Vi,G otherwise

(26.9)

where X lbest ismean the final stochastic personal best, XMbest is defined as themean of
the Xpbest of all particles, and⊗ denotes the element-wise product of two vectors. (2)
A novel terminal replacement mechanism is introduced to enhance the performance
of MPSO.

Although these PSO variants were famous and powerful in optimization compe-
tition, especially the MPSO, but the inborn weakness in PSO still existed in these
variants. So how to choose an appropriate speed update strategy and parameters are
still important problems to improve MPSO algorithm.

26.3 The Proposed CM-MPSO Algorithm

In this section, we propose a new version of MPSO algorithm. In this algorithm,
the mutation operator is introduced, and not only the updating strategy of speed and
position is adjusted, but also the crossover algorithm is added to the adaptive position
strategy ofMPSO algorithm. The evolution operations of the proposed algorithm can
be introduced as follows:

1. The main parameters include ps, c1 and c2 (equal to 1.49445 and 2), bc(mutation
parameters equal to 0.5), D, Vmax , Vmin, ps, cmax, n f e, n f emax, Xmax, Xmin, ωmin,
ωmin, gen, n f e, n f emax, f ;.

2. When N f e < Gh ∗ max _N f e:
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• The initialized particle is mutated;
• Before the mutation operation, the fitness value of the current particle was
sorted, the particles ranked in the bottom half of the fitness value were updated
by SLPSO operation, and the speed and position of the particles ranked in the
top half of the fitness value were updated by MPSO. The concept of neighbor-
hood topology structure was introduced into the speed update formula, and the
specific speed update formula is:

Vi,G = VMPSO + c1 · r1 · (FIP-Xi,G) (26.10)

where VMPSO representative Formula (26.8).
• For the terminal replacement mechanism of MPSO, the crossover operator
is introduced into the terminal replacement mechanism, where the crossover
probability is 0.9, and its specific formula is as follows:

Xi,G = Xgbest,G + 0.5 · r1 · Xpbestr1,G − Xpbestr2,G (26.11)

end When.

3. Remaining operations are same as MPSO.

26.4 Experiment Analysis

All experimental results have been conducted on PC with an Intel(R) Core(TM)
i5-8265U 1.8GHz CPU and Microsoft Windows 10 Enterprise SPA 64-bit operat-
ing system. In order to test CM-MPSO algorithm performance and compare with
other PSO variants, set the algorithm to carry out 51 independent runs for all test
functions. The comparison results under our test suite on 10D optimization and 30D
optimization. In Tables26.1 and 26.2, w/d/ l represent the sums of the comparison
results(>,≈,<) on all the benchmarks under sign test [14]. From the compari-
son results, we can see that: (1) our CM-MPSO algorithm obtains 19 performance
improvements in comparisonwithPSO; it also obtains 14performance improvements
and 1 similar results in comparison CLPSO; obtains 24 performance improvements
in comparison with DNLPSO; obtains 13 performance improvements and 2 similar
results in comparison SLPSO; obtains 13 performance improvements and 3 similar
results in comparison MPSO on 10-D optimization under benchmark fa1 - fa28 . (2)
our CM-MPSO algorithm obtains 25 performance improvements in comparison with
PSO; it also obtains 19 performance improvements and 1 similar results in compar-
ison CLPSO; obtains 22 performance improvements in comparison with DNLPSO;
obtains 13 performance improvements and 2 similar results in comparison SLPSO;
obtains 17 performance improvements in comparison MPSO on 30-D optimization
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under benchmark fa1 - fa28 . All parameter settings of other algorithms conform to the
recommended values of the original paper. The results of 51 independent runs are
summarized in Tables26.1 and 26.2. And the result shows that our approach have
better performance compared with PSO, CLPSO, DNLPSO, SLPSO, and MPSO.

26.5 Conclusion

An variant of MPSO was presented in this paper—CM-MPSO. The performance
of our algorithm is compared with other PSO variants algorithm, the experimental
results show that our algorithm introduces mutation operator, and not only adjusts
the updating strategy of speed and position, but also adds crossover algorithm to the
MPSOalgorithm’s adaptive position strategy, which improves the performance of the
original MPSO algorithm. Some optimization methods fa15 - fa20may be employed to
further improve the efficiency of the proposed scheme in the future work.
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Chapter 27
Deep Learning on 3D Point Cloud
for Semantic Segmentation

Zhihan Ning, Linlin Tang, Shuhan Qi, and Yang Liu

Abstract In this paper, a method by applying deep learning method onto the
point clouds data for semantic segmentation is proposed. Three convolutional
neural networks, PointNet, PointNet++, and DGCNN, are replicated, designed, and
analyzed. In order to avoid problems introduced by some other methods due to the
preprocessing step, here, PointNet, PointNet++, and DGCNN are directly used onto
the 3D point cloud. Experiments verified the effect of these neural networks on point
clouds for semantic segmentation. Methods based on PointNet and PointNet++ show
good results, while DGCNN-based reached state-of-the-art performance.

27.1 Introduction

In recent years, with the continuous development of 3D scanning equipment tech-
nology, the related research based on 3D point cloud data has been developed rapidly.
At the same time, with the continuous proposal of smart city, autonomous driving,
virtual reality, and other related technical concepts, semantic segmentation as the
basis of 3D scene understanding and analysis [1] has become the research focus in
other fields such as computer vision and pattern recognition, which has more advan-
tages than traditional methods. It has wide application prospect and value. Semantic
segmentation means that the target image is divided into several groups of pixel
regions with certain semantic meaning, and the category of each region is identi-
fied. Finally, an image with pixel semantic annotation is obtained, which makes the
image easier to understand and analyze. Scene segmentation can be used in auto-
matic driving, streetscape recognition, magnetic lasso, and other fields. At present,
research of semantic segmentation based on 2D image has been relatively mature,
but the occlusion problem of 2D image affects effect of semantic segmentation, so
researchers turn their attention to 3D point cloud data.
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3D point cloud is an essential type of geometric data captured by 3D scanners.
There are three characteristics for this kind of data: the segmentation network should
be insensitive to its input order; distance measurement determines different charac-
teristics of the local neighborhood; a rigid transformation of the point cloud should
not affect the understanding of the segmentation network.

Semantic segmentation refers to dividing target image into several groups of
pixel areas with a specific semantic meaning, identifying each area’s category, and
finally obtaining an image with pixel semantic annotation to make the image easier
to understand and analyze. With the continuous improvement of 3D scanning tech-
nology, research on the 3D point cloud data has developed rapidly. As the concept
of smart city, autopilot, and virtual reality were put forward, technology related to
semantic segmentation as a 3D scene understanding and analysis [1] has become the
basis of research in the field of computer vision and pattern recognition, etc. Semantic
segmentation on point cloud has broad application prospects and can be used inmany
areas such as autonomous driving, street view recognition, and magnetic lasso.

At present, researches on semantic segmentation based on 2D images have been
relativelymature. However, occlusion occurs in 2D images, so researchers are paying
more and more attention to 3D point cloud data. Compared with the 2D image data,
3D point cloud packets contain more information, which brings opportunities for
scene segmentation and introduces new challenges in the data processing at the
same time. Scene segmentation based on point cloud has a broad application area
and development prospects.

27.2 Related Work

There has been two main methods in point cloud segmentation: voxelization and
multi-view, before the introduction of PointNet,which consumes point cloud directly.

Brock et al. [2] introduced a voxel-basedmethod for image segmentation based on
point cloud. This method voxelize disordered 3D point cloud data, which changes it
into a regular structure so that it can be trained just as deep learning methods applied
on 2D images. The authors developed methods for training voxel-based variational
autoencoders, and they also gave a user interface for exploring the latent space learned
by the autoencoder, and also a deep convolutional neural network architecture for
object classification was shown. Voxelization makes data unnecessarily large and
may cause related spatiotemporal problems. Considering computational cost for the
voxelization of point cloud data, the available resolution of the voxel grid is limited.
Thus low-resolution grids make it difficult to distinguish similar shapes, affecting
the segmentation accuracy.

Inspired by the research of 2D image processing, Su et al. [3] created 2D images
from 3D data through projection from different perspectives. They train a convo-
lution neural network model with those 2D images as the training data. Firstly, a
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standard CNN architecture is trained to recognize the shapes’ rendered views inde-
pendently of each other, and then, results are shown that a 3D shape can be recog-
nized even from a single view at an accuracy far higher than using state-of-the-art
3D shape descriptors. Recognition rates further increase when multiple views of the
shapes are provided. Compared with methods with traditional handcraft character-
istics, multi-view models achieve better results, despite some geometry space loss,
which decreases the final segmentation accuracy.

Point cloud is a set of points with spatial coordinates, RGB colors, etc. In this
paper, only the spatial coordinate feature of point cloud data is considered, as (27.1):

{pi = (xi , yi , zi ) | i = 1, 2, . . . , n} (27.1)

Here, pi is the i th point concerning the 3D coordinate information. xi , yi , zi ,
respectively, represent the coordinates of the first point in the input point cloud data
of the point.

For semantic segmentation of point cloud, each point pi can be recognized as a
specific category. Therefore, we need to find a segmentation function to calculate
probability distribution of each point on each category:

{
pri | i = 1, 2, . . . , n

} = { fs(pi ) | i = 1, 2, . . . , n} (27.2)

In function (27.2), pri represents the probability distribution of pi over each
category. Then each point is recognized as the class of the highest probability.

27.3 Proposed Method

Three models are used here: PointNet [4], PointNet++ [5], and DGCNN [6] in this
paper. We will introduce those models in brief.

As shown in the above Fig. 27.1, PointNet is a novel neural network that consumes
point cloud directly regardless of its input order. This network provides a unified

Fig. 27.1 PointNet architecture [4]
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architecture for semantic segmentation. It is very efficient and performs equally as
or even better than methods based on voxelization and multi-view. These deep neural
networks can directly train PointNet-based point cloud segmentation without prior
dimensionality reduction preprocessing, which can effectively prevent the informa-
tion loss caused by dimension reduction, such as the loss of a large amount of
geometric space information, affecting the final segmentation accuracy. Simultane-
ously, compared with volume pixel of disordered 3D point cloud data, making it a
regular structure and applying voxelization method of deep learning, PointNet will
not make data unnecessarily large and will not cause related space–time problems.
Therefore, PointNet shows great improvement in point cloud semantic segmentation
compared with some other traditional methods such as dimensionality reduction and
voxelization.

PointNet has shown impressive performance on some benchmarks. However, it
cannot capture local point cloud features at different scales. PointNet++ (Fig. 27.2)
layered feature learning framework can solve this problemwell. The new architecture
of PointNet++ builds a layered set of points and gradually extracts larger and larger
local areas along the hierarchy. Its hierarchy consists of several collection extraction
layers. A set of points is processed and extracted within each layer to produce a new
set with fewer elements. The point set extraction layer consists of three key layers:
sampling layer, grouping layer, and PointNet layer (the PointNet mentioned above).

DGCNN stands for dynamic graph convolutional neural network. As Fig. 27.3,
inspired by PointNet, DGCNN adds EdgeConv (edge convolution) to achieve a
better understanding of point cloud local features. EdgeConv refers to the convo-
lution of edges between points. Instead of using individual points like PointNet,
DGCNN utilizes local geometry structure by constructing local neighborhood graph
and applies operations similar to convolution on edges connecting adjacent point
pairs in the spirit of the graph neural network. This operation, called EdgeConv,
has properties that fall between the translational invariance and non-locality. Unlike
graph convolutional neural network (graph CNNs), graph used by DGCNN is not
fixed but dynamically and will be updated after each network layer.

Fig. 27.2 PointNet++ hirachy architecture [5]
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Fig. 27.3 DGCNN architecture [6]

27.4 Experiments

We evaluate PointNet, PointNet++, DGCNN on Stanford Large-Scale 3D Indoor
Spaces Dataset (S3DIS) [7] for a semantic scene segmentation task, as shown in
Fig. 27.4.We used oneNVIDIA 2080Ti GPU for training. One of the best multi-view
models, MS + CU (multi-scale block features with consolidation units), achieved
79.2% accuracy. One of the best voxelization models, G + RCU (the grid-blocks
with recurrent consolidation units), achieved 81.1% in this semantic segmentation
task [8].

For DGCNN training 3D point cloud data, the following parameters are used:
max_Epoch = 50, batch_Size = 6, learning_Rate = 0.001, decay_Step = 300,000,
decay_Rate= 0.5. Select batch here_Size= 6 is because the NVIDIA geforce RTX
2080ti single video card is in too large a batch_Under size training, the videomemory
will overflow.

For the 3D semantic analysis dataset of Stanford University, PointNet has the
following accuracy rates, as shown in Table 27.1.

Finally, the accuracy of PointNet scene segmentation based on the overall test
dataset is 88.46%.

It can be seen that DGCNN has a very good scene segmentation effect. Compared
with PointNet (+7.90%) and PointNet++ (+7.23%), it has a great performance
improvement.

As shown in Table 27.2, PointNet achieved a precision of 80.56%, PointNet++
achieved 81.23%, and DGCNN achieved 88.46%. PointNet shows comparable
performance as multi-view (+1.36% thanMS+CU) and voxelization (−0.54% than
G+RCU)models. Based on PointNet, Pointnet++ focused on learning local features
with increasing contextual scales. Therefore, it has a better result (+0.67% than
PointNet) and surpasses the MS + CU as well as the G + RCU models. Comparing
with PointNet and PointNet++ DGCNN has the best performance (+7.90% than
Pointnet, +7.23% than PointNet++).
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Fig. 27.4 Visualization of semantic segmentation

From top to bottom are ground truth, PointNet, PointNet++, and DGCNN. From
left to right are conference room, hallway, office, and pantry.

27.5 Conclusion

In this paper, we mainly applied three deep learning models, PointNet, PointNet++,
and DGCNN, for point cloud semantic segmentation. PointNet provides a unified
approach for 3D semantic segmentation and achieves 80.56% accuracy. PointNet++
introduces a hierarchical neural network that applies PointNet recursively on a nested
partitioningof the input point set. It has higher precisionof 81.23%.DGCNNincorpo-
rates local neighborhood information and learns global shape properties. Moreover,
it captures semantic characteristics over potentially long distances in the original
embedding. DGCNN achieved an accuracy of 88.46% as a state-of-the-art method.
In the future, it is worth thinking that color and other point cloud data features can
bring advantages for deep learning on point cloud for semantic segmentation.
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Table 27.1 Partial scene segmentation performance of DGCNN

Type Accuracy Type Accuracy Type Accuracy

ConferenceRoom_1 0.952 ConferenceRoom_2 0.801 CopyRoom_1 0.868

Hallway_1 0.956 Hallway_2 0.914 Hallway_3 0.975

Hallway_4 0.923 Hallway_5 0.959 Hallway_6 0.874

Hallway_7 0.915 Hallway_8 0.835 Office_10 0.857

Office_11 0.912 Office_12 0.878 Office_13 0.930

Office_14 0.834 Office_15 0.898 Office_16 0.907

Office_17 0.899 Office_18 0.944 Office_19 0.926

Office_1 0.951 Office_20 0.887 Office_21 0.912

Office_22 0.882 Office_23 0.946 Office_24 0.952

Office_25 0.939 Office_26 0.931 Office_27 0.910

Office_28 0.888 Office_29 0.861 Office_2 0.869

Office_30 0.791 Office_31 0.783 Office_3 0.917

Office_4 0.934 Office_5 0.915 Office_6 0.922

Office_7 0.857 Office_8 0.931 Office_9 0.929

Pantry_1 0.891 WC_1 0.968

Table 27.2 Accuracy of deep
learning models for semantic
segmentation

Model Accuracy (%)

MS + CU 79.2

G + RCU 81.1

PointNet 80.56

PointNet++ 81.23

DGCNN 88.46
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Chapter 28
An Improved Arithmetic Optimization
Algorithm with a Strategy Balancing
Exploration and Exploitation

Ruo-Bin Wang , Shuo Yin , Wei-Feng Wang , Zhi-Wei An ,
and Lin Xu

Abstract With the increasing complexity anddifficulty of practical problems, higher
requirements are put forward to optimization techniques, especially the improve-
ment on reliability and performance of meta-heuristic algorithm. In this paper, an
improved arithmetic optimization algorithm (IAOA) is proposed, and it is compared
with two algorithms—particle swarm optimization (PSO) and arithmetic optimiza-
tion algorithm (AOA) on 13 benchmark functions. Experimental results show that
the proposed algorithm performed better than the compared algorithms in solving
particle problems in most cases.
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28.1 Introduction

In recent decades, the rapid development of information science leads to higher
performance requirements of optimization algorithm, especially meta-heuristic
optimization algorithms. There are four categories of meta-heuristic algorithms:
evolution-based algorithms, swarm intelligence algorithms, physics-based algo-
rithms and human-based method heuristic [1]. Arithmetic optimization algorithm
(AOA) is a kind of physics-based algorithm. The main inspiration of AOA comes
from the use of arithmetic operators in solving arithmetic problems. In this algorithm,
mathematical operators are employed as mathematical optimizations to determine
the best element that meets a particular criterion from a set of candidate options.
However, in view of the fact that the specific meaning of Math Optimizer Probability
(MOP) in AOA is not completely consistent with the actual requirement, which will
spoil the performance of the algorithm, therefore, we propose an improved AOA
(IAOA).

The main contributions of this research are summarized as follows:

• Proposing an improved AOA with a strategy balancing between exploration and
exploitation.

• Testing the effectiveness of IAOA on 13 benchmark functions.
• Comparing and demonstrating the superiority of IAOA against the other three

algorithms.

The remainder of the paper is structured as follows: Sect. 28.2 provides the related
works. Section 28.3 describes the basic idea of IAOA. Section 28.4 presents the
findings of the experiment. Finally, Sect. 28.5 concludes the outcome of the research.

28.2 Related Works

Swarm intelligence algorithms. Swarm intelligence algorithms are group of meta-
heuristics, which simulates the behavior of animals in movement or hunting groups.
Kennedy et al. [2] proposed a particle swarm optimization (PSO) algorithm, which is
a global random search algorithm based on swarm intelligence. It is inspired by the
research findings of artificial life and simulates the migration and clustering behavior
of birds in the process of foraging. Song et al. [3] proposed a nest of cuckoo represents
a possible solution in the algorithm, which is combined with Lévy flight to constantly
update the position of the nest to find a potentially better solution to be a new cuckoo’s
nest.Okwu andTartibu [4] proposed a butterfly optimization algorithm (BOA),which
is a unique algorithm inspired by nature. The algorithm replicates the behavior of the
natural butterfly which can be described to perform a cooperative movement while
navigating toward its food source and position. Hu et al. [5] proposed a binary gray
wolf optimizer (BGWO). It is a new swarm intelligence algorithm mimicking the
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behaviors of gray wolves. Its abilities include fast convergence, simplicity and easy
realization.

Diversity preservation is often employed to improve performance in many multi-
population algorithms. Regardless of the strategy used, the balance between knowl-
edge transfer and diversity maintenance should always be considered when dealing
with environmental changes.

Physics-based algorithms. The physics-based algorithm is another group of opti-
mization algorithm. This group derives from real-life laws of physics and typically
describes the communication of search solutions based on rules of control that are
ingrained in the physical methods. Mirjalili and Lewis [6] proposed a gravitational
search algorithm (GSA), and it was inspired by the gravitational forces between
masses in nature. This algorithm has demonstrated superior performance among
other well-known heuristic algorithms such as particle swarm optimization and
genetic algorithm. However, slow exploitation is a major weakness that might result
in degraded performance when dealing with real engineering problems. Meshkat
and Parhizgar [7] proposed a novel population-based optimization algorithm called
sine cosine algorithm (SCA) for solving optimization problems. The SCA creates
multiple initial random candidate solutions and requires them to fluctuate outward or
toward the best solution using a mathematical model based on sine and cosine func-
tions. Laith et al. [8] proposed anAOA. Itmakes use of the distribution characteristics
of the main arithmetic operators (multiplication (m), division (d) and subtraction)
in mathematics. However, the accuracy of algorithm optimization and the ability of
mining stage need to be improved.

28.3 The Improved Arithmetic Optimization Algorithm
(IAOA)

28.3.1 The Basic Idea of AOA

The particle position update idea of the AOA is consistent with PSO. A vector of
“similar velocity” is calculated for each particle and added to the current position of
the particle to form the coordinates of the next iteration.

MOP is a parameter that controls the magnitude of change, and the definition of
MOP is shown in formula (28.1). As the number of iterations increases, the MOP
value gradually decreases, so that the magnitude of change in the later iterations will
also decrease accordingly to meet the needs of the later exploitation stage of the
algorithm.

MOPIter = 1 −
(

Iter

MAX_ Iter

)α

(28.1)
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The α is a hyperparameter of the algorithm. The best value of α is 0.2 measured
by experiments. There are four formulas for updating particle positions based on
MOP and MOA, which are two important parameters in AOA. The four update
formulas correspond to four basic mathematical operations (+ add; − subtract; ×
multiplication; ÷ division).

xi, j =

⎧⎪⎪⎨
⎪⎪⎩

xbest, j × MOP × ABSstep, r1 < MOA, r2 ≥ 0.5
xbest, j ÷ (MOP + ε) × ABSstep, r1 < MOA, r2 < 0.5

xbest, j + MOP × ABSstep, r1 ≥ MOA, r3 ≥ 0.5
xbest, j − MOP × ABSstep, r1 ≥ MOA, r3 < 0.5

(28.2)

28.3.2 Improved AOA

The AOA is a group optimization algorithm. Each individual is a possible optimal
solution. The X vector is used to represent the position of each individual. Every
component of a particle is based on the current round of iteration. Each component
of the sub-optimal solution undergoes a certain degree of change. The method and
magnitude of this change are determined by the two parameters of MOA and MOP,
respectively. MOA is a parameter that linearly increases and changes fromMOAMIN

to MOAMAX. The specific calculation is illustrated in the formula (28.3), where
MOAMIN and MOAMAX are preset values. When the random number r1 is greater
than the MOA, the global optimal possible area is explored, and when r2 is less than
the MOA, the local minimum is deeply mined.

MOA(Iter) = MOAMAX + Iter ×
(
MOAMAX − MOAMIN

MAX_ Iter

)
(28.3)

Iter represents the current number of iterations, starting from 1 and increasing
until the maximum number of iterations- MAX_ Iter.

One of the super parameters in this algorithm is μ, which controls the “absolute
step size” of each update of the algorithm. Since the objective function andμ are given
at the beginning, ABSstep will not change during the entire iteration, so it can also
be interpreted as a fixed “reference displacement”. Only under the control of μ, can
the size of this “reference displacement” be calculated. The ε in the update formula
using division in the formula (28.2) is to avoid errors of division by zero. The small
amount designed is approximately equal to 2.2204e − 16. The r2 and r3 are random
numbers between [0, 1], and xi, j represents the j-th dimension of the i-th individual
in next iteration. xbest, j is the j-th dimension component of the optimal solution in
the current iteration round, and the ABSstep represents the constant absolute-step.
The definition is shown in formula (28.4).
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Fig. 28.1 MOP changed by
the iteration in multiple α

ABSstep = (UB − LB) × μ + LB (28.4)

In the original paper of AOA, only the case where 0 < α < 1 is fully discussed.
After considering the actual meaning of MOP: the “absolute step size” of the control
coordinate update, we decide to improve the MOP parameters in the AOA.

According to formula (28.1), it can be known that when 0 < α < 1, MOP
decreases with the increase in the number of iterations, and the speed of decline is
fast at first and then becomes slow. When α > 1, MOP decreases with the increase
in the iterations times, but the difference is that the rate of decline is slow at first and
then becomes faster. The image when α = 0.2 to α = 2 is shown in Fig. 28.1. It can
be seen that when 0 < α < 1, MOP’s function with respect to iteration is convex,
and when α > 1, MOP’s function of iteration is concave.

We decide to use α lager than 1 to improve the AOA. In this case, MOP is a
concave function for iteration, which is conducive to sufficient exploration of the
algorithm in the early stage, rather than quickly converging to a possible region
found. Changing the parameter of MOP can improve the accuracy and convergence
effect of the algorithm. The experimental results are shown in Table 28.4.

The pseudocode of the IAOA algorithm is shown in Table 28.1.

28.4 Experiments

We chose 13 benchmark functions in the literature as test functions to compare the
performance of AOA, PSO and IAOA. Population was uniformly set as 30, and
the number of cycles was set as 500. For the 13 test functions, F1–F13, we chose
to use 30 dimensions for the test, and the solution space was the same (the upper
and lower bounds of each dimension of the solution were the same). The setting
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Table 28.1 The pseudocode of the IAOA algorithm

of these parameters could ensure the validity of the experiment. At the same time,
we execute 10 experiments for each objective function to take the mean value and
standard deviation to compare the mean value of different algorithms, so as to ensure
the fairness of comparison.

28.4.1 Unimodal Test Functions

The performance of the algorithm on the unimodal function (F1–F7) is shown in
Table 28.2. The experimental result shows that IAOA has a significantly improved
fitness value over AOA, which represents a better effectiveness in the exploitation
stage. Meanwhile, the standard deviation of the experimental results also indicates
that IAOA has a high availability.
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Table 28.2 Unimodal test functions

Function Description LB UB fmin

F1 f (x) = ∑n
i=1 x

2
i −100 100 0

F2 f (x) = ∑n
i=1|xi | + ∏n

i=1|xi | −10 10 0

F3 f (x) = ∑n
i=1

(∑i
j=1 x j

) −100 100 0

F4 f (x) = max{|xi |, 1 ≤ i ≤ n} −100 100 0

F5 f (x) = ∑n−1
i=1

[
100

(
x2i − xi+1

)2 + (1 − xi )2
] −30 30 0

F6 f (x) = ∑n
i=1([xi + 0.5])2 −100 100 0

F7 f (x) = ∑n
i=0 i x

4
i + random[0, 1) −1.28 1.28 0

28.4.2 Multimodal Test Functions

Multimodal functions (F8–F13) having many local minima are often regarded as
being difficult to optimize. The performance of PSO, AOA and IAOA in multimodal
test functions is shown in Table 28.3. From F8 to F10, it can be seen that IAOA is
significantly improved comparedwithAOAandPSO, and theF11 function represents
that IAOA is more effective in the exploitation stage.

Results of all experiments are shown in Table 28.4. In the table, the bold part is
the best experimental data.

28.5 Conclusions

In this paper, an improved optimization algorithm based on AOA is proposed. The
parameter of MOP is redesigned as a concave function instead of a convex function.
The comprehensive experiments are conducted to validate the performance of the
proposed IAOA. In all 13 test functions, our newly proposed IAOAperformed strictly
better than the AOA on 9 test functions, and the results in F1–F4 showed its better
effects on the unimodal function. And the improvement in the F8 function revealed
its stronger global optimization capacity. In future work, we will employ the parallel
method to further optimize the AOA and try to apply it in the actual tasks [9, 10].
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Table 28.4 Results of all experiments

F PSO AOA IAOA

Ave Std Ave Std Ave Std

F1 7.56E − 03 1.05E − 02 4.90E − 06 1.43E − 06 0.00E + 00 0.00E + 00

F2 2.02E + 00 4.00E + 00 1.95E − 03 1.66E − 03 0.00E + 00 0.00E + 00

F3 3.47E + 03 2.81E + 03 1.17E − 03 6.62E − 04 0.00E + 00 0.00E + 00

F4 6.28E + 00 1.55E + 00 1.53E − 02 1.06E − 02 0.00E + 00 1.85E − 68

F5 9.12E + 03 2.70E + 04 2.79E + 01 2.13E − 01 5.36E − 02 1.42E − 01

F6 3.33E − 02 7.71E − 02 3.07E + 00 2.84E − 01 9.72E − 06 3.33E − 01

F7 4.52E − 02 1.17E − 02 5.44E − 05 5.18E − 05 5.40E − 05 2.14E − 05

F8 − 8.43E +
03

5.99E + 02 − 5.41E +
03

3.60E + 02 − 7.91E +
02

3.88E + 02

F9 6.49E + 01 1.74E + 01 1.51E − 06 1.33E − 06 0.00E + 00 0.00E + 00

F10 7.08E − 01 6.25E − 01 4.16E − 04 1.20E − 04 8.88E − 16 0.00E + 00

F11 3.70E − 02 2.94E − 02 2.70E − 05 9.57E − 06 0.00E + 00 4.04E + 01

F12 1.74E − 01 2.55E − 01 7.41E − 01 3.18E − 02 3.11E − 01 5.44E − 02

F13 4.33E − 01 8.58E − 01 2.97E + 00 7.96E − 06 7.27E − 02 5.64E − 02
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Chapter 29
MPSiam: A Fast Multiplexing Siamese
Tracking Network

Donghao Li, Ce Shen, Jinxing Hu, and Diping Yuan

Abstract Siamese trackers have achieved remarkable performance in accuracy.
However, the high memory cost and inference speed have restricted the deploy-
ment of the state-of-the-art trackers in mobile applications. To address this issue,
this paper presents a backbone consisting of multiplexing convolution blocks that
newly proposed by us, which combine the spatial multiplexing operation and channel
multiplexing operation. The spatialmultiplexing operation is inspired by the subpixel
convolution in super-resolution tasks. The channel multiplexing operation is inspired
by the channel shuffle in ShuffleNet. These two modules can be used to effectively
optimize the multiply–accumulate (MACC) operation, by multiplying the number
of operations and then adding it to a network. We employ this new module to build
a novel lightweight backbone for the SiamRPN++ tracker. We trained this model
and evaluated its performances on the VOT2018 and OTB2015 datasets. Our model
is compressed to 43MB, the inference time was 83FPS, and the experiments were
carried out in a single NVIDIA 2080Ti GPU. Our model is superior toMobileNetv2-
SiamRPN++, which has a model size of 58MB and the inference time of 55FPS,
and our method also managed to reduce the MACC from 1.2 to 0.5B. Compared
with SiamRPN++ with Resnet50 backbone, our model achieved a compression rate
of 4.8× and speedup of 3.3×, just losing 3% EAO.

D. Li · C. Shen · J. Hu (B) · D. Yuan
Shenzhen Institute of Advanced Technology, Chinese Academy of Sciences, Shenzhen, People’s
Republic of China
e-mail: jinxing.hu@siat.ac.cn

D. Li · C. Shen
University of Chinese Academy of Sciences, Beijing, China

D. Yuan
Shenzhen Urban Public Safety and Technology Institute Co. Ltd., Shenzhen, China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
T.-Y. Wu et al. (eds.), Advances in Smart Vehicular Technology, Transportation,
Communication and Applications, Smart Innovation, Systems and Technologies 250,
https://doi.org/10.1007/978-981-16-4039-1_29

295

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4039-1_29&domain=pdf
mailto:jinxing.hu@siat.ac.cn
https://doi.org/10.1007/978-981-16-4039-1_29


296 D. Li et al.

29.1 Introduction

Object tracking is a fundamental vision task. Given with only an unknown target’s
location in the first frame, object tracking aims to infer its location in the next video
sequence. It has wide practical applications, such as automatic driving [1], indoor
obstacle avoidance [2], and disaster response [3]. In recent years, many efforts have
been made to improve the performance of visual trackers. However, developing an
accurate, fast, and robust tracker is still extremely challenging because of the vast
amounts of deformations, motions, and occlusions that often occur on video objects
with complex backgrounds.

Recent years have witnessed various approaches of Siamese network proposed
to handle the visual tracking tasks because these approaches can achieve balance
between accuracy and speed. In the pioneering work SiamFC [4], a simple yet effec-
tive tracking framework is proposed, which converts the tracking task to template
matching using the similarity metric. This framework can be easily combined with
other techniques. Some real-time trackers [5, 6] have been proposed to improve the
accuracy using various techniques. Along with this line, a recently proposed tracker
SiamRPN++ [7] has achieved significant improvement of accuracy and high speed
(25FPS in Titan X GPU) by applying a region proposal network (RPN) to directly
regress the position and scale of objects. This method is likely to become the next
baseline to further improve the performance real-time tracking due to its high speed
and impressive accuracy.

Despite being studied extensively with remarkable progresses achieved, the
Siamese network-based visual trackers generally faces a conflict between the high
memory cost and the strict constraints on memory budget in real-world applications,
especially for SiamRPN++ whose model size is up to 206.11MB. The high memory
cost makes these methods of Siamese network undesirable in practical mobile visual
tracking applications, such as the accurate trackers running real time on a drone.
How to reduce the memory cost of Siamese trackers without remarkable loss of the
tracking accuracy is one of the key issues that need to be addressed in order to put
the academic algorithms into practical applications. Furthermore, by reducing the
model size, the computational cost will be will directly decreased, which can produce
a faster tracker.

To address this issue, we propose a method to achieve both great performance
and high speed of convolutional layers. To this end, we introduce multiplexing con-
volution, which can improve the efficiency of DW-convolution [8] or group-wise
convolutional layers by reducing their MACCs. Multiplexing convolution uses two
components to achieve this purpose: spatial multiplexing operation and channel mul-
tiplexing operation. Our spatial multiplexing utilizes the spatial shuffle to extract the
feature map, process the feature information through the group-wise convolution
layers and then assemble the feature map back together. While our channel mul-
tiplexing operation is inspired by the channel shuffle operation of ShuffleNet [9].
This component is designed to enhance the flow of information between channels by
using the shuffle operation. Jointly, these two components can boost the information
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fusion ability of model in different dimensions, and mitigate the burden of MACC
computation in our network.

The main contributions of this work are twofold. (1) We combine the two opera-
tions of spatialmultiplexing and channelmultiplexing, and propose a new lightweight
block called the multiplexing convolution block. Then, we build a new backbone
based on this block and apply it to a Siamese tracker. (2)We trained this new Siamese
network on the Tiny-ImageNet and COCO2017 datasets, achieved the compression
rates of more than 4.8× and speedup of 3.3×, and only lost 3% of expected average
overlap (EAO) compared with the baseline method.

29.2 Related Work

In this section, we review related work on the Siamese trackers and the multi-scale
mechanism.

Siamese Trackers: SINT [1] and SiamFC [4] firstly applied the Siamese networks to
train a similaritymetric between the target and the candidate images.Then, to improve
the detection accuracy, SiamRPN [10] introduced a region proposal network (RPN),
which was derived from the Faster R-CNN [11]. SiamRPN can capture the scale
changes with the anchor boxes. SiamRPN and the previous networks can only use
shallow network like AlexNet [12]. Recently, SiamRPN++ [7] was proposed, which
allows the Siamese trackers to utilize deeper backbone networks by changing the
sampling method, such as ResNet [13]. Siam-Mask [14] incorporates segmentation
into tracking because the rectangular bounding box has limited the accuracy. Our
work is related to SiamRPN++, and this network can be integrated into our backbone.

Multi-scale: Different forms of multi-scale processing have been utilized in the con-
volutional neural networks, including the multi-resolution feature maps designed for
object detection [15], CondenseNet [16] with multi-scale processing. These method
has enhanced predictive ability for large models. In contrast, our multiplexing con-
volution method uses multi-scale processing to enhance the ability of information
fusion in a lightweight model, which can be deployed in environments with con-
strained resources. Notably, multiplexing convolution uses a pixel operation similar
to subpixel convolution in [17] to change the feature maps. The channel shuffle
component is inspired by [18].

29.3 Methodology

We designed a new fully convolutional lightweight backbone for our Siamese net-
work. As shown in Fig. 29.1, the proposed framework consists of a multiplexing
convolution backbone for feature extraction and two branches for classification and
regression. This backbone is composed of four components: normal convolution,
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Fig. 29.1 Multiplexing Siamese framework (MPSiam)

depth-wise separable convolution inverted residual bottleneck, andmultiplexing con-
volutional block.

29.3.1 Spatial Multiplexing Operation

The spatial multiplexing operation is a three-dimension scaling operation, which
maps the spatial information into multi-scale channels. Specifically, given a feature
map x ∈ RC×H×W , the channels are divided into three groups of (C1,C2,C3), such
that C = C1 + C2 + C3. A sub-operation (sub-op) is carried out for the first part of
channels, and the third part is subject to a super-operation (super-op). We define sub-
op as follows: we parameterize the sub-op by r . The feature maps are mapped to r2

channels. Each r × r windowmatches a unique location. Generally, the sub-op maps
the first part of size C × H × W to features of size r2C × H

r × W
r . Then, we define

super-op in the sameway: super-opmaps the third part of sizeC × H × W to features
of size C

r2 × r H × rW . Super-op is the reverse operation of sub-op. These operations
enable the down-scaled and up-scaled spatial information to be multiplexed with
the channel information. Then, the three parts are convolved separately by a group
convolution. The output featuremaps are reshaped back to the samedimensions as the
input feature maps by reversing sub-op or super-op. Full view of spatial multiplexing
operation is shown in Fig. 29.2a. Collectively, these two operations enable the flow
of spatial information across channels through pixel manipulation.
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Fig. 29.2 a Spatial multiplexing operation. b Multiplexing block

29.3.2 Channel Multiplexing Operation

Spatial multiplexing operation is effective, but it still has some limitations. Firstly,
the group convolution has higher computational complexity than the depth-wise
separable convolution which it replaces. Secondly, information cannot flow across
groups when group convolution is used. To overcome these drawbacks, we designed
the channel multiplexing operation to reduce the computational burden of spatial
multiplexing. We achieved it in two steps, namely selective processing and channel
shuffling. An illustration of this operation is shown in Fig. 29.2b. Our method is
different fromShuffleNet on two aspects: (1) ShuffleNet shares the processed channel
information in different groups using shuffling, but we use shuffling to blend both the
unprocessed and processed channel information. (2) We choose L channels (L is a
hyperparameter) to split, instead of choosing half of the channels like in ShuffleNet.

29.4 Experiments

29.4.1 Implementation Details

Training and Testing: Our network backbone was pretrained on a subset of Tiny-
ImageNet (20 classes) to provide good initialization for other tasks.When we trained
the backbone for classification, we changed the stride of first convolutional layer into
2 to fit the input size of 224 × 224. The last blockwill output a featuremap of 7 × 7 ×
224. Then, we added a fully connected layer after this block for classification. This
model converged well within 80–100 epochs, which was adopted in the subsequent
object tracking task. Next, we changed the stride of first convolutional layer into
1, and used two branches (the classification branch and regression branch) instead
of the fully-connected layer. We trained the complete network on the COCO2017
dataset, and enabled the network to measure the similarities between the target and
searched images. We used 98 pixels for the template object and 354 pixels for the
searching regions. For evaluation,we focused on the short-term single object tracking
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on OTB2015 and VOT2018. Then, the backbone of SiamRPN++ [17] was replaced
with the proposed backbone to demonstrate the performance our method, while the
other settings were the same as in SiamRPN++.

29.4.2 Comparison and Ablation Study

Result on VOT2018: The VOT2018 dataset is the best-known dataset in the field of
single object tracking, which includes 60 video sequences with different challenging
goals. Following the evaluation protocol of VOT2018, we adopt the Expect Average
Overlap (EAO), Accuracy (A), and Robustness (R) as the criteria to compare the
performances of different trackers. The details are listed in Table29.1. Themodel size
and FPS are shown in Table29.2. The reported FPS is evaluated on a machine with a
single NVIDIA 2080Ti GPU. From the two tables, we observe that our method has
a smaller model size and a higher efficiency than the ResNet-based and MobileNet-
based Siamese Networks, and MPSiam just lost 3% EAO compared to ResNet-Siam
and 1.5% EAO compared to MobileNetv2-Siam.

Result on OTB2015: OTB2015 consists of approximately 100 video sequences. It
has two evaluation criteria: precision and success rate. We define the precision as
the proportion of frames with tracking results of 20 pixels within the target in the
total frames, and we define the success rate the proportion of the frames with larger
overlap than current threshold in the total frames when the overlap threshold changes
from 0 to 1. In both the success plot and precision plot, the Area Under Curve (AUC)
is used to evaluate the performances of algorithms. Figure29.3 shows the success
plot and precision plot.

Ablation Study: We tested the cases without spatial multiplexing (SM) and without
channel shuffling (CS) on VOT2018. DW-conv was used to replace spatial multi-

Table 29.1 Result on VOT2018

A R EAO

Resnet50-Siam 0.601 0.234 0.415

MobileNetv2-Siam 0.586 0.229 0.410

MPSiam (ours) 0.591 0.236 0.404

Table 29.2 Result on VOT2018

Size FPS (MB) MACC (B)

Resnet50-Siam 206 25 4.5

MobileNetv2-Siam 58 55 1.2

MPSiam (ours) 43 83 0.5
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Fig. 29.3 Success and precision plot

Table 29.3 Ablation study

MACC (B) FPS EAO

MPSiam 0.5 83 0.404

MPSiam\SM 0.7 70 0.403

MPSiam\CS 1.0 59 0.411

MPSiam\SM\CS 1.2 40 0.408

plexing, no shuffling operation was used, and all channels were treated as the same.
The results of ablation study are given in Table29.3. According to the results, both
the SM and CS operations have an impact on the MACC, and because CS can reduce
the EAO, its speed-up effect is more obvious.

29.5 Conclusion

To compress and speed up the Siamese network, we propose the two operations of
spatial multiplexing (SM) and channel shuffling (CS) which can effectively reduce
MACCandcombine them into a newblock.Then,webuild a backbonewith this block
for SiamRPN++ to infer the feature map efficiently.We achieved trade-off among the
factors of accuracy, model size and speed. The experimental results suggest that our
method is 3.3× faster than the typical ResNet-SiamRPN++, and ours compression
rates reach 4.8×. Our model only has 0.5B MACCs and just lost 3% EAO.
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Chapter 30
A Single-Phase-to-Ground Fault
Location Method Based on Deep Belief
Network

Jia-Min Li, Shi-Jian Liu, Xiang Shao, and Jeng-Shyang Pan

Abstract When a single-phase-to-ground (SPG) fault occurs in a resonant
grounding distribution system, the amplitude of the transient zero-sequence current
waveform at the upstream detection node of the fault point is greater than the ampli-
tude of the transient zero-sequence current waveform at the downstream detection
node, and the two polarities are opposite. The transient zero-sequence currents at
the detection nodes on the same side of the fault point are very similar. Based
on this, the paper proposes a new method of SPG fault location based on a deep
belief network (DBN). Firstly, this method uses the fault transient zero-sequence
current waveform obtained from each detection node in the simulation model as the
input of DBN, and the deep features of the fault signals are extracted. Secondly, the
deep features are divided into upstream detection nodes category and downstream
detection nodes category by a supervised classifier. And then, the fault location is
implemented by analyzing the network structure of fault detection nodes. Finally,
the testing results of the simulation data prove that the algorithm has high recogni-
tion accuracy under different fault grounding points, different initial phase angles of
faults, different grounding resistances, and different types of faults, and has certain
practical engineering application value.
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30.1 Introduction

In China, resonant grounding is widely applied in medium voltage distribution
networks. When an SPG fault occurs, the coil will generate a corresponding induc-
tive current to offset the capacitive current to earth caused by the fault to suppress
the arc. However, the symmetrical relationship of the system phase-to-phase voltage
still keeps symmetry, and it can be allowed to keep operating for 1–2 h [1]. However,
the rise in the voltage of the non-fault phase will greatly threaten the insulation of the
system and may cause insulation breakdown in severe cases. It is quite necessary to
find the fault location and eliminate the fault in a short time. Therefore, it is important
to further carry out the study of the SPG fault location of the resonant grounding
distribution system.

The existing methods of SPG fault location can be divided into active location
methods [2, 3] and passive location methods. Taking into account the equipment
requirements, economy, and safety of operation, research on passive fault location is
becoming more and more popular. The passive fault location methods are to analyze
the fault characteristics of the fault original signal adopted by the zero-sequence
current transformer, to complete the fault location without the injection equipment.
Then, the passive location methods can be divided into location methods based on
steady component [4, 5] and transient component [6–9] according to the different
adopted fault signals. However, the transient component of the fault signal can be
several times or even dozens of times larger than the steady component [10], and
the fault location methods based on the fault steady component is easily affected by
unbalanced current and transition resistance. Therefore, the location methods based
on the fault transient component have become mainstream.

In [6], a 10 kV boundary switch controller based on the first half-wave method
is designed, which judges the faults inside or outside the section, and realizes fault
isolation according to the direction of zero-sequence voltage, zero-sequence current,
and reactive power. In [7], a fault location method for radial distribution networks
based on traveling wave and network theory is proposed. The method performs high
accuracy in the testing.However, the actual travelingwave is difficult to obtain,which
causes the method to perform a low actual application value. Paper [8] determines
the fault section by comparing the similarity of the transient currents of the Feeder
Terminal Units (FTU) at adjacent switches. If the two transient currents are very
similar, the zone is regarded as a non-fault section; otherwise, it is regarded as a fault
section. In [9], a method for SPG fault location based on multi-criteria clustering
analysis is designed, which integrates zero-sequence current polarity, inherent modal
energy, and the difference of phase currentmutations to generate a set of fault features,
and uses K-means clustering to cluster the obtained sets to realize the fault location.

With the progress and adhibition of the artificial intelligence technology, deep
learning methods (such as expert systems, SVM [11–13], fuzzy theory [14, 15],
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neural network [16, 17], etc.) are gradually applied to the study of SPG fault detec-
tion in distribution networks. The fault location process of the traditional fuzzy clus-
tering method of features can be divided into artificially fault signal selecting, arti-
ficially mathematical analysis methods selecting, and artificially clustering methods
selecting. However, the deep learningmethod can adaptively extract the fault features
and realize intelligent classification, avoiding the shortcoming of a single fault feature
selected artificially. DBN is one of the common deep learning methods, which has
an unsupervised self-learning function.

Therefore, this paper provides a newmethod of SPG fault location based on DBN.
Themain contents of each chapter are planned as follows. Section 30.1 introduces the
background and research status of SPG fault location. In Sect. 30.2, the simulation
model of a 10 kV resonant grounding distribution system is introduced and its fault
characteristics are analyzed. Section 30.3 introduces the basic theory and model
structure of DBN and RBN in detail, as well as the network training process of
DBN. In Sect. 30.4, a new method of SPG fault location based on DBN is proposed.
Section 30.5 is to verify themethod proposed in this paper under different conditions.
Section 30.6 gives the conclusion.

30.2 Fault Characteristic Analysis

Power SystemsComputer AidedDesign (PSCAD) is electromagnetic transient simu-
lation software widely used in the world. Electromagnetic Transients including DC
(EMTDC) is the core of its simulation calculation, and PSCAD provides a graphical
operation interface for EMTDC [18]. Therefore, PSCAD/EMTDC is used to build a
10 kV resonant grounding distribution system model, as shown in Fig. 30.1a, where
OL is the length of the overhead feeder, CL is the length of the cable feeder, and
R f is the grounding resistance. The simulation network parameters and equipment
selection are referenced in [19].

Fig. 30.1 Simulationmodel of a 10 kV resonant. a Simulationmodel. bTransient equivalent circuit
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When an SPG fault occurs, its transient equivalent circuit is shown in Fig. 30.1b.
Among them, f p, U f , and R f , respectively, represent the fault point, fault voltage,
and fault transition resistance. i0u , L0u , andC0u , respectively, are the sum of the zero-
sequence current, zero-sequence inductance, and zero-sequence distributed capaci-
tance of the upstream feeder of the fault point and all healthy feeders. i0d , L0d , and
C0d , respectively, are the sum of the zero-sequence current, zero-sequence induc-
tance, and distributed capacitance of the downstream feeders of the fault point. The
upstream and downstream feeders are displayed in the dotted frame in Fig. 30.1a.

Because the oscillation frequency of the transient process after the fault is high,
the arc-suppression coil cannot immediately compensate for the fault transient zero-
sequence current. At themoment, the transient zero-sequence current of the upstream
detection node is the sum of the distributed capacitive currents of its upstream feeder
and all healthy feeders, with a large amplitude, and the direction is from the feeder
to the bus; the one of the downstream detection node or healthy feeder detection
node is the sums of the capacitance currents of its downstream feeder, with a small
amplitude, and the direction is from the bus to the feeder. Therefore, the amplitude
of the transient zero-sequence current waveform at the upstream detection node is
greater than the one at the downstream detection node, and the polarities are opposite
[19]. But the transient zero-sequence current difference between the two detection
nodes located on one side of the fault point is only the line-to-earth capacitive current
between the two detection nodes, and the amplitude difference is small. Based on this,
there is a big difference between the transient zero-sequence current of the upstream
detection node and the transient zero-sequence current of the downstream detection
node, while the transient zero-sequence currents of the detection node on one side
of the fault point have similarities [20]. The detection node on the non-fault branch
is classified as the downstream detection node.

30.3 Deep Belief Network

In 2006, the Hinton research group proposed DBN in “Science” and optimized the
connection weight and threshold of the DBN layer by layer through an unsupervised
greedy learning algorithm. DBN can use the characteristics of its network structure to
extract features from the original input to obtain a good feature expression. Its model
is composed of multiple Restricted Boltzmann Machines (RBM) and a classifier.

30.3.1 Structure of DBN

As shown in Fig. 30.2, this paper employs a four-layer DBN model, including two
visible layers, two hidden layers, and one output layer, forming two stacked RBMs.
The DBN algorithm includes two parts: network training and fault data testing. In the
network training process, the original samplewith labeled data is input into the visible
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Fig. 30.2 Structure diagram
of DBN and RBM

layer of RBM1, and the deep features of the original sample are extracted, which are
passed to the hidden layer of RBM1. The layer-by-layer RBM structure is realized by
using the hidden layer of the previous layer as the input of the visible layer of the next
layer. The hidden layer of RBM1 is as the input of the visible layer of RBM2, and a
higher level of feature expression is obtained, which is passed to the hidden layer of
RBM2. Then input the extracted features of the original sample into the supervised
classifier, compare the classification results with the labels of the original sample,
and propagate the error to each RBM through the Back Propagation Algorithm (BP)
to realize the self-adjustment and optimization process of the parameter. When an
SPG fault happens, input the collected fault signal into the trained DBN to quickly
complete the classification for upstream and downstream detection nodes.

30.3.2 Structure of RBM

RBMis themain component ofDBN.EachRBMcontains a visible layer and a hidden
layer. Both layers are composed of stochastic binary units. There is no connection
between the units at the same layer. The units from different layers are connected
through aweightmatrix in both directions. Each unit has two states, active or inactive,
represented by 1 or 0.

The activation state of RBM is determined by the energy function. The lower the
energy, the higher the activation probability. Assuming that the visible layer of an
RBM contains m units, the state is vi , and the bias is ai (i = 1, 2, 3, …, m); the
hidden layer contains n units, the state is h j , and the bias is b j ( j = 1, 2, 3, …, n);
Wi j is the weight matrix between the visible unit i and the hidden unit j , and the
energy function is
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E(v, h) = −
m∑

i=1

aivi −
n∑

j=1

b jh j −
n∑

j=1

m∑

i=1

wi jvi h j (30.1)

The joint probability distribution between the visible layer and the hidden layer
is

p(v, h) = e−E(v,h)

Z
(30.2)

Among them, Z = ∑
v

∑
h e

−E(v,h) is the normalization constant.
Because there is no interconnection between the RBM units at the same layer,

and the units at different layers are connected in both directions,

⎧
⎪⎪⎨

⎪⎪⎩

p(h|v) =
∏

j

p(h j |v)

p(v|h) =
∏

i

p(vi |h)
(30.3)

For an input signal v, the probability that the corresponding hidden unit h j is
activated is

P(h j = 1|v) = σ

(
b j +

I∑

i=1

wi, jvi

)
(30.4)

In the formula, the activation function is the Sigmoid function, σ(x) = 1
1+e−x .

Due to the bidirectional connection between layers, the visible unit can also be
activated by the hidden unit, and the state of each visible unit vi is reconstructed as

P(vi = 1|h) = σ

⎛

⎝a j +
J∑

j=1

wi, j h j

⎞

⎠ (30.5)

Therefore, the update of weight and bias between the visible layer and the hidden
layer of the RBM is as follows

W (1) = W (0) + λ
[
P

(
h(0) = 1

∣∣v(0)
)
v(0)T − P

(
h(1) = 1

∣∣v(1)
)
v(1)T

]
(30.6)

b(1) = b(0) + λ
[
P

(
h(0) = 1

∣∣v(0)
) − P

(
h(1) = 1

∣∣v(1)
)]

(30.7)

a(1) = a(0) + λ
[
v(0) − v(1)

]
(30.8)

Among them, λ is the learning rate, a(0), b(0), W (0), v(0), h(0) are the parameters
before the update, and a(1), b(1), W (1), v(1), h(1) are the updated data.
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30.3.3 Forward Iteration and Back Propagation

The training process of DBN is completed by tuning training for each RBM individ-
ually. Taking RBM1 as an example, its tuning training needs to use forward iteration
to obtain a certain output value from the input, and then use the output value to
reconstruct the input value [21].

The forward iteration is as follows

h = σ(W ∗ v + b) (30.9)

v′ = σ(WT ∗ h + a) (30.10)

where v′
1 is the visible layer state after reconstruction.

TheBPalgorithmwith theMinimizationCriterionofMean-SquareError (MMSE)
is utilized to update the parameters of the entire network. The iterative termination
condition of RBM1’s training is that the number of iterations exceeds 200 or Cost(x,
y), the error cost function, is less than the set threshold 10–3.

Cost(v, v′) = 1

n

n∑

i=1

∣∣vi − v′
i

∣∣2 (30.11)

Then, the reverse error propagation of the entire DBN is as follows

Wl = Wl−1 − λ
∂ cos T

∂(Wl−1)
(30.12)

al = al−1 − λ
∂ cos T

∂(al−1)
(30.13)

bl = bl−1 − λ
∂ cos T

∂(bl−1)
(30.14)

30.4 The SPG Fault Location Method

When anSPG fault is detected in the system, theDBNwith self-learning fault features
is used to extract the deep characteristics of the first cycle transient zero-sequence
currentwaveform fromeach detection node. Then, the deep features are distinguished
by a supervised classifier. Therefore, the upstream and downstream detection nodes
of the fault point are divided into two categories, and the fault location is selected.



310 J.-M. Li et al.

Fig. 30.3 An SPG fault in a 10 kV resonant grounding system. a Simplified simulation model.
b Transient zero-sequence current waveform of each detection node

30.4.1 Acquisition of Transient Zero-Sequence Current
Waveform

As shown in Fig. 30.3a, for the convenience of explanation, take the installation of
5 detection nodes on line 1 as an example, which is divided into 5 sections, namely
Si , i = 1, 2, …, 5. Each section is set to 1 fault point fi , i = 1, 2, …, 5.

When the SPG fault occurs in phase A, the fault point is f2, the initial phase angle
of the fault is 60°, the fault grounding resistance is 100 �, and the fault transient
zero-sequence current at each detection node is shown in Fig. 30.3b. As demonstrated
in the figure, the amplitude of the transient zero-sequence current waveforms at the
upstream detection nodes N1 and N2 of the fault point is greater than the ones at
the downstream detection nodes N3, N4, and N5. And the polarities of the two are
almost opposite. At the same time, the similarity between the transient zero-sequence
current waveforms of the detection nodes (N1, N2) or (N3, N4, N5) on the same side
of the fault point is high, which is consistent with the theoretical analysis results.

30.4.2 DBN-Based Feature Extraction and Classification
of Fault Waveform

Through a large amount of experimental data testing and verification, it is determined
that theDBNmodel adopts a two-layer stackedRBMmodel, which contains 2 visible
layers, 2 hidden layers, and an output layer. The parameter configuration for each
layer is shown in Table 30.1.

The fault transient zero-sequence current waveform at each detection node is
normalized by Eq. (30.15) and used as the input of DBN. After repeated iterative of
RBM1 and RBM2, the reconstructed output waveform is infinitely close to the input
waveform. Then obtain the features of the transient zero-sequence current waveform
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Table 30.1 Parameter
configuration of the DBN

Model Number of nodes Learning rate Number of batch
training

V1 200 0.005 10

H1/V2 50

H2 50

Output 2

of each detection node from the hidden layer of RBM2, and input them into the
classifier to realize intelligent classification.

(
x j
i

)′ = x j
i − min{X}

max{X} − min{X} (30.15)

Among them, X = {
X1, X2, . . . , X j , . . . , XN

}
is the data set of fault transient

signals from all detection nodes. X j (j = 1, 2, …, N) is the transient zero-sequence
current of the j-th detection node. N is the number of detection nodes. x j

i is the i-th
element of X j .

30.4.3 Judgment Basis for Fault Location

As shown in Fig. 30.4a, there is no branch in the section between detection nodes N1

and N2. If the classification result determines that N1 is the upstream detection node
andN2 is the downstream detection node, the fault occurs in S1. The section between
N2, N3, and N4 is at the branch of the line. If it is determined that the fault occurs
in S2, the classification result needs to be judged that N2 is the upstream detection
node and N3, N4 are both judged as the downstream detection nodes. For the end
sections S3 and S4, only N3 or N4 needs to be judged as the upstream detection node.

Fig. 30.4 Judgment and verification for fault location. a Schematic diagram of fault location.
b Schematic diagram of fault detection nodes installation and section division
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Table 30.2 Test results of software simulation data

fi θ (°) R f (�) Tn Cn ϕ (%)

Training data f 1–f 9 0, 30, 60, 90 0, 10, 100, 1000 144 / /

Testing data f 1–f 9 10, 20, 40, 50, 70, 80 0, 10, 100, 1000 216 216 100

f 1–f 9 0, 30, 60, 90 0, 50, 500, 5000 144 144 100

f 1–f 9 20, 50, 80 0, 200, 1000 81 81 100

According to the judgment basis of the fault section location, the identification result
of the fault example in this paper is S2, which is consistent with the actual situation.

30.5 Verification by Software Simulation

As displayed in Fig. 30.4b, in order to ensure the adaptability of the proposed algo-
rithm, a detection node Ni (i = 6, 7, 8, 9) is set on each line Lj (j = 2, 3, 4,
5). In the simulation model of the 10 kV resonant grounding distribution system,
different fault grounding points, different initial phase angles of faults, different
fault grounding resistances, and different types of faults are simulated. The results
of the proposed algorithm are shown in Table 30.2. It can be seen that the proposed
algorithm has higher recognition accuracy, which has certain practical engineering
application value.

In the table, fi is the fault point, θ is the initial phase angle of fault, Rx is the
grounding resistance, and ϕ represents the accuracy of the locationmethod, as shown
in Eq. (30.16).

ϕ = Cn

Tn
× 100% (30.16)

where Cn is the number of the faults correctly located, and Tn is the total number of
the faults.

30.6 Conclusion

The DBN is used in the research of fault location and performs a higher accuracy
rate. The test results of different fault types under software simulation show that:

(1) TheDBNwith self-learning fault characteristics can adaptively extract the SPG
fault signal characteristics, avoid the manual feature selection and classifier
selection required by traditional fault location methods.
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(2) The DBN can better distinguish the upstream detection node and the down-
stream detection node, and improve the similarity between the transient
zero-sequence current waveforms from the detection nodes at the same side.

(3) Due to the ideal situation of the software simulation model, it is difficult to
prove the adaptability of the proposed algorithm in the field. Therefore, the
algorithm proposed in this paper still needs to be further tested by actual field
fault data.

Acknowledgements This work is supported by the National Natural Science Foundation of China
(No. 61872085), Collaborative Education Program of Industry and Education of Ministry of
Education (No. 201901052008), Scientific Research Project of Fujian Education Department (No.
JAT190069, No. JK2017029), and Scientific Research Project of Fujian University of Technology
(No. XF-X19017).

References

1. Zhang, S., He, Z.-Y., Lin, S., et al.: Fault location based on charge and discharge transient
characteristic of the single-phase fault in the resonant grounding system. Power Syst. Prot.
Control 41(9), 13–20 (2013)

2. Qi, Y.-L., Zhao, J.-Y., Du, Q.-S.: Research on location of single-phase earth fault based on pulse
injection method in distribution network. In: 2009 9th International Conference on Electronic
Measurement and Instruments. IEEE (2009)

3. Li, Z.-T., Ye, Y.-Q., Ma, X., et al.: Single-phase-to-ground fault section location in flexible
resonant grounding distribution networks using soft open points. Int. J. Electr. Power Energy
Syst. 122, 106198 (2020)

4. Orozco-Henao, C., Bretas, A.S., Chouhy-Leborgne, R., et al.: Active distribution network fault
location methodology: a minimum fault reactance and fibonacci search approach. Int. J. Electr.
Power Energy Syst. 84, 232–241 (2017)

5. Grajales-Espinal, C., Mora-Flórez, J., Pérez-Londoño, S., et al.: Advanced fault location
strategy for modern power distribution systems based on phase and sequence components
and the minimum fault reactance concept. Electr. Power Syst. Res. 140, 933–941 (2016)

6. Liu, M.-Y., Lv, L.-P., Ding, D., et al.: Study of the small current neutral grounding fault based
on TDFT sampling method of first half wave. Electr. Meas. Instrum. 55(23), 22–33 (2018)

7. Dwivedi, A., Yu, X.-H.: Fault location in radial distribution lines using travelling waves and
network theory. In: 2011 IEEE International Symposiumon Industrial Electronics. IEEE (2011)

8. Li, T.-Y., Xue, Y.-D., Li. J.-J.: A New Single Phase Fault Location Method of Noneffectively
Grounded Networks for DA Systems, pp. 0582–0582 (2013)

9. Lu, S.-Y., Ding, X.-H., Su, B.-L.: A novel location method for single-phase grounding fault in
small current grounding distribution network based on difference of phase current fault compo-
nent between fault and non-fault phases. In: 2020 IEEE Texas Power and Energy Conference
(TPEC). IEEE (2020)

10. Li, J.-P., Zhang, G.-Q., Li, H.-B., et al.: A review of fault location methods for small current
grounding systems. IOP Conf. Ser. Mater. Sci. Eng. 677(5) (2019)

11. Li, Y.-F., Li, J.-B., Pan, J.-S.: Hyperspectral image recognition using SVM combined deep
learning. J. Int. Technol. 20(3), 851–859 (2019)

12. Gao, F.-Y., Hsieh, J.-G., Jeng, J.-H.: A study on combined CNN-SVM model for visual object
recognition. J. Inform. Hiding Multimedia Sig. Process. 10(4), 479–487 (2019)



314 J.-M. Li et al.

13. Song, Q., Qin, T.: Load forecasting based on wavelet submodel and LS-SVM. J. Netw. Intell.
5(3), 102–112 (2020)

14. Pan, J.-S., Chu, S.-C., Dao, T.-K., et al.: Improved performance of wireless sensor network
based on fuzzy logic for clustering scheme. In: VTCA 2018, pp. 104–113

15. Tu, T.N., Hoang, H.N., Van, T.V., et al.: Enhancing remote sensing image contrast based on
combination of fuzzy logic and local approach. J. Inf. Hiding Multimedia Sig. Process. 10(4),
488–499 (2019)

16. Hu, P., Pan, J.-S., Chu, S.-C., et al.: New hybrid algorithms for prediction of daily load of power
network. Appl. Sci. 9, 4514 (2019)

17. Pan, J.-S., Pei, Hu., Chu, S.-C.: Novel parallel heterogeneous meta-heuristic and its commu-
nication strategies for the prediction of wind power. Processes 7(11), 845 (2019)

18. Woodford, D., Irwin, G., Gudmundsdottir, U.S.: PSCAD/EMTDC. In: Numerical Analysis of
Power System Transients and Dynamics, pp. 135–167. IET (2015)

19. Guo, M.-F., Yang, N.-C.: Features-clustering-based earth fault detection using singular-value
decomposition and fuzzy C-means in resonant grounding distribution systems. Int. J. Electr.
Power Energy Syst. 93, 97–108 (2017)

20. Xie, W., Wang, X.-W., Zhang, H.-X., et al.: Application case of transient energy method in
location of single phase to ground fault. In: 2020 IEEE/IAS Industrial and Commercial Power
System Asia (I&CPS Asia). IEEE (2020)

21. Fan, Q.-W., Guo, Y.-L., Shao-En, Wu., et al.: Two-level diagnosis of heating pipe network
leakage based on deep belief network. IEEE Access 7, 182983–182992 (2019)



Chapter 31
A Data Fusion Scheme in Wireless
Sensor Network Based on Optimizing
Parameters of Neural Network

Thi-Kien Dao, Trong-The Nguyen, Van-Dinh Vu, and Truong-Giang Ngo

Abstract This study suggests a scheme of data fusion strategy in wireless sensor
networks (WSNs) based on optimizing the neural network (NN) to decrease data
redundancy, increase data transmission, and save communication energy consump-
tion in WSN. The optimal parameters are optimized by applying the bat algorithm
(BA). The optimized neural network (NNBA) is used to fuse captured data in cluster
head (CH) and then forwards the combined data to the base station (BS) of a WSN.
The simulation experiment is implemented in several scenarios to test the proposed
scheme performance. The proposed scheme’s results show that the proposed algo-
rithm can save sensor node energy consumption, extend the lifetime, and increase
the data fusion accuracy of WSN.

31.1 Introduction

Amulti-hopwireless sensing network consisting of several sensor nodes is a wireless
sensor network (WSNs) [1]. It is commonly used in national military and defense,
monitoring hospital health, monitoring atmosphere, industrial and marine applica-
tions [2]. The correlation and redundancy of data are extreme since the monitoring
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range of sensor nodes overlaps with each other [3], contributing to the energy waste
of base station (BS) nodes [4] and affecting the lifespan of the network [5]. Many
researchers have done a lot of in-depth research on WSN data fusion routing algo-
rithms and obtained some research results to increase energy usage and reduce energy
consumption [3, 6].

Data fusion schemes forWSNs are primarily divided into cluster-based data fusion
and data fusion for tree-based data [7, 8]. The former, the cluster-based data fusion
algorithms, such as LEACH [9], TEED [10], and routing algorithms, are primarily
used in cluster-based data fusion [6]. The cluster-based data fusion scheme offers
the benefits of node comfort. The management and node cooperation complexity are
low, but the cluster’s maintenance cost is high [11]. The latter, tree-based data fusion,
is difficult to construct an optimal data fusion tree [4].

In addition, intelligent algorithms are primarily used to build the purchase and
selling number of data fusion, such as genetic algorithm (GA) [12]. It is predomi-
nantly suitable for acquiring and monitoring small static network data but requires
a lot of energy and a low-efficiency network for a large-scale network [13]. Some
scholars are trying to apply the neural network to the data fusion application ofWSN
with the development of the artificial intelligence algorithm and have achieved good
results [14]. However, the network weight and threshold significantly influence the
BP neural network in practical implementation [15].

Bat algorithm (BA) is a new metaheuristic of swarm intelligence algorithms that
can dynamically control the conversion process between local search and global
search, avoid the algorithm falling into local optimum, and have better convergence
[16]. In order to reduce the amount of data transmitted by sensor nodes, the utilization
rate of node energy could be improved, the survival time ofWSNwould be prolonged,
and a data fusion strategy is proposed based on applied BA for neural optimization
network (NN-BA).

31.2 Energy Consumption Model of Wireless Sensor

According to the node perceived energy model, the node energy consumption is
analyzed, and the energy consumption formula of node packet transmission is defined
as

Esend = Etrans × l + Eamp × d2 (31.1)

where Etrans is the total energy consumption of transmitting 1-bit data, l is the size of
data packets sent by sensing nodes, Eamp is the circuit loss after signal amplification,
and D is the communication distance between sensing nodes.

The energy consumption formula of received signal is as follows:

Ereceive = Erec × m (31.2)
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Here, Erec represents the energy consumed by receiving 1 bit, and M represents
the number of packets sent by the node.

31.3 Optimizing Backpropagation NN with Bat Algorithm

31.3.1 Backpropagation Neural Network

Theneural network (NN)of backpropagation (BP) is a kind ofmultilayer feedforward
NN that has the input, hidden, andoutput layers [15]. Itmeans that the upper and lower
layers are fully connected with the error backpropagation used to train a multilayer
feedforward network. The figure’s neural network has n input nodes, j output nodes,
and k neurons in the hidden layer. x1, x2, . . . , xn is the actual input of the network,
y1, y2, . . . , yi is the actual output of the network, the connection weight from xn to
Ri is wni , the connection weight from Ri to yi is wi j , the transfer functions can be
such as the sigmoid or tan functions. A linear function is the transfer function of the
output layer. The gradient steepest descent approach is the basic concept of the BP
learning algorithm, and the fundamental idea is to change the weight to make the
network. The complex’s total error is the lowest.

31.3.2 Bat’s Algorithm

The bat’s echolocation algorithm is used to optimize the numerical problems through
echolocation of bats [16]. Assuming that the location of the ith individual bat at time
t is xti and the velocity is vt

i , then the updating formula of position xt+1
i and position

vt+1
i at time t + 1 is expressed [16].as follows

Qi = Qmin + (Qmax + Qmin)β (31.3)

vt+1
i = vt

i + (
xti − x∗

)
Qi (31.4)

The frequencies of updating the speed equation of the bat algorithm are expressed
as follows

vt+1
i = wvt

i + (
x∗ − xti

)
Qi (31.5)

where Q1, Qmax , and Qmin are the frequencies of the sound waves emitted by the
ith bat and the maximum and minimum values of the frequency, respectively; β is
the number generated randomly between 0 and 1; x∗ is the current global optimal
solution.
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xt+1
i = xti + vt+1

i (31.6)

Once the optimal solution is produced, the new position of the individual bat is
as follows:

x ′′(i) = x ′ + εAV t (31.7)

where x ′ is a randomly selected solution from the current optimal solution, AV t is
the average loudness of bat population, and ε is a random vector between −1 and 1.

The loudness a (1) and emission rate R (1) in BA are updated with the iteration.

At+1(i) = αAt (i) (31.8)

Rt+1(i) = R0(i) × [
1 − exp(−γ t)

]
(31.9)

31.3.3 Optimizing Backpropagation NN with Bat Algorithm

The downside of slow convergence speed and easy to fall into optimal local solution is
the conventional BP neural network algorithm. The initial neural network parameters
decide performance experience accuracy. For this reason, BA is used to refine the BP
neural network’s structure and parameters to solve this problem, which can increase
the convergence speed of the BP neural network and solve the shortcomings of the
conventional BP neural network.

Assuming that the monitoring node i sends the collected initially data to node j ,
the correlation coefficient of the collected data node is defined as

ρ(i, j) = 1 − H(i | j)/H( j) (31.10)

where H(i) is the size of data packets sent by sensing node i , and H(i, j) is the size of
data volume after data fusion. The data fusion model is based on the typical inversion
model, which assumes that the correlation of the collected data is inversely propor-
tional to the distance between the nodes, but theGaussian randomfieldmodel in other
data fusion models considers that the correlation between the data and the distance
between nodes is exponentially decreasing, and the mathematical relationship is as
follows.

ρ(i, j) = exp
(−αd2(i, j)

)
(31.11)

Among them, α is the correlation coefficient. The greater the α is, the smaller the
correlation of the data is, and on the contrary, the greater the correlation.
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The details are as follows.

(1) Initialization parameters of bat population: the number of bats m, the
maximum pulse frequency R(i) and the maximum pulse sound intensity a(i)
of the individual bat i were set, and the increase coefficient of bat frequency
was set as γ , the attenuation coefficient of sound intensity α, the maximum
iteration number nmax and the search accuracy ε;

(2) The position of bat individuals was randomly initialized x(i = 1, 2). Besides,
individuals of X∗ bats in the best position were searched;

(3) Generate random number R1, if R1 is less than R(i), update the bat’s current
position according to formula (31.4); otherwise, disturb the bat’s current
position, and the disturbing position will replace the current position;

(4) If R2 is less than a(i) and the bat’s current position is optimized and changed,
the bat will fly to the updated position;

(5) If the bat individual i is better than the best bat in the individual, the best bat
individual should be replaced, and the pulse frequency R1 and pulse intensity
a(i) should be adjusted according to Eqs. (31.8) and (31.9);

(6) To find out the best position of bats and the best time of their running;
(7) If the preset search precision is satisfied or the maximum search times are

reached, then turn to step (8), otherwise turn to step 3, and then search for the
optimal individual;

(8) The optimal global solution and optimal individual value of the output
function are used as the weights and thresholds of the BP neural network;

(9) Judgewhether the ending conditions aremet. Suppose the number of iterations
reaches the given BP neural network’s preset maximum value or meets the
minimum error requirement. In that case, the network outputs the optimal
value and stops counting.

(10) Otherwise, turn to step (2).

The algorithm’s idea is the first to make clusters of the entire network of sensors,
and second, the cluster head sensing node in each region receives the data detected
by each sensor node in the region. Like the leach clustering algorithm, the member
nodes extract the correlation data’s characteristics and take the same portion. In order
to improve network efficiency and minimize network energy consumption, the BA
is used to optimize the neural network for data fusion between clusters. Figure 31.1
shows a schematic diagram of the model structure of the NN-BA scheme.

31.4 Simulation Experiment

The parameters of the bat algorithm are: Qmax = 1, q = 0min, α = 0.9, γ = 0.9. The
initial loudness and initial emission rate are randomly generated in the interval [0,1],
and the initial frequency is 0. The population number is set as 50, the maximum iter-
ation number is 500, the maximum inertia coefficient Wmax = 1.2 and the minimum
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Fig. 31.1 Schematic diagram of the model structure of NN-BA scheme

Table 31.1 Simulation experiment parameters setting for data fusion in WSN

Parameters Value Parameters Value

Network specifications M × M
(100, 200) m

Receive energy consumptions 30 nj/bit

Number of nodes N (100,150, 200) Packet size 100 bytes

Initial energy 0.5 J Polling times 2000

Communication range 20 m Simulation times 500 s

Transmission energy
consumptions

50 nj/bit

inertia coefficient wmin = 0.1 [2, 4]. The node parameter settings of the simulation
experiment are shown in Table 31.1.

The obtained results of the proposed scheme of the NN-BA are compared with the
backpropagation neural network (BP-NN) [15], naive Bayes [6], and neural network
multi-verse optimizer (NN-MVO) [3] for the data fusion experiments. The proposed
scheme’s performances are comprehensively analyzed in terms of surviving number
of nodes, the total remaining energy consumption of nodes, the number of sink nodes
received, the number of rounds of dead nodes, and the degree of data fusion.

Figure 31.2 shows the number of network-aware nodes surviving with the number
of network simulation polling. As can be seen from Fig. 31.2, when the number of
network simulation polling is about 780, the number of network surviving nodes of
the Bayes algorithm begins to decrease; at 830, the number of surviving nodes of
the BP algorithm begins to decrease; at about 890, the number of surviving nodes
of NN-MVO algorithm also decreases, while NN-BA algorithm calculates that the
number of surviving nodes in NN-BA is also decreasing gradually at 960 polling
times. It can be seen from the change of the number of surviving nodes that the
NN-BA node has the longest survival time.
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Fig. 31.2 Comparison of
network node survival

Table 31.2 Comparison of the proposed scheme with the other methods in terms of the dead node
rounds

Fusion algorithm Number of death rounds
for the first node

Half of the node death
rounds

Number of death rounds
of all nodes

BP-NN [15] 784 939 1189

Bayes [6] 832 1026 1252

NN-MVO [3] 891 1063 1327

NN-BA 926 1095 1425

Table 31.2 shows a comparison of the number of dead nodes of the proposed
scheme NN-BA with the other schemes, e.g., the BP-NN [15], naive Bayes [6], and
NN-MVO [3] schemes. As can be seen from the data in Table 31.2, the NN-BA
algorithm has the most extended number of first node rounds. The clustering scheme
of BP-NN has the least number of simulation rounds when half and all nodes are
dead, followed by the NN-MVO [3] and NN-BA.

The network convergence efficiency of different algorithms changes with the
number of nodes, as shown in Fig. 31.3. As shown in Fig. 31.3, with the increase
of the number of nodes in the network, the network’s data fusion efficiency is also
gradually improved. The main reason is that with the increase of the number of
sensing nodes, there are a lot of neighbor nodes around the sensing nodes, and these
data are sent to sink nodes through these neighbor nodes through the multi-hop
method.

When these neighbor nodes are gradually fused and sent to sink nodes, the
network’s fusion efficiency is improved. NN-BA algorithm is higher than the NN-
MVO algorithm [3] and BP neural network [15], and the fusion accuracy is the best.
When α = 0.01/m2, the network fusion efficiency ratio is α = 0.001/m2. When α =
0.001, the efficiency of data fusion is small when the data fusion algorithm is 0.001.
The proposed scheme can effectively extract a small amount of feature data from
data fusion data and then send the extracted feature data to sink, which reduces the
amount of data transmission and improves the network lifetime.
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Fig. 31.3 The performance comparison of data fusion rate

31.5 Conclusion

This paper proposed a data fusion strategy based on a hybridized bat algorithm
and a neural network (NN-BA) to deploy wireless sensor networks (WSNs). The
neural network parameters optimized by the bat algorithm (BA) were used to fuse
captured data in cluster head (CH) and then forward the fused data to the base station
(BS) of a WSN. Several scenarios have been experimented with to test the proposed
scheme performance. The proposed scheme’s results show that the proposed algo-
rithm provides decreased data redundancy, increased data transmission, node energy
consumption, extended lifetime, and improved data fusion accuracy of WSN.
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Chapter 32
Cluster-Based Two-Level Mesh Routing
Protocol for Wireless Sensor Network

Qi-yuan Zhang, Bo Sun, Jian-ming Xu, Jian He, and Ji-liang Mu

Abstract Wireless sensor networks (WSNs) have broad application scenarios in
military and civilian fields. How to reduce the energy consumption of network
communication and extend the life cycle of the network has always been a research
focus of WSN. Clustering is one of the important methods to extend the network
life cycle. However, the existing clustering routing protocol has room for further
optimization of the connection mode between the common node and the cluster
head node, the network topology structure and the communication mode between
nodes. In this paper, a cluster-based two-level mesh (CTM) routing protocol for
WSN is proposed, which supports common nodes to connect to the cluster head and
communicate with any node in a multi-hop manner. It also specifies the topological
structure of the two-level mesh and two communication modes. Finally, simulations
on the OMNeT++ platform verify that the protocol can effectively reduce network
and energy costs.
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32.1 Introduction

The wireless sensor network (WSN) is a wireless communication network formed
by a large number of sensor nodes through self-organization and multi-hop commu-
nication [1]. Therefore, it has very broad application prospects in the field of civil
Internet of Things and military monitoring [2–4]. Because sensor nodes have higher
requirements for power consumption control, how to reduce the energy consump-
tion of network communication and extend the network life cycle has always been a
research hotspot ofWSN [5]. Node clustering can optimize the network topology and
reduce the communication volume of nodes, which is one of the important methods
to extend the life cycle of the network [6, 7]. However, in the routing protocols based
on classic clustering algorithms such as Low-Energy Adaptive Clustering Hierarchy
(LEACH) and its improved clustering algorithm, ordinary nodes and cluster head
nodes use single-hop communication, and the communication between nodes must
be completed through cluster head forwarding [8–10]. The protocol also does not
support information exchange between arbitrary sensor nodes. There is a room for
further optimization of link selection and network topology in special occasions.
In this paper, a cluster-based two-level mesh (CTM) routing protocol for WSN is
proposed.By specifying the topological structure and information transmissionmode
of the two-level mesh WSN, the link between nodes is optimized, and the network
life cycle is extended. It also enhances the ability of the network to integrate with
other networks.

32.2 Protocol Design

The sensor nodes of the entire sensor network are divided into ordinary nodes and
cluster head nodes. Nodes can become ordinary nodes or cluster head nodes during
the election process. Ordinary nodes and cluster head nodes can form a secondary
mesh network through low-transmit power communication. The cluster head nodes
form a primary level mesh network through high-transmit power communication.
The schematic diagram of the network topology is shown in Fig. 32.1.

The protocol stipulates two information transmission modes, namely long-
distance transmission and short-distance transmission. They need establish a short-
distance link and a long-distance link, respectively. The short-distance transmission
uses the primary mesh network, and the long-distance transmission uses both the
primary mesh network and the secondary mesh network. Figure 32.2 is a schematic
diagram of short-distance transmission and long-distance transmission.

The complete long-distance link is divided into three parts: the part between the
source node and the cluster head (s-c link), the part between the cluster head and the
cluster head (c-c link), and the part between the cluster head and the target node (c-t
link). In order to make the network more flexible, any node can be used as the source
node or the target node to communicate, so the long-distance link may not consist



32 Cluster-Based Two-Level Mesh Routing Protocol … 327

Fig. 32.1 Schematic diagram of network topology

Fig. 32.2 Schematic
diagram of transmission
mode: a short-distance
transmission;
b long-distance transmission

of a complete three-part. The s-c link and c-t link specify the maximum number
of hops which is consistent with the maximum number of hops for short-distance
transmission. The c-c link also limits the maximum number of hops. The maximum
number of hops can be customized according to the range of the cluster and the size
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Fig. 32.3 The frame format specified by the protocol: a frame format of link establishment request;
b frame format of link establishment ack; c frame format of transmission data; d frame format of
data reception ack; f structure of link information; e structure of data information

of the entire wireless sensor network, which can realize communication between all
nodes, while limiting the network resources occupied when establishing routes.

The protocol stipulates four basic frames, namely link establishment request,
link establishment ack, data transmission, and data reception ack. The format of the
frame is shown in Fig. 32.3. Among them, the frame type is used to distinguish
different frames and further read the data according to its format for corresponding
processing. The transmission mode describes the transmission mode used by the
frame. Link information contains link-related information such as the address of the
source node, target node, and transit node. The address information of the forwarded
node is recorded when the link request is established, and the node will check the
address information when receiving the request to avoid loops. After the forwarding
condition is met, the address of the node will be added. The link information of
other types of frames records the complete link which cannot be modified, and the
node only needs to forward and receive frames according to the link. If it is a long-
distance transmission mode, the link information will also record which level of
network communication is used between each node. The link status is only found
in the frame of link establishment request by long-distance transmission. There are
three status corresponding to the three parts of the long-distance link. It is used to
ensure that the established link contains only one c-c link. The hop count is used to
record the number of times the frame is forwarded during the transmission process,
combined with link information to determine whether the node meets the forwarding
or acceptance conditions. In the frame of link establishment request by long-distance
transmission, in addition to recording the total hop count, the hop count of each part
of the long-distance link is also recorded to avoid exceeding the maximum hop
count. Link quality is included in link establishment request and link establishment
ack, and its value is determined by the number of hops, received signal strength,
and node power. When a node receives multiple link establishment ack within the
specified time, it will select the link with the highest link quality and save it. The
data information includes data packet length, data packet, and data packet number.
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Fig. 32.4 Flow chart of node sending data

The data packet number is used in the reception confirmation, and the data packet
number will not be repeated for a period of time.

In order to save hardware resources and adapt to the changing network topology,
the protocol is designed in the form of an on-demand routing protocol [11].
Figure 32.4 shows the process when a node transmits data to other nodes. First
of all, the node will query whether there is a link information of the target node in
the routing table maintained by itself, send data if it has, or broadcast a link estab-
lishment request if it is not. If sending data fails, the link information of the target
node in the routing table will be deleted and a link establishment request will be
broadcast. In order to save network resources as much as possible, the node first
broadcasts a request to establish a short-distance link. If the target node is not found,
then broadcast the request to establish a long-distance link. After finding the target
node, record the link information and send data to the target node.

The judgment process when the node receives the frame of link establishment
request is shown in Fig. 32.5. If the node is the target, the link establishment ack will
be sent to the source node. Otherwise, it will be judged whether to forward according
to whether the maximum number of hops has been reached and whether the node
information is already in the frame. When the forwarding conditions are met, if the
node is a cluster head, it will use both the primary network and the secondary network
for broadcasting, otherwise only the primary network will be used.
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Fig. 32.5 Flow chart of judgment when a frame is received

32.3 Results and Discussion

OMNeT++ is used as a simulation platform to build a WSN. According to the
protocol, the network topology and the communication mode of nodes were simu-
lated and compared with the performance of other protocols. Compared with the
classic clustering routing protocol for WSN, CTM routing protocol for WSN has
no obvious cluster boundary in the communication process, and the cluster head
node does not need forwarding when communicating between two adjacent clusters.
Therefore, network resources and node energy are saved. The comparison of links
is shown in Fig. 32.6.

In OMNeT++ platform, the non-clustering WSN, the classical clustering WSN,
and CTMMeshWSN were built, respectively, as shown in Fig. 32.7. Through simu-
lation, the number of communications and energy consumption of the entire network
were calculated when there were communications between the distant nodes. The
model of energy consumption is P ∝ R2. Where P is the transmit power, R is the
transmission distance. The consumption of low-power transmission is 1 energy unit.
The energy consumption of high-power transmission is (2h+ 1)2 energy units, where
h is the maximum number of hops of the link between the ordinary node and the

Fig. 32.6 Comparison of the links between adjacent nodes in adjacent clusters: a Use the classic
clustering routing protocol for WSN; b Use CTM routing protocol for WSN
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Fig. 32.7 The wireless sensor network constructed by the simulation platform: a non-clustering
WSN; b classical clustering WSN; c CTM mesh WSN

Fig. 32.8 Simulation results: a total number of network communication; b total network energy
consumption

cluster head node. The comparison of the total number of the communication and
energy consumption of a complete data transmission is shown in Fig. 32.8. Almost,
all of the network costs and energy costs are used for link establishment. It can be
seen from figure that CTM routing protocol for WSN has obvious advantages in
network costs and energy costs when maintaining the routing table.

32.4 Conclusions

In summary, a cluster-based two-level mesh routing protocol for WSN is proposed.
Compared with other clustering routing protocols for WSN, CTM routing protocol
for WSN supports ordinary nodes to connect to the cluster head through multi-hop,
which expands the range of clusters and reduces the number of cluster heads. The
protocol supports mutual communication between arbitrary nodes, which enhances
the flexibility of the network and the ability to integrate with other networks. The
protocol stipulates a two-level mesh topology and two communication modes, which
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optimizes the links between cluster boundary nodes, reduces the network costs and
energy costs required tomaintain the routing table, and extends the network life cycle.
Finally, the OMNeT++ platform was used to build aWSN and simulate the protocol.
The results show that CTM routing protocol for WSN has better performance than
the classic WSN routing protocol.
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Chapter 33
PD Detection and Analysis
of Cross-Bonded Cable Based
on Broadband Sensor and Three-Phase
Amplitude Relation Analysis Method

Liwei Wang, Bingwei Liu, Bin Wang, Xutao Han, Zhentao Liu, and Wei Sun

Abstract The power cable is one of the most important transmission equipment.
The long cable common use the cross-bonded grounding method to reduce the loss
of shielding layer and decrease the voltage rise at the end of cable. Therefore, it is
difficult to diagnosis the PD detection result of cross-bonded cable in field because
the PD signals will be influenced by both the environment electromagnet interference
and the interference among different phases. The broad band sensor is used to detect
the PD of cross-bonded cable in field in this paper. The waveform of the PD pulse,
PRPD, and 3PARD diagrams are analyzed to diagnose the results. The results have
shown that the broadband sensor can anti the environment electromagnet interference
because it can obtain more information of PD signal. The 3PARD diagrams can
division the interference among different phases.

33.1 Introduction

With the development of power system, XLPE cable has been widely used in trans-
mission lines and urban distribution network. When the cable line is long (more than
1 km), the three-phase cross-bonded transmission cable is adopted [1–3]. The cable
line is divided into several large sections, and each large section is divided into three
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Fig. 33.1 Diagram of
cross-bonded grounded

Insulated 
joint

Cross-bonded 
box
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Phase B
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Insulated 
joint

small sections of equal length. The insulated joints are installed between each small
section. On both sides of the insulated joints, the metal shields of different phases
are transposed by coaxial cross interconnection lines, as shown in Fig. 33.1.

Some insulation defects are inevitable in the process ofmanufacture and operation
of high-voltage XLPE cable. Partial discharge occurs due to the concentration of
electric field at the defect. Long-term discharge process will lead to deterioration and
aging of cables, and eventually lead to cable insulation failure and power failure [4–
7]. The insulation fault can be effectively prevented by detecting the partial discharge
signal of the cable.

However, for the cross-bonded cable system, when partial discharge occurs in the
main insulation of a phase cable, the partial discharge signal will propagate through
the conductor layer of the phase cable to the next layer and continue to propagate. As
a result, the discharge signals of three phases interfere with each other. Therefore, the
field partial discharge detection of cross-bonded cable is not only interfered by the
external electromagnetic signals, but also is interfered with each other of the three-
phase signals, which increases the difficulty of judging and analyzing the detection
results.

At present,many researches on thePDpropagation characteristics of cross-bonded
cable have been conducted by the simulation or test methods in the laboratory [4–
7]. The current sensors are common used in the field PD detection of cross-bonded
cable. However, the frequency band of the current sensor is lower than 1 MHz which
is easy to be interfered by external signals. The pulse separation of different phases
can be realized by multi-channel joint detection. The three-phase amplitude phase
correlation spectrum (3PRPD) has been widely used in transformers. In this paper,
aiming at the difficulty of PD signal detection of cross-bonded cable in the field,
the partial discharge is measured by broadband sensor, and the detection results are
identified and analyzed by the discharge pulse waveform, discharge PRPD spectrum,
and 3PRPD spectrum. The results of this paper are beneficial to the detection of PD
signals of cross-bonded cable in the field.
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33.2 Three-Phase Amplitude Phase Relationship Analysis
Method

As shown in Fig. 33.1, when a partial discharge pulse signal occurs in a certain phase
of the cross-bonded cable system, the PD signal can be detected in the three phases
at the same time, as shown in Fig. 33.2.

In order to ensure the correlation of three-phase partial discharge signals, it is
generally considered that the signals collected in the time range of 1–2 µs are the
partial discharge signals in the same period. After the partial discharge signals corre-
sponding to three phases are determined, the measured three pulse amplitudes are
mapped into three pulse vectors with original amplitude and phase of 0°, 120°, and
240°, respectively, as shown in Eqs. (33.1) to (33.3).

−→qA = ∣
∣−→qA

∣
∣∠0◦ (33.1)

−→qB = ∣
∣−→qB

∣
∣∠120◦ (33.2)

−→qC = ∣
∣−→qC

∣
∣∠240◦ (33.3)

−→q = −→qA + −→qB + −→qC (33.4)

Finally, a partial discharge pulse vector can be obtained by adding the three
vector vectors, as shown in Eq. (33.4), which is a PD point in 3PRPD diagram.
The calculation process is shown in Fig. 33.3.

The partial discharge signal and interference signal can be distinguished by
3PRPD technology. When the partial discharge occurs in phase A, the amplitude
of partial discharge detected on phase A must be the largest. After superimposed
with the partial discharge signal vector of the other two phases, the partial discharge

Fig. 33.2 Discharge pulse
of three phases
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Fig. 33.3 Composing
principle of 3PARD

point will fall on the coordinate axis of phase A. If the amplitude difference between
phase A and the other two phases is large, at the same time the superimposed vector
is far away from the coordinate origin, it indicates that the actual position of partial
discharge is phase A. The signals detected by other two phases are the crosstalk
results of phase A PD. When the amplitude of the three-phase pulse is the same
and the partial discharge point after vector superposition is located at the coordinate
origin, it indicates that the partial discharge signal detected at this time is actually
external interference signal.

When 3PRPD technology is used in practice, the pulse point after vector super-
position is not strictly located on the coordinate axis and coordinate origin. This is
because the actual PD signal is affected by the attenuation of propagation path and
the superposition of interference which leads to its distortion. As a result, it makes
the PD signal after vector superposition be a pulse cluster, in which the pulse cluster
of real partial discharge signal is around a certain phase coordinate axis, while the
pulse cluster of interference signal is located near the coordinate origin.

33.3 Field PD Detection and Analysis of Cross-Bonded
Cable

33.3.1 Field Detection System

The field detection system of cross-bonded cable is shown in Figs. 33.4 and 33.5.
The PD signals are detected by the three same high-frequency current sensor (HFCT)
with the frequency band of 100 kHz–20 MHz and the sensitivity of 2.5 V/A. The
phase information is obtained by measurement of the induced voltage.

Compared with the traditional sensors, the system can obtain a wider frequency
distribution signal. The signal can be separated by detecting the frequency charac-
teristics of the signal. The detection system can detect the discharge signals with
different frequencies, such as 2 MHz, 6 MHz, 10 MHz, and 12 MHz.
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Fig. 33.4 Detection diagram
of cross-bonded cable
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Fig. 33.5 Picture of filed
detection

HFCT

33.3.2 Results of Low Frequency

The field detection results of 2 MHz are shown in Fig. 33.6. It can be seen that the
signals are covered by the interference signals. It hardly gets the characteristics of
the patterns. In addition, all the sensors of three phases detect the signals. However,

   
(a) Phase A-B                           (b) Phase B-C                             (c) Phase C-A 

Fig. 33.6 PRPD pattern of 2 MHz
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Fig. 33.7 3PRPD pattern of
2 MHz

it cannot determine the PD phase due to the interference of environment and cross-
bonded system.

The 3PRPD pattern of 2 MHz is shown in Fig. 33.7. It can be seen from the
figure that there are three clusters of signals. Signal 2 and signal 3 are close to the
origin, indicating that the amplitude difference of phase A, B, and C signals is not
big. Therefore, the signal should be external interference signal. The signal 1 is close
to the A and C phases. It illustrates that this cluster of signals is the discharge signals
from A and C phases, and the signals have the characteristics of floating defects.

33.3.3 Detection Results of High Frequency

The 3PRPD pattern of 6MHz is shown in Fig. 33.8. At this time, there is two clusters
of signals. One of them is near the origin. The other is between the phase A and C.
Therefore, this cluster of signals is the PD signals.

The detection result of higher frequency is shown in Fig. 33.9 which presents the
3PRPD pattern of 10 MHz. It can be seen that there is only one cluster of signals. It
very close to phase A. Therefore, it is the PD occurs in phase A.

When the frequency is further increased, the interference signal is smaller. The
3PRPD pattern of 12 MHz is shown in Fig. 33.10. At this time, there is only one
cluster signals which is located at phase A.

Fig. 33.8 3PRPD pattern of
6 MHz
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Fig. 33.9 3PRPD pattern of
10 MHz

Fig. 33.10 Change curves
of number of photons and
change rate of photon
number

(a)Phase A-B                                    (b) Phase B-C                             (c) Phase C-A 

Fig. 33.11 PRPD pattern of 12 MHz

The PRPD patterns of 12 MHz are shown in Fig. 33.11. Because the interference
signals under high frequency is very small, the detected signals aremainly PD signals.
From the patterns, it can be concluded that the discharge source is floating defect.

33.4 Conclusions

The PD signals in the cross-bonded cable system is measured by using broadband
current sensor. In addition, the detection results are analyzed anddiagnosed according
to PRPD and 3PRPD patterns. The results have shown that more detailed discharge
information can be obtained by using wideband current sensor, which is beneficial to



340 L. Wang et al.

remove the influence of external electromagnetic interference signal on the detection
results. The 3PRPD pattern can effectively separate the discharge signals, and conse-
quently, it can eliminate the crosstalk between the three-phase signals. It is helpful
to determine the position of the discharge source in field.
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Chapter 34
A Dynamic and Fair Timeout Heartbeat
Detection Technique for Server Clusters
Using Nginx Reverse Proxy

Beiping Ma and Wei Zhang

Abstract In recent years, more and more SMEs use their existing equipment enter-
prises to form server clusters for the internal welfare platform of enterprises through
Nginx reverse proxy. For this kind of platform, the health detection mechanism of
nodes in the server cluster plays a very important role in ensuring the high avail-
ability of the system. Nginx’s native health detection mechanism is very weak. The
widely used Tengine provides Nginx with a separate health detection module, but it
still fails to consider the problem of different node performance caused by heteroge-
neous hardware and uneven load on software, and uses a unified heartbeat detection
strategy, which leads to the problem that Nginx cannot detect the faulty node in time
or mistakenly determines the “Fake dead” node as the faulted node. In this paper,
node performance parameters such as CPU utilization and IO utilization are selected
to construct a weight calculation model by entropy method to quantify node perfor-
mance, and then a node fault misjudgment loss model is constructed to optimize the
accuracy of node fault judgment. Finally, a dynamic fair timeout algorithm based
on Nginx is proposed to make Nginx’s heartbeat timeout strategy more fair and
real-time. Experiments show that compared with the heartbeat detection technology
before improvement, the algorithm proposed in this paper improves the accuracy of
node fault detection by 18%, and this algorithm is an effective technology to improve
the high availability of cluster.

34.1 Introduction

Due to the rapid development of Internet technology in recent years, most businesses
use the cluster to provide services now. The overall service provided by clusters
greatly improves the continuous stability of the service and avoids the unavailability
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of the service caused by the downtime of a single server [1]. However, a cluster
with 10,000 servers with high reliability still has one server failure almost every
day in 30 years of statistics, and 1–5% of disk drives are damaged every year [2].
Therefore, the problem of node failure in the cluster cannot be ignored, especially
for scene above. The first thing to do is to detect the faulty node. Heartbeat detection,
as a common and important means of detecting the failure of the back-end node, is
an object worth studying.

34.2 Nginx’s Fault Detection Mechanism

34.2.1 Nginx’s Native Health Check

Nginx is a high-performance http server, reverse proxy server and mail server devel-
oped by Russian Igor Sysoev. It was officially opened source in 2004. After the
open source, its ecology has been continuously developed and improved. At present,
many well-known Internet enterprises at home and abroad, such as Tencent, Alibaba,
GitHub and Facebook, all use Nginx servers [3–6]. When used as a reverse proxy
server Nginx, the need for back-end server node health monitoring, to ensure timely
detection unavailable node, avoid forwarding requests to unavailable nodes. Nginx’s
native health check can be achieved bymodifying the upstreammodule in nginx.conf
in the configuration file, and it uses service forwarding as a detection packet [3].

34.2.2 Tengine’s Heartbeat Detection

Tengine is a software developed by Taobao team in China based on Nginx, which
adds many advanced functions and features on the basis of Nginx, including
nginx_upstream_check_module, which uses the mechanism of heartbeat detection.
In a cluster, the heartbeat detection mechanism sends heartbeat information to each
other between the heartbeat modules of the main control node and the common node
so as to detect whether the network connection or node machine is normal [7, 8].
Compared with Nginx, Tengine has changed from passive health examination to
active health examination, thus improving node fault detection and real-time perfor-
mance. However, Tengine does not take into account the problem of different node
performance during the running of the system. It used a unified configuration and
standard for each node, which is obviously unreasonable [3, 9].
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34.3 Dynamic and Fair Timeout Algorithm Based on Nginx

34.3.1 Fair Misjudgment Loss Algorithm

FMJL is a Hadoop-based algorithm proposed by Guan Guodong, Faye Ting and
others in 2015 to calculate the job timeout of each node in heterogeneous clusters. The
algorithm can calculate the appropriate job timeout time of each node by inputting
data such as node failure probability, short job execution time and node processing
rate ratio. Because there are many differences between Nginx and Hadoop, this
paper will propose a dynamic fair timeout algorithm based on Nginx based on fair
misjudgment loss algorithm and considering that nodes are constantly changing at
runtime.

34.3.2 Dynamic and Fair Timeout Algorithm Based on Nginx

Dynamic weight design. This paper argues that each node should be given a certain
weight according to its performance, and then the appropriate heartbeat timeout
strategy should be calculated according to the weight. In this paper, CPU utiliza-
tion rate (Ccpu), memory utilization rate (Cmen), network bandwidth utilization rate
(Cnet ) and IO utilization rate (Cio) are selected as the weight important elements
to evaluate the current node. The value of the system run-time weighting factor is
constantly changing, the weights of elements within a record period T and score
draw Ctcpu , Ctmen , Ctnet and Ctio . Rcpu, Rmen, Rnet and Rio are used to represent the
weight coefficients of the above four factors, and theweight coefficients represent the
influence degree of these important elements on the weight. Let the default weight of
all nodes be Wde and the weight of a node i be Wi , then the formula for calculating
Wi is as follows:

Wi = (
Ctcpu × Rcpu + Ctmen × Rmen + Ctnet × Rnet + Ctio × Rio

) × Wde (34.1)

Rcpu + Rmen + Rnet + Rio = 1 (34.2)

Entropy method. Entropy method uses entropy to measure uncertainty, which is
inversely proportional to the amount of information. Entropymethod, as an objective
evaluation weighting method, has been widely used in determining the factor weight
in the construction of evaluation indicators. The calculation steps are as follows [3]:

(1) Selectm servers, n important factors, then xi j (i = 1, 2, . . .m; j = 1, 2, . . . n)

is the value of the j-th weight important element of the i-th server.
(2) Since the index units of these indicators are uncertain and known, it is necessary

to convert the absolute value of the indicators to the relative value before
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calculating the comprehensive index: positive indicators:

x ′
i j = xi j − min

{
x1 j , x2 j , . . . xmj

}

max
{
x1 j , x2 j , . . . xmj

} − min
{
x1 j , x2 j , . . . xmj

} (34.3)

Negative indicators

x ′
i j = max

{
x1 j , x2 j , . . . xmj

} − xi j
max

{
x1 j , x2 j , . . . xmj

} − min
{
x1 j , x2 j , . . . xmj

} (34.4)

The normalized result is recorded as xi j .
(3) Calculate the proportion of the value of the i-th server under the j-th weight

important element index to the index:

Pi j = xi j∑m
i=1 xi j

, i = 1, . . .m; j = 1, . . . n (34.5)

(4) Calculate the entropy value of the j-th weight important element

e j = −k
m∑

i=1

pi j ln
(
pi j

)
, j = 1, 2 . . . n

where k = 1/ ln(m) > 0, satisfying e j≥0 (34.6)

(5) Calculating information entropy redundancy

d j = 1 − e j , j = 1, 2 . . . n (34.7)

(6) Calculate the weight of each weight important element

Ri = d j∑n
j=1 d j

, j = 1, 2 . . . n (34.8)

Failure probability of node. Assuming that the probability of failure of nodes obeys
a negative exponential distribution [6], the probability of node failure is regarded as
a Poisson distribution with a failure event arrival rate of λ pc [10]. According to life
experience, the arrival rate of failure events of node I has a certain relationship with
the performance of node i, and the performance of node i can be judged by referring
to the weight Wi . Therefore, given an initial arrival rate λ f i , it’s assumed that the
failure time arrival rate of each node is the product of the initial arrival rate and the
weight:

λi = λ f i × Wi (34.9)
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Poisson distribution is a discrete probability distribution, which is used to describe
the probability of γ events occurring within a period of time [0, t]. It assumes that
events arrive at a constant rate, then the probability of events occurring in [0, t] is:

Errory(t) = e−λi t × (λi t)
γ

γ ! (34.10)

If γ = 0, that is, the event does not occur within the time period [0, t], according
to formula (34.10). It can be seen that the probability that the event does not occur
can be expressed as: Erroryγ=0 = e−λit. Let an index period be T, combined with
Formula (34.9), it can be seen that the probability of node I failure within the job
execution time [0, t] is:

PFi = 1 − e−λ f i×Wi×T (34.11)

Node’s Misjudgment Loss Model. Since this article uses the heartbeat module
of Tengine, a few parameters must be covered: INTE (heartbeat detection packet
transmission interval), FALL (the number of times a node fails to receive a heartbeat
response continuously), TOUT (timeout time of a heartbeat detection packet).

Definition (1) Lost Connected State: Assuming that the Nginx server and a node
at the back-end keep their heartbeat normal until they do not receive a heartbeat
reply for the first time, the node is considered to be in a lost connected state at this
time. Then, the time from the last received heartbeat to the lost state is recorded as
Tiout . The waiting time is defined as 2× Tiout . For node i, the total length of cardiac
overshootwas recorded as Ttall(i) (3 × Tiout ), and the total length of a single heartbeat
period is Tiout (i). The parameters to be introduced in this model are: N: indicates the
number of back-end servers to which Nginx is connected;α: equation coefficient; ρ :
the minimum accuracy requirement of cluster fault judgment; Si: the rate at which
requests are processed by node i AFDi : (accuracy of fault diagnosis), the accuracy
of fault diagnosis for node I; PMJi : (probability of misjudgment), probability of
misjudgment for node i. If a node is disconnected, at this time, the node may be in a
down state or a suspended animation state. If it is in a down state, all service requests
on the node will fail. It can be considered that the number of requests that node
I made mistakes during downtime is the number of requests that node I accepted
during Tiout : Si × Tiout . Here, it is stipulated that the T tall time cannot exceed two
default times, Ttall(i) ≤ 120 s, so Tiout (i) ≤ 40 s. Assume that performance of the
best nodes have not received the heart in 120 s, the failure rate is 100%, while for
some nodes with poor performance, even if the TALL time is not 120 s, the failure
accuracy of the node can reach 100%. The waiting time of Nginx can be used as a
criterion to determine whether a node fails or not, if Nginx judges that the probability
of server failure and the waiting time t satisfy the value of the function Pt = 0.5–0.5
× cos(t), which is related to the failure probability of the node in the whole period.
Therefore, let θ = α × PFi , so the accuracy rate of Nginx judges the failure of node
i is:
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AFDi (t) = 0.5 − 0.5 × cos(α × PFi × t) 0 < t ≤ 120 (34.12)

It is assumed that for the node e with the best performance, if t = 120 s, AFDe
(120) = 1, if the weight of the node is known, the failure arrival rate of the node can
be obtained, and the time period T is known, then the coefficient can be obtained:
α = π/

(
1 − e−λe×T

)
/120. It can also be known that AFDi + PMJi = 1. Therefore,

the probability of misjudgment is:

PMJi (t) = 1 − AFDi (t) (34.13)

Definition (2) Misjudgment loss: The loss of computing resources caused by Nginx
misjudging a node i as a failure node by the back end is the loss caused by misjudge-
ment (LCMJ). Themisjudgment loss can be considered as the product of themisjudg-
ment probability and the number of requests that have been forwarded to the node
i:

LCMJi = PMJi (TALL) × Si × TI OUT TALL ≤ 120 (34.14)

Definition (3) Principle of fairness (POF): If node I and node J are out of connection
at the same time and Nginx judges that the node fails, the LCMJ caused by Nginx
to each node is equal [11].

LCMJi = LCMJ j (34.15)

According to formulas (34.11)–(34.15), the calculation method of Tiout (i) can be
summarized Tiout (i) = 1/α/PFi × arcos(2 × PMJe × Se/Si − 1)/3(Si > PMJe ×
Se) Minimum fault judgment accuracy requirement: the setting of TALL, the total
heartbeat overdue length of the node, needs to meet the requirement that the node
fault accuracy judgment rate is not less than ρ. Therefore, a node that satisfy the POF
but does not satisfy AFDi ≥ ρ, set AFDi = ρ; a node that does not meet the POF,
the fault judgment accuracy of the node is also made to be ρ, so it can be known
that:Tiout (i) = arcos(1 − 2 × ρ)/α/PFi/3 (AFDi < ρ or does not meet the POF).
In addition, since Tiout (i) ≤ 40 is specified above, the calculation formula of the
actual heartbeat overdue total length of each node is: T ′

iout (i) = min{Tiout (i), 120}.
Dynamic Fair Timeout Algorithm Based on Nginx. According to the above, a
dynamic fair timeout algorithm based on Nginx can be summarized. The expression
of the algorithm needs to introduce the following set.

(1) Weight set of nodes w = {w1, w2, . . . wi }
(2) The set of accident arrival rates of nodes λ = {λi , λ2, . . . λi }
(3) Processing rate set of nodes S = {S1, S2, . . . SI }
(4) Single node heartbeat period Tiout = {

T ′
iout (1), T

′
iout (2) . . . T ′

iout (i)
}
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Implementation of Dynamic and Fair Timeout Algorithm Based on Nginx. In
this paper, MATLAB software is used for simulation. Firstly, the running values of
each index in the experiment are obtained as training data, andWi are calculated. It is
then up to Nginx to periodically collect performance metrics for the back-end server.
Nginx calculates the Tiout of each node according to the above algorithm at every
interval T cycle andwrites it into the corresponding array to assign the corresponding
parameter.

34.4 Construction and Testing of Experimental
Environment

In this experiment, five servers are built in the VMware virtual machine, and the
configuration and functions are as follows (Table 34.1).

By collecting performance data from Server1 to Server3 many times, use the
entropy method to simulate in MATLAB, the weight can be calculated. Use siege
tools (500 concurrent numbers last for ten minutes) to test the path pressure test
from the client to Nginx and then to one of the nodes. According to the test results,
the problem processing rate ratio of each node is obtained. In this experiment, the
period selected is 5 min, theWde is 10, the coefficient is 0.2, and the Tiout of Server1
node is set for 30 s, then each node calculates the weight every 5 min and sends it to
Nginx. Test scheme: Siege is continuously used to send static page access requests
at a concurrent frequency of 100, 200 and 500 for 3 periods each, and the service of
one of the servers is randomly stopped for 1 min in the period, and the total amount
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Table 34.1 Server node software and hardware configuration

Node Memory CPU Operating system Network adapter (Mb/s)

Client 2g 1 single core processor CentOS7 1000

Nginx 2g 1 double core processor CentOS7 1000

Server1 2g 1 single core processor CentOS7 1000

Server2 4g 1 double core processor CentOS7 1000

Server3 6g 2 double core processor CentOS7 1000

Table 34.2 The test results

Period Concurrency Total before
improvement

Total number of
failed node
forwarding
before
improvement

Total after
improvement

Total number of
failed node
forwarding after
improvement

1 100 623,180 198,487 640,537 180,488

2 100 629,660 195,903 655,979 199,256

3 100 651,599 205,709 592,422 173,797

4 300 611,875 184,599 622,155 167,468

5 300 644,548 201,989 601,889 170,502

6 300 638,130 198,782 633,256 169,112

7 500 553,599 180,590 573,546 148,773

8 500 588,369 184,103 580,989 150,332

9 500 580,540 178,452 578,437 149,876

of requests forwarded to “down” nodes before and after improvement in the nine
periods is counted (Table 34.2).

The fault detection promotion rate is defined as the difference between the total
number of forwarding of failed nodes before and after improvement and the total
number of previous tests, Then the improved fault detection accuracy is increased
by 7% at 100 concurrent numbers, 12% at 300 concurrent numbers, and 18% at 500
concurrent numbers. Therefore, experiments can prove that the dynamic fair timeout
heartbeat algorithm based onNginx effectively improves the fault detection accuracy
of nodes.

34.5 Conclusions

Aiming at the problems existing in the existing health check mechanism of hetero-
geneous clusters based on Nginx reverse proxy, this paper considers the character-
istics of heterogeneous clusters and uneven load that lead to different performance
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and dynamic changes, and proposes a dynamic fair timeout algorithm based on
Nginx. The implementation and proof show that the failure detection rate of nodes is
increased by 18% compared with that before improvement. However, only detecting
failed nodes does not have an effective and reliable failover mechanism, nor can it
improve the fault tolerance of the cluster system, nor can it improve the high avail-
ability of the cluster. Therefore, the next goal of this paper is to study the failover
strategy of Nginx to improve the high availability of the cluster.

The main contribution of this paper is to implement the platform transplantation
of the fair timeout algorithm, and to improve it based on the Nginx platform, so the
fault detection of Nginx has been improved to a certain extent. It is an improvement
for such a widely used Nginx server.
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Chapter 35
Visually Meaningful Image Encryption
Algorithm Based on Parallel
Compressive Sensing and Cellular
Neural Network

Renxiu Zhang , Donghua Jiang , Wei Ding , Ya Wang , Yanan Wu ,
Yerui Guang , and Qun Ding

Abstract At present, most image encryption algorithms protect the image by
converting the original image into a visuallymeaningless noise-like image. However,
the noise-like image can easily attract the attention of attackers, which increases
the risk of being deciphered. Thus, a novel meaningful image encryption algorithm
based on parallel compressive sensing and cellular neural network is proposed in this
paper. In our scheme, the image is processed by three modules, namely, compres-
sion, encryption and hiding. Among them, the compression module is utilized to
compress the plain images in parallel. After that, the encryption module converts
the compressed image into a meaningless noise-like image by diffusion and scram-
bling. Finally, the hiding module realizes the visualization of the encrypted image by
embedding the encrypted image into a carrier image, which helps reduce the interest
of attacker in deciphering cipher images. Experimental results and analysis indicate
that the proposed algorithm has satisfactory performance and can effectively protect
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image information from being leaked under the premise of reducing computational
overhead.

35.1 Introduction

In recent years, the field of image encryption chaos-based has attracted the atten-
tion of many scholars. For instance, Ref. [1] proposed a new secure transmission
system for images based on the diffusion-permutation structure. In particular, in the
permutation stage, the system uses a chaos generator to generate the initial value
of the improved 2D Cat map, which makes the transmission system obtain higher
security. Then, Ref. [2] presented an image encryption method, which employed the
simple chaotic map, lightweight computation and parallel structure to encrypt the
plain image into a noise-like image. Experiments have proved that this method has
qualified security. However, there are some issues that need to be resolved. (i) when
the volume of images that need to be encrypted is very large, it will consume a lot of
resources and computational costs; (ii) low-dimensional chaoticmap has defects such
as small key space and poor unpredictability; (iii) converting images containing confi-
dential information into meaningless noise-like images greatly arouses the interest
of attackers in cracking cipher images, thereby increasing the risk of confidential
information leakage.

To address these issues, a novel meaningful image encryption algorithm based
on parallel compressive sensing and cellular neural network is proposed in this
paper, which is mainly composed of three modules. Wherein, in order to reduce the
consumption of resources and computation, the first module adopts the compressive
sensing technology to simultaneously encrypt and compress images.Next, the second
module uses 6-D CNN and Hilbert curve to encrypt the compressed image to further
improve the security. Finally, to protect the appearance security of image, the third
module hides the encrypted images into the carrier images to attain the visual cipher
images. Extensive experimental results and analysis indicate that the proposed algo-
rithm can not only reduce computational overhead but also has satisfactory security
performance.

35.2 Preliminaries

35.2.1 Parallel Compressive Sensing

To reduce the overhead of computation and the consumption of space, the compres-
sive sensing (CS) is adopted to sample and measure the plain image by column. For
an image z sized of M × N, zi are the pixel values of the i-th column of z. Then the
measurement process of compressive sensing is expressed as Eq. (35.1).
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yi = Φ × zi , i = 1, 2, 3, . . . , N . (35.1)

y = [y1, y2, …, yN] is measurement value matrix sized of M × N. Φ ∈ R
M×N is

defined as measurement matrix. Moreover, the CS reconstruction theory shows that
when Φ satisfies the restricted isometry property and zi is sparse, it is possible for zi
to be reconstructed from yi. However, in general, the natural signal is sparse only in
certain transform domains. When zi = Ψ × si and ‖si‖0 = k, zi is considered to be
k-sparse onΨ . At this point, themeasurement process can be expressed as Eq. (35.2).

yi = Φ × zi = Φ × Ψ × si = Θ × si (35.2)

It is difficult to judge whether the matrixΦ satisfies the RIP constraints. However,
ifΦ independent of the sparse representation basisΨ , the reconstructed sparse signal
si can be converted to a problem solved by the l1 norm according to Eq. (35.3). Then,
the original image is restored through the inverse transform of sparse representation.

min ‖si‖1 s.t. yi = Θ × si (35.3)

35.2.2 Image Encryption Based on “diffusion-Scrambling”

The 6-DCNN. Reference [3] describes and analyzes the hyperchaos phenomenon of
the 6-D cellular neural network system in detail. Its mathematical model is described
in Eq. (35.4).

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = −x3 − x4
ẋ2 = 2x2 + x3
ẋ3 = 14x1 − 14x2
ẋ4 = 100x1 − 100x4 + 200p4
ẋ5 = 18x2 + x1 − x5
ẋ6 = 4x5 − 4x6 + 100x2

(35.4)

In Eq. (35.4), p4 = (|x4 + 1|− |x4 − 1|)/2. When t → ∞, its Lyapunov exponents
are λ1 = 2.7481, λ2 = −2.9844, λ3 = 1.2411, λ4 = −14.4549, λ5 = −1.4123
and λ6 = −83.2282. Two of them are positive, which indicates that this system is
hyperchaotic [4]. Additionally, the partial phase diagram of 6-D CNN obtained by
Runge–Kutta method is plotted in Fig. 35.1.

Scrambling with Hilbert curve. Hilbert curve is the filled curve which has the
property of being able to traverse all points in a square area on the plane. By using
this property, the pixel position of the image can be shuffled to obtain a scrambled
image.As shown inFig. 35.2a, the pixels of the imagematrix are scanned sequentially
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(a) x1-x2-x3 (b) x4-x5-x6 (c) x1-x3-x5 (d) x2-x4-x6

Fig. 35.1 The 6-D CNN chaotic attractors

Fig. 35.2 Hilbert curve.
a Scanning trajectory of
Hilbert curve. b The
scrambled matrix
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according to the traversal sequence of the 2D Hilbert curve, and the results are stored
in a 1D sequence. Then, the pixels of the image are rearranged to obtain the pixel
matrix of the scrambled image, as shown in Fig. 35.2b.

35.3 The Proposed Algorithm

The encryption flow chart proposed in this paper is shown in Fig. 35.3, which mainly
includes three stages. In the first stage, i.e., the compressionmodule, themeasurement
matrix produced by the 2-dimensional logistic map [5] is utilized to compress the
wavelet coefficients of the original image in parallel. Then, in the encryptionmodule,
the compressed image is further encrypted by the diffusion sequence generated by
6-D CNN chaotic system and Hilbert scrambling algorithm. In the last stage, the
encrypted image is embedded into the alpha channel of the carrier image. Moreover,
for the sake of generality, it is assumed that the size of plain image P1 and host image
H is M × N. Next, the encryption steps of the proposed algorithm are described in
detail as follows.
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Fig. 35.3 The encryption flow

35.3.1 Compression Module

Step 1. The plain image P1 is sparsed by 2-D discrete wavelet transform to obtain
the coefficient matrix P2.

Step 2. All elements in matrix P2 whose absolute values are less than or equal to the
threshold Ts are assigned to 0. And the matrix after threshold processing is defined
as P3.

Step 3. The encryption key KA is used as the initial value of the Rossler hyperchaos
[6], and iterate it 500+MN times to obtain the hyperchaotic trajectories [X,Y , Z] ∈
R

MN×3.

Step 4. The sequence X is sorted to obtain the keystream Tx used for index
scrambling. Then, according to Eq. (35.5), the matrix P3 is scrambled.

P4i = P3Tx(i) (35.5)
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Step 5. The key-controlledmeasurementmatrixPhiwas generated by the 2DLogistic
map, where Phi ∈ R

CN×N , CN = CR × M , and the matrix P4 was measured
in parallel to obtain the compressed matrix P5. This process can be expressed by
Eq. (35.6).

P5 = Phi × P4 (35.6)

Step 6. The matrix P5 is linearly quantized according to Eq. (35.7) to produce the
compressed imageP6. The parametersmax andmin of the quantization, respectively,
represent the maximum and minimum in matrix P5. Also, round(·) means to round
the elements in parentheses.

P6 = round

(

255 × P5 − min

max−min

)

(35.7)

35.3.2 Encryption Module

Step 1. The compressed image P6 is divided into six non-overlapping unitsCi. Using
the encryption keys as the initial values of the 6-D CNN. Then, six chaotic sequences
Si are generated after iteration, and the diffused image DI is obtained by Eq. (35.8).

DI = Si ⊕ C i (35.8)

Step 2. The Hilbert curve is utilized to scramble and reposition the pixel positions
of the diffused image DI to complete the scrambled image SI.

35.3.3 Hiding Module

Step 1. The encrypted image SI is segmented to obtain the matrices SI1, SI2 and SI3
according to Eq. (35.9).

⎧
⎨

⎩

SI1 = fix(SI/100)
SI2 = mod(fix(SI/10), 10)
SI3 = mod(SI, 10)

(35.9)

Step 2. Construct the matrix A ∈ N
M×N with element values of 246. Then, matrix

SI1, SI2 and SI3 are embedded into the matrix A, respectively, by Eq. (35.10), and
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the processed matrix is defined as A1 where i = 1, 2, 3, …, 0.25 MN.

⎧
⎪⎨

⎪⎩

Ai = 246 + SI i1
A(0.25M×N )+i = 246 + SI

(0.25M×N )+i

2

A(0.5M×N )+i = 246 + SI
(0.5M×N )+i

3

(35.10)

Step 3. The cipher image C is generated synchronously with the carrier image using
the matrix A1 as the alpha channel.

35.4 Experimental Results and Analysis

35.4.1 Key Space

Insufficient key space may cause the algorithm to be brute forcefully cracked by
decipherers. Thus, a sufficiently extensive key space is one of the essential conditions
for encryption algorithms to resist the brute force attacks. In the proposed scheme,
the key is derived from the initial values of Rossler hyperchaos, 6D CNN and logistic
map. Moreover, assuming that the calculation accuracy is 10–15, then the key space
of our scheme reach to 10165, which is large enough that the attackers cannot brute
force it.

35.4.2 Correlation

The attacker can make statistical analysis of the cipher image by taking advantage of
the concentrated distribution of adjoining pixels in the image to achieve the purpose
of deciphering. Therefore, the encryption algorithm should cut down the correlation
between adjoining pixels as far as possible. The pixel distribution of the original
image and the generated cipher image are plotted in Fig. 35.4. It can be observed that
the adjoining pixels of the original image are concentrated in the diagonal area and
are closely related, while the pixels of the cipher image are irregularly distributed in
the whole area. It can be concluded that the algorithm can effectively decrease the
correlation between the adjoining pixels of the image. Furthermore, the correlation
between adjoining pixels can be qualitatively judged by Eq. (35.11).

rxy = cov(x, y)√
D(x)D(y)

(35.11)

where x and y represent the gray values of two adjoining pixels in the image. The
test results are listed in Table 35.1. It can be seen that the adjoining pixels in original



358 R. Zhang et al.

(c)(b)(a)

(f)(e)(d)

Fig. 35.4 The pixel distribution of the plain image and the cipher image. a The horizontal pixel
distribution of the plain image. b The vertical pixel distribution of the plain image. c The diagonal
pixel distribution of the plain image. d The horizontal pixel distribution of the cipher image. e The
vertical pixel distribution of the cipher image. f The diagonal pixel distribution of the cipher image

Table 35.1 The correlation tests of the original image and the encrypted image

Image Correlation

Horizontal Vertical Diagonal

Original Lena 0.9849 0.9689 0.9661

Encrypted Lena 0.0033 0.0044 0.0110

Lena are high correlated, while the correlation of adjoining pixels in encrypted Lena
tends to 0.

35.4.3 Visual Security

The difference between the steganographic images and the carrier images deter-
mines the visual security of the encryption algorithm. The smaller the difference,
the higher the visual security of the algorithm. The visual security of the proposed
algorithm is quantitatively measured by calculating the peak signal-to-noise ratio
(PSNR) between the steganographic images and the carrier images. The PSNR is
mathematically represented as Eq. (35.12), where O(i, j) and D(i, j) represent the
original image and the decrypted image sized of M × N, respectively.
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Table 35.2 PSNR tests of the plain image and the carrier image

Plaintext image Carrier image PSNR (dB)

Ours Ref. [7]

Lena (256 × 256) Peppers (256 × 256) 36.5021 31.7986

Barbara (256 × 256) Bridge (256 × 256) 36.3017 31.7397

Table 35.3 PSNR tests of the plaintext image and the decrypted image

Plain image Carrier image PSNR (dB)

Ours Ref. [8]

Barbara (512 × 512) Peppers (512 × 512) 30.19 28.55

Barbara (512 × 512) Lena (512 × 512) 30.19 28.55

PSNR = 10 × log
2552

1
M×N

∑M
i=1

∑N
j=1 (O(i, j) − D(i, j))2

(dB) (35.12)

The larger the value of PSNR, the smaller the difference between the two images.
The plain image Lena sized of 256×256 and the carrier image Peppers sized of 256×
256 are placed to the proposed encryption algorithm. The PSNR values obtained are
listed in Table 35.2. The comparative analysis further illustrates that the embedding
method proposed in this paper has satisfactory visual security.

35.4.4 Quality of Decryption

In the compression stage, due to the loss of energy, the image will inevitably be
damaged, which will lead to a decline in quality. Therefore, it is necessary to analyze
the quality of a decrypted image by calculating the PSNR value of the original image
and decrypted image. As shown in Table 35.3, the PSNR value obtained by the
proposed algorithm is 30.19 dB, which has satisfactory decryption quality.

35.5 Conclusion

This paper presents a visual digital image encryption algorithm with good security
effect. In this algorithm, first, the compression module encrypts and compresses
the image synchronously, which greatly reduces the computational cost. Second,
the encryption module diffuses and scrambles the compressed image data to further
improve the security, thereby transforming the image into a visually meaningless
noise-like image. To protect the appearance security of image information, the final
hiding module realizes the visual processing of the noise-like image. By hiding the
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encrypted noise-like image into the carrier image, a visual cipher image is formed,
which greatly reduces the attacker’s intention to crack the cipher image. Extensive
experimental results and analysis manifest that the proposed algorithm has the prop-
erties of extensive key space, low correlation, high visual security and satisfactory
decryption quality. Moreover, it can effectively protect the image information from
being leaked while reducing the computational cost.
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Chapter 36
Comments on “A Robust User
Authentication Protocol with
Privacy-Preserving for Roaming Service
in Mobility Environments”

Xinglan Guo, Lei Yang, Tsu-Yang Wu, Lili Chen, and Chien-Ming Chen

Abstract Roaming service under the global mobile network (GLOMONET) means
that users who use mobile devices can still use mobile devices in other regions
or countries after leaving their region or country. When mobile users use roaming
services, the communication information transmitted by wireless channels is easy
to be tampered with and eavesdropped on by attackers. These attacks may expose
the identity and location of remote users. Thus, mutual authentication among mobile
users, foreign agents, and home agents play an important role. To ensure a secure
roaming service in a mobile network, it is necessary to design an efficient and secure
solution. Recently, Shashidhara et al. proposed a user authentication protocol for
roaming service in the GLOMONET. In this paper, we find that there are some
security vulnerabilities in their protocol, including perfect forward secrecy (PFS), key
compromise impersonation attacks (KCIA), and known-session-specific temporary
information attacks (KTIA).

36.1 Introduction

The rapid development of wireless networks [11] has brought great convenience
to people’s lives, in which there is a special network environment called global
mobility network (GLOMONET) [1, 2, 9, 10, 14]. GLOMONET refers to a new
network environment that can provide global roaming service for communication.
With the rapid development of communication technologies, mobile users can access
the services through roaming technologies. In this environment, the mobile user
registers with the home agent. To obtain the service of the foreign network, it needs
the help of the home agent to realize the authentication and establish a session
secret key [6, 18–20] between the mobile user and the foreign agent. However, the
communication transmitted in the mobile network environment is easily vulnerable
to various attacks [4]. Thus, it is necessary to protect the privacy of users as well as
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to design authentication protocols to ensure the realization of secure communication
[5, 7, 12, 15–17, 21].

In 2009, Chang et al. [3] proposed an enhanced authentication protocol tomaintain
the anonymity of mobile users for roaming services in global mobile networks. How-
ever, this protocol cannot guarantee anonymity and confidentiality. To improve their
protocol, Zhou et al. [23] proposed a secure authentication protocol. Unfortunately,
their protocol is also vulnerable to forgery attacks, replay attacks, and insider attacks.
In 2016, Gope et al. [8] proposed an effective authentication protocol. However, the
cost of this protocol is computationally expensive. Xu et al. [22] analyzed Gope et
al.’s protocol and found that the protocol is vulnerable to replay attacks and clock
synchronization problems. Then, a new user authentication protocol is proposed.

Recently, Shashidhara et al. [13] analyzed Xu et al.’s protocol and found that the
protocol is vulnerable to denial of service attacks, privileged-insider attacks, and
impersonation attacks. To solve these security problems, they further proposed a
lightweight user authentication protocol with privacy preservation. In this paper, we
analyze Shashidhara et al.’s authentication protocol and point out its security vulner-
abilities, including perfect forward secrecy (PFS), key compromise impersonation
attacks (KCIA), and known-session-specific temporary information attacks (KTIA).

36.2 Review of Shashidhara et al.’s Protocol

In this section, we review the initialization phase, registration phase, login phase, and
authentication phase of the protocol. The symbols used in this protocol are described
in Table36.1.

Table 36.1 Notations

Symbol Description

PSWMU Password of the mobile user

IDMU, IDHA, IDFA Identities of MU, HA and FA

SKF Shared-secret key of HA and FA

SKH Secret key of HA

KMU Counter value of MU

SK Session key

A Adversary
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36.2.1 Initialization Phase

The protocol includes three roles.Mobile User (MU), ForeignAgent (FA), andHome
Agent (HA). In the initialization phase, FA obtains a dynamic Diffie–Hellman secret
key SKF from HA, where SKF = h(IDFA ‖ SKH ).

36.2.2 Registration Phase

The registration phase of the protocol is that MU registers with HA. The registration
of MU follows the following steps.

(1) MU selects identity IDMU, password PSWMU and randomly generates a random
number RM , then MU computes a pseudo identity AID = h(IDMU ‖ RM), and
sends Mm = {AID} to HA through secure channel.

(2) HA computes RID = h(AID ‖ SKH ) after receivingmessageMm fromMU, and
initializes KMU to 0. Then, HA stores {AID, KMU} in its own database. Finally,
HA sends Mh = {RID, KMU, h(.)} to MU through secure channel.

(3) After MU receives the message Mh from HA, MU computes two values: AC =
RID ⊕ h(PSWMU ‖ RM), L A = h(IDMU ‖ PSWMU||RM). Finally, MU stores
{AC,LA, RM , KMU} in the smart card.

36.2.3 Login and Mutual Authentication Phase

This is an authentication protocol based on three parties. When MU wants to access
a foreign network through roaming service, to ensure secure communication, MU
and FA need to be authenticated by HA. The authentication steps are as follows.

(1) First of all, MU enters its own IDMU and password PSWMU in the smart device,
and computes LA∗ = h(IDMU ‖ PSWMU ‖ RM) through the RM obtained from

the smart card, then MU verifies LA∗ ?= LA. If equal, login to smart card is
successful. Otherwise, the login fails.

(2) After successful login, MU generates a random number NMU, and computes
RID = AC ⊕ h(PSWMU ‖ RM), AM = h(IDMU ‖ RM) ⊕ NMU, V1 = h(RID ‖
KMU) ⊕ NMU. Finally, MU transmits the login request M1 = {AM , V1, IDHA} to
FA through public channel.

(3) After receiving the message M1 from MU, FA generates a random number
NFA, and computes BM = h(AM ‖ SKF ) ⊕ NFA, V2 = h(BM ‖ SKF ‖ V1). FA
transmits authentication requestM2 = {BM , V1, V2, IDFA} to HA through public
channel.

(4) After receiving the message M2 from FA, HA verifies the IDFA, and if it exists,
HA finds the SKF = h(IDFA ‖ SKH ) associated with the IDFA. HA computes
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V ∗
2 = h(BM ‖ SKF ‖ V1), and verifies V ∗

2
?= V2. If equal, HA believes that FA is

legal. Otherwise, the certification is terminated. HA computes RID∗ = h(AID ‖
SKH ), N ∗

MU = h(RID∗ ‖ KMU) ⊕ V1, V ∗
1 = h(RID∗ ‖ KMU) ⊕ N ∗

MU and veri-

fies V ∗
1

?= V1. If equal, HA believes that MU is legal. Otherwise, authentica-
tion is terminated. HA computes A∗

M = (AID ‖ RM) ⊕ N ∗
MU, N

∗
FA = h(A∗

M ‖
SKF ) ⊕ BM , N ∗

M = h(RID∗ ‖ N ∗
MU) ⊕ NFA, V3 = h(IDHA ‖ A∗

M ‖ SKF ), V4

= h(RID∗ ‖ IDFA ‖ KMU). Then HA updates KMU = KMU + 1 and stores in
databaseofHA.Finally,HA transmits authentication requestM3 = {N ∗

M , V3, V4}
to HA.

(5) After receiving authentication requestM3 fromHA,FAcomputesV ∗
3 = h(IDHA ‖

AM ‖ SKF ), and verifies V ∗
3

?= V3. If it is equal to V3, FA believes that HA
and MU are legal. Otherwise, the communication will be terminated. Then,
FA computes SK = h(NFA ‖ AM ‖ IDHA), and finally FA transmits message
M4 = {N ∗

M , V4} to MU.
(6) After receiving message M4 from FA, MU computes V ∗

4 = h(RID ‖ IDFA ‖
KMU), and verifies V ∗

4
?= V4. If equal, MU believes that FA and HA are legal.

Otherwise, the certification is terminated. Then, MU computes NFA = h(RID ‖
NMU) ⊕ N ∗

M ,SK = h(NFA ‖ AM ‖ IDHA), and finallyMU updates KMU = KMU

+ 1 and stores it in the smart card.

36.3 Statement of the Problem

This paper is about the protocol of Shashidhara et al. In this section, we analyze
the protocol and point out three security vulnerabilities, violation of perfect forward
secrecy (PFS), key compromise impersonation attacks (KCIA), and known-session-
specific temporary information attacks (KTIA). PFSmeans that although the server’s
long-term private key is compromised by the adversary (A), the former session keys
can also be protected. KCIA refers to that if A can obtain a long-term private key
of the user, then A can impersonate as another legitimate user. KTIA means that the
exposure of the random number will lead to the exposure of the session key.

In this paper, we suppose A has the following abilities. A can access the public
communication channel. And A may obtain a dynamic Diffie–Hellman secret key
SKF from HA, where SKF = h(IDFA ‖ SKH ), and direct access a random number
NFA.

36.3.1 Perfect Forward Secrecy

To compute the session key, A may follow the following steps.

(1) A can first intercept the login request M1 = {AM , V1, IDHA} and authentica-
tion request M2 = {BM , V1, V2, IDFA} transmitted on the public channel. A can
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obtain parameters {AM , IDHA, BM , IDFA} from the two requests for subsequent
computation of session key.

(2) A uses {IDFA, BM , AM} in intercepted message M2 and SKH to compute SKF =
h(IDFA ‖ SKH ), NFA = h(AM ‖ SKF ) ⊕ BM to get the value NFA required for
session key computation.

(3) Finally, A can successfully compute SK = h(NFA ‖ AM ‖ IDHA).

Therefore, the protocol of R. Shashidhara et al. cannot provide PFS.

36.3.2 Key Compromise Impersonation Attacks

To impersonate as a legitimate FA, A may follow the following steps.

(1) Firstly, A can intercept the authentication request M2 = {BM , V1, V2, IDFA} and
login requestM1 = {AM , V1, IDHA} transmitted on the public channel, and com-
pute SK∗

F = h(IDFA ‖ SKH ) with SKH obtained by A.
(2) Then, A generates a random number N ′

FA, and computes B ′
M = h(AM ‖ SK∗

F ) ⊕
N ′
FA, V

′
2 = h(B ′

M ‖ SK∗
F ‖ V1). A can form an effective authentication request

M ′
2 = {B ′

M , V1, V ′
2, IDFA} and send it to HA.

(3) After receiving the message M ′
2 from A, HA verifies the IDFA, and if it

exists, HA finds the SK∗
F = h(IDFA ‖ SKH ) associated with the IDFA. HA

computes SK∗
F = h(IDFA ‖ SKH ), V ∗

2 = h(B ′
M ‖ SK∗

F ‖ V1), and verifies V ∗
2

?=
V ′
2. If equal, HA believes that A is a legal FA. Otherwise, the certifica-

tion is terminated. HA computes RID∗ = h(AID ‖ SKH ), N ∗
MU = h(RID∗ ‖

KMU) ⊕ V1, V ∗
1 = h(RID∗ ‖ KMU) ⊕ N ∗

MU and verifies V ∗
1

?= V1. If equal, HA
believes that MU is legal. Otherwise, authentication is terminated. HA computes
A∗
M = h(IDMU ‖ RM) ⊕ N ∗

MU, N ′
FA = h(A∗

M ‖ SK∗
F ) ⊕ B ′

M , N ′
M = h(RID∗ ‖

N ∗
MU) ⊕ N ′

FA,V
′
3 = h(IDHA ‖ A∗

M ‖ SK∗
F ), V

′
4 = h(RID∗ ‖ IDFA ‖ KMU). Then,

HA updates KMU = KMU + 1 and stores in database of HA. Finally, HA trans-
mits authentication request M ′

3 = {N ′
M , V

′
3, V

′
4} to HA.

(4) After receiving authentication requestM ′
3 fromHA, A computesV ∗

3 = h(IDHA ‖
AM ‖ SK∗

F ), and verifiesV
∗
3

?= V ′
3. If it is equal toV

′
3, A believes thatHAandMU

are legal. Otherwise, the communication will be terminated. Then, A computes
SK = h(N ′

FA ‖ AM ‖ IDHA) and transmits message M ′
4 = {N ′

M , V
′
4} to MU.

(5) After receiving message M ′
4 from A, MU computes V ∗

4 = h(RID ‖ IDFA ‖
KMU), and verifies V ∗

4
?= V ′

4. If equal, MU believes that A and HA are legal.
Otherwise, the communication is terminated. Then, MU computes N ′

FA =
h(RID ‖ NMU) ⊕ N ′

M ,SK = h(N ′
FA ‖ AM ‖ IDHA), updates KMU = KMU + 1,

and stores it in the smart card. So A can get the session key SK by impersonating
FA.

Therefore, the protocol of R. Shashidhara et al. is vulnerable to KCIA.
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36.3.3 Known-session-specific Temporary Information
Attacks

To compute the session key, A may follow the following steps.

(1) A can first intercept the login request M1 = {AM , V1, IDHA} transmitted on the
public channel. A can obtain parameters{AM , IDHA} from the request for sub-
sequent computation of session key.

(2) A can obtain a random number NFA generated by FA.
(3) Finally, A can successfully compute SK = h(NFA ‖ AM ‖ IDHA).

Therefore, the protocol of R. Shashidhara et al. is vulnerable to KTIA.

36.4 Conclusion

This paper is about the protocol of Shashidhara et al. We carefully analyze their
proposed protocol and point out three security vulnerabilities, including PFS, KCIA,
andKTIA. It is contrary to the protocol of Shashidhara et al. that the protocol is unable
to resist some well-known attacks and cannot guarantee secure communications. We
hope that this research can guide researchers to design a more secure protocol for
roaming services in mobile environments.
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Chapter 37
Research on Construction Method
of Massive Geographic Image Database
for Power Grid EIA

YuWu, Zun Li, Yang Guo, Songyang Zhang, Zhiguo Zhang, Zhentao Liu,
Xutao Han, and Wei Sun

Abstract With the continuous development of science and technology, the capacity
of data is also showing a geometric increase. Therefore, this paper mainly studies
how to store query, change, and replace a large number of geographic images. The
text uses SQL server platform and ArcGIS geographic software processing platform.
It solves the problemof processing limit exceeding the database in the face ofmassive
database, insufficient network bandwidth comparedwithmassive images, slow image
display speed, storage problem of massive image data, and so on.

37.1 Overview

37.1.1 Background

Traditional database and data processing technology no longermeet the requirements
of image data. With the extensive use of massive volume image data, if we use
traditional database technology to dealwithmassive image data, itwill inevitably lead
to problems such as excessive image data. Beyond the limits of database processing
and bandwidth shortage, display speed is too slow to store massive image data [1–7].
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Fig. 37.1 Whole route given in OVI map

37.1.2 Surveying and Mapping Project of Henan Electric
Power Company of State Grid

37.1.2.1 Overview of Surveying and Mapping Project of Henan
Electric Power Company of State Grid

On the basis of the existing three-dimensional panoramic decision support platform
for large power grid, on the one hand, the land spatial planning module of power
grid construction projects is added, and relevant environmental sensitive areas, land
use planning, and urban and rural planning are incorporated into the platform, so as
to provide comprehensive and scientific decision-making basis for site selection and
route selection of power grid construction projects; on the other hand, environmental
intelligent exploration and information optimization module are added for construc-
tion. Taking UHV project as an example, it collects data, images, and video data of
different historical periods in the construction process, carries out intelligent analysis
and image optimization processing, and provides data support for EIA, completion
acceptance, and litigation that may be faced in the later stage (Fig. 37.1).

37.1.2.2 Working Equipment

In surveying and mapping project of Henan Electric Power Company of State Grid,
the following equipment is mainly used: “Wu 2,” “M100,” “Spirit 4pro,” and other
UAVs (Fig. 37.2).
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(a) "Wu2" UAV (b) Sprite 4pro UAV

Fig. 37.2 Working equipment

37.1.3 Construction Method of Massive Image Database

The total time of field measurement is 15 days and 2 batches, and the total sensitive
points of the project are 31. The first field exploration time is 4 days for preliminary
survey, and the second field exploration time is 11 days for precise measurement.
The survey route starts from the north of Nanyang City in the West and ends in the
west of Zhoukou City in the East, with a total length of 166.8 km. There are more
than 1 W photos taken in the project. There are 24 ecological sensitive sites in total,
and a total of 24 sensitive points are taken by aerial photography. The setting of aerial
photography points is shown in Fig. 37.3. The total area of the model is about 2.1
million square meters [1, 8, 9].

Fig. 37.3 Selection of aerial photography points for ecological sensitive points
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We use ArcGIS platform for data management. First of all, we need to apply for
registration of a quota of ArcGIS platform in ArcGIS platform to obtain the use right
of a massive image database, and create a remote database connection platform in
ArcGIS.

Secondly, in the SQL server platform, a database platform that can store massive
data is established to store various massive data. After that, the SQL server database
is typed into ArcGIS, and the data is managed and improved byArcCatalog software.
Finally,ArcCatalog software is combinedwithArcGIS server to formWeb accessible
results.

Themain software involved in this paper is ArcGIS and SQL server. Among them,
ArcGIS catalog and ArcGIS map, as well as independent ArcGIS server software,
are mainly used.

37.2 ArcGIS Software and Its Platform

37.2.1 Overview of ArcGIS

Whether usingGIS in a stand-alone or online environment, users can useArcCatalog,
ArcMap and ArcToolbox of ArcGIS to complete their work. ArcCatalog can be used
for spatial database content management, database design, and metadata recording
and browsing; ArcMap can be used for map compilation, editing, and analysis;
ArcToolbox can be used for data conversion and geographic processing. Through
the coordination of these three applications, users can complete various GIS tasks
from simple to complex, including mapping, data management, spatial analysis, data
editing, and geographic processing [2, 3, 10] (Fig. 37.4).

37.2.2 Database Comparison

There are three types of geographic databases:
File geographic database: stored in the file system as a folder. Each dataset is

saved as a file, which can be expanded to a maximum of 1 TB.
Personal geographic database: all data sets are stored in Microsoft Access data

file, and the maximum size of the data file is 2 GB.
ArcSDE geographic database is also known as multi-user geographic database.

This type of database is stored in a relational database using Oracle, Microsoft SQL
server, IBMDB2, IBMInformix, or PostgreSQL.These geographic databases require
ArcSDE, and there are no restrictions on the size and number of users (Table 37.1).
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Fig. 37.4 ArcGIS server
architecture

37.3 Query and Release of Engineering Aerial Data

37.3.1 Release of Engineering Aerial Data

Firstly, the collected engineering aerial data are classified, including image data, GPS
data, etc.

Then, the data are input in the SQL server platform. The large positive image is
used as the raster data set, the original small image is used as the mosaic data set,
and the GPS and other data are input in the form of table.

After inputting each data into SQL server platform, it is necessary to read and
verify the new input data in ArcCatalog data platform.

Finally, the data can be published through the Web in ArcGIS server platform.
All the data of engineering aerial photography can be released in the three

platforms SQL server, ArcGIS server, and ArcCatalog.

37.3.2 Publishing Selection of Different Types of Images

In the massive database, there are roughly two types of images. One is the mosaic
map, which is orthophoto map. One is the original data map, which is the aerial
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Fig. 37.5 Shimantan orthophoto image

Fig. 37.6 Aerial orthophoto image

original map. Because of different types of images and different needs, the storage
of images is not the same (Figs. 37.5 and 37.6).

37.3.3 Engineering Aerial Data Query

For the query of aerial data.it can be seen that data storage exists in SQL server,
ArcGIS server, and ArcCatalog in the three platforms. Therefore, there are several
ways to query the engineering aerial data.

1. In SQL server platform, local query can be done through windows identity, or
login and query through remote data connection using mixed mode.
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Fig. 37.7 Web geographic information data query

2. You can preview and query the published data through ArcCatalog. This
operation can also be queried locally or by remote administrator.

3. You can query the published data on the web through ArcGIS server software,
as shown in Fig. 37.7.

37.4 Conclusion

In this paper, the design and implementation of massive image database system are
studied in detail. The main work is as follows: a convenient operation method for
massive image database storage is studied and can be classified into categories to
store the required valid data. And on this basis, a convenient operation method for
massive image database query is studied. Through multi-path and multi-mode data
query, the massive data can be stored and displayed in a clear way.
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Chapter 38
Automatic Director of Live Sport Based
on Motion State

Juan Wang and Longfei Zhang

Abstract This paper introduces automatic director method of live sport based on
motion state. The method is to combine the video frames of multi-channel cameras
and use larger and more complete panoramic video for video content analysis and
semantic event detection. Then, through the state analysis of the sport, it is determined
whether the match at that moment is in Play or Break state. If the match is in Play
state, it is adopted to place the motion target in the center of the guide screen. If the
game is in the Break state, the sliding window method is adopted to build a HCRF
model to mine the potential feature relationship between multimodal semantic clues
and semantic events, so as to realize the detection of specific semantic events in
sports videos, and to smoothly track the guide screen for extraction. We have done
experiments on football match videos, and the results show that our method can
generate coherent edited videos in line with audience psychology and achieve good
visual effects, which also lays a foundation for the application of artificial intelligence
to the automatic director of sports events.

38.1 Introduction

In recent years, the rapid development of artificial intelligence vision technology
has brought a new solution to the work of director editing in the era of conver-
gence media. The broadcast of major international sports events has entered a stage
of standardization of television public signal production, and an automatic editing
framework needs to be provided to assist the director of sports events. Previous
researchers have been studying how to choose a good way from multiple original
cameras and automatically synthesize the broadcast video [1, 2]. It always needs
the cameraman to capture the wonderful picture in time, which cannot truly realize
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automatic director. Moreover, with the diversified and personalized needs of users,
the number of cameras needs to increase, which increases the difficulty of director of
sports events. This paper proposes automatic director method (see Fig. 38.1). Firstly,
multi-channel video frames are stitched for panoramic video. Secondly, the video
state is used to judge whether the game is in Play or Break state [3, 4]. If it is in
the Play state, football target is selected as the focus of the guide screen. Through
the detection and tracking of the football target, the appropriate screen is selected
for the broadcast. If it is in Break state, the analysis of video semantic structure is
selected to extract multimodal semantic cues of football video. Then, by constructing
a model based on HCRF to mine the potential feature relationship between multi-
modal semantic clues and semantic events, the detection of exciting events in the
football video is realized, and the hot spots are successfully obtained for real-time
director. In this cycle, the final editing video is formed.

Our contributions are as follows:

1. Combine machine learning with live broadcast of sports events. Most of the
previous studies are focused on the rebroadcast video of sports events. However,
we appliedmachine learning to live broadcast, and obtained considerable exper-
imental results, which provides a good prospect for the development of live
broadcast of sports events.

2. This paper proposes an automatic director framework. Our proposed framework
will really separate the photographer and the director from the heavy work, and
automatically retrieve and rebroadcast thewonderful events of the game through
the framework.

Fig. 38.1 Framework automatic director of sports game based on motion state
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3. For the first time, according to the game state in Play–Break state, different
director decisions are taken to better meet the requirements of director.

38.2 Semantic Shot Detection

Sports event video has a long duration and a large amount of data, and the features of
the starting and ending points of semantic events are not obvious. It is a difficult point
in the field of sports video analysis to determine a reasonable and effective analysis
3 unit, which helps to define the boundary of semantic events. After the research
of many scholars, a semantic analysis method of sports video based on Play–Break
segments has attracted more and more attention. The main idea is to retrieve the
Play–Break fragments in the video data stream through automatic extraction and
analysis of low-level features, the semantic features of Play–Break fragments are
extracted and finally realize the detection and location of semantic events. The Play
segment mainly refers to that when the motion object is located in the match field
and the match is in progress, the director should present the match from the main
perspective of the motion object. The Break segment represents the state when the
match is interrupted by a specific semantic event, such as a goal or foul, etc. The
director should present the specific details of the semantic event with a partial shot.
Therefore, different rule of the director should be adopted to select the appropriate
picture in the two states. In this paper, the optical flow field algorithm is used to
calculate the moving optical flow field of the motion object and players [5, 6], and
the motion vector field is further analyzed. It is analyzed that the semantic shot
belongs to Play state or Break state.

1. The original video stream of multiple cameras is obtained in real time, and the
panoramic video frame sequence is obtained by video mosaic technology [7–
12], and then the sport field is extracted based on HIS color model and K-means
clustering algorithm [13].

2. Use optical flow algorithm to obtain the moving optical flow field of football
and players, respectively.

3. Carry out vector analysis on the moving optical flow field, including the motion
speed analysis of the main body of the vector field.

4. Set the speed thresholds of football and players and judge whether the semantic
shot belongs to Play or Break state.

38.3 Guide Rules Establishment

38.3.1 Guide Rules in Play State

When the football game is in Play state, the attacker will seek to shoot through
various strategies and techniques, and the defender will defend the players closely,
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and even try to seize the football. There will be fierce confrontation between the two
teams, and the main focus will be on the football. Therefore, when judging that the
semantic shot is in Play state, this paper chooses the football as the focus of the guide
and conducts the guide by choosing the appropriate screen. In order to effectively
realize the detection and tracking of football target, it is necessary to recognize and
classify the extracted football field, extract the candidate football target, and then
track the football target further. In this paper, football recognition method based on
target shape and soccer tracking method based on particle filter are adopted.

Object Recognition Based on Target Shape

Shape analysis [14, 15] is a hot topic in the field of computer vision. The main idea
is to extract the feature information of the target area from the image and store it in
a specific data structure for subsequent operations such as comparison, recognition,
classification, and retrieval. The football target in video is round, small in area, and
single in color. Therefore, this paper defines the area, perimeter, roundness, and
length–width ratio of external rectangle as the screening conditions.

Motion Object Tracking Method Based on Particle Filter

After the football recognition, there will be some candidate footballs, including the
real football and the areas that looks very similar to football.At the same time, because
the players often appear some occlusion when they move with the ball, the football
tracking effect is not ideal. Because the idea of particle filter is to approximate the
probability density function of state variables with some discrete random sampling
particles, which can well approximate the posterior probability density function,
and then estimate the position of football. This paper uses a particle filter tracking
algorithm based on color features for football tracking in football matches. Firstly,
the color feature of the football in the first frame sequence is extracted and used as a
feature template, which is integrated into the framework of particle filter algorithm.
Then, the particle filter algorithm is applied to track each candidate football, and
the sample features of the particles are compared with the template features, and the
candidate ball with the highest similarity is marked with a rectangular window. Set
the height of panoramic video as H and the width as L, and take the tracked football
target as the guide center. According to the definition of the guide screen, the system
sets the height of a rectangular window as the height of panoramic video H, and the
width is 4/3H, so as to output the final guide screen.

38.3.2 Guide Rules in Break State

When the attacking team looks for the right opportunity to shoot, a goal may be
scored, the goalkeeper may save the ball, the ball may fly off the goal line, or there
are certain semantic events such as corner kick, red and yellow card events, the game
will be interrupted and come into Break. This will be followed by a number of local,
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close-up, or off-field shots. Multiple low-level semantic features [16–19] constitute
important clues for the detection of specific semantic events.

Semantic Event Extraction

The structure and characteristics of football video are deeply analyzed, and according
to the contained semantic information, 11 kinds of low-level features are defined
as multimodal semantic clues [20]. The potential rules of video are mined from
two aspects of audio and video, and all aspects of video clips are comprehensively
described. The features are as follows: frame motion intensity, field ratio, red and
yellow cards, audio energy, referee ratio, penalty area, corner area, number of players,
and the position of ball.

Multimodal semantic clues are used as attributes of concept lattice to construct
formal background. For the features represented by frames and shots, the mean value
is taken as the attribute value.

atti = 1

n

n∑

b=1

atta(b) (38.1)

where n is the total number of frames and atta(b) represents the attribute values of
the a-th video and the b-th frame. The concept lattice processing needs to binarize
the attributes in the formal background, and select the mean value of each feature as
the threshold value, which is greater than the threshold value of 1, otherwise it is 0.

After clustering based on concept lattice, nine kinds of multimodal semantic cues
are automatically clustered to generate a unique emotional feature combination for
each event. The emotional feature combination of goal event is: audio energy, penalty
area, and the position of the ball; the combination of corner event is: penalty area,
corner area, and the position of the ball; the combination of penalty kick events is
the position of the ball and the number of players; the combination of red and yellow
card events is the intensity of frame movement and the proportion of referees.

Based on the clustering results, the characteristic value weighting method is used
to establish the emotional incentive model:

Au = λ1 × Fμ1 + λ2 × Fμ2 + · · · (38.2)

Among them, the corner mark of Fμh represents the h-
th emotional incentive feature of the u-th event. Fμh =
{F11, F12, F13, F21, . . .}, (μ = 1, . . . , 4; h = 1, . . . , 4). λh represents the weighted
value of the n-th emotional incentive feature. Au Indicates the emotional incentive
value of category u event. Weight coefficient λ1, λ2, and λ3 represents the weight of
each observation, It is determined by the following formula:

{
αi = mean_Hi−mean_Ni

meani
, i = 1, 2, 3

λi = αi
α1+α2+α3

(38.3)
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Among them, i = 1, 2, 3, respectively, represent three kinds of emotional motiva-
tion characteristics, mean_H is the average value of emotional motivation in specific
semantic shot, mean_N is the mean value of emotional stimulation in non-semantic
shot, and mean is the mean value of all shot segments of this kind of emotional
stimulation feature.

HCRF [16, 21, 22] is an undirected graph model with hidden state and probability
as output. We use this model to recognize semantic events.

Guide Screen Select

After the establishment of panoramic video mosaic model and direct rule model, we
generate panoramic video according to the input multi-channel original video signal,
and the system automatically sets a “sliding window” to detect semantic events and
detects the best picture for direct. The specific implementation steps are as follows:

For each frame of panoramic video image, the size of “sliding window” is auto-
matically set according to the height and width of panoramic video. Set the height
of the panoramic video as H and the width as L. According to the definition of the
direct screen, the system sets the height of the sliding window as the height of the
panoramic video h, and the width is 4/3H.

Slide the detection window in S (detection window width 1/20) step each time to
detect the semantic events that each window belongs to, and multiple windows may
have semantic events.

Using the idea of non-maximum inhibition, only the box with the maximum prob-
ability is reserved for multiple windows with wonderful semantic events detected,
so as to determine the semantic events selected this time and output the final direct
screen.

38.4 Experiment

This paper uses the psychological measurement method in performance evaluation
for reference and analyzes the audience’s experience and feelings in the process of
watching the video bymeans of questionnaire, based on the self-report of the subjects
and indirectly obtain the evaluation results of the framework.

In order to evaluate the performance of the automatic editing framework compre-
hensively, a total of 200 viewers, aged 18–55, were recruited. A total of 13 evaluation
questions are set from the four dimensions of lens switching, video quality, lens selec-
tion, and audience satisfaction. The audience scored the above thirteen questionswith
five levels of Likert scale (the full score is 5), with the rating from “totally opposed”
to “totally agreed,” and allowed the audience to add explanatory answers to specific
questions.

In order to facilitate the subsequent analysis, this paper uses the consistency
principle to set the evaluation questions, the higher the score of each question, the
better the visual effect of the clip video, and the higher the performance of the frame.
After all the audiences have completed the questionnaire and scoring, the proportion
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Fig. 38.2 Percentage of people in rating level

of the number of people scored in each dimension of the five grades in the evaluation
is counted, and the results are shown in Fig. 38.2.

From the data of the figure, it can be concluded that 77% of the audience think that
the delay of shot switching has little impact on the visual effect (score > 3) and that
the shot switching is logical and continuous, only 8 people who often watch football
games can feel the delay; 83.3% of the audience think that the clarity and esthetic
feeling of the video are in line with the visual habits and esthetic taste of the audience,
and the audio and picture can reach the standard 87.3% of the audience think that the
shot selection canmeet the professional requirements in accuracy, detail presentation,
and picture design satisfaction; 93% of the audience think that the editing video can
meet their requirements in rhythm and appeal. The above experimental results show
that the video clips generated by the frame have good visual effect, so the automatic
editing frame proposed in this paper can replace the director to edit football match
to some extent.

38.5 Summary

The preliminary experimental results show that our framework can effectively deter-
mine the most appropriate shot image at the current moment of the game from the
multi-channel original video without editing, and generate the final edited video,
which can achieve the visual effect that meets the requirements of the audience,
which also verifies the feasibility of the combination of artificial intelligence and
sports event broadcasting. The framework is only a rudiment of automatic broadcast,
and the future work will also involve the evaluation of editing video, and the eval-
uation results will be fed back to the generation model to generate new and better
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editing video, and then the evaluation again; in addition, it will also involve the game
tactics detection and behavior prediction, so as to generate the editing video which
can reflect the sports charm and meet the audience’s aesthetic.

Acknowledgements This work has been supported byNational Key R&DProgram of China under
Grant NO.2018YFB1403905.
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Chapter 39
Image Dehazing Network Based
on Multi-scale Feature Extraction

Ting Feng, Fuquan Zhang, Zhaochai Yu, and Zuoyong Li

Abstract To remove image haze and make haze image scene clear, we proposed an
image dehazing network based on multi-scale feature extraction (MSFNet) in this
paper. The MSFNet first directly performs feature extraction on hazy images with
three different resolutions to obtain fine feature maps and concatenates themwith the
rough feature maps extracted in the downsampling process for fusing and obtaining
richer image information. Then, the fused featuremaps are put into a networkmodule
composed of ResNeXt building blocks for network learning. Next, the feature maps
extracted by upsampling are sequentially concatenated with the feature maps learned
by the ResNeXtmodule for obtaining the residual image. Finally, the learned residual
image is added to the input hazy image to obtain the image dehazing result. The exper-
imental results on the SOTS dataset show that the MSFNet improves effectiveness
of image dehazing.

39.1 Introduction

In recent years, the increasingly serious air pollution has led to the frequent occur-
rence of haze weather, which has caused the poor quality of the images taken, and
the required information cannot be obtained from it. Hazy images have affected the
application of computer vision, such as remote sensing images and target recogni-
tion. Therefore, image dehazing is still an important research direction in computer
vision. The image dehazing method is mainly composed of the prior-based method
[1, 2] and the deep learning-based method [3, 4].

The prior-based method is designed for the imaging principle of hazy images,
and the image dehazing results are generated through the physical model [5]. Tarel

T. Feng · F. Zhang · Z. Yu · Z. Li (B)
Fujian Provincial Key Laboratory of Information Processing and Intelligent Control, College of
Computer and Control Engineering, Minjiang University, Fuzhou 350121, China
e-mail: fzulzytdq@126.com

T. Feng
College of Mathematics and Computer Science, Fuzhou University, Fuzhou 350108, China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
T.-Y. Wu et al. (eds.), Advances in Smart Vehicular Technology, Transportation,
Communication and Applications, Smart Innovation, Systems and Technologies 250,
https://doi.org/10.1007/978-981-16-4039-1_39

391

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4039-1_39&domain=pdf
mailto:fzulzytdq@126.com
https://doi.org/10.1007/978-981-16-4039-1_39


392 T. Feng et al.

et al. [6] used median filtering to estimate the hazy concentration and then used the
physical model to generate image dehazing results. He et al. [7] estimated the rough
transmission map based on the dark channel prior and then employed the physical
model to obtain the dehazing results. Zhu et al. [8] calculated the depth of the scene
based on the color attenuation prior and then generated a dehazing image through the
physical model. The time complexity of this kind of method is low, but the a priori
information proposed is not universal, and the dehazing performance is unstable.

Convolutional neural networks (CNNs) have made great progress in some tasks in
these years [9–11], so some researchers use them to design image dehazing methods
and achieve better results. Cai et al. [12] proposed DeHazeNet to estimate the image
transmission and thenused the physicalmodel to obtain the imagedehazing results. Li
et al. [13] proposed that AOD-Net directly obtains the image dehazing result, which
is an end-to-end dehazing method. This type of method reduces the interference of
human factors, and the dehazing effect is better.

Therefore, the MSFNet is an end-to-end image dehazing method based on deep
learning. When the image is downsampling, part of the information will be lost.
Therefore, extracts the rough feature map during downsampling at each layer, modi-
fies the size of the input image to be the same as the rough feature map, performs
convolution to obtain a fine feature map at the same times, and merges the rough
feature map and the fine feature map to obtain richer image information and then put
the spliced featuremap into the ResNeXt [14]module to further learn image features.
Next, the feature maps obtained by upsampling are spliced with the modules learned
by the ResNeXt module to obtain the residual image. Finally, added the input image
and residual image to get the image dehazing result.

The contributions of the MSFNet are as follows:

1. We proposed an end-to-end network based on multi-scale feature extraction
named as MSFNet for image dehazing.

2. The MSFNet concatenates three different resolutions feature maps to obtain
richer image information.

3. The experimental results on SOTS show that the MSFNet improves the
effectiveness of image dehazing.

39.2 Related Works

The MSFNet is a deep learning-based method for image dehazing. This type of
method can be subdivided into two categories according to whether the physical
model is used.

One is to use the combination of the physical model and convolutional neural
network. This type of method mainly uses the CNN to obtain the required parame-
ters and then substitute the parameters into the physical model to obtain the dehazing
results. Ren et al. designed a multi-scale CNN architecture to learn image features
(MSCNN) [15]. The MSCNN first estimates the rough scene transmission map and
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then refines the map by fine-scale. MSCNN uses physical methods to obtain atmo-
spheric light values, substituting parameters into the physical model to obtain the
dehazing result.

The other is the end-to-end image dehazing method. This type of method is to
directly generate the image dehazing result after inputting the hazy image without
using the physical model. Ren et al. designed a gated fusion network (GFN) based
on the encoding–decoding structure [16]. The GFN first performs preprocessing
operations on the image to obtain three processed images. Then, processed images
are used as network input, and the corresponding feature map is generated through
the network. Finally, the processed images are fusedwith corresponding featuremaps
to get the final dehazing results.

39.3 Proposed Method

The MSFNet proposed in this paper uses the generative adversarial network [17]
framework. First, the network uses an effective encoding–decoding structure in the
generator to get the dehazing result. Then the generator result and the corresponding
label image are input to the discriminator for discrimination. Finally, the obtained
discrimination result is fed back to the generator to continue training the model.
Figure 39.1 is the architecture of the MSFNet in this paper. Next, we will introduce
the architecture of MSFNet, feature extraction, and ResNeXt.

Fig. 39.1 Architecture of MSFNet
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39.3.1 Architecture

TheMSFNet method includes two parts: generator and discriminator. TheMSFNET
uses different sizes of hazy images for feature extraction in different downsampling
layers of the generator and stitches the feature maps obtained in each layer with the
feature maps obtained in the downsampling layer to get more detailed information.
Next, put the fused featuremap into the ResNeXtmodule for learning. Then stitch the
feature maps obtained by the ResNeXt module with the corresponding upsampling
feature maps to achieve feature fusion. After, the residual image is obtained by
upsampling, and the input image is added to get the dehazing result. Finally, the
image dehazing result generated by the generator and the real haze-free result are
input to the discriminator for discrimination, and the discrimination result guide
generator continues training.

39.3.2 Feature Extraction

The image dehazing task is an image restoration task, which restores the damaged
image, that is, the hazy image is restored to the label image. In the image restoration
task, learn as many features as possible, and the restored image quality will be better.
For this reason, when extracting image features, the input images of different scales
are extracted with corresponding layers. When the image features are extracted by
downsampling, the rough feature map is obtained. Therefore, when the feature map
is obtained after downsampling, the input image is changed to the same size as
the feature map, and the fine feature map is obtained through convolution and then
concatenate the fine and rough feature map. The input image of the network is to crop
the 256× 256 area in the middle of the hazy image, that is, the size of the input image
is 256× 256. The size of the rough featuremap obtained after the first downsampling
is 128 × 128. At the same time, the size of the 256 × 256 input image is resized
as 128 × 128, and convolution is performed to obtain the fine feature map of the
same layer, and then the rough feature map is combing with the fine feature map to
achieve feature fusion to obtain more image features. The second downsampling is
still the same, and the rough feature map of 64 × 64 is concatenated with the fine
feature map.

39.3.3 ResNeXt

Generally, the accuracy of the model is improved by deepening or widening the
network, but this will increase the hyperparameters, thereby increasing the difficulty
and overhead of network design. The ResNeXt [14] structure improves model accu-
racy without increasing parameter complexity. At the same time, ResNeXt has the
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same topological structure and reduced hyperparameters, thereby improving network
performance without increasing network complexity. The formula of ResNeXt is as
follows:

y = x +
C∑

i=1

Ti (x) (39.1)

where C is the base of simplified Inception, x is the input image, and T (x) is the
transformation of x .

39.4 Experiment

In the previous section, theMSFNet is introduced in detail. To further show the effec-
tiveness, the MSFNet is compared qualitatively and quantitatively with the existing
six methods: DCP [7], CAP [8], DeHazeNet [12], MSCNN [15], AOD-Net [13],
and GFN [16]. This section first conducts a quantitative analysis on the indoor and
outdoor images of the SOTS dataset [18] and then conducts a qualitative analysis on
the indoor and outdoor images of the SOTS dataset.

39.4.1 Dataset and Evaluation Measure

TheMSFNet uses the indoor training set and the outdoor training set of RESIDE [18]
as the training set of the network and synthetic objective testing set (SOTS) as the
testing set. This paper uses peak signal-to-noise ratio (PSNR) and structural similarity
(SSIM) as qualitative evaluation measures. The higher the evaluation means the
dehazing effect better. The formulas of PSNR and SSIM are as follows:

PSNR = 20 × log

(
255√
MSE

)
(39.2)

MSE = 1

W × H

W−1∑

i=0

H−1∑

j=0

||G(i, j) − I (i, j)||2 (39.3)

SSIM = (2μGμI + C1)
(
2δG,I + C2

)
(
μ2
G + μ2

I + C1
)(

δ2G + δ2I + C2
) (39.4)

where W and H are the width and height of the image, respectively, G represents
the haze-free image (label), I represents the obtained image dehazing result, μ and
δ represent the mean and variance of the image, respectively, δG,I represents the
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covariance between the haze-free image G and the image dehazing result I , and C1

and C2 are constants.

39.4.2 Quantitative Results

Table 39.1 and 39.2 show the quantitative evaluation results of the indoor dataset and
outdoor dataset on the SOTS, and the highest value is shown in bold. It can be seen
from Table 39.1, and the MSFNet has the highest PSNR value (25.93) and SSIM
value (0.938), indicating that the MSFNet has the best dehazing effect in the indoor
dataset. The values of the MSFNet on the SOTS indoor dataset are significantly
higher than the other six image dehazing methods. Among the six image dehazing
methods, the value of GFN is slightly higher than other methods, ranking second.
The value of CAP, DeHazeNet, and AOD-Net is in the middle. While the value of
DCP and MSCNN is lower, ranking in last. Table 39.2 shows that it has the highest
PSNR value (27.58) and SSIM value (0.930), indicating that the MSFNet has the
best dehazing effect in the outdoor dataset. Among the six image dehazing methods,
DeHazeNet’s PSNRvalue is significantly higher than othermethods, ranking second.
AOD-Net’s SSIM value is second; CAP and GFN values are in the middle, while
DCP andMSCNN’s value is lower, ranking last. In summary, the experimental results
prove that theMSFNet has a better dehazing effect than the other six image dehazing
methods on the SOTSdatasets, showing that theMSFNet has the best image dehazing
effect.

Table 39.1 Quantitative comparison on average evaluation values of indoor dataset in the SOTS
[18]

DCP
[7]

CAP
[8]

MSCNN
[15]

DeHazeNet
[12]

AOD-Net
[13]

GFN
[16]

MSFNet

PSNR 18.87 21.31 20.01 22.66 21.01 22.99 25.93

SSIM 0.794 0.825 0.791 0.833 0.837 0.903 0.938

Table 39.2 Quantitative comparison on average evaluation values of outdoor dataset in the SOTS
[18]

DCP
[7]

CAP
[8]

MSCNN
[15]

DeHazeNet
[12]

AOD-Net
[13]

GFN
[16]

MSFNet

PSNR 18.54 23.95 21.73 26.84 24.08 23.67 27.58

SSIM 0.710 0.869 0.831 0.826 0.873 0.836 0.930
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39.4.3 Qualitative Results

To further prove the image dehazing performance, the MSFNet is combined with six
image dehazing methods for qualitative evaluation. Figures 39.2 and 39.3 show the
visible dehazing results of the six representative indoor and outdoor synthetic hazy
images.

It can be seen fromFig. 39.2 that the indoor image dehazing results of seven image
dehazing methods. The DCP method has hazy residue, and the dehazing image has

Fig. 39.2 Qualitative evaluation of six indoor synthetic hazy images of STOS [18]

Fig. 39.3 Qualitative evaluation of six outdoor synthetic hazy images of STOS [18]
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a deviation compared with the haze-free image. The color of the dehazing image of
theMSCNN and AOD-Net method is closer to the label, but there is obvious residual
hazy. Compared with the previous three methods, the CAP and DeHazeNet methods
have less hazy residue, but the color of dehazing result is darker. The degree of hazy
removal and the color restoration after dehazing by GFN and MSFNet is closer to a
label image.

Figure 39.3 also gets similar conclusions. There are many sky areas in Fig. 39.3,
and it can be seen that there is a large area of obvious distortion in the sky area
after dehazing using the DCP, as shown in the second image. MSCNN and AOD-
Net methods have higher hazy residue after dehazing, while CAP and DeHazeNet
methods have less hazy residue after dehazing. The image after GFN dehazing is
clearer, but the image after dehazing is darker than the label image. The dehazing
image obtained by the MSFNet is closer to the dehazing image regardless of the
overall color or the degree of hazy removal, which shows that the MSFNet has a
better dehazing effect.

39.5 Conclusion

Inspired by GAN and ResNeXt, we proposed an image dehazing network based on
multi-scale feature extraction. TheMSFNet first concatenates fine feature maps with
rough featuremaps in the downsampling process to obtainmore detailed information.
Then, theMSFNet introduces the ResNeXtmodule to further learn image features for
preventing the gradient disappearing and improving the performance of the proposed
model. The feature maps learned by the ResNeXt module are concatenated with the
feature maps obtained by upsampling to obtain residual image and subsequent image
dehazing result. The experimental results on the SOTS dataset show that theMSFNet
obtains better image dehazing performance than other comparison methods.
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Chapter 40
Research on the Challenges
and Strategies of Enterprises in Reverse
Logistics Cost Control Under B2C Mode

Chengxiao Ju

Abstract Generally speaking, B2C e-commerce enterprises have a high-sales return
rate, resulting from the nature of the industry, and sales return means the increase in
reverse logistics cost. Through the research on the composition of reverse logistics
information system and reverse logistics process, it is found that B2C e-commerce
enterprises face some problems in reverse logistics cost control, such as imperfect
reverse logistics information system, unreasonable value utilization of returned and
exchanged goods, huge storage cost and incomplete third-party logistics utilization.
In order to achieve competitive advantage in the fierce market, e-commerce enter-
prises should establish a perfect reverse logistics information system, optimize the
reuse value of returned and exchanged goods, endeavor to reduce the storage cost
and fully introduce the third-party logistics. The countermeasures can provide some
reference for e-commerce enterprises to dowell in reverse logistics cost management
under B2C mode. In this way, the enterprises can reduce reverse logistics cost and
obtain healthy and sustainable development.

40.1 Introduction

40.1.1 Research Background and Significance

As modern information network technology develops rapidly, B2C e-commerce
obtains a solid economic and technological foundation, and the developing e-
commerce opens a new door for reverse logistics economy. In the fierce e-commerce
market competition, unconditional return and exchange policy have become an
important means for e-commerce enterprises to attract customers for secondary
consumption, accompanied by higher and higher return cost. Too frequent return and
exchange are the primary reason to increase the reverse logistics cost and reduce the
overall profit level.When the cost control is close to the bottleneck,many e-commerce
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enterprises find the importance of reverse logistics cost control, and gradually adopt
and recognize the concept of reverse logistics. In China, the reverse logistics cost
of e-commerce enterprises accounts for more than 20% of the total cost, far higher
than the average level of 4% in developed countries, directly reducing the profits of
cross-border e-commerce enterprises.

40.1.2 Domestic and Foreign Research Status

Stock [1] first put forward reverse logistics in 1992,which “covers a series of logistics
activities, such as product return, parts replacement, commodity reproducing, waste
disposal and repair.” However, he did not elaborate and clearly define its functions
and activities and others. In 1998, Rogers and Tibben [2] redefined reverse logistics
as “an activity to efficiently plan, implement and control the flow of raw materials,
process inventory, products and related information from commodity consumption
to reproducing in operation and cost, so as to reuse the commodity and effectively
deal with various wastes.” It is also a definition that has been fully accepted so far.

Domestic research on reverse logistics started a little late. Xiang [3] first intro-
duced to China the concept of reverse logistics, and explored the close relationship
between reverse logistics and ecological protection and the building criteria of reverse
logistics supply chain. Xu [4] compared the three modes of reverse logistics oper-
ation: self-operation, joint operation and outsourcing, pointed out their respective
strengths, weaknesses and suitable type of enterprise.

In recent years, the problems existing in e-commerce reverse logistics cost
management have attractedmuch attention. Xiang [5] pointed out that the B2Cmodel
is, as one of the earliest e-commerce models in China, characterized by small sales
volume, uneven consumer distribution and large return volume. B2C is an online
shopping mode, so it inevitably encounters return due to its uncontrollability. B2C e-
commerce enterprises should attach importance to reverse logistics costmanagement.
Ding [6] believed that for return reverse logistics, consumers concerned the indicators
of “return process,” “payment of return expenses,” “distribution efficiency” and “ser-
vice attitude” in most cases. Facing a sharp rise in the return rate, B2C e-commerce
enterprises should optimize reverse logistics management, which has become key to
reduce the return rate and logistics expenses and improve customer satisfaction.
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40.2 Reverse Logistics Information System and Processing
Flow

40.2.1 Reverse Logistics Cost

Reverse logistics cost means the monetary performance of all kinds of manpower
and materialized labor consumed by goods in reverse space or time movement. To
be specific, it is the sum of manpower, material resources and financial resources
lost in the process of physical movement such as packaging, loading and unloading,
transportation, storage, processing and distribution. For enterprises, it is the necessary
expenditure to do a good job in return logistics operation, and the prerequisite to
reduce commodity consumption and improve consumer services.

40.2.2 Composition of Reverse Logistics Information System

For B2C e-commerce enterprises, reverse logistics information management is the
key to the reasonable and effective return logistics management. In order to increase
the competitive advantage, most enterprises adopt preferential return policies and
accept all returns, which attract many consumers’ attention to a certain extent.
However, the increase in returns also makes it harder to manage information. In
the event of return, enterprises need to carry out a series of complex communication
and negotiation with consumers. In other words, enterprises need to analyze whether
the return meets their return conditions stipulated, negotiate in accordance with the
return time and return method of customers, select the mode of transportation and
return method, and determine the return waiting time. This series of process takes a
long time, so that it needs a strong reverse logistics information system to support.

It can be seen fromFig. 40.1 that reverse logistics information system is composed
of four main bodies: merchants, online shopping platforms, consumers and logistics
companies. When the corporate information flow circulates among these four main
bodies, the information is easily distorted. The information distortion in any linkmay
pose a great negative impact on other links. In the normal return process, the customer
who needs to return goods directly inform themerchant of the return information, and
then the merchant passes the information to the logistics company, which can mini-
mize the transfer process and avoid errors. However, some enterprises outsource
customer service to third-party customer service companies. In other words, the
reverse logistics information system built does not include the reverse logistics infor-
mation of online shopping platform. The customer’s return information is collected
by the third-party customer service and then forwarded to the merchant. This process
takes a long time, and requires many people to handle, which is easy to cause the
“bullwhip” effect.
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40.2.3 Return Reverse Logistics Process

Enterprises should deal with returned goods in the correct way. Enterprises should
first classify them. The goods that can be sold again directly should be immediately
arranged for secondary sale; the goods that need to be reprocessed should be arranged
to enter the reprocessing center; the goods that can be disassembled for reuse of parts
should be disassembled in order to avoid wasting resources, and the wastes should be
treated without pollution. From the perspective of B2C e-commerce enterprises, the
smaller the return rate is, the better it is definitely, after all, customer returnmeans the
decrease in revenue and the increase in cost. However, from another point of view,
sales return may not be good for nothing. Customer return can promote enterprises
to find out the shortcomings of products for sales, understand customer demands,
and strengthen technological innovation, and improve product quality, so as to better
maintain customer loyalty. In addition to the unreasonable return, the returned goods
are more representative of the new consumer demands and the new trend of product
technological improvement. The complete return reverse logistics process is shown
in Fig. 40.2.

Under normal circumstances, after dealing with returned goods in accordance
with the process shown in Fig. 40.2, enterprises can give a reasonable treatment
scheme for the returned goods, so as to minimize the cost loss and maximize the
resource utilization. But the whole process takes time and resource.
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Fig. 40.2 Return reverse logistics process
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40.3 The Challenges of Enterprises in Reverse Logistics
Cost Control Under B2C Mode

40.3.1 Imperfect Reverse Logistics Information System

Information management plays a very important role in the reverse logistics of B2C
e-commerce enterprises. Some e-commerce enterprises fail to build reverse logis-
tics information system matching with the supply chain as a result of large busi-
ness volume, numerous consumers and uneven distribution. Even if the enterprises
achieve an effective reverse logistics information system, they fail to correctly and
effectively deal with the conflict between forward logistics and reverse logistics in
the operation process. In addition, the information of normal delivery and return
is complex, and the existing reverse logistics information system cannot accurately
provide return information. Therefore, sales return cannot be treated timely, which
leaves a bad impression on consumers. The imperfect reverse logistics information
system aggravates the “bullwhip” effect. When dealing with the return information
in each link of the supply chain, the enterprises suffer from the increase in trans-
portation cost, inventory cost and operation cost, due to excessive return detention
time, information distortion and incorrect return processing.

40.3.2 Unreasonable Value Utilization of Returned Goods

E-commerce enterprises generally believe that return is the biggest resistance to
increase incomes. Therefore, in the face of the customers who tend to return goods,
some enterprises first make unconditional concession, and make up for their dissat-
isfaction by means of large amount of cash back for subsidy, so as to dispel their
ideas of giving medium and negative feedback. As a result, although the customers
do not return the goods and give a negative comment, they will not plan to make
secondary consumption. In addition, the large amount of cash back offsets selling
profits, and even leads to negative profit. In other words, an order wastes manpower,
material resources and financial resources. Most e-commerce enterprises offer a cash
back range of 20–100%, which varies in accordance with the severity of the return
problem.

40.3.3 High Storage Cost

According to data, Amazon’s storage cost accounts for about 20% of the reverse
logistics cost, while the storage cost of China’s state-owned e-commerce enterprises
accounts for more than 40%. There are three main problems in the storage cost
management of e-commerce enterprises: firstly, the warehouse construction cost is
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high. In order to timely deliver goods, some large e-commerce enterprises have estab-
lished their own warehouses in major transportation hubs, which are not applied to
outsource services. Due to the high price of land, land use, labor cost and building
materials in these transportation hubs, the enterprises bear heavy costs. In the off-
season, the sales volume greatly reduces, so that the warehouse is idle and resources
are wasted. Secondly, the storage technology cannot meet the requirements of inven-
tory storage.Because the goods are special, somee-commerce enterprises havehigher
requirements on storage management level, or it is easy to cause damage. Storage
management is a systematic and professional activity. Thirdly, the storage operation
is disordered. There is no unified operation standard of storage management, leading
to unclear division of responsibilities, the loose work attitude and the low-operation
efficiency.

40.3.4 Incomplete Utilization of Third-Party Logistics

E-commerce return under B2C mode is characterized by small number of single
return, scattered recycling locations and different transportation distances, which
bring huge obstacles to return. Some enterprises build their own logistics system to
store, transport and distribute themain commodities, but they have to invest a lot in the
system. In addition, they lack professional logistics management personnel, and thus
fail to establish a perfect logistics system. Compared with the traditional self-built
logistics, the third-party logistics can reduce the cost of land, labor and construc-
tion of the logistics infrastructure to a certain extent, and provide good value-added
services such as order processing, transshipment, inventory management and after-
sales maintenance. Most e-commerce enterprises introduce third-party logistics, but
only limited to the basic logistics transportation, storage and distribution services.
In other words, they do not make good use of the additional value-added services
provided by third-party logistics companies.

40.4 The Strategies of Enterprises in Reverse Logistics
Cost Control Under B2C Mode

40.4.1 Establishment of Perfect Reverse Logistics
Information System

The enterprises should first make the centralized analysis of return information. The
data of goods such as quantity, date of purchase, shelf life, and inventory quantity
should be included in the reverse logistics information system. In the process of
building their own reverse logistics information system, the enterprises should, on
the premise of fully considering the information characteristics of reverse logistics,
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make full use of and perfect the existing forward logistics system, and gradually
build a sound reverse logistics information system. In order to ensure that the reverse
logistics information system canwork accurately under the premise of high efficiency
and low cost, the enterprises can connect their internal departments with the reverse
logistics system into a complete internal supply chain system, and classify and code
the return information through wireless network technology, automation technology,
GPS technology and bar code technology. This is conducive to directly tracking the
location and process of returns reduces the workload of manual picking of returned
goods.

40.4.2 Optimization of the Reuse Value of Returned Goods

Under the B2C e-commerce mode, the reverse logistics network focuses on recov-
ering the returned goods from customers, and then deliver to the reprocessing loca-
tion or send back to the warehouse after pretreatment. At the reprocessing center,
the returned goods should be first properly classified. Some goods with reuse value
should be reprocessed; some goods that can be sold at a discount instead of being
reprocessed should be delivered to nearby outlets for discount promotion; other goods
that have been completely scrapped and the remaining waste of the reprocessing
center should be directly sent to the destruction site for pollution-free destruction. In
different links of reverse logistics, the degree of return and reuse of goods is different.
In the event of return, the enterprises should immediately do a good job in public
relations, appease customers, understand the reason involved, find out the problems
of goods or services, strengthen technical improvement based on the problems, and
rationalize the reprocessing of goods.

40.4.3 Endeavor to Reduce Storage Cost and Create New
Profit Growth Points

In order to reduce the storage cost of reverse logistics, the enterprises should achieve
the following four points. Firstly, the enterprises should make rational use of external
storage system. As the business scope continuously expands to other provinces and
cities, the original storage system fails to meet the requirements, but the cost of self-
built warehouse is huge. The enterprises can strengthen internal and external contact
with others, and establish cooperative storage system with local enterprises based on
the local actual situation. Secondly, the enterprises should improve the use level of
modern storage information. TheERP information systemshould be applied to record
the storage information, automatically connect purchasing, logistics and sales system,
facilitate the information communication between the storage department and other
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departments, automatically and timely update the storage data information, and effec-
tively control the inventorymanagement information system. Thirdly, the enterprises
should comprehensively introduce high-tech storage management technology. Good
storage management improves storage service efficiency through storage technology
and machinery and equipment, such as forklift, modern goods shelf, bar code tech-
nology and stacker. The modern storage machinery and equipment can maximize the
storage space. Fourthly, the enterprises should adopt the standard operation system.
On the one hand, they should strengthen staff quality training, correct their work atti-
tude and improve work efficiency. On the other hand, based on their actual storage
level, they should formulate reasonable operation standards, realize standardized
operation, maximize storage efficiency and reduce storage cost. In order to avoid the
return and exchange of goods, the warehouse management personnel should strictly
control the quality of the products in and out of the warehouse, and refuse to deliver
the products with problems out of the warehouse.

40.4.4 Full Introduction of Third-Party Logistics

The reverse logistics make higher requirements on the logistics management
technology, electronic information technology, and the comprehensive quality of
employees and others. Therefore, from the perspective of sharing the B2C e-
commerce operation risk and ensuring the service level of reverse logistics, it is a
good choice to outsource the reverse logistics business to professional logistics enter-
prises. If B2C e-commerce enterprises introduce third-party reverse logistics, they
can not only obtain professional logistics services, but also improve the distribution
efficiency and quality of goods, so as to reduce their logistics cost and enhance profits.
The third-party logistics with complete service functions can provide the enterprises
with comprehensive and integrated logistics services, such as order processing, inven-
tory management, recycling and processing, and free them from seeking multi-party
cooperation. With the help of third-party reverse logistics, on the one hand, reverse
logistics information can be highly shared. B2C e-commerce enterprises can obtain
the logistics information of returned goods in each link at any time, effectively reduce
the reverse logistics cost, minimize the return time, improve the return efficiency,
establish a good image, and achieve a strong competitive advantage in the electronic
market.

40.5 Conclusion

With the rapid development of science and technology, more and more investors
invest in e-market economy,which promotesB2C e-commerce enterprises to develop
steadily. But at the same time, the B2C e-commerce enterprises face more and more
fierce competition. In order to survive in the fierce electronic market competition,
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e-commerce enterprises should constantly increase revenue and reduce expenditure,
analyze the composition of operating costs, and find out the controllable operating
costs. B2C e-commerce enterprises should correctly understand the significance of
reverse logistics cost control and improve economic benefits by reducing reverse
logistics cost.

Remarks Project fund: This paper is one of the research results of the provincial
quality engineering project “Financial Management” specialty (156R106870) of the
2020 project (the third batch) of “Strengthening the University through Innovation”
by Department of Education of Guangdong Province.
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Chapter 41
Research on the Training Path of Big
Data Application-Oriented Talents
in Chinese Colleges and Universities

Xiaohong Ju

Abstract The big data technology is undergoing fast development around theworld,
and themarket requirement for related talents is growing,while the insufficient supply
of application-oriented talents has become an urgent issue that needs to be addressed.
By analyzing the current situation of talent need in China’s big data industry and
the training of big data application-oriented talents in Chinese colleges and univer-
sities, this paper innovatively proposes the “three-integration training path” of big
data application-oriented talents for colleges and universities. The “three-integration
training path” mainly consists of the following three aspects: First, building the soft
environment for talent training through “Integration of interdisciplinary”; Second,
meeting the diversified needs of talents through “Integration between teaching and
employment”; Third, developing multi-field practice scenarios through “integration
between education and industry”. The “three-integration training path” can urge
colleges and universities to conduct internal governance and reform by combining
the industrial need, and provide valuable references for colleges and universities to
train of big data application-oriented talents.

41.1 Introduction

41.1.1 Research Background and Significance

In recent years, big data has triggered significant economic and social reform. “Big
data is the newoil andmineral in future” has becomeanewglobal consensus [1]. From
the “dispensable” margin, big data has evolved into a core that “must be acquired,”
which has also generated huge social value and industrial space. The report “big data:
Seizing Opportunities. Preserving Values” of the United States points out that big
data can bring great value inmany fields [2]. In the new stage of information develop-
ment, the research and application of big data have become a new “catalyst” for the
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development of information industry, which have generated unexpected degree and
scale of influences on the economic development, social order, national governance
and people’s lives. In particular, with the emergence of construction projects such
as Digital China and New Smart City, big data application has become an important
tool for the government and corporations to make intelligent decisions. Data-driven
enterprises perform better, the survey shows that the average productivity and prof-
itability of enterprises using data-driven decision-making are 5% and 6% higher
than those of their competitors [3], and for every 10% improvement of enterprise
data quality, the roe of public utilities, aviation, telecommunications, petroleum and
petrochemical industries will increase by more than 200% [4].

41.1.2 Domestic and Foreign Research Status

Big data is an information asset that needs efficient and innovative information
processing mode to enhance insight, decision-making power and optimization
processing ability [5]. Big data application is a brand new challenge to human being
from theirmode of thinking to their lifestyles,which has also raised new requirements
for talent training by colleges and universities. The establishment and application of
massive data platforms have increased the number of application-oriented posts of
big data technology, and the data collection, cleaning,mining, analysis and intelligent
decision all require many application-oriented talents. As important organizations to
train and deliver application-oriented talents for the big data industry, colleges and
universities must conduct in-depth analysis of the development and talent require-
ment of big data industry. In addition, they also need to conduct research and practice
on the aspects of post requirement, training goal, training plan, curricula construc-
tion and teacher training of big data application-oriented talents, provide innovative
design of the training model of application-oriented talents for the emerging industry
of “big data.”

Colleges and universities cooperate with the big data industry to lead enterprises
and industry associations, make the industrial chain and professional chain docking,
and comprehensively explore the mode, power, mechanism, problems and counter-
measures of big data industry talent training become the research focus. Du Hui and
Xiong Yanfang (2017) proposed to rely on cooperation between school and enter-
prise to establish and improve the flexible curriculum system, promote the reform
of teaching methods with market orientation, track the market demand, realize the
development and application of big data teaching and feedback platform, and explore
a new mode of talent training in many aspects; AI Xusheng (2018) pointed out that
in the era of big data, colleges and universities must reform the IT talent training
mode, and colleges and universities at different levels need to reasonably position
the training objectives; Yi [11] pointed out that the development of big data science
cannot do without multidisciplinary collaboration, and the construction of teaching
team needs to consider the diversity of teaching staff. Wang Xinmin (2019) pointed
out that the cultivation of compound big data talents needs the close combination
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of government, industry, universities, research and application; Hu Yanli (2020)
proposed the mode of integrating knowledge construction and practice innovation,
and cultivated the practice innovation ability of big data talents through the teaching
design of “practice-driven knowledge construction” and “problem-oriented practice
innovation.”

41.2 Current Talent Requirement of Big Data Industry

41.2.1 Talent Need is Transforming from Academic
Orientation to Application Orientation

From the perspectives of the knowledge structure and professional development
of big data talents, the big data talents can be classified into the two categories
of academic-oriented and application-oriented talents. For the academic-oriented
talents, we mainly need to examine their understanding and application of related
models in the data science; for the application-oriented talents, we need to test their
ability to utilize related ideas and methods of big data to solve specific application
problems. Generally speaking, many mid-to-high-end academic-oriented talents are
required during the data application stage and early development stage of research
and development, while during the later stage; many application-oriented talents
are required to undertake the work at the posts of big data technology application.
Analysis shows that during the start-up stage of a big data company, the proportions of
employees with a Doctor’s degree and a Master’s degree are relatively higher, which
are 14.7% and 29%, respectively. Such high proportions are closely related to the fact
that the company requires a lot of technological research and development during
the start-up stage. However, with the expansion of corporate scale, the proportions
of employees with a Doctor’s degree and a Master’s degree will gradually decline,
stabilized at the levels of 2.4 and 12.6%, while the proportion of employees with a
Bachelor’s degree is steady at the high level of 60% [6].According to the development
characteristics of big data industry at current stage, the big data applications in
both the traditional and emerging industries are in urgent need of many application-
oriented talents.

41.2.2 Open-Source Technology is Becoming a Core Element
in the Ability Composition

The big data industry is growing in a stunning speed, and IDC (2018) predicts that
the total amount of global data will increase from 33 zb in 2018 to 175 zb in 2025[7].
Many organizations are forced to find new creative methods to control the massive
operational data and deeply mine the value of data, so as to quickly improve their
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working and operational efficiency. The open-source technology can enable more
and more projects to directly adopt the big data technology, and the open-source
technology is becoming a core element in the ability composition of big data talents.
According to related investigation, from the small start-up companies to the industrial
giants, the suppliers of various scales are all using the open-source technology to
process big data and conduct prediction and analysis. Based on the open-source and
cloud computing technologies, the start-up companies are able to contend against big
manufacturers on many aspects. Among the ability requirements for big data-related
positions, the open-source technologies of Python, Java and Hadoop are among
the top three. The industry generally adopts the open-source technologies to build
the big data platform and develop big data applications, and these technologies are
generally reflected by the positions requiring application-oriented talents, such as
data crawling, data cleaning, data analysis and big data platform maintenance [8].

41.2.3 The Requirement for Interdisciplinary Talents is
Increasingly Strong

The development of big data industry both in scope and in depth and its horizontal
expansion have triggered change in talent demand, and from the perspective of posi-
tions, an important trend is the transformation from demand for high-end experts
to mid-level interdisciplinary talents. Data services are often accompanies with the
integration application. The integration application can reflect the value and conno-
tation of big data, which vividly embodies the in-depth combination between the
big data technology and the physical industry, and it can also practically increase
the work efficiency of industry and cooperation, reduce their cost, and improve the
government’s social governance level and its ability to serve people’s livelihood. The
early application of big data technology was mainly concentrated on the aspects of
big data platform establishment, big data development and algorithm design, while
current big data applications will be more combined with the industrial character-
istics, and the big data technology will be applied into the service fields such as
finance, education and medicine. Therefore, the big data application-oriented talents
not only need to understand the logic of technology, but also need to know the logic
of services, and the interdisciplinary talents with outstanding specialized ability and
the ability to coordinate services among different fields will be increasingly more
favored.
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41.3 Main Problems Existing in the Training of Big Data
Application-Oriented Talents

41.3.1 Slow Construction of Training Environment
for Interdisciplinary Collaboration

The training of big data talents required coordinated support of interdisciplinary inte-
gration. However, during the actual educational work, the construction of training
environment for interdisciplinary collaboration is slow within various colleges and
universities, which causes the training of application-oriented talents by colleges and
universities to lag behind the growth of industrial development demand. From the
disciplinary perspective, the training of big data talents requires computer science,
mathematics and statistics as the basic supporting disciplines, and requires biology,
medicine, environmental sciences, economics, social science andmanagement as the
extended disciplines. The critical specialized knowledge and skills, such as big data
collection, storage, management, analysis and application, can only be effectively
trained under the condition of interdisciplinary collaboration [9]. Under the influence
of the traditional concept of discipline and specialty construction, colleges anduniver-
sities tend to focus on construction of specialty and specialty group within the scope
of a discipline, the discipline construction and development involves serious selfish
departmentalism, and the interdisciplinary collaboration construction mechanism is
not sufficiently flexible and complete.

41.3.2 Gap Between the Training of Big Data Talents
and the Market Requirement

During education, colleges and universities tend to emphasize the importance of
general talents, focus on the training of specialized basic theoretical system and appli-
cation ability of students, and fail to meet the diverse requirements in the job market
or provide flexible curricular setting. As a result, there is a gap between the talent
output standard and the diverse job requirements of employers. For example, for skill
training of big data application-oriented talents, the open-source technology practice
and application level of students cannot sufficiently satisfy themarket demand. There
is a gap between the training of big data talents and the market demand, and it is
caused by the following reasons. Colleges and universities fail to do a great job in
analyzing the job demand for big data talents, the investigation is not broad, deep or
comprehensive enough, and some core elements of ability are directly ignored. As a
result, the logical relationship among job ability, training goal and curricular setting
is not completely sorted out during the formulation of talent training plan, which has
caused various realistic problems, for example, the intensity of curriculum system
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reform is not sufficient, the coverage of ability training is not very comprehensive,
and the improvement of core qualities is not significant.

41.3.3 Difficulty to Obtain Actual Scenarios of Multiple
Fields During the Training Process

The big data application scenario is essentially the data service application scenario,
which is the specific embodiment of data and data analysis in actual activities [10].
However, it is difficult to colleges and universities to obtain actual data scenarios,
which results in low achievement of goal to train interdisciplinary talent to handle
cross-field services. The selection of most application scenarios is based on the
quality, type, source and scale of data, and the data realization value and data service
target need to considered,which are the necessary conditions and important resources
to train interdisciplinary talent. Acquisition of classic, demonstrative and diverse
big data application conditions poses difficulty to colleges and universities, and the
construction of a real-time dynamic teaching environment is even more difficult.
Therefore, there is a lack of pertinent training under actual data scenarios during the
trainingof adaptation, flexibility and leaning ability of big data interdisciplinary talent
by colleges and universities, as a result, the students have low-learning efficiency
when using the big data technology integration to address problems, and they mainly
focus on the abstract concepts.

41.4 Construction of “Three-Integration Training Path”

The design of “three-integration” training path for application-oriented talents in
the big data industry by colleges and universities is a training path for application-
oriented and interdisciplinary talent under the new engineering background. In this
training path, colleges and universities are the dominant force of reform. By actively
responding to the government’s industrial policy anddevelopment program, and coor-
dinatingwith related institutions, organizations and leading companies in the big data
industry, colleges and universities conduct survey of talent demand by working with
corporations. With classic application-oriented jobs in big industry as the analytic
target, based on in-depth study of the typical tasks and core technical requirements
for application-oriented jobs in big industry, colleges and universities construct the
training path for application-oriented interdisciplinary talents according to the ideas
of “Integration of interdisciplinary,” “Integration between teaching and employment”
and “integration between education and industry.” (Fig. 41.1)
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Fig. 41.1 “Three-fusion training path” diagram of big data application-oriented talents

41.5 Main Practice Points of “Three-Integration Training
Path”

41.5.1 Building the Soft Environment for Talent Training
Through “Integration of Interdisciplinary”

To train application-oriented talents of big data, the campus disciplinary and special-
ized resources should be fully integrated, and to forward looking and interdisci-
plinary soft environment for talent training should be designed by combining the new
knowledge structure required by applications in the big data industry. The training
of application-oriented talents of big data requires coordination among multiple
disciplines, including professional integration development, diversity construction
of teaching staff, and embedded reform of curriculum. Colleges and universities
should further deepen the comprehensive reform of disciplines and majors, explore
the integrated construction of the traditional majors and the big data major, and
create a batch of “interdisciplinary” mutualistic majors. During the construction of
teaching staff, they not only need to consider the rationality of discipline coverage, but
also emphasize the introduction and training of teachers with interdisciplinary back-
ground. Based on comprehensive investigation of big data talent training plan and
curricular setting in both Chinese and foreign colleges and universities, colleges and
universities should extract core ability curriculum module for big data application-
oriented talents in different industries, and try to embed the curriculum module into
the curriculum system of related majors, so as to rapidly expand the channels to train
big data application-oriented talents in various industries.
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41.5.2 Meeting the Diversified Needs of Talents Through
“Integration Between Teaching and Employment”

Based on innovation construction mechanism of “integration between teaching and
employment” for school-based teachers and enterprise instructors, it can provide
theoretical and practical conditions to train the core abilities required by key jobs
in various industries, and ensure that the talent output can better meet the diverse
requirement ofmarket. Themechanismof “integrationbetween teaching and employ-
ment” is based on the concept of integration of production and education, and by
designing the educational and guidance path for students with industrial application
as the center, organic integration between the school-based leaning and the industrial
practice and application can be effectively promoted. In the mechanism of “integra-
tion between teaching and employment”, the industry and enterprises will choose
experienced engineers to work as instructors for students on campus. Under the joint
guidance from the school-based teachers and enterprise instructor team, the students
can determine their future work field in advance and make career plan, and indepen-
dently choose industrial instructors from related fields, so that the teaching model of
directional training and planned employment can be formed. In the teaching model
of directional training and planned employment, the school-based teachers focus on
training the specialized and basic qualities of students, while the industrial instruc-
tors mainly instruct the students to obtain the practical skills of related techniques,
service,management and operational skills. For example, by training the open-source
practice ability required by different industries, it can enable the students to adapt to
the actual scenarios of future jobs in advance, and improve the students’ ability to
meet the requirements of critical jobs.

41.5.3 Developing Multi-Field Practice Scenarios Through
“integration Between Education and Industry”

Based close cooperation with various industrial organizations, colleges and universi-
ties can establish the coordinated educational model of “integration between educa-
tion and industry” by jointly building practical resource platform and industry school,
so that the multi-field big data practice and learning scenarios can be maximally
developed and applied, which can create a high-quality practice platform to train the
practice ability of interdisciplinary talents. During cooperative education, colleges
and industrial entities can choose conduct deep integration with multiple indus-
tries and enterprises, continuously combine and integrate the industrial standards
and enterprise requirements into the specific links of cooperative education, jointly
build related practice platform, teaching base and laboratory based on cooperation
between school and enterprise, and cooperatively establish practical data centers,
such as e-commerce big data, traffic big data, finance big data, advertisement big
data and agricultural big data. On the basis of in-depth coordinated education and
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mature conditions on various aspects, efforts can be made to start construction of
industry school of big data direction. By integrating and utilizing the advantages and
resources of colleges and universities, government and industry, industrial certifica-
tion and industrial ecological resource development and sharing can be developed in
depth, which can providemulti-field practice scenarios to trainmore interdisciplinary
talents for big data industry.

41.6 Conclusion

By analyzing the current situation of talent needs in China’s big data industry and the
training of big data application-oriented talents in Chinese colleges and universities,
this paper innovatively proposes the “three-integration training path” of big data
application-oriented talents for colleges and universities, which can urge colleges and
universities to conduct internal governance and reform by combining the industrial
need, and provide valuable references for colleges and universities to training of
big data application-oriented talents. “Three-integration training path” is beneficial
exploration for the purpose of providing application-oriented talent support for the
development of current digital economy, which is also an important way to train
application-oriented talents for big data-related industries and companies. Colleges
and universities can actively refer to the “three-integration training path” to design
reform ideas, carry out the research and practice of big data talent training mode, and
strive to open up a new direction for promoting the transformation and development
of new engineering.
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