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Preface

This book gathers the proceedings of the International Conference on Computational
Advancement inCommunicationCircuits and Systems (ICCACCS2020), whichwas
organized by Narula Institute of Technology under the patronage of the JIS group,
affiliated toMaulana Abul KalamAzadUniversity of Technology. The book presents
peer-reviewed papers that highlight new theoretical and experimental findings in the
fields of electronics and communication engineering, advanced computing, pattern
recognition and analysis, signal and image processing, etc. The respective papers
cover a broad range of principles, techniques and applications in computing and
communication, environment-friendly computing, reconfigurable computing, low-
power nano technology and VLSI design. The proceedings reflect the conference’s
strong emphasis on methodological approaches and focus on applications within the
domain of computational advancement in communication circuits and systems. It
also addresses the emerging technologies in electronics and communication together
with the latest practices, issues and trends.
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Kolkata, India
Kolkata, India

M. Mitra
Mita Nasipuri

Maitreyi Ray Kanjilal

v



Contents

Proper Choice of a Machine Learning Algorithm for Breast
Cancer Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Arijit Das, Tanisha Khan, Subhram Das, and D. K. Bhattacharya

Word Boundary Detection Using Convolutional Neural Network
(CNN) and Decision Tree Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Kaushik Sarkar, Arnab Sadhukhan, Atreyee Mukherjee,
Shramana Guchait, and Sudipta Banerjee

Brain Computer Interface: A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Debrupa Pal, Sujoy Palit, and Anilesh Dey

COVID-19 Economic Tracking and Assistance System (CETAS) . . . . . . . 37
Tamajit Biswas, Pranab Hazra, Baishali Sarkar, Debdas Mondal,
Deepali Kumari, and Niladri Mallik

Use of Convolutional Neural Network (CNN) to Detect Plant Disease . . . 43
Navoneel Moitra, Akanksha Singh, and Subhram Das

Prediction of Blended Fuel Characteristics Through Regression
Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Sumit Nandi, Debopriya Dey, and Rupa Bhattacharyya

Path Minimization Planning and Cost Estimation of Passive
Optical Network Using Algorithm for Sub-optimal Deployment
of Optical Fiber Cable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
S. K. Biswas and Amitava Podder

Implementing Data Security in Delay Tolerant Network
in Post-disaster Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Chandrima Chakrabarti and Samir Pramanick

Face Detection and Extraction Using Viola–Jones Algorithm . . . . . . . . . . 93
Mayukh Ghosh, Tathagata Sarkar, Darshan Chokhani, and Anilesh Dey

vii



viii Contents

FPGA-Based Efficient Implementation of CBNS Computational
Circuits: A Modular Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Madhumita Mukherjee and Salil Kumar Sanyal

Checking and Coloring Graphs Through Quantum Circuits:
An IBM Quantum Experience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Asmita Banerjee, Bikash K. Behera, Kunal Das,
and Prasanta K. Panigrahi

Design of FPGA-Based QPP Interleaver for LTE/LTE-Advanced
Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Bijoy Kumar Upadhyaya and Salil Kumar Sanyal

Influences of Solar Activity on Food Grains Yield . . . . . . . . . . . . . . . . . . . . . 155
D. K. Tripathi, R. P. Tripathi, and A. K. Tripathi

Different Sensors in Modern day Healthcare Service . . . . . . . . . . . . . . . . . . 163
Aritri Chakraborti, Koushik Karmakar, and Ananya Banerjee

Contingency Analysis and Ranking for a 30 Bus System
to Maintain Its Stability and Reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Parnab Saha, Suman Moitra, Bishaljit Paul, and Chandan Kumar Chanda

Swarm Intelligence-Based Reactive Power Constrained Generator
and Load Scheduling in Smart Grid with Renewable Energy
Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
Sudhangshu Sarkar, Sandip Chanda, and Abhinandan De

Impact of Atmospheric Features for COVID-19 Prediction . . . . . . . . . . . . 195
Debpuja Dhar, Tamasree Biswas, and Mousumi Saha

New Sorting Algorithm—RevWay Sort . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
Swarna Saha, Soumyadip Sarkar, Rituparna Patra,
and Subhasree Bhattacharjee

Price Sensitivity in a 30 Bus Congested Power System . . . . . . . . . . . . . . . . . 211
Parnab Saha, Sujit Pani, Bishaljit Paul, and Chandan Kumar Chanda

Security of Load Flow Analysis with Photovoltaic Energy Sources . . . . . . 219
Dipu Mistry, Bishaljit Paul, and Chandan Kumar Chanda

Evaluation of Azimuth Angle Profile for Solar Photovoltaic System
in Humid Subtropical Climate of Varanasi City . . . . . . . . . . . . . . . . . . . . . . 233
Suman Moitra, Parnab Saha, Bishaljit Paul, and Chandan Kumar Chanda

Spectrum Based Prediction for Seismic Activity . . . . . . . . . . . . . . . . . . . . . . 243
Pranab Hazra, Soumashis Das, Soumendu Biswas, Pratiti Debsharma,
and Krishnendu Ghosh

Effect of Cognitive Task on the Central Nervous System . . . . . . . . . . . . . . . 259
Ananya Banerjee, D. K. Bhattacharya, and Anilesh Dey



Contents ix

Microcontroller-Based Heart Rate Monitor . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Aniket Saha, Subhojit Saha, Pritam Mandal, Priyanka Bawaly,
and Moupali Roy

A QCA-Based Improvised TRNG Design for the Implementation
of Secured Nano Communication Protocol in ATM Services . . . . . . . . . . . 281
Arindam Sadhu, Kunal Das, Debashis De, Maitreyi Ray Kanjilal,
and Pritam Bhattacharjee

Diagnoses of Melanoma Lesion Using YOLOv3 . . . . . . . . . . . . . . . . . . . . . . 291
Shubhendu Banerjee, Sumit Kumar Singh, Atanu Das, and Rajib Bag

Detection of COVID-19 Using Deep Transfer Learning-Based
Approach from X-Ray and Computed Tomography(CT) Images . . . . . . . 303
Kumar Kalpadiptya Roy, Ipsita Mazumder, Arijit Das, and Subhram Das

Quantum Random Number Generators for Cryptography: Design
and Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315
Puspak Pain, Arindam Sadhu, Kunal Das, and Maitreyi Ray Kanjilal

Performance of 60 GHz Signal as a mm Wave Access Link for 5G
eMBB Access Points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323
Ardhendu Shekhar Biswas, Sanjib Sil, Rabindranath Bera,
and Monojit Mitra

A Comparative Study of Parametric Spectrum Estimation
Techniques for Cognitive Radio Using Testbed Prototyping . . . . . . . . . . . . 337
Debashis Chakraborty and Salil Kumar Sanyal

Study of Micro-Strip Patch Antenna for Applications
in Contact-less Door Bell Looking at the COVID-19 Pandemic
Situation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 349
Arpita Santra, Arnima Das, Maitreyi Ray Kanjilal,
and Moumita Mukherjee

Impacts of COVID-19: A Comprehensive Study Using Linear
Regression Analysis in a Predictive Approach . . . . . . . . . . . . . . . . . . . . . . . . 355
Shreyashree Mondal, Soumya Bhattacharyya, Puspak Pain,
Sujata Kundu, Shyamapriya Chowdhury, Neha Dey,
and Ankush Baran Basu

Word Estimation in Continuous Colloquial Bengali Speech . . . . . . . . . . . . 367
Suman Das

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377



About the Editors

Dr. M. Mitra did his B.Tech., M.Tech. & Ph.D. from the Department of Radio-
physics and Electronics under Calcutta University in the year 1982, 1985–1986,
and 1995, respectively. He joined as Lecturer in the Department of Electronics and
Telecommunication Engineering of IIEST Shibpur (formerly B.E. College) in the
year 1995 and became Professor in the same department in the year 2011. He served
the department as Head from 2012–2014 and once again from 2016–2018. He had
also served the institute at different capacity such as Head of the Department of
Purabi Das School of Information Technology (PDSIT) of IIEST, Shibpur. His main
area of research is on semiconductor microwave devices, especially IMPATT. He
had fabricated and characterized IMPATT diode at Xband for the first time in India.
He had published four books such as Satellite Communication (2nd Ed.),Microwave
Engineering (3rd Ed.), Microwave Semiconductor Devices, and Electronic Circuits
from the house of Prentice Hall. So far he had published about 80 research papers
in different SCI indexed journals. Till now 15 students have got their Ph.D. degree
under his supervision and 5 are continuing. He is Member of different prestigious
societies like IEEE, Life Member of IETE, etc.

Prof. Mita Nasipuri received her B.E. andM.E. degrees in Electronics and Telecom-
munication Engineering from Jadavpur University, Kolkata, India, in 1979 and 1981,
respectively, and did her Ph.D. degree in Engineering from Jadavpur University,
in 1990. She is currently Professor in the Department of Computer Science and
Engineering, Jadavpur University. From July 2004 to July 2006, she was Head of
the Computer Science and Engineering Department, Jadavpur University. She has
also served as Member of various UG/PG syllabus committees and the Doctoral
committee of Engineering faculty of Jadavpur University. Since 2008, she is serving
asCoordinator ofCentre forMicroprocessorApplications for TrainingEducation and
Research of Jadavpur University. Her research interest includes biomedical signal
processing, image processing, pattern recognition, bioinformatics, medical image
analysis, and multi-media system. She has authored or co-authored more than 500
research articles including several book chapters, out of which, more than 100 papers
have been published in science citation indexed (SCI/SCIE) technical journals. Two

xi



xii About the Editors

US patents have been granted on her work. She has supervised more than 22 Ph.D.
students. She has been granted sponsored projects by the Government of India with
a total amount of around INR 1.5 Crore. She is Fellow of Institution of Engineers
(India) and West Bengal Academy of Science and Technology, India. She is also
Senior Member of the IEEE, USA, since 1992.

Prof. Maitreyi Ray Kanjilal is currently holding the post of Principal ofNarula Insti-
tute of Technology and also Professor of Department of Electronics and Commu-
nication Engineering. She did her UG and PG from Calcutta University. She has
been awarded Ph.D. from Calcutta University in 2000. She has more than 22 years
of teaching experience. She has more than 100 published papers in national and
international journals and conferences. She has 6 Ph.D. scholars and has published
two patents and one is filed. She is the author of two books on Basic Electronics
and one book on Analog Electronics. Her subject interest is on high-power and
high-frequency (MM-wave—THz region) operation ofwide-bandgap semiconductor
devices, Group IV-IV, III-V material-based devices, superlattice-based devices,
applications of these devices in the medical arena, nanoscale devices: design and
develop, heterostructure and heterojunction semiconductor devices,microelectronics
fabrication, lowpower devices,VLSI circuits, nanodevices, spintronics, and quantum
computing.



Proper Choice of a Machine Learning
Algorithm for Breast Cancer Prediction

Arijit Das, Tanisha Khan, Subhram Das , and D. K. Bhattacharya

Abstract Breast cancer is the most common form of invasive cancer and after lung
cancer, it is the second leading cause of cancer death in women. Many statistical
models have been used to predict the malignancy of the tumor. Therefore due to
the violation of the proportional hazard assumption, a statistical model may fail to
predict breast cancer accurately. In the current epoch, machine learning algorithms
play a decisive role in predicting the malignancy of a tumor with high accuracy.
The primary purpose of this paper is to compare the performance of eleven different
machine learning classification techniques for breast cancer prediction. Wisconsin
Diagnostic Breast Cancer dataset is utilized to compare these established algorithms
based on the k-fold Cross-Validation accuracy score. Additionally, three different
feature selection methods have been incorporated to reduce the number of features
on the dataset. After the reduction of the features, the same methods are applied
again to compare performance based on their accuracy score. It is found that all
the algorithms perform very well with more than 93% accuracy score; among these
Logistic Regression, Support Vector Classification and Multilayer Perceptron get an
accuracy score of over 98%. It is also observed that even after a drastic reduction
in the number of features, the result remains satisfactory, and the accuracy score is
more than 90% for all the applied algorithms.

Keywords Breast cancer ·Machine learning · Feature selection · k-fold
Cross-Validation

1 Introduction

Amidst developed nations, breast cancer happens to be the second most common
cancer after lung cancer, from which most of the women across the world suffer

A. Das · T. Khan · S. Das (B)
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most [1–3]. The percentage of occurrence and transience rate of breast cancer is very
high [4–6]. This creates one of the significant and most pressing health problems in
today’s society.

With the help of mammography tools, breast cancer can be detected in the early
stage even before any physical symptoms were developed. However, like any other
screening tool mammography has got its loopholes, as it can both underdiagnose and
overdiagnoses, subsequently leading to multiple diagnostic fallacies. To resolve this
flaw, machine learning techniques and data mining are being used for the last few
years to predict cancer diagnosis. Pathological and clinical data [7] are to be used for
the computational purpose to assist conventional tools to predict this breast cancer.
The more is the accurate data produced, the more is the accurate level of predic-
tion under proper authenticated techniques. The use of computers has significantly
improved technology along with the simultaneous advancement of medical database
management systems leading to the creation of a huge volume of heterogeneous data
and medical databases. Therefore, the intelligent healthcare system combined with
various Machine Learning (ML) techniques is a crucial domain for cancer predic-
tion. These current techniques also help doctors to diagnose cancer patients with
better perfection [8]. Previously, basic software programs such as Microsoft Excel,
SPSS, and STATA [9–11] were used by clinicians to analyze the factors influencing
breast cancer survival rate. To demonstrate the advantages and potential of ML, a
lot of work is done where different types of conventional statistical methods are
compared with traditional ML classification methods. These traditional and statis-
tical methods had various drawbacks, for which they subsequently failed to generate
rational and creative visualizations. ML algorithms can be broadly classified into
two categories—supervised learning and unsupervised learning. Whether to choose
the first category or the second one depends on the types of data and their structures.
A current review [12] shows that most of the ML algorithms, which are used in
breast cancer diagnosis and prognosis, are of a supervised type. To establish that ML
methods could be a reliable classification method for prediction of breast cancer, the
classification methods DT and ANN are compared in 2004 with the statistical linear
regressionmethod based on a large dataset comprising of more than 200,000 cases. It
is found that DT has an accuracy rate of 93.6%, ANN has an accuracy rate of 91.2%
and linear aggression has an accuracy rate of 89.2% [13]. Thus both DT and ANN
are better than linear regression. Moreover, DT is the best predictor and ANN is the
next best. K-fold cross-validation is applied to the model in [14] based on Square
Support Vector Machines (LS-SVM) concerning accuracy, sensitivity, and specify
matrix. To solve classification problems under WBCD of [15], a new genetically
optimized ANN (GOANN) algorithm is proposed in 2015 [16], which uses genetic
programming (GP) based on ANN. In 2014, a classification accuracy of 94.56% is
obtained on classifying WBCD [17]. This is achieved by applying the J48 decision
tree method, which is originally developed by the WEKA project team [18]. Feature
selection is also an important element in the field ofmachine learning as it reduces the
number of features in the data, consequently decreasing the training time, noise, and
complexity of the model giving us an upper hand of the set of all features. Thus the
real challenge is to apply the feature selection method to find the minimum number
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of features, which can predict breast cancer as efficiently as possible on the WDBC
data set using the K-fold method of accuracy. This is the motivation of the present
paper. We validate our method on the Wisconsin Diagnostic Breast Cancer dataset.
It is found that a combination of the K-fold cross-validation accuracy method and
feature selectionmethods, breast cancer is predictedmore efficiently by differentML
algorithms.We also compared these differentML algorithms based on their accuracy
score and choose the right alternatives. It is also proved that after a drastic reduction
of the features results remains satisfactory.

2 Material and Methods

2.1 Data Sets

Wisconsin Diagnostic Breast Cancer (WDBC) data set [19] has been used in our
currentwork.This data set contains informationon569breast tumors, out of these 357
are benign classes and 212 aremalignant classes. This data set consists of 10 different
features (Radius, Texture, Perimeter, Area, Smoothness, Compactness, Concavity,
Concave points, Symmetry, Fractal Dimension). All the features are computed from
a digitized image of an acceptable needle aspirate (FNA) of a breast mass. All these
10 features are present with their 3 different measurements (mean, standard error,
and worst measurement). Therefore, the data set comprised of 30 features in total.

2.2 Experiments

2.2.1 ML Algorithms

After pre-processing the dataset, the following eleven different machine learning
algorithms have been applied: (a) Logistic Regression, (b) Support Vector Machine
(Linear and Radial basis function kernel), (c) Multilayer Perceptron, (d) Adaboost,
(e) Gradient Boosting, (f) K-Nearest Neighbors, (g) XG Boost, (h) Random Forest,
(i) Linear Discriminant Analysis, (j) Decision Tree, (k) Naïve Bayes.

All the above-mentioned algorithms have been applied to the data set to calculate
accuracy score, recall score, precision score, and f1 score. As of now, ample of
articles on breast cancer prediction [20] has used test accuracy score for comparison
of different machine learning algorithms whereas in this paper, instead of using test
accuracy score for comparison, 10-fold cross-validation accuracy score has been
used. In 10-fold cross-validation, data is divided into 10 number of folds of the same
size. Now 9 folds of the data are used for training while the remaining onefold is used
for testing and this process is then repeated 10 times. Thus, here the data is being
used much more efficiently as every observation has been used for both training
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Table 1 Measurement of performance using the different ML classification algorithms

Accuracy Recall Precision f1_score

Logistic Regression 0.982485 0.96688 0.986107 0.976053

SVC (RBF kernel) 0.982455 0.95735 0.995455 0.975339

MLP 0.982424 0.96212 0.990238 0.975717

Linear SVC 0.978975 0.95757 0.985627 0.970937

Adaboost 0.977189 0.96233 0.976605 0.969076

Gradient boosting 0.968509 0.94350 0.971605 0.956739

KNN 0.966694 0.91969 0.990097 0.952358

XG boost 0.963183 0.92943 0.971623 0.949542

Random forest 0.959734 0.93896 0.953338 0.945226

LDA 0.956227 0.89177 0.990238 0.93681

Decision tree 0.93169 0.91103 0.905976 0.906979

Naive bayes 0.931568 0.90064 0.919914 0.907504

and testing. After evaluating the accuracy score, we have manually selected all the
hyperparameters for the algorithms. Eventually, all the algorithms have been sorted
according to the accuracy score as shown in Table 1.

3 Feature Selection Methods

Feature Selection is the process to select the features which contributemost to predict
the output variable. Having irrelevant features in the data set can negatively impact
the performance of an ML algorithm. Thus, feature selection methods are used to
remove unnecessary irrelevant features from the data set. Some recent studies [21]
also show that a poor machine learning model with key important features works
much efficiently than a low-error ML model that lack such important features. The
following feature selection methods are incorporated into our study:

• Correlation-based feature selection

Correlation is a well-known method to measure the similarity between two features.
For two linearly dependent features, their correlation is ±1. When two features are
uncorrelated, the correlated coefficient is 0. In this method, a correlation matrix is
formed with the help of the Pearson correlation by which the features are filtered.
Given a pair of features x, y, we can define Pearson correlation as:

ρx,y= cov(X,Y )

ρX ρy
(1)
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Fig. 1 Pearson correlation heatmap

where cov represents the covariance, σX represents the standard deviation of X, and
σY represents the standard deviation of Y.

From this Pearson correlation heatmap in Fig. 1, it is observed that the following
features are highly correlated:

(1). Radius_mean, perimeter_mean and area_mean, (2). compactness_mean,
concavity_mean and concave points_mean, (3). radius_se, perimeter_se and
area_se, (4). radius_worst, perimeter_worst and area_worst, (5). compactness_worst,
concavity_worst and concave points_worst, (6). compactness_se, concavity_se,
and concave points_se, (7). texture_mean and texture_worst, 8. area_worst and
area_mean.

One feature is selected from a set of correlated features and remaining redun-
dant features are removed from the data set. Therefore, in our experiment the
following features are removed from the dataset: perimeter_mean, radius_mean,
compactness_mean, concave points_mean, radius_se, perimeter_se, radius_worst,
perimeter_worst, compactness_worst, concave points_worst, compactness_se,
concave points_se, texture_worst, area_worst.
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Table 2 Measurement of performance after applying Correlation-based feature selection

Accuracy Recall Precision f1_score

SVC(RBF Kernel) 0.975374 0.952597 0.982016 0.966019

MLP 0.973619 0.947835 0.982016 0.963458

Logistic regression 0.971865 0.947835 0.977016 0.96114

Adaboost 0.970201 0.948485 0.971536 0.958609

Linear SVC 0.966662 0.929221 0.981818 0.953567

Random forest 0.964907 0.938961 0.967452 0.95187

XG boost 0.964907 0.938961 0.967148 0.951273

Gradient boosting 0.959643 0.938961 0.954573 0.944716

KNN 0.954411 0.900649 0.976517 0.935511

LDA 0.947455 0.86342 0.995238 0.922951

Decision tree 0.941972 0.938745 0.913302 0.923911

Naive bayes 0.928091 0.886797 0.919804 0.901187

After removing those 13 features, machine learning algorithms have been applied
over the remaining 17 features and the accuracy, recall, precision, and f1 score are
shown in Table 2.

• Univariate feature selection

In this method features with the strongest relationship with the target-variable are
selected. In our experiment chi squared (chiˆ2) statistical test has been used to select
best n number of features, where n is a positive integer and then machine learning
algorithms are applied on those selected feature sets. At first, we have chosen n = 5
to get the 5 most important features. The selected features are area worst, area mean,
area se, perimeter worst, perimeter mean. Using these 5 features, again all the scores
have been calculated and shown in Table 3.

Next, we have chosen n= 20, and selected features are area worst, areamean, area
se, perimeter worst, perimeter mean, radius worst, radius mean, perimeter se, texture
worst, texture mean, concavity worst, radius se, concavity mean, compactness worst,
concave points worst, concave points mean, compactness mean, symmetry worst,
concavity se, compactness se. Similarly calculated Scores using these 20 features
have been shown in Table 4.

• Tree-based feature selection

This feature selection method can be applied to tree-based methods as in these
methods computing importance of individual features is possible. The importance
of a feature can be computed by calculating how much that feature is decreasing
the impurity. Features that can decrease the impurity more are more important. For
classification problems, the impurity can be either Gini impurity or the information
entropy. The Gini impurity and the information entropy can be defined as:
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Table 3 Measurement of performance with 5 best features obtained from univariate feature
selection

Accuracy Recall Precision f1_score

XG Boost 0.938679 0.901948 0.934503 0.915624

Random forest 0.937017 0.89697 0.932019 0.913451

Gradient boosting 0.933506 0.901948 0.920883 0.909626

Logistic regression 0.928181 0.869264 0.937902 0.898672

KNN 0.92815 0.85 0.954636 0.897001

Linear SVC 0.926551 0.836147 0.962058 0.892617

Adaboost 0.926427 0.873377 0.926985 0.897516

MLP 0.926426 0.878571 0.923856 0.897936

SVC (RBF kernel) 0.924674 0.854762 0.941671 0.892958

LDA 0.921041 0.830952 0.953482 0.88608

Naive bayes 0.912421 0.822078 0.939639 0.8723

Decision tree 0.910387 0.882468 0.881863 0.88035

Table 4 Measurement of performance with 20 best features obtained from univariate feature
selection

Accuracy Recall Precision f1_score

Adaboost 0.971986 0.957792 0.967619 0.962203

SVC (RBF kernel) 0.971958 0.952814 0.971755 0.961515

Logistic regression 0.971927 0.957576 0.96721 0.961628

Linear SVC 0.971895 0.948268 0.976339 0.96118

MLP 0.970202 0.95303 0.966972 0.959081

XG boost 0.968601 0.948268 0.967708 0.957166

Random FOREST 0.966784 0.938961 0.971345 0.954209

Gradient boosting 0.963276 0.943506 0.958423 0.950198

KNN 0.963184 0.929437 0.971006 0.948468

LDA 0.958014 0.891558 0.995455 0.938591

Decision tree 0.938741 0.934416 0.903869 0.918418

Naive bayes 0.935078 0.895887 0.929886 0.910582

Gini = 1−
n∑

i=1

p2(ci ) (2)

Entropy =
n∑

i=1

−p(ci ) log2(p(ci )) (3)
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Fig. 2 List of important features based on the tree-based feature selection method

where p(ci) is the probability of choosing a data point with class i. After calculating
the impurity decrease from each feature, the average impurity decrease for the whole
tree is calculated and the final importance of the feature is calculated. In this way, the
importance of each feature has been calculated for Decision Tree, Random Forest,
Gradient Boosting, AdaBoost, XGB algorithm. For the comparison purpose, all these
important values have been scaled in the range of 0 and 1 using the following formula:

z = x −min(x)

max(x) −min(x)
(4)

Finally, the sum of the value of features importance has been calculated for each
model and has been plotted in Fig. 2.

Now, the top 5 features from Fig. 2 has been selected, and after applying all the
algorithms on those features, calculated scores are shown in Table 5.

Similarly, the top 20 features from Fig. 2 have been selected and the calculated
scores are shown in Table 6.

4 Results and Discussion

From Table 1 it is observed that when all the 30 features are taken, Logistic Regres-
sion, Support Vector Classification and Multilayer Perceptron got an accuracy score
over 98% and all the other algorithms have performed well with more than 93%
accuracy score. After applying correlation-based feature selection by considering 17
features, the accuracy score ofXGboost, RandomForest, andDecision tree algorithm
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Table 5 Measurement of performancewith top5 features obtained from tree-based feature selection

Accuracy Recall Precision f1_score

SVC (RBF kernel) 0.949175 0.905628 0.96087 0.930479

Gradient boosting 0.947545 0.92013 0.940549 0.929096

Logistic regression 0.947452 0.924675 0.938608 0.929537

Linear SVC 0.94742 0.900866 0.96087 0.927645

Naive bayes 0.943973 0.92013 0.93276 0.924973

XG boost 0.943942 0.915368 0.935812 0.92434

MLP 0.943912 0.91039 0.94337 0.923914

LDA 0.942219 0.872944 0.971292 0.917983

KNN 0.940464 0.89632 0.943743 0.918403

Decision tree 0.936954 0.911039 0.921575 0.914616

Random forest 0.936894 0.905628 0.927818 0.914293

Adaboost 0.931567 0.89632 0.921741 0.906558

Table 6 Measurement of performance with top 20 features obtained from tree-based feature
selection

Accuracy Recall Precision f1_score

Linear SVC 0.978945 0.957576 0.985213 0.970836

Adaboost 0.97725 0.962554 0.976583 0.968966

Logistic regression 0.977222 0.957576 0.980668 0.968511

SVC (RBF kernel) 0.977191 0.957576 0.9811 0.968383

MLP 0.977191 0.957576 0.980451 0.968513

Random forest 0.970232 0.95303 0.967276 0.959542

XG Boost 0.966693 0.948052 0.963342 0.95473

KNN 0.966601 0.919481 0.990652 0.952724

LDA 0.963276 0.906061 0.995238 0.947488

Gradient boosting 0.96146 0.938745 0.957514 0.947209

Naive bayes 0.943943 0.919697 0.932772 0.924323

Decision tree 0.940277 0.929437 0.914695 0.920899

increased a bit, whereas the accuracy of all the other algorithms decreased by around
1%. Then univariate feature selection has been used to select the top 5 and top 20
important features. Now with 20 features, the accuracy score for XG boost, Random
Forest, Decision tree, LDA, and Naive Bayes has increased; and the accuracy of the
remaining algorithms has decreased by around 1%. And with the top 5 features, the
accuracy score of all the algorithms are in the range from 91 to 93%. Similarly, the top
20 and top 5 features have been selected with tree-based feature selection. However,
after obtaining the performance with 20 features, the accuracy of Adaboost, Random
Forest, XGBoost, LDA, Naive Bayes, and Decision Tree has subsequently increased
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whereas the accuracy score of Linear SVC and KNN is almost same, and the accu-
racy score of Logistic Regression, SVC (RBF kernel), MLP, Gradient Boosting has
decreased.With the top 5 features, the accuracy score of all algorithm ranges between
93 and 94%. In Fig. 3, we have compared the results which were obtained without
feature selection with those three methods obtained after applying feature selection.
In Fig. 4, we have compared univariate and tree-based feature selection method with
5 features. So, by comparing univariate feature selection using tree-based feature
selection using the same number of features, tree-based feature selection has given

0.92 
0.93 
0.94 
0.95 
0.96 
0.97 
0.98 
0.99 

Correla on Based Feature Selec on (17 features)
Univariate Feature Selec on (20 features)
Tree Based Feature Selec on (20 features)
Without Feature Selec on (30 features)

Fig. 3 Comparison of different feature selection methods

0.9 
0.91 
0.92 
0.93 
0.94 
0.95 
0.96 

Univariate Feature Selec on (5 features)

Tree Based Feature Selec on (5 features)

Fig. 4 Comparison between univariate and tree-based feature selection with 5 features



Proper Choice of a Machine Learning Algorithm … 11

comparatively better results. Another observation is that the Tree-based feature selec-
tion has given better results than correlation-based feature selection though only 17
features are used in the case of correlation-based feature selection method. Finally,
if we compare all the algorithms in terms of accuracy score, Logistic Regression,
Support Vector Classification and Multilayer Perceptron are giving better results in
most of the cases.

5 Conclusion

In the healthcare industry, early-stage breast cancer detection is an important issue.
Detecting it at a preliminary stage is extremely crucial to prevent the hugedeath toll. In
this paper, eleven machine learning algorithms and three feature selection methods
are compared for breast cancer prediction to find the best algorithm and feature
selection method in terms of accuracy. Here, we have used k-fold cross-validation
for the comparisons which have facilitated efficient data utilization and guarantees
a much accurate measurement of the model’s performance than the traditional test
accuracy. In most cases, it is observed that Logistic Regression, Support Vector
Classification, and Multilayer Perceptron outweigh in terms of accuracy than other
machine learning algorithms. It is also clearly visible that, tree-based feature selection
is giving better results in terms of accuracy score when compared to other feature
selection methods.
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Word Boundary Detection Using
Convolutional Neural Network (CNN)
and Decision Tree Method

Kaushik Sarkar, Arnab Sadhukhan, Atreyee Mukherjee,
Shramana Guchait, and Sudipta Banerjee

Abstract Speech recognition is a vast area for research. In speech recognition word
boundary detection is an important part. Understanding and fixing the problems of
efficiently detectingwhere thewords are present in a signal is still challenging. In this
paper, we have discussed our work on word boundary detection using two different
approaches: (1) Convolutional Neural Network and (2) Decision Tree Method. CNN
is efficiently used in areas like face recognition, object detection, image classification,
etc.whereas a decision tree is broadly used in decision analysis. This study can further
help with speech recognition.

Keywords Signal processing ·Word boundary detection · Convolution neural
network · Decision tree

1 Introduction

Speech signal consists of the words spoken along with some silent parts comprising
random noises. During continuous speaking, the consecutive words have very small
pauses between them. Thus, it becomes difficult to separate them within a signal. In
this paper, the first approach to detect the word boundary is Convolutional Neural
Network (CNN).

CNNmodel is a type of neural network which is used for visual imagery analysis.
It recognizes the pattern and based on them it classifies the images. It finds the relation
between two nearest pixels and tries to recognize any pattern or higher dimensional
features which is present in an image.

In CNN approach, first, we have created word profiles of the audio signals. Then
we have done some preprocessing to reduce the input and output shape. Finally,
Mel spectrogram transformation is done to create the training dataset. The next
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approach Decision tree method is a type of algorithm that uses a tree-like structure
for classification purpose. It creates the branches from the input data and in every
branch, it applies some operations based on a comparison among some quantities.

In this method, some transformations on the raw audio signal are done to get the
features from the audio signals. Here we have used MFCC matrix as the input to the
model. Word profiles are used as the labels for the model.

2 Methodology

For this total work, first, we have to trace that raw audio signal’s portion where the
words are present. We can get the word boundaries by following two techniques:

• Convolutional Neural Network (CNN)
• Decision Tree Method

We will further discuss these techniques. Before that, we will explain few signal
processing techniques which we used in this project.

2.1 Mel Spectrogram

Spectrogram is a powerful visualization tool to represent the signal strength of a
signal. It is basically a two-dimensional graph where horizontal axis is the time axis,
vertical axis is frequency axis, and amplitude is represented by color intensity where
the dark color implies lower amplitude and the bright color implies higher amplitude.

In case of a speech signal, we transform the frequency axis into log scale and
color (amplitude) axis into Decibels.

MFCC [3] The human auditory system interpretation of pitch is not in a linear
manner. To represent this in a linear scale, the Mel Scale was developed by Stevens,
Volkmann, and Newman in 1937 by experimenting with human ears interpretations
of pitch [2]. This scale is constructed by assigning a perceptual pitch of 1000 Mels
to a 1000 Hz frequency, 40 dB above the listener’s threshold and above 1000 Hz the
scale shows a logarithmic nature. The formula for Mel scale is:

Mel( f ) = 2595log(1+ f

700
)

Mel scale spectrogram is a spectrogram where the y axis is the Mel scale.
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2.2 Mel Frequency Cepstral Coefficients (MFCC)

MFCC [3] Speech is the sound that is generated by a human by changing the shape
of the vocal tract which includes tongue, teeth, etc. The shape of the vocal tract is
responsible for the variation of sound [1]. If we can determine the shape accurately,
then we can predict which phoneme is being produced. The shape of the vocal tract
manifests itself in the envelope of the short time power spectrum. HereMFCC comes
to accurately get the envelope from the audio signal.

Mel Frequency Cepstral Coefficients (MFCCs) is a mostly used feature in
automatic speech and speaker recognition.

3 Word Boundary Detection Using Convolutional Neural
Network

We are supposed to create a model which can take an audio signal as input and can
tell what are each word’s starting and ending position in that signal.

Let us consider the following audio signal.
Just by looking at this raw audio signal, we can’t get any clue about where the

word breaks will be and another problem is different audio signals have different
lengths. The required model is supposed to work for audio signals of any length. The
following audio signal shown above has five words.

3.1 Create Word Profile

We have used 150 audio signals as our dataset. We have manually taken each word’s
start time and its duration and saved it as a csv file. Then we have created a profile
of words from the csv files.

The csv file looks like this:

Name Start Duration

marker 01 0:00.202 0:00.491

marker 02 0:00.718 0:00.517

marker 03 0:01.537 0:00.532

Steps:
length = length (audio signal)
word profile = zeros (shape = (length))
for each marker in (no. of markers):
end time = start time + duration
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Fig. 1 Raw audio waveform with word boundary

word profile [start time: end time] = 1
end for

In this way, we have created a word profile for the signals which looks like the
orange profile shown in Fig. 1.

Note: The word profile has the same length as the audio signal.
Now the word profile holds all the information:

• where the words are
• how many words are there
• every word’s starting and ending time or position

Now the main idea is, we’re giving audio signal to a model as input and it will
give the signal’s word profile as output.

But this is difficult because suppose a normal audio length is 3 s and if its sampling
frequency is 22,050/s, then we have a length of audio signal of 3× 22,050= 66,150
samples and the length of word profile is also the same, i.e., 66,150 samples and
feeding raw audio signal to train a model is not a good idea. So, we have done some
preprocessing on the audio signals.

3.2 Data Preprocessing

We have divided the signal into 0.5 s segments. We have done the same thing to the
word profile (Fig. 2).

Now we have 0.5 s input and 0.5 s output. If sampling frequency= 22,050/s then
input shape = 22,050 * 0.5 = 11,025 samples and output (word profile) shape =
11,025 samples.

The red dots in Fig. 3 are the 5 ms interval points. The sequence is 500 ms, so
we have taken one value for every 5 ms interval which is 0 or 1. These are enough



Word Boundary Detection Using Convolutional Neural Network … 17

Fig. 2 0.5 s segment of a complete word profile

Fig. 3 Word profile with 5 ms interval points

values to represent the profile. So now, the number of points will be 500 ms /5 ms=
100 samples.

Finally, we have 11,025 numbers of points for the input signal for the model and
100 output points.
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3.3 Model Architecture

3.4 Create Training Dataset

Now the model can be trained but there is still one problem left. Training the model
with raw audio signals is not a good idea. We have to transform the audio from a
time domain to any other domain.

The transformation options are: (1) FFT, (2) STFT, (3) Spectrogram, (4) Mel
Spectrogram, (5) MFCC.

Among these Mel spectrogram gives the best result, so we have performed this
transformation.

To get the 0.5 s Mel spectrogram we need to set the parameters:
window = 0.005 s = 5 ms, fs = 22,100.
We’ve used python library librosa to get the mel spectrogram.
Librosa [2] librosa.feature.melspectrogram(y = audio_samples_array, sr = fs,

n_mels = 256, fmax = 8000, hop_length = int(fs*window), n_fft = 1024).
This gives a 256× 100 matrix for every 0.5 s. Nowwe have a [256× 100] matrix.

This matrix is the input to the model.
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4 Word Boundary Detection Using Decision Tree

This is also the same approach as CNN model. We have performed some transfor-
mations on the raw audio signal to get the features from the signals and we have used
the word profiles as the labels for our model. In CNN based model the disadvantages
are, this model takes too much time to train and lots of computation is required for
the prediction. So instead of using CNN based model, we can use a Decision tree.
In this method, we use the MFCC transformation for the raw audio signals. We have
created training data from this MFCC matrix and given this matrix as input to the
model and used the word profile as the output.

4.1 Create MFCC Matrix from Audio Signals

To get the MFCCs from the audio signal, we’ve performed the following steps:

• First, we break the audio signal into small 5 ms frames. So, if we take the signal
which is sampled at 22050 Hz, we get 22,050*0.005= 110 samples, If the speech
file does not divide into an even number of frames, pad it with zeros so that it
does.

• Then we take each frame and apply complex DFT to it. We take the absolute
value of the complex Fourier transform and square the result. We would generally
perform a 1024-point FFT and keep only the first 512 coefficients (this gives only
the positive frequencies). This is known as periodogram power spectral.

• Compute the Mel-spaced filter bank. This is a set of 20–40 (26 is standard) trian-
gular filters that we apply to the periodogram power spectral estimate from step
2. Our filter bank comes in the form of 26 vectors of length 512. Each vector is
mostly zeros but is non-zero for a certain section of the spectrum. To calculate
filter bank energies, we multiply each filter bank with the power spectrum, then
add up the coefficients. Once this is performed, we are left with 26 numbers that
give us an indication of how much energy was in each filter bank.

• Then take the log of each of the 26 energies from step 3. This leaves us with 26
log filter bank energies.

• Then we take the Discrete Cosine Transform (DCT) of the 26 log filter bank
energies to give 26 cepstral coefficients. In our case, we take only the lower 20 of
the 26 coefficients.

4.2 Creating Training Data for Decision Tree

Now we have the MFCC matrix as input and for the output we have a word profile,
which is in binary form (0 or 1).
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Each of the frames is taken at a 5 ms interval. So, the first frame output should
be first value of word profile, 2nd frame output should be 2nd value of word profile
and so on but if we take each frame of feature matrix as input and each frame of
word profile (which is 0,1), the model doesn‘t know which features are present in the
previous slot and which will come in future, it just predicts on current frame features.
As a result, the model always tells that every silence part is 0 and each power part is
1.

To remove this problem, we have given the model a few previous frames and a
few future frames slot along with the present frame (we have taken the previous 5
frames and future 4 frames along with the current frame, each frame is 5 ms long,
so the model gets a 10*5 = 50 ms slot of the signal to predict the word profile).

Now the model gets the full information about previous and future frames. This
significantly improves the model output.

To create training data:

• Pad the total MFCC matrix with 5 frames at the beginning and the ending.
• Take first 10 frames (frame 0 to 9) as input and first value of word profile as output.
• Then shift one frame right and take next 10 frames (frame 1 to 10) and take next

value of word profile as output.
• Continue the process for all audio signals and finally train the model with this

training data.

5 Result Analysis

5.1 Predict Word Profiles Using Convolutional Neural
Network Approach

From the results, we can conclude that the first three figures in Fig. 4 the model is
able to predict all the word profiles correctly but in the last figure first two words
are predicted as one word but the rest of the words are predicted correctly. In the
final figure, the model predicts some individual words together but there is no wrong
prediction if we consider all the word boundaries.

5.2 Predict Word Profiles Using Decision Tree Approach

From the results, we can conclude that the first three figures in Fig. 5 theword profiles
are predicted correctly but in the last figure, themodel predicts some individualwords
together.
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Fig. 4 Predicted word profiles using convolutional neural network model
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Fig. 5 Predicted Word Profiles using Decision tree model
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Table 1 Accuracy table of
Convolutional Neural
Network (CNN) model with
different threshold values

Threshold Fully accurate Mostly accurate Overall accuracy

0.5 0.171 0.4 0.571

0.6 0.214 0.471 0.685

0.7 0.200 0.514 0.714

0.8 0.341 0.4 0.741

0.9 0.285 0.471 0.756

6 Evaluation

6.1 Accuracy of Convolutional Neural Network (CNN) Model

We have to binarize the model‘s predicted profiles with some threshold value.
Different threshold value gives different accuracy. So we have calculated the accu-
racy with different threshold values and selected the threshold value which gives
high accuracy.

The model‘s prediction is not correct always, sometimes it predicts some indi-
vidual words together but if we consider only the word boundaries, the model‘s
output is not wrong. So, to measure the accuracy based on the number of words
predicted by the model and actual number of words present in that audio signal, if
the model‘s predicted words and actual number of words are the same then we call
it fully accurate and if the model predicts some two words together but predict the
other words correctly then we call it as mostly correct. Finally, we have calculated
the overall accuracy by adding the two accuracy values (Table 1).

From the table,we can see that the threshold value of 0.9 gives the highest accuracy
so we take the threshold value as 0.9.

6.2 Accuracy of Decision Tree Based Model

We have used different Decision tree basedmodel and this model‘s accuracy changes
with respect to the depth or number of estimators. So we have built different models
and chosen the model which gives highest accuracy.

We have calculated the accuracy of the decision tree based model the same as we
calculated in case of CNN model. The overall accuracy is calculated by adding the
fully accurate and the most accurate values (Table 2).

From the table, we can see that the random forest model with 10 estimators gives
the highest accuracy so we can use that model for final predictions.
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Table 2 Accuracy table of Decision Tree based models

Model type Fully accurate Mostly accurate Overall accuracy

Decision tree depth = 5 0.185 0.442 0.627

Random forest estimators = 5 0.285 0.457 0.742

Random forest estimator = 10 0.242 0.514 0.756

Random forest estimator = 20 0.142 0.428 0.57

7 Conclusion

In this project, we have used two methods to get the word boundaries from an audio
signal. The CNN method output profile is noisy but it produces good output for
unseen data. If we apply some threshold to remove the noise, it will show a perfect
output. Sometimes it failed to find some intermediate words, but in most cases it
produces good output.

In case of Decision tree, its output profiles are nearly accurate but it doesn’t give
good results for all data. In case of unseen data, sometimes both the model failed to
recognize the intermediate word or predicting two words together.

CNNmodel’s performance is good but a lot of computation is required for a single
audio file prediction, but Decision treemodel doesn’t require that much computation.
its prediction is quite fast. This is an easier method to find the word boundary and it
can be improved by using adaptive boosting algorithms like ADABOOST method.
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Brain Computer Interface: A Review

Debrupa Pal, Sujoy Palit, and Anilesh Dey

Abstract Brain-computer interface (BCI) enables their users to use brain signals
instead of the brain’s normal peripheral nerve and muscle output paths to commu-
nicate or control external devices. Several methods can be used to obtain data from
the brain sensors that basically monitor physical processes Brain computer inter-
face technology is an emerging area of research with several applications in medical
fields. In this review, we discuss the current status and future prospects of BCI
technology and its applications in several fields. We will define BCI, examine BCI-
related signals from the human brain, and describe the functional components of
BCI. We will also review the different applications of BCI technologies in the field
of medicine, in entertainment and games, safety and security and in biomedical.
Finally, we will discuss the current restrictions of BCI technology, obstacles to its
widespread clinical application, and expectations for the future.

Keywords Brain computer interface · BCI · EEG

1 Introduction

For generations, the greatest desire of mankind is to conquer every nook and corner
of this universe. There is no secret hidden in this universe. Earlier human brain
was considered as complicated and humans were inquisitive to explore it for a long
time [1]. With the explosive growth of technology, partition between humans and
central machines have begun to shrink. In the year 1970, research on Brain Computer
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Interface was started at the University of California Los Angeles (UCLA) under
a grant from National Science Foundation followed by a contract from DARPA.
Brain-computer interface (BCI) is the direct communication path between brain and
computer which can be considered as replacement of natural connection between
nervous system (CNS) and musculoskeletal system [2]. The research community
initially considered biomedical applications when developing BCI, they help to
restore physical disabilities or lock the user’s athletic ability, and make up for lost
athletic functions [3].

In spite of that, the scope of research has been further extended to include non-
medical applications. Recent research is aimed at normal people by exploring the
use of BCI as a new input device and investigating the generation of hands-free
applications [4, 5]. On the other hand, several advantages of BCI for healthy users
have been discussed in [6].

The research paper will guide beginners to fully understand what is BCI, how and
why. In addition, BCI applications, challenges, possible solutions and the future was
also discussed.

1.1 Functions of BCI

Invasive BCIs are those that are implanted directly into the brain and have the highest
quality signal. The functionof the application programof the brain computer interface
is based on observing the user status or allowing the user communicates his/her
thoughts. BCI system records brain waves and send them to the computer system
to complete the expected task. The transmitted waves are used to obtain an idea or
control an object.

Some of the functions of BCI is described as.

1.1.1 Communication Bridge

The Brain Computer Interface (BCI) system establishes a communication bridge
between the human brain and the outside world, thereby eliminating the need for
typical information transmission methods. They manage the.

sending of information to the human brain and interpret their silent thoughts.
Therefore, they can help people with disabilities to speak and write down their
opinions and ideas throughmultiplemethods, such as in silent speech communication
[7], spelling application [8], categorization based on semantics [9].

BCI assistive robots can provide support for people with disabilities in their
personal and professional life, strengthening their cooperation in building commu-
nities [10].
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1.1.2 User Status Monitoring

Early BCI applications have been targeted at disabled users with limited mobility or
speech problems. Their purpose is to provide these users with alternative communi-
cation channels. With large explosion in this technology BCIs may become useful
for healthy users in specific situations. It is used as a physiological measurement
tool to retrieve and use an individual’s emotional, cognitive state. The goal of brain
signal utilization has been extended to control certain objects or provide alternatives
for certain objects Function, which is known as passive BCI [11].

TheBCI user statusmonitoring function is considered to be a useful in the human–
machine interface, and it is adjusted according to the estimated user emotion or
cognitive status [6, 9]. It works in shared controls environment and determine the
best possible control type used in some cases. The next section will focus on some
applications that use the brain computer interface.

2 Applications of BCI

Various forms of brain-computer interfaces have proven to be widely used in almost
all research areas. The technology was originally introduced to help people with
physical disabilities is now used in medical, neuroergonomics and smart environ-
ment, neuromarketing and advertisement, educational and self-regulation, games and
entertainment and security and authentication fields. The BCI area of applications
can be briefly summarized in Fig. 1 [12].

2.1 Medical Application

Healthcare field has multiple applications that takes advantages of brain signals
in all relevant stages including prevention, discovery, diagnosis, rehabilitation and

Fig. 1 BCI application fields
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Fig. 2 BCI applications in
medical fields

recovery as shown in Fig. 2 [13]. The importance of medical prevention lies in
the possible loss of function and reduction in level of alertness caused by smoking
and/or drinking. The effect of smoking and alcohol on attentiveness of brain waves
have been enlightened in [14–18]. Traffic accidents are contemplated the main cause
for death or some serious injuries as stated in [19, 20]. Analyzing the reason for
prevention in the future has always been the focus of research in various fields. Thus,
concentration level for those suffering from motion sickness, especially drivers, has
been studied [21, 22]. The mental state monitoring function of the BCI system also
helps to predict and detect health problems, such as Abnormal brain structures (such
as brain tumours), seizures (such as epilepsy), sleep disorders (such as narcolepsy),
and Swelling of the brain (such as encephalitis).

Using EEG as a cheap secondary alternative to MRI and CT-SCAN, it is possible
to find tumours that are caused by uncontrolled cell division. Brain tumours detection
system based on EEG have been the main theme of researches in [23, 24] while [25]
has been focused on breast cancer identification using EEG Signals. Sharanreddy
and Kulkarni proposed a system in [22] that Identifies EEG abnormalities associated
with tumours and seizures.

Mobility rehabilitation is a form of physical rehabilitation used for patients with
reduced mobility to restore their loss of function and restoration of previous levels
of mobility or at least help them adapt to acquired disabilities [26]. A stroke happens
when the blood supply to part of the brain is disrupted or reduced, preventing brain
tissue from getting oxygen and nutrients. The patient may suddenly lose the ability
to speak, have memory impairment, or become paralyzed on one side of the body.
Disabilities and stroke have become the subject of many researches interested in
solutions Involving brain signals. It has been established in [27] that brain structure
related to stroke could be reorganised and the impaired motor function could be
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restored through neuroplasticity [28, 29]. BCI based prosthetic limbs, also called
neuroprosthetic devices can be used to restore normal functionality for patients who
cannot recover previous levels ofmobility or communication as discussed in [30–33].

2.2 Neuroergonomics and Smart Environment

Smart environments, such as smart houses, workplaces or vehicles, could also uses
the brain computer interface to provide further safety, luxury and physiological
control for human daily life. It monitors the user’s mental state and adapts to the
surrounding environment accordingly. They are also expected to see collaboration
between Internet of Things (IOT) and BCI technologies as stated in [34].

2.3 Neuromarketing and Advertisement

The field of marketing has also been an area of interest for BCI researches. The
benefits of using EEG evaluation of TV advertisements related to both commercials
and the political realm is discussed in [35]. The researchers had considered the effect
of another cognitive function in the field of neuromarketing. They had been keen
in estimating the memorization of TV commercials, which provide another way to
evaluate advertising.

2.4 Educational and Self-Regulation

Neurofeedback is a promising way to strengthen the brain performance by adjusting
to human brain activity. It invades the education system, which uses EEG signals to
determine the clarity of the studied information. Individualised interaction to each
learner is entrenched according to the resultant response experienced [36]. In [37]
EEG based emotional intelligence has been applied in sports competitions to control
the stress associatedwith it. BCI technology has been explained in self-regulation and
skill learning via functional Magnetic Resonance Imaging (fMRI) neurofeedback in
[28].

2.5 Games and Entertainment

Nonmedical brain computer interfaces are used extensively in entertainment and
gaming applications. Player’s physiological functions like brain’s signals, heartbeat
and facial expression are used in this kind of neuro gaming. In [38] several games
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are discussed where helicopters are made to fly to any point in either a 2D or 3D
virtual world. In [6], Tan and Nijholt described a brain game designed to reduce
stress levels of the players. The players can only move the ball by relaxing, therefore
calm players are more likely to win, so they would learn to control their stress while
being entertained.

2.6 Security and Authentication

Biometrics based, knowledge based and object-based authentications are used in
security system. There are several applications in this field; detection of signal
distortions through EEG and eye movement, detection of irregular behaviour and
suspicious objects is discussed in [39]. In a scenario, several testers and viewers are
observing the recording of a doubtful event, only EEG and precise eye movement
can recognize the potential targets that cannot be determined by any other method
[39]. Various researches have considered the authentication of EEG signals gener-
ated from driving behaviour as a part of smart navigating systems. To verify driver’s
identity on demand, a simplified driving simulator with mental tasked condition is
used in [40, 41].

3 Components of BCI System

As shown in Fig. 3 [42], a BCI system consist of the following components: signal
acquisition, preprocessing, feature extraction, classification and application inter-
face. The signal acquisition component is responsible for recording the electrophys-
iological signals and transmitting it for signal enhancement. Two techniques of brain
acquisition methods are invasive and non-invasive method as shown in Fig. 4 [13].
Preprocessing component is responsible for enhancing the signal-to-noise ratio. The
goal of feature extraction is to find discriminative characteristics for the improved
signal, reducing the size of the data applied to the classification component. Trans-
lation of produced feature into device commands is carried out by classifiers [3,
43].

4 Challenges in BCI System

Usage of brain signals in establishing the communication interface has faced several
challenges. System obstacles specially those related to EEG features characteristics
are technical challenges. Limitations affecting the level of human acceptance are
described as usability challenges [44].
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Fig. 3 Components of a BCI system

Fig. 4 Brain acquisition methods
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4.1 Usability Challenges

User acceptance of BCI technology utilization is a limitation as discussed in [4].
Matters related to the training process necessary for classes’ discrimination. are
considered. Training the user occurs in either the classifier calibration phase or in
the preliminary phase [45]. Sweating is a common problem which occurs while
wearing a prosthetic device. When a person wears such a device managing large
energy consumption is a challenge.

4.2 Technical Challenges

The brain of a human is a highly complex, nonlinear and nonstationary system in
which detecting the chaotic behaviour of neural ensembles is actually a challenge
faced by BCI. The non-stationary nature of electrophysiological brain signals is the
main problem in the development of BCI systems [5, 46]. The psychological and
emotional state background generated by different conversations may contribute to
EEG signal variability. Noise is also a challenge faced by BCI technology and an
important factor leading to nonstationarity problem. This includes harmful signals
caused by changes in electrode position and environmental noise [47].

To preserve high spatial accuracy the signals are recorded frommultiple channels.
Several feature extractionmethods have been suggested as the amount of data needed
to properly describe different signals increases exponentially with the dimensionality
of the vectors. They play a critical role in identifying the distinguishing feature.
Preferably it is desirable to use, at least five to ten times as many training samples
for each class as the number of dimensions [44]. For BCI system, this solution
cannot be sustained in a highly dimensional environment causing the extension of
the dimensionality curse [48].

5 Conclusion

The human brain is a highly complex structure. Brain signals reflect the user’s inten-
tions and controlling behaviour of the brain or the effect of information received
from other body parts either sensing or internal organs. BCI is a useful technology
which provide a channeling facility between human brain and computers or devices.
Applications of BCI have encouraged and attracted the researchers around the world.

Applications of BCI have encouraged and attracted the researchers around the
world. This paper presented a study of BCI with growing interest in several sectors
such as medical, organizational, transportation, gaming and entertainment, and secu-
rity and authentication fields. It also demonstrates five stages of BCI. These stages
are signal acquisition, preprocessing and signal enhancement, feature extraction,
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feature classification and finally the application interface. It also illustrates several
devices used for capturing brain signals. The study of BCI applications reflects that
the user can perform any difficult work or any impossible work for a paralyzed
person, with the help of only his/her thoughts and without involving any paralyzed
organ. There are few challenges and issues posed as a result of utilizing brain signals
for example understanding human brain activity, usability, capturing minute details,
wearing problems and hardware problems.

According to the review presented in this paper, it can be acknowledged that
once the challenges are resolved, we will be able to control the power of decision
making and manipulation of human body to act and react to certain situations in an
entirely different way. In the more distant future, developments in BCI will have a
huge impact for the interaction between human beings. Concisely, we are advancing
towards connecting people through neural signals.
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COVID-19 Economic Tracking
and Assistance System (CETAS)

Tamajit Biswas, Pranab Hazra, Baishali Sarkar, Debdas Mondal,
Deepali Kumari, and Niladri Mallik

Abstract Amidst the current pandemic situation which has been going on for a
significant period of time now, although vast numbers of people are safe in their
homes, this crisis has renderedmillions of people unemployed,mainly the dailywage
labourers, etc., who are now struggling with not only the gravity of the coronavirus
but also with hunger and unemployment. We are witnessing a rich and poor divide
that has crossed boundaries that were never explored before. We are all aware of
the hardships of the people who are daily struggling just to manage a day’s food
for their family, and so as responsible engineers, we plan to develop an Android
application which aims on directing financial aid to those who are actually needy
by gathering funds from millions of donors across the nation who share the same
ideology and wish to help these people out but are unable due to the pandemic related
restrictions. People who are deserving of this financial aid and also the people who
wish to donate will be able to register themselves on the application, post which
verification will be conducted for both the parties after which a designated amount
of money will transferred to the needful directly. All cyber security protocols are
aimed to be implemented so as there is no presence of any anomaly.

Keywords Unemployment · COVID-19 · Pandemic · Economic · Android
application · Assistance · Livelihood

1 Introduction

Approximately, 7months ago in themonth of April, the world as we knew it suddenly
entered into a pandemic crisis because of a virus, named coronavirus or COVID-19
which originated in Wuhan, China, last year in the month of December. This has
resulted in the death of millions of people around the world. Moreover, due to the
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lockdown restrictions imposed in various countries to contain the spread of the virus,
several businesses have been forced to come to a standstill especially in India. People
working in menial jobs such as daily wage workers, farmers, small business owners,
etc. are the ones those have been the most affected in the wake of this pandemic. This
has further widened the gap between the rich and the poor. The poor are struggling
more than ever to make their daily ends meet and to feed their family. Due to import
and export restrictions, there has been a decline in economics in multiple countries.

This has resulted in a situation that ultimately affects the poor consensus of
mankind the most. So, as engineering students, we might not be capable of directly
improving the economy of the country momentarily, but we can definitely contribute
and help to reduce its effect on the commonmasses of people who belong to the BPL
category. This can be done in the form of donations from like-minded people who
wish to contribute towards this cause so that the ones who do not have a source of
income can at least manage to keep their families fed and safe.Wewish to develop an
Android-based application that aims to become a bridge between these two sections
of people. These donations would be collected from willing donors who would
register themselves on this application, and the collected funds are transferred to the
corresponding receivers who are registered on the same platform.

2 Genesis

The International Labour Organization [1] in its report describes the coronavirus
pandemic as the worst global crisis. About 400 million people (76.2% of the total
workforce) functioning in the informal economy in India are under threat of being
further pulled towards poverty because of catastrophic circumstances caused by
the COVID-19 pandemic. Since most of the world has been subjected to exten-
sive lockdowns, it has resulted in the loss of 195 million full-time jobs or 6.7 per
cent of working hours globally which has surely increased the unemployment dras-
tically. Several thousands of people work menial jobs where sudden loss of income
is disastrous to livelihood (International Labor Organization, 2020) [1] (Fig. 1).

Similarly, to cope up with the COVID-19 pandemic, the Indian government had
imposed lockdown on 25th March, 2020, in India. Consequentially, millions of
people, especially migrant workers and daily wage labourers lost their jobs. Till
April, already 4 million people have lost their jobs, and the number is keeping
on increasing. The most critical and immediate impact of COVID-19 pandemic is
unemployment while lower to none economic growth and rise in financial gap in
people would be the long-term effects, according to a survey by the Indian society
of Labour Economics (ISLE) [3] (Fig. 2).

During lockdown, the exports and imports were entirely put a halt, which resulted
in minimal cash inflow into the nation thus all the more reducing any and all scopes
of employment. This not only affected the India’s economy but also affected millions
of people who struggled to manage their basic expenses for sustaining. Other sectors
such as tourism, food and beverage industry were also completely shut down during
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Fig. 1 Unemployment and Labour Participation Rate of India [2]

Fig. 2 Unemployment rates in the state of West Bengal in the last 6 months [2]
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that time which resulted in the unemployment of several thousands of people who
were working in this sector. Due to all these reasons, India and its people are badly
affected economically. While the nation would deal with this situation differently
and would surely come out of it in the near future, the people who lost their jobs or
sources of income are still struggling with hunger, expenses and for an opportunity
of income. Many of them lost their lives not due to the pandemic but due to the
shortage of food and money.

3 Solution Methodology

The nation-wide lockdown greatly affected India’s economy and thus resulted in
millions of people losing their jobs. Since the rate of unemployment is increasing
day by day, there is a genuine need of financial support for the people who were the
most affected by it such as daily wage labourers, menial job workers, people working
in the food and beverage industry, taxi and auto-rickshaw drivers, coolies, etc.

There are alsomillions of peoplewho have themeans to comfortably sustain them-
selves during the lockdown such as government employees, private sector employees
such as engineers, doctors, chartered accountants, etc. These people are all aware of
the situation andwere sympathetic towards the people who are struggling for survival
financially but were unable to reach out their helping hands due to the restrictions of
lockdown.

So we as engineers decided to address this grave issue at hand and develop an
Android-based application to connect the people who want to help the people who
actually need the help through an erstwhile mechanism. This application aims to
collect funds from people who wish to donate and then direct these funds to the
needy people for a certain period of time or until the situation is conducive for them
to earn their livelihoods again.

3.1 Application Overview

The applicationwill act as amediumbetween the donors and the acceptors. Basically,
the application will collect funds from the donors and transfer them into a neutral
account post which a verification of all relative documents of the receivers will be
conducted to ensure authenticity. After successful verification, a database of genuine
receiverswill be createdwhilemaintaining priority for each receiver based on number
of heads in family, and a certain amount of money will be directed to the accounts
of the receivers monthly for a certain period of time.
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3.2 Features

• Basic Information:

After successful installation of the application, the user has to complete the basic
registration for signing up in the application. Basic registration includes providing
information of the user such as their email address, personal mobile phone number
and then they have to create their own password. After successfully signing up in the
application, they can utilize the application’s services.

• Creating an Account of Donor/Acceptors:

After a user has successfully registered himself/ herself, there will be two sections to
choose from: one for offering to donate funds as a donor and the other for receiving
the financial aid as an acceptor. For either of the sections, the user has to provide
their Aadhar Card number, upload their photograph, and also their PAN card number
(optional). Only after these documents are uploaded or produced, they would be
treated as a donor or acceptor account.

Donor: For a donor account, firstly, they have to provide some basic infor-
mation about them such as name, address, age, occupation, email address and
phone number.

After that, they will have to select their method of payment for contributing any
amount that they desire to the fund. There will also be the provision of donating
multiple times. After successful payment, they get an e-receipt as a proof of their
successful donation.

Acceptor: For an acceptor account, the acceptor has to give their basic information
much similar to the donor such as their name, address, age, email address (optional)
and phone number. Apart from these, they would also have to fill a formwherein they
have to select their profession before unemployment or their current employment,
daily income, income certificate, number of members in family, mention family
members’ name and age. They would also have to select if the user and/ or the
family members are ration card holders, if the children are registered in government
schools, the bank account number and the bank name for receiving the payment.

3.3 Salient Aspects

• Holding Funds:

All the funds that would be received from the donors will be deposited in a bank
account which would be registered under the name of the application and would be
treated as an NGO body. The transaction details of this account will be available to
all the users that are registered in the application as donors.
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• Fund Management:

It is the most crucial part of the application which will decide the amount that is to
be transferred and also would hold the database of acceptors who wish to receive
the financial aid on the basis of priority which would be set as per their chosen
parameters.

• Acknowledgements:

An e-acknowledgement receipt will be issued to the people who make donations to
through the application complimented with a dedicated message for their service.

• Help Section:

In the application, there will be a dedicated help section where all the users would
be able to learn about the aspects of the application and would also be made aware
of using the application ethically. This section will also include tutorials for the
application and the option to contact a customer support representative.

4 Conclusion

The COVID-19 Economic Tracking and Assistance System or the CETAS android
application aims to become the bridge between the people who have more than their
means and the people who are becoming and living below their means so that in the
next phase of pandemic, the society does not have to deal with the additional impacts
of hunger and poverty. This android application will help in stabilizing the condition
of millions of people across the nation so that we can all fight together with this
pandemic and come out strong and victorious.
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Use of Convolutional Neural Network
(CNN) to Detect Plant Disease

Navoneel Moitra, Akanksha Singh, and Subhram Das

Abstract The automatic and accurate detection of diseased leaves is a challenging
job for researchers. It offers a promising step towards food security and agricultural
growth. On contrary, the conventional manual interpretation is time-consuming and
expensive. In this paper, it proposes a new approach to detect plant diseases using the
deep learningConvolutional Neural Network.We have used 1900 images, taken from
a public dataset to train our model. This deep learning model is designed to consist of
25-layer for plant disease classification. The trainedmodel achieved96.64%accuracy
to detect the plant disease. The proposed deep learning convolution neural network
model may have great potential in disease detection for current cultivation on large
scale.

Keywords Plant disease · Deep learning · Convolutional neural networks

1 Introduction

The recent trends of Computer Science involve the usage of Artificial Intelligence up
to a great extent which has significantly reduced the labor and time for various tasks
which were once predominantly manual. Like other fields technology has found its
way to agriculture as well. The recent trend of technological revolution that agricul-
ture is going through is mainly automation. Institutions both profit and non-profit
have come up with a digital trend in agriculture. It is a non-debatable point that
agriculture with the help of automation will increase farmer yield to a great extent.
Humans now meet the criteria for food production to cater to the demands of almost
all the world’s population. Even though food security is threatened by several factors
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like climate change [1, 2] and different diseases [3]. Plant diseases are not only a
threat to the availability of food security around the world, it can have devastating
consequences for small scale farmers whose income depends on healthy crops. It has
been found out that 80% of agricultural produce is generated by small scale farmers
[4], this section of farmers has a loss percentage of around 50% due to pests and
diseases [5]. Moreover, this is the largest section of people plagued by hunger in a
farmer’s household [6]. Efforts have been taken to minimalize the loss of crops due
to diseases. Widespread application of pesticides has been used in the past 10 years
through means of integrated pest management approaches [7]. Although this proves
to be effective to a certain extent, the effectiveness can be increased if the diseases
are identified early due to the efficient disease management steps which can be later
taken. The present advent of smartphones offers an efficient way of detecting plant
diseases, each of the devices has a significant processing power with high definition
cameras coupled with a high-resolution display. This is further aided by the fact that
mobile broadband access is accessible almost all around the world and can be used
to capture data for processing [8]. The advancement of computer vision and object
recognition has made tremendous progress in the last few years. A few of the notable
works [10–12] are set as standards for image recognition particularly Artificial Intel-
ligence enabled vision including object classification. In 2012, a deep convolutional
neural network achieved the task of classifying images in 1000 categories having a
top 5 error of 16.4% [13]. Further works in this technology have lowered the error
rate to 3.57% [13–17]. Deep learning in the present is utilized in various diverse
regions of technology. A proper rendition includes the image of a plant as input
and hence gives a crop-disease pair as output [18]. Deep Learning neural networks
involve mapping the input layer and output layers over a series of nodes. The imple-
mentation involves correctly mapping the input layers and output layers by a proper
structure and correct edge weights. The entire process is challenging in computa-
tional terms, though in recent times has improved drastically through a breakthrough
in technology [19, 20]. Progressive research [21, 22] shows that leaves photographed
in natural environments do not give the same results as a controlled environment and
hence the conventional dataset [9] is modified with images from the natural envi-
ronment as well as controlled environments to include diversion and achieving the
desired results. Bringing all into a common roof to identify the diseases of a variety of
plants with high accuracy is a part of the primary reason for carrying out the work and
hence implementing it from a broader perspective. Convolutional Neural Networks
using Keras is a feature that can be used to greatly solve the mentioned problem
domain as it yields high accuracy with the ability to combine a diverse variety of
plant species, such that in the near future scope it can be implemented real-time to
provide a sustainable and effective solution in the agricultural domain.



Use of Convolutional Neural Network (CNN) to Detect Plant Disease 45

Fig. 1 File structure of data set used

2 Material and Methods

2.1 Data Sets

The major challenge that pertains to the detection of the plant leaf is the fact that
classification results are poor when done in real-time environments as compared to
the one in lab environments. One of the primary reasons is that the non-availability
of datasets in correspondence to this work, most of these data sets are mainly derived
from the plant village data set. PlantVillage data sets (Fig. 1) consist of 54,323 images
divided into 38 classes of various diseased and healthy pairs. There are 14 different
crop species in total in this dataset, each crop has is grouped under a class with a
crop-diseased pair. The images are resized into 256 × 256 pixels in the preliminary
step as model optimization and predictions are performed on these images, which
are downscaled. The source of this dataset is available in Kaggle (a crowd sourced
platform by Google). All the images are taken on a solid color background which is
labeled only by using a class name. Figure 2 to adapt the Plant Village for practical
usability the plant disease dataset is introduced.

2.2 Convolutional Neural Network

2.2.1 Model Overview

Convolutional neural networks are used to train the image dataset by using the pre-
processed images as it emulates human-retinal functionality by building an Image
Classifiermodel. This process, involves learningwhich is complex bynature and clas-
sification process and hence uses aGPU,which is available viaKaggleNotebooks for
faster execution. This like other neural networks also functions on neurons arraigned
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Fig. 2 Images of leaves in the dataset

Fig. 3 Illustration of a CNN model

in layers, which contribute to efficiency. The efficiency can be also increased by
the increase of the depth of layers and/or can be increased by altering the image
parameters of the input image.

A convolution multiplies (Fig. 3) a matrix of pixels with a kernel (filter matrix)
and adds up the multiplied values, this procedure is repeated into every pixel and is
repeated until all the image pixels are hence covered. Visualization is shown below.

2.2.2 Preprocessing of Data

• Resizing of the dataset images

Preprocessing of the images is needed to achieve resizing the images into a fixed
side of (256× 256) this is done to decrease the processing load on the neural network.
This process is achieved by using OpenCV (Open Computer Source Vision) which is
a library of programming functions mainly used for image processing. This is mainly
supported by multiple platforms and is supported by deep learning modules such as
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TensorFlow, PyTorch, Torch, etc. The image and the directories in which the images
are stored are kept in two distinct lists mainly by using tools from OpenCV.

• Assigning Binary Values to images

The leaves are needed to classified whether they are healthy or diseased, this is
achieved by using LabelBinarizer, particular leaves are assigned binary values to
assign its state, conventionally using the transform method, this process assigns one
binary label to multiple classes (whether it belongs or doesn’t belong to a particular
class).

• Conversion to a NumPy list

The features extracted from the leaves are converted to NumPy arrays, with all the
features extracted and hence stored into matrices. A NumPy array consists of a grid
of values that is indexed by a non-negative tuple. The rank of the array represents
the dimension of the array, the shape being the tuple of integers giving the size of
the array along each dimension, the value of each pixel is stored in the NumPy array
list.

• Splitting up the dataset into Test and Train

The dataset is then split up into Test and Train which has the same predictors or
variables. The difference between the two is the observation and the specific values
in the variables, by fitting the model on the training dataset errors are implicitly
minimized and correct responses are found. Themodel which is fitted hence provides
a good prediction of the training dataset. The test dataset is then used for testing the
model and checks the validity and efficiency of themodel. Test and train are randomly
split into subsets from the original dataset.

2.3 Training the Model

• Image Data Generation

Image data generator classes are used to configure random transformation and
normalization on the image dataset, this is mainly used by the Keras model which
is used for the classification. The process is done on augmented image batches via
the data-labels or directories. The model then accepts the generated data as inputs,
which are used to fit the data generators, evaluate, and finally predict them.

• Building the model

The model is built using Sequential layers. As it has a plain stack of layers specif-
ically one input and one output tensor. Each layer has a weight attached to it, which
corresponds to the layer following it. Keras provides simplicity in doing this process.
There are 25 layers and output layers in the model. ReLU (Rectified Linear Unit) is
used as an activation function, which is defined mathematically as



48 N. Moitra et al.

y = max(0, x). (1)

The function is linear for values that are greater than zero, and hence has a lot
of desirable characteristics which are achieved in linear activation function can be
obtained, while backpropagating in training the model and yet is nonlinear as values
lesser than zero is always considered as zero. This makes ReLU an automatic choice
while choosing the activation function.

• Accessing Model Training History

Trainingmatrices for each Epoch can be accessed by usingKeras’Model Training
History, which includes the loss and accuracy for the classification problems as well
as for the validation dataset. Either one is set then the history object is returned as
the fit function is used to train the model. The loss is used to train the gradients of a
neural network and which in turn is used to update the weight of the neural net.

• Evaluation of Model

The accuracy score is the number of true positives and true negatives divided
by the number of true positives, true negatives, false positives, and false negatives
and since this is a classification-based model hence, Accuracy is found out for this
particular model as well.

3 Results and Discussion

The results presented in this section are related to training with the whole database
containing both original and augmented images of leaves that are both healthy and
diseased. As it is known that convolutional neural networks (CNN) can learn features
when trained on larger datasets (pre-processed training image) and tries to replicate
the human-retinal functionality, and hence building an image classifier that consists
of only original images is limited in scope. After fine-tuning the model to a certain
extent an accuracy of 96.64% is achieved in the process. The whole process consists
of about twenty-five epochs or hyperparameters or iterations consisting of a forward
pass and a backward pass (Table 1).

The plot between the training accuracy and validation accuracy is also plotted,
hence it is evident that with each epoch or iteration the accuracy level increases in
the training accuracy (Fig. 4).

The plot between the training and validation loss is also plotted which shows that
the loss level decreases with each epoch or iteration (Fig. 5).
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Table 1 Accuracy and loss
percentage of epochs

Loss Accuracy Validation loss Validation accuracy

0.1276 0.9717 0.1693 0.9724

0.1084 0.9723 0.4877 0.9490

0.1117 0.9718 0.2886 0.9605

0.1049 0.9720 0.2649 0.9724

0.0966 0.9734 0.2252 0.9673

0.0943 0.9737 0.1999 0.9679

0.0869 0.9740 0.2717 0.9520

0.0805 0.9752 0.1514 0.9663

0.0786 0.9755 0.1767 0.9618

0.0767 0.9762 0.0940 0.9723

0.0703 0.9775 0.1532 0.9659

0.0678 0.9781 0.1157 0.9687

Fig. 4 A plot of the training
and testing accuracy

Fig. 5 A plot of the training
and validation loss
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4 Conclusion

In this paper, image classification is done using a deep learning convolution neural
network to detect plant disease automatically. A distinctive and detailed study has
been carried out by previous implementations that have been tested but have been
insufficient in properly dealing with the exact problem domain and providing an
accurate analysis. This paper explicitly discusses and testsDeepLearning technology
implementation in plants. There has been a recent surge in the studies of Artificial
Intelligence in the field of agriculture, neverthelessmostly all studies converge specif-
ically to a species or two, and hence to provide results to a broader array of plants this
study has been carried out. Our model provides an accuracy of 96.64% to detect plant
disease which is also fair reasoning for its adoption. This deep learning technology is
a new smart technology to detect plant disease without human interactions. Overall,
the existing method works practically well with many different crop species to detect
diseases and with more training data is likely to improve performance significantly.
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Prediction of Blended Fuel
Characteristics Through Regression
Modelling

Sumit Nandi, Debopriya Dey, and Rupa Bhattacharyya

Abstract Blended fuel attracted considerable attention for the environmental
sustainability, mitigation of scarcity of non-renewable fuels and enhancement of
property modification for the last few decades. Jatropha Curcas oil (JCO), a non-
edible vegetable oil, can be utilized for the preparation of non-conventional alterna-
tive energy sources like biodiesel which may be blended with diesel fuel for better
environmental sustainability. Initially, biodiesel is prepared from JCOwith methanol
through transesterification reactionmaintaining optimized reaction parameters in the
presence of biocatalyst. After that mathematical relationships between fuel proper-
ties and blended fuel have been established through regression analysis method for
the prediction of fuel properties like density, kinematic viscosity, cloud point and
flash point. The blended samples are prepared ranging from 10 to 60% (B10 to B60)
for biodiesel-diesel fuel. From the experimental results, graph of each fuel property
has been plotted and mathematical equation of each fuel property for biodiesel-
diesel blends are approximated with their respective coefficient of determination
(R2). The results of estimation show that blended fuel properties have linear rela-
tionships regarding density, kinematic viscosity, cloud point and flash point. The
equations identified for the properties of blended fuels are prerequisites as input data
research findings. From the estimation of mathematical regression equation based on
experimental findings, prediction can be done for any fuel properties for any ratios of
biodiesel-diesel blends. So mathematical understanding contributes a better pathway
for finding out the properties of blended fuels which may help to reduce the scarcity
of conventional fuels.
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1 Introduction

Blended fuel or biodiesel-diesel blends may be the most suitable option in the future
energy sector due to the depleting conditions of fossil fuels along with the degra-
dation of environmental conditions. Mathematical understanding for the estimation
of blended fuel properties is one of the most suitable options for the identification
of the best process technology. Different raw materials are used for the preparation
of alternative fuel but JCO is probably the most appropriate raw material in this
respect due to its easy availability, non-edible nature and low cost [1–4]. Blended
fuels are prepared with biodiesel prepared from different edible and non-edible
sources by different researchers and their characteristics are also analyzed [5–8].
Chen et al. analyzed the fuel properties and combustion characteristics of blended
fuel prepared from JCO [9]. Mofijur et al. also evaluated the blending performance
of Jatropha curcas methyl ester along with engine performance and emission char-
acteristics [10]. Present author also studied different aspects for the preparation of
biodiesel from JCO, e.g. by varying alcohols [11], with recycling of enzymes [12]
and through comparative studies between chemical and biocatalytic methods [13].
Roy et al. analyzed the mass transfer kinetics for biodiesel preparation from JCO
through mathematical techniques [14]. For the prediction of blended fuel proper-
ties, different mathematical techniques and methodologies have been applied for the
appropriate outcomes. Adnan Berber analyzed the fuel flow performance of diesel
engines through mathematical techniques [15]. El Galad et al. made an economical
study for blended fuel through empirical equations [16]. Acharya et al. studied the
blending performance from mahua biodiesel through regression models and showed
that 30% blending is the optimum blending ratio taking Cold Filter Plugging Point
into account [17]. Gulum and Bilgin also measured and predicted the density and
viscosity of different blended fuels by using the exponential model [18]. Different
researchers applied differentmathematical techniques for the prediction of properties
of different blended fuels like biodiesel-diesel blends, vegetable oil-diesel blends,
ethanol–diesel blends, etc. [19–23]. But few studies have been made for the analysis
of fuel properties made of biodiesel-diesel blends prepared from JCO and methanol
through transesterification reaction in the presence of enzyme as a catalyst. So, in the
present research investigation, blended fuel properties like density, viscosity, cloud
point and flash point have been analyzed through regression model.

2 Materials and Methods

The JCO used in this study was collected by M/s. Arora Oils Ltd., Burdwan, West
Bengal, India. The enzyme used for the transesterification reaction was a kind gift
of Novozyme South Asia Pvt. Ltd. Bangalore, India. The chemicals used in this
work such as methanol (99.8% pure) and hexane were purchased from S.D. Fine
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Chemicals (Mumbai, India). Except otherwise specified all other chemicals used
were A.R. Grade.

Transesterification reaction was carried out by taking JCO and methanol in an
appropriate proportion in an Erlenmeyer flask (250 ml) fitted with a water condenser
and stirred by a magnetic stirrer at different temperatures for 8 h in the presence of
immobilized enzyme. Sampleswere taken from the reactionmixture at specified time
intervals for analysis. Biodiesel characterizationwas done according to theAmerican
Standard TestingMethod. After biodiesel preparation, blending was done with diesel
fuel in definite proportions (20–80%) for the estimation of viscosity, density, cloud
point and flash point. For each property of blended fuel, a mathematical equation
and regression coefficient (R2) has been developed using regression analysis through
mat lab software.

3 Results and Discussions

The different properties of JCO, JCO biodiesel and mineral diesel are presented and
compared in Table 1. The JCO is found to have a higher density and higher kinematic
viscosity thanmineral diesel. The higher density is due to the highermolecularweight
of triglyceride molecule. Its calorific value is also lower than mineral diesel which
is attributed to its difference in the chemical composition with that of diesel. So
direct use of JCO in engines is difficult for these issues. After transesterification of
JCO to JCO biodiesel, the kinematic viscosity reduces to 1/5 of its original value
and comes closer to that of mineral diesel. The properties like density, kinematic
viscosity, flash point, refractive index, cloud point, calorific values and pour point
of biodiesel almost satisfy according to the test methods. The JCO biodiesel has a

Table 1 Comparative properties

Properties JCO JCO biodiesel Biodiesel standard Diesel fuel Test method

Kinematic
Viscosity @ 40 °C
(mm2/s)

20.65 4.35 1.9–6.0 1.3–4.1 ASTMD-445

Flash point (°C) 213 180 >120 60–80 ASTMD-93

Pour point (°C) 7.4 3.8 −15 to 10 18 ASTMD-93

Density @
15 °C kg/m3

930 872 860–900 825 –

Refractive index at
40 °C

1.61 1.46 1.34 1.45 –

Calorific value
(MJ/kg)

37.56 36.9 33–40 45 ASTM-6751

Cloud point (°C) 15 13 – – ASTMD-2500
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higher flash point which ensures less chance of flammability hazard which is better
for safety purposes.

Variation of density with blending ratio:

The density is an important fuel propertywhich affects the engine performance due to
changes in fuel injection capacity. As the fuel injection system of an engine measures
the fuel by volume so any change in the density will directly influence the engine
output. So for the relationship of variation, amathematical approach has been applied
and the least square regression line of density (D) versus biodiesel percentage (X)
may be represented as.

D = a1X + a0 where a0 and a1 are obtained from the normal equations

∑
D = a0N + a1

∑
X;

∑
XD = a0

∑
X + a1

∑
X2 and

a0 = (
∑

D)(
∑

X2)− (
∑

X)(
∑

XD)

N
∑

X2 − (∑
X

)2 and

a1 = N
∑

XD − (∑
X

)(∑
D

)

N
∑

X2 − (∑
X

)2

So, the linear relationship between density and blended fuel can be represented
as

D = 0.3686 X + 832.93 (1)

From the above understanding, linear correlation coefficient (r) of regression line
can be represented as

r = N
∑

XD − (
∑

X)(
∑

D)
√[

N
∑

X2 − (∑
X

)2][
N

∑
D2 − (∑

D
)2]

and the coefficient of determination (R2) can be represented as

R2 = Explained variation

Total variation
=

∑(
Dest − D

)2
∑(

D − D
)2

where Dest is the estimated density from mathematical equations.
For Eq. (1), we can get the value of r = 0.9935 and R2 = 0.9873 which indicate

very good linear relationship between density and biodiesel percentage as shown in
Fig. 1.
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Fig. 1 Variation of density
with biodiesel percentage in
blended fuel

Table 2 Predicted value
versus experimental value for
density of blended fuel

Fuel Predicted density
@ 15 °C kg/m3

Experimental density
@ 15 °C kg/m3

B 70 859 860

B 80 862 863

B 90 866 867

B 100 870 872

It has been observed fromFig. 1 that the density increases linearlywith an increase
in the biodiesel percentage in the biodiesel-diesel blends (B10 to B60) as the density
of biodiesel is higher than diesel. Using Eq. (1) the predicted value of density for
B70 to B100 can be calculated and obtained as in Table 2. A good correlation has
been observed using regression analysis method for the identification of the density
of blended fuel.

3.1 Variation of Kinematic Viscosity with Blending Ratio

Engine efficiency depends on the fluidity of fuel which is affected by viscosity. The
kinematic viscosity influences the operation of a fuel injection system, particularly
at low temperature conditions. For higher viscosity of fuel, atomization would be
difficult which results in delayed combustion along with soot formation and carbon
deposits. So for the identification of the relationship between kinematic viscosity and
biodiesel percentage in blended fuel, a mathematical approach has been applied and
the least square regression line of kinematic viscosity (V ) versus biodiesel percentage
(X) may be represented as
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Fig. 2 Variation of kinematic viscosity with biodiesel percentage in blended fuel

Table 3 Predicted value
versus experimental value for
kinematic viscosity of
blended fuel

Fuel Predicted kinematic
viscosity
@ 15 °C kg/m3

Experimental kinematic
viscosity
@ 15 °C kg/m3

B 70 3.571 3.65

B 80 3.81 3.9

B 90 4.049 4.1

B 100 4.288 4.35

V = 0.0239 X + 1.898 (2)

For Eq. (2), we can get the value of r = 0.9979 and R2 = 0.9947 which indicate
good correlation between kinematic viscosity and blended fuel as shown in Fig. 2.

It has been observed from Fig. 2 that similar to density, the kinematic viscosity of
biodiesel-diesel blends shows a linear increasewith increase in volumetric percentage
of biodiesel (B10 to B 60). Using Eq. (2) the predicted value of kinematic viscosity
for B70 to B100 can be calculated and obtained as in Table 3. A good correlation has
been observed using regression analysis method for the identification of kinematic
viscosity of blended fuel.

3.2 Variation of Cloud Point with Blending Ratio

Cloud point is an important property of fuel for low temperature applications. The
cloud point is the temperature at which a cloud or wax crystal first appears when
fuel is cooled. So very low cloud point for any fuel is not desirable especially for
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cold countries. So for the identification of the relationship between cloud point and
biodiesel percentage in blended fuel, a mathematical approach has been applied and
the least square regression line of cloud point (C) versus biodiesel percentage (X)
may be represented as

C = 0.1229 X + 0.8667 (3)

For the Eq. (3), we can get the value of r = 0.9922 and R2 = 0.9835 which indcate
good correlation between cloud point and blended fuel as shown in Fig. 3.

It has been observed from Fig. 3 that like density and kinematic viscosity, this
property also show an increase in value with an increase in blending ratio (B10
to B60). Using Eq. (3) the predicted value of cloud point for B70 to B100 can be
calculated and obtained as in Table 4. It shows that predicted value and experimental
value are very close to each other which proves the correctness of the identified
regression model.

Fig. 3 Variation of cloud
point with biodiesel
percentage in blended fuel

Table 4 Predicted value
versus experimental value for
cloud point of blended fuel

Fuel Predicted cloud point (°C) Experimental cloud point
(°C)

B 70 9.46 9.9

B 80 10.69 11.2

B 90 11.92 12.3

B 100 13.15 13.5



60 S. Nandi et al.

3.3 Variation of Flash Point with Blending Ratio

The flash point of a fuel is important for safety purposes. It is the minimum temper-
ature at which a fuel emits enough vapour to get ignited. Higher flash point indicates
low volatility of fuel and greater safety. So from mathematical understanding, the
relationship between flash point (F) and biodiesel percentage (X) in blended fuel
least square regression line can be represented as

F = 1.321 X + 47.8 (4)

For Eq. (4), we can get the value of r = 0.9958 and R2 = 0.9916 which indicate
good correlation between cloud point and blended fuel as shown in Fig. 4

It has been observed from Fig. 4 that flash point shows an increasing tendency
with increase in blending ratio as the flash point is higher for JCO biodiesel (B10
to B60). Using Eq. (4) the predicted value of flash point for B70 to B100 can be
calculated and obtained as in Table 5. A good correlation has been observed.

Fig. 4 Variation of flash
point with biodiesel
percentage in blended fuel

Table 5 Predicted value
versus experimental value for
flash point of blended fuel

Fuel Predicted flash point (°C) Experimental flash point
(°C)

B 70 140.27 143

B 80 153.48 157

B 90 166.69 169

B 100 179.9 182
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4 Conclusion

In the present research investigation, the suitability of blended fuel prepared from
JCO biodiesel has been analyzed and it has been observed that the different physic-
ochemical properties of blended fuel satisfy the standard specifications. With regard
to kinematic viscosity and density, blended fuel show some higher values than diesel
fuel. The different linearmathematical equations have been identified from the exper-
imental observations to predict the blended biodiesel properties at different blending
ratios. The developed mathematical models recognized a higher coefficient of deter-
mination (R2) between biodiesel properties and blending ratio which shows excellent
prediction of blended fuel properties. In future, there is a plan to study the engine
performance and emission characteristics by using blended fuel from JCO biodiesel
and diesel at a suitable blending ratio for best engine performance and emission
characteristics which would be helpful for a sustainable environment.
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Path Minimization Planning and Cost
Estimation of Passive Optical Network
Using Algorithm for Sub-optimal
Deployment of Optical Fiber Cable

S. K. Biswas and Amitava Podder

Abstract Passive optical network (PON) is an ultimate solution for recent commu-
nication technology which accentuates on faster, less expensive and dependable
communication system used as access network for optical fiber communication. The
broadband carrier suppliers throughout the world are involved to innovate technique
to pull down the complexity of network systems, required time of installation, and
necessary skill set for installation which finally downsize the overall deployment
expenses of the entire network structure. PON imparts one optical fiber to many end
users by utilizing power splitters associated with various optical network unit (ONU)
situated to customer’s premises. One of the fundamental criteria of PON network
planning is to design the path of optical link of a point-to-multipoint network which
interfaces each enduser through the central offices (COs) and power splitter(s),within
a lower cost of deployment. This criterion needs to be executed considering the prac-
tical restrictions, such as conceivable fiber path, the splitting ratio of optical splitters,
position of splitters, and presence of any obstacle on the deployment path. So, here,
an algorithm is proposed to decrease the deployment cost by maintaining strategy of
lower distance limit with avoiding the obstacle in the fiber path. So, ultimately, by this
proposition, the network set-up cost will decrease, and the approximate deployment
cost will be possible to compute.
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1 Introduction

Passive optical networks (PON) might be used in various types as Ethernet PONs,
Gigabit- PONs (G-PON), or WDM PONs. to serve as access network which convey
information between CO(s) to ONU(s) located at end user’s premises. For recent
years,much research onPONhas focused on areas like dynamic bandwidth allocation
(DBA) among ONUs, framework up-gradation to achieve higher data transfer speed
of PON, but little focus has been pointed on the technique to design cost-effective
PON set-up. So, here, the proposed technique will help to identify a sub-optimal
point-to-multipoint network that may be utilized to interconnect each customer
(ONU) to their respective CO through the power splitters with the total length of
the optical fiber as less as possible. When the positions of the central offices (COs),
end users, locations to put optical splitter are known, we may utilize this technique
as key strategies which is capable to develop a network diagram close to the shortest
route. Further, when the probable path is recognized, there might be constrain where
the shortest connections become impractical because of the presence of specific
hindrances on the way, which cannot be traversed by any means (non-traversable
impediments). Then, those said hindrances should be taken into count accordingly.
Further, by applying hindrance circumvent technique described here, we may avoid
the impediment on the way of optical fiber and complete to find the probable feasible
route through which the fiber might be set-up. Optical fiber might be connected
utilizing different topology like ring topology, bus topology, and tree topology, but
tree topology is mostly utilized in practice. So, in this paper, our discussion is mainly
for tree topology to connect the ONUs with CO through power splitters.

2 Optimization Process for Optical Path

2.1 Network Diagram Using k-nearest Neighbor Algorithm

The k-nearest neighbor (KNN) algorithm is a powerful tool which is essential to
the algorithmic study of geometric problems [1]. Suppose, that N-points (p1, p2, …,
pN ), which is randomly generated, in a two-dimensional plane to mark the ONU are
located at remote node and if all the N-points are allocated in the same plane along
withM-points which indicate location of splitters (s1, s2, …, sM), and the position of
CO is predefined, such that each N will be connected with CO through their nearest
M-point by single fiber path, and the total Euclidean distance among each and every
N-points with CO becomes minimum, and the result is partition of the plane into
M-areas (whereM < N). As we use tree topology, so in most of the case, the position
of the splitter will be located at almost the center of each region. In nearest neighbor
techniques, variants for multi-label classification, regression, and semi-supervised
learning settings allow its application to classification of remote nodes located at
different distance over a two-dimensional geometric plane.
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2.2 Introduction to Classification and KNN Classifier

Classification
This is the problem to predict discrete class labels for unlabeled pattern or different
remote nodes based on observations. Let, {(x1,y1), …, (xN , yN )} be the set of obser-
vations of q-dimensional patterns X = {x}i=1N ⊂ Rq, and the corresponding set of
labels or location of splitter is Y = {yi}i=1N ⊂ Rd . The goal of classification is to
calculate a functional model f that allows a reasonable prediction of class label y′ for
an unknown pattern or distribution of remote nodesx ′. Remote nodes without labels
should be assigned to labels.

KNN Classifier
Nearest neighbor classification which is also known as k-nearest neighbors (KNN)
is based on the idea that the nearest patterns of remote node to a target pattern or
distribution of remote node x ′, for which we seek the label, delivers useful label
information. KNN assigns the class label of the majority of the k-nearest remote
node in data. For this sake, we have to be able to define a similarity measure in data
space. In Rq, it is reasonable to employ the Minkowski metric (p-norm)

∥
∥x ′ − x j

∥
∥
p =

(
q

∑

i=1

∣
∣(xi )

′ − (xi ) j
∣
∣
p

)1/p

(1)

The Euclidean distance for p is 2.In the case of binary classification, the label set
Y = {1,−1} is employed, and KNN is defined as:

fKNN
(

x ′) = +1 if
∑

i∈Nk(x ′)

yi ≥ 0; otherwise −

fKNN
(

x ′) = −1 if
∑

i∈Nk(x ′)

yi ≤ 0 (2)

With neighborhood size K and with the set of indices Nk(x ′) of the k-nearest
patterns the choice of K defines the locality of KNN.

2.3 The Proposed Algorithm

Most of the time, for two end points of each path where the optical fiber link might
be set are confined by PSC position, existing network resources, obstructions (both
traversable and non-traversable obstacles like streets and green-field territories).
Holding this limitation viable, the network planner needs to design the PON route
with the objective that the total fiber length to be as short as possible.

This issue can be displayed as an insignificant network designing issue in a given
graph G(N, M). In this graph, G is the collection of nodes N, and focus points of
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Table 1 Input parameters to the proposed algorithm

Parameter Description

G (N, M) Set of ONU points and set of probable location of splitters

K This number decides how many neighbors (where neighbors are defined based on
the distance metric) influence the classification. This is usually an odd number if the
number of classes is 2. If k = 1, then the algorithm is simply called the nearest
neighbor algorithm

N splitter The splitting ratio of the optical splitter

Lmax The maximum allowable length of an optical fiber/aerial lead in line

splitterM are utilized to imitate the areas of ONU and splitters individually. Also, the
network organizer needs to consider the parting proportion of the optical N splitter
and the extreme admissible length of an aerial lead in line Lmax that associates the
optical splitter and ONU. We are considering Lmax because good BER figure for
better communication depends on length of the optical fiber [4]. Therefore, these
parameters are also taken into count. The input parameters of the proposed algorithm
are listed in Table 1.

The main challenge here is to avoid the obstacle (if any) situated in the path
of the optical fiber deployment, which can be performed by following the obstacle
avoidance technique described as follow.

2.4 Obstacle Avoidance

A larger portion of the operational network installation needs to be carried through
densely populated area where the shortest route connections may not be feasible
because of the presence of specific obstacles which cannot be traversed or may be
traversed at a costwhich is higher in comparisonwith a standard set-up cost of another
optical fiber link. The said impediments must to be considered when searching for
the shortest connecting route associated with two self-assertive nodes on a two-
dimensional map. To start with, we have to construct a networking map containing
various nodes. Obstacles may exist there between the shortest path of any two points
or more in number on the map. Identify the obstacles from the map (Fig. 1). Next, we
design convex hull structure using Graham scan process consisting with vertices of
the hindrances we selected to bypass and the points we want to connect (Fig. 2). At
this point, we need to pick the shorter route of the ways along the convex hull-shaped
structure formed between the two nodal points (Fig. 3).

This technique is applicable for searching any path between CO to splitters and
further splitters to ONU. So, to acquire a sub-optimal point-to-point (P2P) network
which interconnects every customer’s ONU to their respective COwith the total sum
of optical fiber cable length close to the shortest path is identified. Next, we need to
compute the approximate cost of the path.
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Fig. 1 Identify the obstacle
located on the shortest path
between two connecting
nodes

Fig. 2 Design convex hull
structure using Graham scan
process consisting with
vertices of the hindrances

Fig. 3 Choose the shortest
possible path by avoiding the
obstacle

2.5 Approximate Cost Calculation of the Optimized Path

We can calculate the path price using following formula:
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Cost(PH1) = UP1.Length(PH1) + UP1.LengthR(PH1)

+ (UP2 + UP3).LengthNR(PH1)

+ UP4.Splice Count(PH1)

+ (UP2 + UP3 + UP5).Length�(PH1)

where

PHl—the path whose price we are calculating,
UP1—unitary price of the fiber cable,
UP2—unitary price of deploying fiber in an already existing conduit,
UP3—unitary price of creating a new cable conduit,
UP4—price of realizing a fiber splice between two fiber sections,
UP5—unitary price of deploying a fiber cable traversing a given obstacle
encountered in the signal path.
Length (PHl)—length of the path PHl,
LengthR (PHl)—resource length of a path PHl defined as the total of lengths of
individual links in the said path, which reuse an already existing resource,
LengthNR (PHl)—non-resource length of a path PHl defined as the sum of the
lengths of all individual links in the said path which cannot reuse an existing
resource Length O (PHl)—length of the path PHl that passes through an obstacle,
Splice count (PHl)—number of fiber splices in the path. The following subsections
contain the detailed description.

So, finally, the whole optimization process along with cost estimation may be
carried by the following steps as

Step 1: Construct a network diagram, with the assumption of the locations of
ONU, they are arbitrarily distributed and that for the splitter and COs are fixed on
the diagram.
Step 2: Apply k-nearest neighbor algorithm where the shortest route distance of
the ONUwith the splitter is considered. In this process, whole area of the diagram
is divided into sub-area(s), where each sub-area consists with set of remote nodes
and location points of one splitter. In most of the cases, splitters are located almost
at the center of each area.
Step 3: Calculate the shortest distance route between the CO and each optical
splitter in the sub-graph, and decide the path to every splitter. Similarly, calculate
the shortest distance route from splitters to ONU.
Step 4: Check the connected shortest way from CO to ONU, and if any obstacle
is there on the path, the route may be adjusted by the procedure described in the
obstacle avoidance section, after which the feasible shortest path is possible to
determine.
Step 5: Check the communication route from CO to ONU, and if the route length
exceeds the maximum limit, then reject the route and search for new option.
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Step 6: If the optimized path is determined, apply the approximate cost estimation
technique on the optimized path to calculate the approximated cost of the possible
route.

3 Simulation Results

For the purpose to evaluate the feasibility of the proposed algorithm, here, we
conducted a numerical simulation. In this evaluation, we used a graph which is
constructed with 30 randomly deployed remote nodes to approximate a network
consisting of power splitters. Here, in the simulation, we used four locations for
power splitters. As splitters are available in the ratio up to 1:32 even more, so the
number of ONU connections from each splitter do not exceed the higher limit of
splitting ratio. The graph is assumed to represent a set of paths where the optical
fiber could be deployed. The input parameters used in the numerical simulation are
listed here in Table 2.

Now the simulation results are shown and explained as follow:
Figure 4 First, we arbitrarily distribute ONUs or nodes in the network. It is

presumed that the positions of the ONUs are at customer’s premises around each
fixed CO, and the areas of the splitters were put around the CO. Two obstacles are
located on the same map. These are all the plots on the map of two-dimensional
planes. The conditions are shown in Fig. 4.

Figure 5 After that, we have applied the k-nearest neighbor algorithm to the power
splitters of network, expecting each power splitter has customers around it. For this
reason, main graph is divided in sub-graph which is shown in Fig. 5.

Figure 6 Every sub-graph is a collection of ONUs and single splitter. ONUs in
the network are connected with optical splitters which is shown in Fig. 6.

Now, by applying Step 3, the shortest path between theCOand each optical splitter
which are located in the sub-graph is identified and related with the CO. Here, the
map with four different locations of optical splitters causes the division of map to
four different sub-regions which are marked by different colors. Next, we execute
the obstacle avoidance process which is shown in Fig. 7.

In Fig. 8, we may observe that the obstacle in the route is bypassed, and the sub-
optimal route is established from CO to ONU. For the cases, ONU to CO distance

Table 2 Input parameters to the proposed algorithm

Parameter Value that is counted in the evaluation

G(N,M) Graph of 30 randomly deployed nodes as ONU and 04 points indicating location of
splitters in a geometric plane of 60 km2

K 2

N splitter 4

Lmax 25 km
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Fig. 4 Simulation Result 1: The CO, ONU, splitter and obstacles are plotted on the graph

crosses maximum limit Lmax, then ONUs are not marked under any splitter. By this
technique, optical fiber path is determined through a sub-optimal path between the
CO and ONUs.

4 Conclusion

By this algorithm, sub-optimal point-to-multipoint network is possible to generate.
This point-to-multipoint network is capable to connect each ONU to the CO(s)
with the help of power splitters. The splitting ratio of the optical splitter and the
maximum allowable length of an optical drop cable that connects the optical splitter
and subscriber are also considered under this calculation. From results of the simu-
lations, we become confirmed that the algorithm can design the sub-optimal PON
system in terms of total optical fiber length, and this is also helpful to calculate the
deployment cost of the PON system which will be the optimized cost of network
deployment.
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Fig. 5 Simulation Result 2: The graph is sub divided by application of K-th nearest neighbour
algorithm
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Fig. 6 Simulation Result 3: The route with shortest length is connected between splitter to ONUs
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Fig. 7 The route with shortest length are connected between CO to splitters with application of
obstacle avoiding techniques
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Fig. 8 The path with shortest length between CO to ONU is selected and the approximate cost of
the path is calculated
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Implementing Data Security
in Delay Tolerant Network
in Post-disaster Management

Chandrima Chakrabarti and Samir Pramanick

Abstract Disaster causes severe destruction to physical infrastructures. As a result,
communication infrastructure has been getting disrupted for weeks. Wireless ad-
hoc networks use mobile devices to deliver services. In any critical situation, ad-
hoc network acts as delay-tolerant network (DTN). DTN is resource-constrained
network, where nodes are required to cooperate with each other to relay messages in
store-carry-forward feature. These messages are re-addressed to other nodes based
on prearranged criteria and finally are conveyed to a destination node via multiple
hops. Meanwhile, during the transmission of message from sender node to receiver
node, the privileged message may be disclosed to the other node except sender node
and receiver node. So, message should be encrypted by the sender and decrypted by
the receiver tomaintain proper data security in aDTNnetwork; theremay be periodic
disruptions or long delays in the connection between the network devices. Oppor-
tunistic network environment (ONE) simulator is used for performance evaluation
and comparison with other state-of-the-art schemes.

Keywords Ad-hoc network · Delay-tolerant network · Store-carry-forward ·
Multiple hops · Disaster

1 Introduction

In the post-disaster scenario, loss of communications will lead us to less connec-
tivity, so transfer of messages is not an easy job in that scenario. We unreservedly
depend on mobile communication for such cases. At that time, message transfer is
a very important thing for rescue operation on that location; thus, the proper secu-
rity of messages needs to be maintained. Delay-tolerant networks were introduced
in 2003, for fighting the enormous delays involved in deep space communications
(in the order of minutes, hours, or even days). Such retard cannot be manipulated
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with subsist (terrestrial) networking technologies and, thus, must be manipulated at
the application level. Extending the idea of delay tolerance, it may be doable with the
same design to manipulate long-term disruptions as well. Disruptions (intentional
or unintentional) can contemplate as unintended retard. Depending on climate and
requisition scenario, a DTN may be a “delay-tolerant,” a “disruption-tolerant” or
even a “delay-tolerant and disruption-tolerant” network. Delay-tolerant networking
(DTN) considers how to provide communication in contexts where it is unreason-
able to assume end-to-end connectivity. We propose a security model that ensures
encrypted and secured delivery of messages from source to destination. The model
includes the impact of the disaster on the transportation network and that model’s
population and relief vehicle movement. Opportunistic network environment (ONE)
simulator is used for simulation and performance analysis.

2 Related Work

Almost every year, the world is stricken by numerous catastrophic natural disasters
[1–3], such as earthquake, hurricane, typhoon, and tsunami. When stricken by catas-
trophic natural disaster, such as Hud-Hud cyclone in Andhra Pradesh, flash floods
in Himachal Pradesh, and landslides in Himachal Pradesh, emergency aid opera-
tion is very critical to numerous lives. Many people trapped in the disaster zone
under collapsed buildings or landslides may have a large chance to survive if they
are rescued in 72 h, referred as “golden 72 h.” People evacuated from their home,
jammed in highways, or dome shelters need to communicate, teach other for various
reasons such as allocation of rescue and relief resource as well as reunion of family
members. However, communication systems, fixed or mobile, were usually down
due to various reasons. Rescue teams in each stricken area consist of few trained
professional squads, army, police, fire fighters, and hundreds of thousands of disor-
ganized volunteers. The loss of communication systems made the rescue operation
extremely difficult. Although, establishing a temporary communication network to
support emergency communications and networking is one of the most urgent tasks
in the disastrous rescue mission. We propose to use Wi-Fi-ready mobile devices
owned by rescue volunteers themselves to construct a DTN to support such a need.
Because the popularity of Wi-Fi-ready mobile devices are very high nowadays, this
solution would be highly feasible in many countries [1–3].

Researchers around the world are working on this issue. The preferred mode of
securing data is through encryption. Secure multicast communication is a signif-
icant requirement in emerging applications in ad-hoc environments like scenarios
of post-disaster management. DTNs (mobile ad-hoc network) are well-known for
their flexibility and ease of communication [4]. The communication is purely based
on trust, without any need of authentication. This often leads to insecure commu-
nication, causing information tampering. The traditional means of security are not
sufficient to safeguard against the inherent dangers of DTN. Due to special features
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like hop-by-hop communications, wireless media, open border and easy to set up,
DTN became popular for handling malicious nodes [5–11].

Hsu et al., in [12], studies six existing security models of PEKS/SCF-PEKS
schemes and analyzes their efficiency and performance. Shikfa et al. in [12], uses
PEKS to allow intermediate nodes to discover partial matches between their profile
and the destination profile and uses policy-based encryption to enforce confidentiality
of the payload. This scheme suits opportunistic networks well because it has a low
storage and computation overhead, and it relies on an offline TTP only. Ramanathan
et al., in [13], presented a novel mechanism called prioritized epidemic (PREP) that
expires time instruction and topology awareness to decide which bundles to delete
or hold back when faced with a resource (buffer, bandwidth) crunch. Joe et al., in
[14], proposes a DTN message priority routing suitable for emergency situations.
Mashhad et al., in [15], proposes an approach for priority-scheduling in partici-
patory DTNs, whereby messages are being forwarded based on a combination of
the likelihood of future encounters. Finally, John Burgess et al., in [16], proposes
MaxProp, a protocol for effective routing of DTN messages, based on prioritizing
both the schedule of packets transmitted to other peers and the schedule of packets
to be dropped. Durst, in [17], has proposed an infrastructure security model for DTN
based on public key technology. The work uses Pretty Good Privacy (PGP) systems,
Public Key Infrastructure (PKI) systems, and Kerberos systems. Karim El Defrawy
et al., in [18], takes advantage of well-known affiliated entities (AE) to which a
destination may be linked. The scheme uses AEs’ public key, and with as few as two
usual entities, a source can send confidential messages to a destination. In all these
works, existence of centralized security infrastructure is assumed for the providing
authentication and certainty. In all these works, existence of centralized security
infrastructure is assumed for the providing authentication and security. However, the
availability of such infrastructure in a post-disaster scenario cannot be assumed. An
onion routing technique for anonymous communication over a computer network
where messages are repeatedly encrypted and then sent through several network
nodes called onion routers has been proposed by Goldschlag et al. in [19]. Each
onion router removes a layer of encryption to uncover routing instructions and sends
the message to the next router where this is repeated. This prevents these interme-
diary nodes from knowing the contents of the message. In their work on secure
group communication, Edelman et al., in [20], creates a group-oriented security
solution for DTN where group keys are used at the application layer or may be inte-
grated into a larger system encrypting all traffic. Zhengyi Le et al., in [21], proposes
privacy-enhanced opportunistic networking (PEON) a framework that applies the
principles of anonymous communications to the specific challenges of opportunistic
networking. Durst, in [22], has proposed an infrastructure security model for DTN
based on public key technology. The work uses Pretty Good Privacy (PGP) systems,
Public Key Infrastructure (PKI) systems, and Kerberos systems. Asokan et al., in
[23], has considered the applicability of identity-based cryptography as a solution
for delay-tolerant networking security. Karim El Defrawy et al., in [24], takes advan-
tage of well-known affiliated entities (AE) to which a destination may be linked.
In all these works, existence of centralized security infrastructure is assumed for
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providing authentication and security. However, the availability of such infrastruc-
ture in a post-disaster scenario cannot be assumed [25–28]. Therefore, we, in this
paper, try to eliminate the use of such centralized entities at the runtime and handle
authentication and other security issues in a distributed and decentralized manner.
Due to limited battery resource, it is important to reduce power consumption for
realizing ad-hoc networks among handheld terminals.

3 System Model

When a disaster occurs, it becomes difficult to provide services in the affected areas
due to the lack of transmission. All modes of transmission system get damaged,
and it takes a lot of time to initiate an infrastructure network. To overcome this, the
infrastructure less DTN is entrenched using Wi-Fi-enabled devices for effective and
efficient rescue operations.

Managing disasters and emergency situations requires accurate and precise
message delivery, on which sensitive decision-making in such scenarios is depen-
dent. Since most of the infrastructure of any communication is eradicated by the
strike of the disaster, this can affect rescuing missions and recovery which are time
critical. The alternative should be planned and set for managing the post-disaster
situations and emergency issues. A common issue to be solved in communications
for disaster scenarios is security. During a disaster, information plays an important
role, but the exchange of data must be secure and reliable. So the objective is in order
to prevent various security attacks, some encryption and decryption algorithms need
to be implemented.

Figure 1 shows secured communication in post-disaster situation. Here, control
station, shelter, volunteer, and victim nodes are responsible to carry out the secure
communication.

DTN is an infrastructure less network, in which collection of autonomous mobile
nodes forming an interim (Ad-hoc) network without using any centralized assis-
tance and base where all nodes in the network behave as routers and take part in
the detection and maintenance of routes to other nodes in the network. The avail-
ability of routes at an instant can increase or decrease due to mobility; hence, avail-
ability of paths can vary in an ad-hoc network. This type of network is commonly
set up on a temporary basis to facilitate communication in rough conditions and
under specific situations. In DTN, all nodes are wireless, mobile, and generated
through a battery. The participating nodes arrange themselves automatically and can
be a standalone network or attached to a large network, including the Internet. The
disaster rescue teams are required to communicate in an efficient manner to save
people from their critical situation. The efficient communication needs different
techniques and algorithms. Unlike some existing networking technologies such as
Internet Protocol (IP) networks or cellular systems,wireless ad-hoc networks have the
advantage that deployment of networks does not require preexisting infrastructures.
Ad-hoc networks have neither fixed topology nor centralized servers; it is assumed
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Fig. 1 Secured communication in post-disaster situation

that, once deployed, the network nodes would self-configure to provide affinity and
form a communications network. Communications are vital for effective manage-
ment and execution of disaster response and recovery efforts, emergency response
personnel must be able to exchange information with each other from anywhere, at
any time, to successfully fulfill theirmissions.DTN is a kind of ad-Hoc networkswith
special characteristics like an open network boundary, dynamic topology, distributed
network, fast and quick implementation, and hop-by-hop communications. These
characteristics of DTN made it popular, especially in military and disaster manage-
ment applications. Due to the special features, wide-spread ofDTN faced lots of chal-
lenges like peer-to-peer applications. A post-disaster situation demands an efficient
transmission and coordination among rescue teams. The exchange of real-time infor-
mation among responders and emergency management centers is crucial to saving
lives. In such scenario, DTNs are suitable for providing communication mechanism,
as they are easy to deploy and do not require elaborate infrastructure.
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To evolve worthy security solutions for such habitat, we must first understand
how DTNs can be striking. This paper provides a comprehensive study of a strike
against mobile ad-hoc networks.

Control station This is an extremity actions center (control room) in the post-
disaster scenario. The venture of the control room includes group and transmission
of information concerning natural calamity and relief. They communicatewith volun-
teer nodes to convey messages to shelter and to manage the situation of the disaster
prone area.

Volunteer Volunteers are a common feature of disasters. They convey messages
from shelter to control station and vice versa. There generally exists a group of volun-
teer. The volunteer can supply relief to the victim. Volunteers can also communicate
among themselves. Despite concerted efforts for relaying crucial situational infor-
mation, disaster relief volunteers experience significant communication challenges
owing to failures of critical infrastructure and longstanding power outages in disaster-
affected areas. Volunteers who are carrying smart phones are forwarder nodes (FN)
that move across the disaster stricken area and forward-categorized shelter messages,
to the corresponding relief camp by relaying them through forwarders that are
approaching the camp.

Shelter node After disaster, all victims take shelter in certain safe site. That is shelter
node. All relevant data about a shelter is stored and transmitted by a shelter node
(SN) (e.g., a laptop in a shelter).

Victim The people who actually suffered from disaster is a victim.
Each and every node of the above needs to transmit between themselves for

probing and rescuing the victims and to provide them proper relief.

For certain data transmission in the post-disaster scenario, we suggest encode and
decode of messages. The algorithms are as follows.
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Algorithm to generate cipher:(Encryption Algorithm) 
1.Message is taken in the string message[ ] 
2. Key=Generate random number and share this key to all other receiver  
3. i=0 
4. Encrypted message will be stored in Encrypted Message[ ] 
5. Repeat steps from 6 to 24 until i <message[ ].length 
6. ch= message[i] 
7.   If ch>=’a’ and ch<=’z’
8.       Then ch= ch+key 
9.               If ch>’z’
10.                 Then ch=ch - ‘z’+’a’ -1
11.              End if
12.      Encrypted Message[ ]=ch
13.  End if
14.  Else If ch>=’A’ and ch<=’Z’
15.       Then ch= ch+key 
16.               If ch>’Z’
17.                 Then ch=ch - ‘Z’+’A’ -1
18.              End if
19.      Encrypted Message[ ]=ch
20.  End of Else if
21.  Else 
22.         Encrypted Message[ ]=ch
23. End of Else 
24. i=i+1 
25.End 

4 Explanation of Encryption Algorithm

The above algorithm ensures the encoding of messages from sender node to receiver
node. In the above algorithm, message is taken as a string. The receiver generates a
randomkeyor a cipher and shares the key to all other recipients to decode themessage.
None other than the sender and receiver knows the key. Thismessage becomes secure
enough. Encodedmessage is stored in an array of string, i.e., encryptedmessage. The
work of this code is to restore each plain text letter with a distinct one random number
of places down the alphabet. For example, if the random key is 3, then we have to
replace the character by another character that is 3 positions down to it. Finally, the
message can be encrypted and can be sent to receiver node. In this way, the sender
can securely send the message to the receiver.
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Algorithm to decrypt cipher:(Decryption Algorithm) 
1.Encrypted Message is taken in the string message[ ] 
2. Key is received from the sender 
3. i=0 
4. Decrypted message will be stored in DecryptedMessage[ ]  
5. Repeat steps from 6 to 24 until i <message[ ].length 
6. ch= message[i] 
7.   If ch>=’a’ and ch<=’z’
8.       Then ch= ch+key 
9.               If ch>’a’
10.                 Then ch=ch + ‘z’-’a’ +1 
11.              Endif 
12.      DecryptedMessage[ ]=ch 
13.  Endif 
14.  ElseIfch>=’A’ and ch<=’Z’
15.       Then ch= ch+key 
16.               If ch>’A’
17.                 Then ch=ch + ‘Z’-’A’ +1 
18.              Endif 
19.      DecryptedMessage[ ]=ch 
20.  End of Elseif 
21.  Else 
22.         DecryptedMessage[ ]=ch 
23. End of Else 
24. i=i+1 
25.End 

5 Explanation of Decryption Algorithm

The above algorithm ensures the decode of messages at receiver node. In the above
algorithm, encodedmessage is taken as a string. The receiver receives the key from the
sender.None other than the sender and receiver knows the key. Thismessage becomes
secure enough. Decoded message is stored in an array of string, i.e., decrypted
message. As recipient knows the key of sender, receiver uses the same key of sender
to decode the original message. Finally, themessage can be decoded, and the receiver
gets the original message.

6 Result Evaluation

In order to have a secure communication between nodes, encryption and decryption
of messages are done using the proposed encryption and decryption algorithms.
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Table 1 Simulation parameter

Simulation time 43,200 s

Routing Spray and wait, epidemic, PRoPHET, MaxProp, energy aware
router

Movement model Shortest path map-based movement, map-based movement,
random waypoint

No of Control station 1

No of shelters 3

No of volunteers 3 groups, each group has 10 volunteers

No of victims 3 groups, each group has 20 victims

Buffer size for shelter 100 Mb

Buffer size for Volunteer 80 Mb

Buffer size for control station 100 Mb

Buffer size for victim 50 Mb

Speed of volunteer 7–10 m/s

Speed of victim 2–5 m/s

Delivery probability, latency average, and overhead ratio of the securemessage is also
analyzed. Energy level report is also generated from different nodes and movement
model. Finally, we can assure secure message is transferred between all nodes. In
simulation scenario, one control station, three shelters, three groups of volunteer,
and three groups of victim are taken. Here, the post-disaster management has been
done by this group of nodes. We can now evaluate the result of a simulation using
opportunistic network environment (ONE) simulator [29]. The simulation is done in
43,200 s.

Here the following simulation parameters are used in Table 1.

6.1 Delivery Probability

These are the probability successfully delivering of messages that to the destination
from the source.

6.2 Latency Average

It is the average of messages delayed from creation to delivery. Recess is a very
important parameter as it constitutes to the network speed. The term recess refers to
any kind of detain typically incurred in a transform of network data. A low recess
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network link is that which normally experiences small delay, whereas high recess
usually experiences long delays. In DTN, recess is high due to its network value.

6.3 Overhead Ratio

It is the negation of the number of messages relayed to the number of messages
carry. Low value of the overhead means less processing required while conveying
the relayed messages. The objective of the algorithm is to minimize the value of
overhead.

7 Delivery Probability, Overhead Ratio, Latency Average
Before Encryption or Without Security

7.1 Delivery Probability

In Fig. 2, X-axis is taken as time and Y-axis is taken as delivery probability, for
shortest path map-based movement, spray and wait router has the highest delivery
probability.

The highest delivery probability ensures good and effective communication
among nodes. So, in order to get higher delivery probability, the combination of
shortest path map-based movement and spray and wait router is recommended.

Delivery Probability: 

Fig. 2 Delivery Probability using different routers



Implementing Data Security in Delay Tolerant Network … 87

Latency Average:

Fig. 3 Average latency using different routers

7.2 Latency Average

In Fig. 3, X-axis is taken as time and Y-axis is taken as latency average. Shortest path
map-based movement and spray and wait router have the excessive latency average.
The lowest latency average ensures good and effective communication among nodes.
So, in order to get the lowest latency, the combination of shortest path map-based
movement and MaxProp router is recommended.

7.3 Overhead Ratio

In Fig. 4, X-axis is taken as time and Y-axis is taken as overhead ratio. Shortest
path map-based movement and epidemic router have the highest overhead ratio.
The highest overhead ratio ensures less efficient communication among nodes, and
the lowest overhead ratio ensures more good and effective communication. So, in
order to get the lowest overhead ratio, the combination of shortest path map-based
movement and spray and wait router is recommended.
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Overhead Ratio: 

Fig. 4 Overhead ratio using different routers

8 Delivery Probability, Overhead Ratio, Latency Average
After Encryption or with Data Security

8.1 Delivery Probability

Delivery probability can also be examined after encryption or with security. In Fig. 5,
X-axis is taken as time and Y-axis is taken as delivery probability. Shortest path map-
based movement using spray and wait router has the highest delivery probability.

Delivery Probability, Overhead ratio, Latency average after 
encryption or with data security: 

Delivery Probability:

Fig. 5 Delivery probability using different movement models
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Latency Average:

Fig. 6 Latency average using different movement models

The highest delivery probability ensures good and effective communication among
nodes. So, in order to get higher delivery probability, the combination of shortest
path map-based movement and spray and wait router is recommended. The same
combination of router is recommended as before encryption or without security.

8.2 Latency Average

Latency average can also be analyzed after encryption or with security. In Fig. 6,
X-axis is taken as time and Y-axis is taken as latency average. Shortest path map-
based movement and spray and wait router have the lowest latency average. The
lowest latency average ensures good and effective communication among nodes.
So, in order to get the lowest delivery probability, the combination of shortest path
map-based movement and spray and wait router is recommended.

8.3 Overhead Ratio

Overhead ratio can also be analyzed after encryption or with security.
In Fig. 7, shortest path map-based movement and spray and wait router have the

lowest overhead ratio. The highest overhead ratio ensures less efficient communica-
tion among nodes, and the lowest overhead ratio ensures more good and effective
communication. So, in order to get the lowest overhead ratio, the combination of
shortest path map-based movement and spray and wait router is recommended. The
same combination of router is recommended as before encryption orwithout security.
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Overhead ratio:

Fig. 7 Overhead ratio using different movement models

9 Conclusions

In this paper, the ONE simulator is presented as an opportunistic networking eval-
uation system that offers a variety of tools to create complex mobility scenarios
that come closer to reality than many other synthetic mobility models. Through this
paper, the researcher had tried to understand what DTNs are, their traits, and uses.
The various criteria, upon which the safety of the network is evaluated, are also real-
ized. Crucially, the various vulnerabilities in DTNs and also the possible attacks that
can occur are studied. The study of the above makes well-equipped on the under-
standing of the possible problems inDTNs. It helps in deciding an effective technique
to solve the presented problem. The final study on the security measures shows the
possible solutions to all given problems. Moreover, the study of the above would
help researchers to understand the underlying methods and the shortcomings of the
existing systems and gives them a clear idea on the direction the research should
proceed to develop a better system with enhanced features. This project focuses on
how to establish a secure key management service in an ad-hoc networking envi-
ronment. This paper has discussed different features and properties of delay-tolerant
network. DTN enables people to take a planned approach in disaster-affected areas
where network infrastructure can vary from bad to worst while coping under harsh
conditions. It can also span across multiple networks.
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Face Detection and Extraction Using
Viola–Jones Algorithm

Mayukh Ghosh, Tathagata Sarkar, Darshan Chokhani, and Anilesh Dey

Abstract In the current times, face detection by computer system has become
a major field of interest. Face detection technology can be applied to various
fields-including security, biometrics, law enforcement, entertainment, and personal
safety—to provide surveillance and tracking of people in real time. Face detection
applications use algorithms to find only the human faces within larger images. Face
detection algorithms typically start by searching for human eyes, one of the easiest
features to detect. The algorithm might then attempt to detect eyebrows, mouth,
nose, nostrils and the iris. Once the algorithm concludes that it has found a facial
region, it applies additional tests to confirm that it has, in fact, detected a face. In
this report, we propose a human face detection method for colored as well as gray
images. Also, we cropped the particular detected facial image and extracting and
showing the individual cropped image if the input image contains many faces.

Keywords Image processing · Face detection · Viola–Jones algorithm · Cascade
object detector · Human faces · Gray images

1 Introduction

Image processing is the tool which is used to process digital images through an
algorithm.

Image processing is a multidisciplinary field, with contributions from different
branches of science including mathematics, physics, optical, and electrical engi-
neering. Moreover, it overlaps with other areas such as pattern recognition, machine
learning, artificial intelligence, and human vision research. Different steps involved
in image processing include importing the image with an optical scanner or from
a digital camera, analyzing and manipulating the image (data compression, image
enhancement, and filtering), and generating the desired output image [1].
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The generation and development of digital image processing are mainly affected
by three factors: first, the development of computers; second, the development of
mathematics (especially, the creation and improvement of discrete mathematics
theory); third, the demand for a wide range of applications in environment, agri-
culture, military, industry, and medical science [2–4]. In medicine, it is used for
diagnostic imaging modalities such as digital radiography, positron emission tomog-
raphy (PET), computerized axial tomography (CAT), magnetic resonance imaging
(MRI), and functional magnetic resonance imaging (fMRI). Industrial applications
include manufacturing systems such as safety systems, quality control, and auto-
mated guided vehicle control [12]. Face detection, also known as facial detection,
is an artificial intelligence (AI)-based computer technology which is used to find
and identify human faces in digital images. Many attempts have been made to solve
human face detection problem. The previous trials are aimed for gray-level images
only, and image pyramid schemes are necessary to scale with unknown face sizes.

The aim of this project is to successfully detect all the human faces present in a
picture and to count the number of faces present in that picture. This algorithm is
effective in screening all the non-human faces (dogs, cats, etc.). Such an algorithm
which does not involve too many parameters, which is very simple to understand and
code, yet giving the desired results with greater efficiency adds to the success of this
project.

The scope of this project in the near future is detecting human faces

• in harsh lighting conditions without missing out even a single face,
• even if all the parameters of face detection may not be present (example—a side

facing person where one half portion of the face is visible),
• even if the image is blurred,
• if the camera is far away from the subject.

2 Materials and Methods

In this research work, an image containing one or more human faces is given by
the user. The code analyzes the image and detects all the human faces present in
that image, only when the faces satisfy all the requirements of face detection. In this
work, cascade object detector is used which follows Viola–Jones algorithm. Once
the detection is completed, all the detected human faces are cropped out from the
image and are shown in another output screen. The code also calculates the number
of human faces detected in the input image and does not consider any other faces
except humans even if they satisfy all the basic requirements of face detection [7].
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2.1 Data Used for Image Insertion

The user inputs an image and the MATALB reads it using imread() function. The
image can be of jpg, png, jpeg, or any other format. The code also calculates the size
of the image using size() function and also resize if width is greater than “320” using
imresize() function.

2.2 Data Used for Human Face Detection

For detecting human face, an object called vision.CascadeObjectDetector(_) has
been used. This helps us to detect only the human faces with 95% accuracy. Now a
function called step() has been used to return the location of the detected regions. For
detecting the number of detected region, we use size() function. Then numbers are
converted into string using num2str() function. Finally to concatenate the strings, the
function strcat() has been used. Now in the output window along with the detected
faces, the number of faces detected will also be shown.

Viola–Jones Algorithm Developed in 2001 by Paul Viola and Michael Jones, the
Viola–Jones algorithm is an object-recognition framework that allows the detection
of image features in real time. Despite being an outdated framework, Viola–Jones
is quite powerful, and its application has proven to be exceptionally notable in real-
time face detection [5]. Viola–Jones algorithm is used within cascade object detector
to detect people’s faces, noses, eyes, mouth, or upper body [6]. The Viola–Jones
algorithm is a widely used mechanism for object detection. The main property of
this algorithm is that training is slow, but detection is fast. This algorithm uses Haar
basis feature filters, so it does not use multiplications [12].

The problem to be solved is detection of faces in an image. A human can do
this easily, but a computer needs precise instructions and constraints. To make the
task more manageable, Viola–Jones requires full view frontal upright faces. Thus, in
order to be detected, the entire face must point toward the camera and should not be
tilted to either side. While it seems, these constraints could diminish the algorithm’s
utility somewhat, because the detection step is most often followed by a recognition
step, in practice these limits on pose are quite acceptable [11].

The characteristics of Viola–Jones algorithm which make it a good detection
algorithm are: Robust—very high detection rate (true-positive rate) and very low
false-positive rate always. Real time—For practical applications, at least 2 frames
per second must be processed.

Face detection only (not recognition)—The goal is to distinguish faces from non-
faces (detection is the first step in the recognition process).

The algorithm has four stages:

1. Haar feature selection
2. Creating an integral image
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3. AdaBoost training
4. Cascading classifiers.

Haar-Like Features Often in computer vision, features are extracted from input
images rather than using their intensities (RGB values, etc.) directly. Haar-like
features are one example. Other examples include histogram of oriented gradients
(HOG), local binary patterns (LBP), etc. A Haar-like feature consists of dark regions
and light regions. It produces a single value by taking the sum of the intensities of
the light regions and subtract that by the sum of the intensities of dark regions. There
are many different types of Haar-like features, but the Viola–Jones object detection
framework only uses the ones in Fig. 1. The different types of Haar-like features
let us extract useful information from an image such as edges, straight lines, and
diagonal lines that we can use to identify an object (i.e., the human face) [9] (Fig. 2).

Creating an Integral Image An integral image is an intermediate representation
of an image where the value for location (x, y) on the integral image equals the sum
of the pixels above and to the left (inclusive) of the (x, y) location on the original
image [12]. This intermediate representation is essential because it allows for fast
calculation of rectangular region. To illustrate, figures shows that the sum of the red
region D can be calculated in constant time instead of having to loop through all
the pixels in that region. Since the process of extracting Haar-like features involves

Fig. 1 Working of
Viola–Jones algorithm
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Fig. 2 Haar-like features (top) and how to calculate them (bottom)

calculating the sum of dark/light rectangular regions, the introduction of integral
images greatly cuts down the time needed to complete this task [10] (Fig. 3).

θ j , s j = argmin
θ,s

N∑

i=1

wi
jε

i
j (1)

Fig. 3 Conversion of original image into integral image
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where,

εij =
{
0 if yi = h j

(
xi , θ j , s j

)

1 otherwise
(2)

Adaboost Training The AdaBoost (adaptive boosting) algorithm is a machine
learning algorithm for selecting the best subset of features among all available
features. The output of the algorithm is a classifier (a.k.a prediction function, hypoth-
esis function) called a “strong classifier.” A strong classifier is made up of a linear
combination of “weak classifiers” (best features). In each iteration, the algorithm
finds the error rate for all features and then chooses the feature with the lowest error
rate for that iteration [10]. The object detection framework employs a variant of the
learning algorithm AdaBoost to both select the best features and to train classifiers
that use them. This algorithm constructs a “strong” classifier as a linear combination
of weighted simple “weak” classifiers.

h(x) = sgn

⎛

⎝
M∑

j=1

α j h j (x)

⎞

⎠ (3)

Each weak classifier is a threshold function based on the feature f j.

h j (x) =
{−s j if f j < θ j

s j otherwise
(4)

The threshold value θ j and the polarities s j ∈ ±1 determined in the training, as
well as the coefficients aj.

Cascading Classifiers A cascade classifier is a multi-stage classifier that can
perform detection quickly and accurately. Each stage consists of a strong classi-
fier produced by the AdaBoost algorithm. From one stage to another, the number of
weak classifiers in a strong classifier increases. An input is evaluated on a sequential
(stage by stage) basis. If a classifier for a specific stage outputs a negative result, the
input is discarded immediately. In case the output is positive, the input is forwarded
onto the next stage [5] (Fig. 4).
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Fig. 4 Working of cascading classifiers

Cascading Basis Cascading is another sort of “hack” to boost the speed and accuracy
of our model. So, we start by taking a sub-window, and within this sub-window, we
take our most important or best feature and see if it is present in the image within
the sub-window. If it is not in the sub-window, then we do not even look at the sub-
window, we just discard it. Then if it is present, we look at the second feature in the
sub-window. If it is not present, then we reject the sub-window. We go on for the
number of features have, and reject the sub-windowswithout the feature. Evaluations
may take split seconds; but since you have to do it for each feature, it could take a
lot of time. Cascading speeds up this process a lot, and the machine is able to deliver
better results much faster than ever before.

2.3 Datasets

Datasets Face detection
accuracy (%)

Distant image
(%)

Non-human
face (%)

Blurred image
(%)

Side image (%)

[1] 100 0 0 0 0

[2] 87.5 12.5 0 0 0

[3] 0 0 0 100 0

[4] 100 0 50 0 0

[5] 100 0 50 0 0

[6] 100 0 75 0 0

[7] 0 50 50 0 100

[8] 0 0 0 0 100

[9] 66.6 0 0 33.3 0

[10] 100 0 100 0 0

Mean 65.41 6.25 32.5 13.33 20

The following datasets were taken in order to measure the accuracy of the algo-
rithm. A total number of ten datasets were taken out of which five of them gave 100%
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accuracy, and the mean of all the accuracies resulted to be 65.41%. The datasets
which were taken in random included pictures having only people, people with
animal, blurred images as well as people facing sideward out of which if in an image
contains only animals, then our accuracy of non-detected human face is 100%.

For example, in the dataset [4] which consists of a boy with a dog lying on a green
grassy field in background and harsh light conditions where the algorithm properly
extracts the boy’s face without considering the dog face and also calculates that only
one face is present in the image.

2.4 Algorithm

• Read an image using “imread()” function and store in a variable “the_image.”
(.png /.jpg / jpeg / etc.)

• Store the size of image in a matrix form of order “width × height” using “size()”
function.

• Resize the image to the width of “320” using “imresize()” function if width of
input image is greater than “320.”
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• Detect the face using “vision.CascadeObjectDetector()” function and return the
location of the detected region of face using “step()” function and store in a
variable “location_of_face.”

• Calculate the number of extracted faces using “size(location_of_face,1)” function
and store in a variable “n” and convert it into string using “num2str(n)”.

• Insert a shape over the detected faces using “insertShape()” function.
• Crop the detected image using “imcrop()” function.
• Now extract the individual faces from the detected image using a for loop which

runs from “1 to n.”
• Calculate the location of the individual extracted faces using “loca-

tion_of_face(i,:)” and crop the respective extracted faces using
“imcrop(the_image,predicted_loc).”

• Plot the original image, the face detected image and also show the total number
of faces detected.
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2.5 Flowchart

INPUT IMAGE

FIND IMAGE SIZE

IF WIDTH >320

FACE DETECTION
USING CASCADE

RESIZE IMAGE

SHOW ORIGINAL
AND FACE

DETECTED IMAGES

SHOW CROPPED
FACES

STORE THE NUMBER
OF FACES

INSERT SHAPE ON
DETECTED FACES

CROP DETECTED
REGOINS

FACE LOCATION
USING STEP
FUNCTIOON
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Fig. 5 Data preparation

3 Results and Discussion

3.1 Data Preparation

Assuming that you already have a training set consisting of positive samples (faces)
and negative samples (non-faces), the first step is to extract features from those
sample images. Viola and Jones [12] recommend the images to be 24 × 24. Since
each type of Haar-like features can have different sizes and positions in a 24 × 24
window, over 160,000 Haar-like features can be extracted. Nonetheless, in this stage,
all 160,000+ Haar-like features need to be calculated. Fortunately, the introduction
of integral images helps speed up this process [10] (Fig. 5).

3.2 Constructing a Cascade Classifier with a Modified
AdaBoost Algorithm

As you can imagine, using all 160,000+ features directly are computationally ineffi-
cient. Viola and Jones [12] proposed two solutions that can solve this. First, reduce
the number of features to only a handful of useful features with the AdaBoost algo-
rithm. Second, split the remaining features into stages and evaluate each input in a
stage by stage (cascading) fashion. Viola and Jones [12] devised a modified version
of the AdaBoost algorithm to be able to train a cascade classifier [10] (Fig. 6).
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Fig. 6 AdaBoost algorithm

3.3 Statistical Analysis

The graph is based on certain parameters which includes face detection accuracy,
distant images, non-human faces, blurred images, and side view images on the x-axis,
and for the y-axis, it contains the percentage. The percentage here is calculated on
the basis of the number of elements present in picture as well as the algorithm which
is opting here.

For example, the dataset [10] tells us that non-human entity that means either any
kind of animal or bird is present in the picture; that is why it is a hundred percent
on that aspect as well as the accuracy of the detected face is hundred percent as the
algorithm is designed so that it can detect no other face than human faces.

Again, in case of dataset [1], the accuracy of face detected is hundred percent
where all the other parameters are zero. This means that it is a proper image of a
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person or a group of people having no deformities such as blurred image, non-human
face, distant image, or side viewing angle.

In case of dataset [8], the percentage of sideward image is hundred percent,
whereas the face detection accuracy is zero percent. For example, consider a picture
of a woman holding her baby, both are facing sideward.

For the dataset [4] the percentage of non-human image is fifty percent as only one
dog is present, whereas the accuracy of face detection is hundred percent because
only one human face is detected. For example, consider a picture of a boy and a dog
lying side by side on green field.

3.4 Application

Imagine that we need to detect faces in the above image. Viola and Jones [12] use
a sliding window approach where window of various scales is slid across the entire
image. The scale factor and the shifting step size are parameters for you to decide
upon. So, for the above image, there are m sub-windows to evaluate. For a sub-
window “I,” the framework resizes the image of that sub-window to a base size
of 24 × 24 (to match training data), convert it into an integral image, and feed it
through a cascade classifier produced during the training phase. A face is detected if
a sub-window passes through all the stages in the cascade classifier (Figs. 7 and 8).

Now, we are also extracting the particular facial images with their respective
identification numbers (Fig. 9).

Fig. 7 Input image
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Fig. 8 Detected image

Fig. 9 Individually extracted images

4 Conclusion

To conclude, one learns about the Viola–Jones object detection framework and its
application for face detection. Many technologies today benefited from Paul Viola
and Michael Jones’s work. By understanding how the framework works, one can
confidently implement their own version of their work or used an open-source imple-
mentation like the one provided by OpenCV. It is hoped that the explanation moves
someone forward in that direction and compels him/her to create amazing technolo-
gies that uses this awesome framework. This research work has various applications
in the field of forensic, security, biometrics, law enforcement, entertainment, and
personal safety to provide surveillance and tracking of people in real time. Image
processing is also used in cameras for detecting the faces for bokeh mode and many
such modes. This can also be used in the CCTV cameras present in the school and
college classrooms for tracking the number of students present in the class. This is
an efficient weapon against bank robberies.

So just to add some close remarks about the Viola–Jones Algorithm:

• The algorithm was developed in 2001 by Paul Viola and Michael Jones, the first
of its kind, and was primarily used for facial detection applications.
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• There are two steps to the algorithms: there is training with facial and non-facial
images, and then there is the actual detection.

• There are two steps for training: training the classifiers and AdaBoost.
• There are two steps for detection: detecting the Haar-like features and creating

the integral image.
• Viola–Jones is one of the most powerful algorithms of its time, and even though

there are better models out there today, Viola–Jones set the foundation for it in
the field of facial detection.
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FPGA-Based Efficient Implementation
of CBNS Computational Circuits:
A Modular Approach

Madhumita Mukherjee and Salil Kumar Sanyal

Abstract Complex binary number system (CBNS) finds extensive applications in
the faster computation of various digital signal processing (DSP) algorithms. In this
paper, an attempt has been undertaken to develop various computational circuits
based on CBNS for implementation in Spartan XC3S700A FPGA platform. The
circuits have been designed following a modular approach. The designed modules
involve simple logic gates leading ultimately to efficient implementation on FPGA.
The codes for the modules have been developed using verilog hardware description
language (HDL). Structural-level designs of nibble size CBNS adder, multiplier,
and subtractor have been exclusively accomplished involving these modules. In the
design ofmultiplier and subtractor, a newconcept of sub-block has been introduced to
efficiently utilize the limited input capability of the designed modules. The proposed
design involves less hardware complexity, silicon area, and path delay compared to
existing works. Simulation results and performance metrics for all the three CBNS
circuits have been included.

Keywords CBNS · FPGA · Modular approach · Nibble size · Conceptual
approach

1 Introduction

The arithmetic computational units like adder, subtractor, multiplier form the back-
bone for the hardware design of any digital systems. These arithmetic units are the
core element of modern digital signal processors (DSP), multimedia processor and
almost every data processing systems. Demand for high-speed area-efficient and low-
power processors required exploration of new architecture for these arithmetic units.
To design, these optimized computational units for the data processing applications
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attempt have been undertaken by the researchers to deviate from conventional num-
ber system to some other number system such as Residue number system (RNS)[1]
and complex binary number system (CBNS) [2]

With RNS, we can design a reliable communication system as in this number
system arithmetic operations can be carried out independently and concurrently in
several residue channels [3]. Thus, carry-free arithmetic and lack of ordered signifi-
cance among the residues are the key attractive features of the RNS. These properties
motivate application of RNS in CDMA known as RNS-CDMA [4].

While computing signal processing and image processing algorithms, complex
number plays a unique and vital role as it locates a point within two dimensions of
Cartesian coordinate system. As a result complex number is required in determining
filtering operations, frequency domain transformation, orthogonal transformation,
image compression, and restoration. Thus, it is important to emphasize on efficient
representation andmanipulation of complex numbers. According to the conventional
number system, the complex number arithmetic operation still involve the ‘divide-
and-conquer’ technique [5]. In such technique, a complex number is broken into
real and imaginary parts and then arithmetic operations are carried out on each part
as if it is a real arithmetic. Finally, the overall result of the arithmetic operations is
obtained by the accumulation of individual results. This process of separate treatment
of complex numbers has resulted in defining a binary number system with base other
than 2, which will provide a single unit representation of complex number for the
significant reduction of computational complexity.

In 1960, Kunth [6] described a ‘quarter—imaginary’ number system with base
2j and analyzed the arithmetic operations of numbers using this imaginary base.
However, the state of the art is restricted in providing not only the division process
but also the algorithm for the circuit-level implementation involving the process of
single unit representation. Walter Penney [7], in 1965 attempted to define a complex
number system, first by using a negative base of (−4) and then by using a complex
number (−1 + j) as the base. The change of base is adopted in Penney’s number
system targeted the efficient computation of complex arithmetic operations such as
complex addition, subtraction, multiplication, and division. But he could not provide
the detailed algorithm for the implementation of these arithmetic circuits involving
single unit representation. Jamil et al. [8], in 2000, revisited Penney’s number sys-
tem with base (−1 + j) and presented a detailed analysis of the different processes
behind the complex arithmetic operations. He also renamed the (−1 + j) base com-
plex number system as complex binary number system (CBNS) [8, 9]. Jamil [10]
proposed FPGA-based architectures for performing complex arithmetic involving
digital circuits like decoders and multiple input OR gates. He also proposed, an
architecture for ripple carry adder using addition unit and some specially designed
combinational units like the zero detection unit, the extended carry generation unit,
and the output generation unit.

Upon critical investigation of Jamil’swork, it has been observed that there is ample
scope to revisit the design at structural level to explore the possibility of achieving
optimized implementation in terms of area and path delay of various complex arith-
metic circuits using CBNS on FPGA platform. Thus, the objective behind this work
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is the efficient implementation of CBNS-based computational circuits on FPGA plat-
form occupying lesser silicon area and having reduced path delay when compared
with existing works.

A new functional block diagram for CBNS adder has been incorporated based on
the modular approach. The CBNS adder designed by Jamil involves one 8 × 256
decoder, and severalmultiple inputORgates occupying not only large silicon area but
also exhibiting larger path delay. This drawback motivates us to design CBNS-based
computational circuits using modular approach leading to efficient implementation
on FPGA platform. The modules have been designed using simple logic gates hav-
ing limited input–output terminals. Three categories of modules, namely module 0,
module 1, and module 2, have been designed using simple verilog codes to develop
CBNS-based adder, multiplier, and subtractor. All such computational circuits have
been developed for hierarchical level design approach involving the simple modules.
A novel conceptual approach has also been developed for the required interconnec-
tion of thesemodules associatedwith various computational circuits to be culminated
as netlist. The approach has been followed in CBNS adder, multiplier, and subtractor.
However, in case of multiplier and subtractor there is a possibility of exceeding the
limited number of input–output terminals of the modules. This problem has uniquely
been solved by introducing another novel concept of sub-block-based computation.
The novel and unique concept of modular approach followed by the concept of
sub-block has culminated in the overall satisfaction of our objective.

The remainder of this paper proceeds as follows: Sect. 2 presents the design of
modules. These are the fundamental building block of a CBNS arithmetic computa-
tional units. Section3 presents the design of nibble size adder, multiplier, and sub-
tractor. Experimental results of the implemented circuits on re-configurable (FPGA)
processor have been presented in Sect. 4 with a comparative performance evaluation
of Jamil’s design approach. At last, Sect. 5 encompasses the conclusion.

2 Design of Modules

The CBNS can be expressed involving the power series as shown below:

an−1(−1 + j)n−1 + an−2(−1 + j)n−2 + · · · + a1(−1 + j)1 + a0(−1 + j)0

where the coefficients an−1, an−2, . . . , a1, a0 are binary. Conversion process of inte-
gers [2] and fractions [11] has been illustrated [12]. The procedure of CBNS arith-
metic computation rule [12] has also been illustrated [13].

Amodule is the basic unit of theCBNS arithmetic operations. The interconnection
of these core components leads us to the design of a VLSI system having regular and
simple architectures for performing CBNS computations. Thus, depending upon the
processing of input and generation of output these building blocks are divided into
three parts.
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2.1 Design of Module 0

This module consists of 2-input and 4-output terminals as shown in Fig. 1. To design
this fundamental unit, we have described the behavioral-level representation written
in verilog code. According to this HDL code ‘A’ is the 2 bit CBNS input nomen-
clatured as A[0] and A[1], sum is a register type single-bit CBNS output and C is
3-bit register type CBNS carries. The code reveals that depending upon the four
combinations of the CBNS input terminals, the output bit patterns are set to logic
high or logic low.

Algorithm 1 Verilog code for module 0
Inputs [1 : 0] A;
Output C,Sum;
reg [2 : 0] C;
reg Sum;

always @ (A)
begin
case (A)
2’b00:begin
Sum=1’b0;C= 3’b000; end
2’b01,2’b10 :begin
Sum=1’b1;C= 3’b000;end
2’b11 :begin
Sum=1’b0;C= 3’b110;end
endcase
end

The code formodule 0 reveals that the processing of this circuit is similar to the binary
half adder except in the last case where two CBNS logic high input combinations
generate the sum as logic low state and three carries C[0] as logic low state, C[1]
and C[2] as logic high state. The requirement of these three carries is mainly to
express (2base10)equivalent to 1100base(−1+ j). Thus, the output terminals provide the
functionality of CBNS-based half adder.

The FPGA device utilization summary shows that to implement the module 0 we
require only one slice or two 4-input LUTs, whereas the timing analysis indicates
7.054 ns as the maximum combinational path delay. The Xilinx Xpower Analyzer
shows that this design requires 0.032W quiescent power.

Fig. 1 Block diagram of
module 0 A

B

S
C0

C1

C2

A[0]

A[1]

SUM
C[0]
C[1]
C[2]

M-0
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2.2 Design of Module 1

Module 1 operates as the combination of 3-input and 4-output terminals as shown
in Fig. 2. The behavioral-level description of this component is shown using binary
decision diagram (BDD). BDD is the representation method of Boolean function.
According to this flow diagram, ‘A’, ‘B’, and ‘C’ are the three single-bit CBNS input
and S,C0,C1, and C2 are the single-bit CBNS output. The position of each carry bit
has been indicated in their suffix.

The BDD for sum (S) expression shown in Fig. 3a reveals that the node A can
have logic low state as indicated by dotted lines in the branch whereas logic high
state has been shown by solid lines. Depending upon the condition of input ‘A’, the
node ‘B’ sets the logic state. Finally, the sum is set to logic high condition on the
decision of the input ‘C’. Similarly, BDD for the two propagating carries C1 and C2

is shown in Fig. 3b. The BDD shows that the functionsC1 andC2 are set to logic high
state depending upon three specific paths AB, ABC , ABC . After the synthesis of
the behavioral-level description of the module 1, we obtain the combinational logic
flow of input–output. Using K map the gate-level description shows thatC0 = logic 0

S = A ⊕ B ⊕ C (1)

C1 = C2 = A · (B + C) + (B · C) (2)

As the functionality of this circuit is a CBNS-based full adder, thus in last condition
the output combination will express 3base10 equivalent to 1101base(−1+ j). The FPGA-

Fig. 2 Block diagram of
module 1 A

B

C

M-1

C0

C1

C2

S

Fig. 3 BDD for module 1

(a) BDD
for sum

(b)
BDD
for
carry
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level device utilization shows that to design the circuit of module 1 we require two 4-
input LUTs, one for implementing the ‘S’ output and another for the two carries ‘C1’
and ‘C2’. The timing analysis revels that critical path of this combinational circuit
is 7.054 ns, whereas the Xilinx Xpower Analyzer indicates that this combinational
circuit requires 0.032W quiescent power.

2.3 Design of Module 2

Module 2 performs the CBNS computation on the various combination of 4-input
terminals to provide output at the 9-output terminals as shown in Fig. 4. In order
to describe the design architecture, we have first presented the behavioral style of
modeling using the HDL code.

Algorithm 2 Verilog code for module 2
Inputs [2 : 0] A;
Inputs D;
Output C,Sum;;
reg [7 : 0] C;
reg Sum;

parameter CBNS 0 =9’b000000000, CBNS 1 =9’b000000001 ,CBNS 2 =9’b000001100 ,
CBNS 3 =9’b000001101 , CBNS 4=9’b111010000;

always @ (A or D)
begin
case (A)
3’b000:begin
{C,Sum}= D ? CBNS 1 : CBNS 0; end
3’b001,3’b010,3’b100 :begin
{C,Sum}= D ? CBNS 2 : CBNS 1; end
3’b011,3’b101,3’b110 :begin
{C,Sum}= D ? CBNS 3 : CBNS 2; end
3’b111 :begin
{C,Sum}= D ? CBNS 4 : CBNS 3; end
endcase
end

According to this verilog code, we have described ‘A’ as a 3-bit CBNS input
nomenclatured as A[0], A[1], A[2], and ‘D’ as a single-bit CBNS input. Sum is a
register type single-bit output, and Cs are also register type 8-bit carry terminals.
Depending upon the condition of the input terminal ‘A’, we are having four case
statements. In each case statement, the conditional operation on the single-bit CBNS
input ‘D’ is being checked. The concatenated output sum (S) and C are fed with
the constant parameter values depending upon the logic functionality of the circuit.
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Fig. 4 Block diagram of
module 2 A

B

C
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C[1]
C[2]
C[3]
C[4]
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According to the last case statement when the CBNS input ‘A’ is set to logic high,
then depending upon the condition of the input ‘D’ the output Sum (S) and carries
are set to the constants CBNSi ; i = 3 or 4. In this statement, only if CBNS input
‘D’ is set to logic high, then the Sum (S) and C’s are set with the ‘CBNS 4’ being
logically equivalent to 111010000base(−1+ j) (4base10).

After the FPGA-level synthesis of the behavioral HDL code, we have obtained
that the module 2 consumes three 4-input LUTs. The requirement of one LUT is to
implement the sum expression, another one LUT is for implementing the C[1] and
C[2], whereas the third LUT will design the C[3],C[5],C[6]andC[7]. The critical
path delay analysis shows that module 2 circuit exhibits a maximum combinational
path delay of 7.278ns.As there is an increase in the number of logic gates in this circuit
so we have obtained an increase in the critical combinational path in comparison
with module 1 and module 0. The power analysis based on Xpower Analyzer shows
requirement of the quiescent power of 0.032W.

3 Design of Nibble Size Computation Units

In this section, the design issues of CBNS-based computational units have been
illustrated. These computational architectures perform the arithmetic operations on
nibble size data. To design the parallel arithmetic architectures, we have adopted a
hierarchical design approach. In this structural-level designmethod, we first describe
the architecture of fundamental modules. After themodule-level abstraction, we then
introduce the detail description of the interconnection of these modules to design the
top level architecture of several parallel arithmetic computational units.

3.1 Structural-Level Design of a Nibble Size Parallel CBNS
Adder

Adder is the backbone of various arithmetic circuits such as subtractor andmultiplier.
Thus emphasizing on this fundamental element, we have designed the nibble size
parallel CBNS adder circuit. The schematic of the top level block as shown in Fig. 5
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Fig. 5 Block diagram for
nibble size parallel CBNS
addition

4

4
12

A

B
S

indicates thatwe are having 4-bit CBNS inputs ‘A’ and ‘B’ as (A3, . . . A0, B3, . . . B0)
and 12-bit CBNS output port as (S11, · · · , S0). The positions of the input and output
bits are indicated in their indices. In order to illustrate the structural-level design of
this nibble size CBNS adder circuit, we have to begin with the introduction of the
conceptual approach as shown in Fig. 6. In this conceptual approach, the traditional
bit-by-bit addition of the input combinations has been illustrated. The first stage (St0)
performs the CBNS addition of the two single-bit CBNS input A0 and B0. So this
stage specifies the requirement of module 0 as the hardware component. The output
of this stage is a single-bit CBNS Sum indicated as S0 and the propagating carriesCi j

where i (0, 1, . . . , 11) represents the particular stage and j (0, 1, . . . , 7) represents
the particular carry output relevant to the specific module. The carries Ci j propagate
in their neighboring positions. Thus, C01 signifies that this is the carry bit generated
from (St0) and will be placed in the second adjacent position with respect to St0.
Since for module 0 implementation C0 is always zero, thus carry bit C00 is indicated
as zero with a pointed arrow mark. The second stage (St1) is similar to St0 except
we are feeding the CBNS input as A1 and B1. The output of this stage is the sum S1
with three carry bit indicated as C10, C11, and C12.

In the third stage (St2), we require the CBNS addition of the input A2 and B2

along with the carry bit C01. This specification demands for the module 1 to function
like a CBNS-based full adder circuit for St2. The output of this stage is the sum S2
with three carries C20, C21, and C22. The BDD of module 1 shows that C20 is always
set to a logically active low condition. The fourth stage (St3) implements the CBNS
addition of each single-bit CBNS input A3 and B3 with the two carry bitsC02 andC11

. The carry C02 is the third positional bit of first stage (St0), whereas the carry bit C11

is the second positional bit of the second stage (St1). This stage specifies that for the
hardware designwe requiremodule 2 as the basic component. This module generates
the sum S3 as a single-bit output with 8-bit propagating carries (C37, . . . ,C30) in their

Fig. 6 Conceptual approach for nibble size parallel CBNS addition
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Table 1 Nibble size CBNS addition of input test vectors

Decimal CBNS

Augend Addend Sum Augend Addend Sum

2 3 5 1100 1101 000111010001

−1 − j −2 j −1 − 3 j 0110 0100 000000110010

1/2 1/2 j 1/2 + 1/2 j 01.11 00.01 0000001110.10

adjoining positions as shown in Fig. 6. According to the behavioral- and gate-level
descriptions of the module 2, we have logically set the two carry bits C30 and C34

to active low state. The CBNS addition of the propagating carries is performed in
the subsequent stages. We can implement these stages using the basic modules. The
selection of the particular module mainly depends on the specific requirement of the
input port for implementing the CBNS bit-by-bit addition operation.

Based on the conceptual approach for the nibble size parallel CBNS adder, we can
now proceed toward the structural-level design involving the various modules. The
interconnections among the different modules are being dictated by the conceptual
approach of Fig. 6 leading to the netlist as shown in Fig. 7. The verilog code for the
netlist is written in ISE design suite 13.4. This HDL code has been synthesized in
the same software platform. For the reliable evaluation of the netlist under reference,
simulation has been carried out with arbitrary test input vectors. The simulation result
for checking the functionality of the nibble size parallel CBNS adder is shown in
Fig. 8 using the test bench waveform and Table1.

Next we have implemented the designed netlist on the FPGA-level platform,
XC3S700A. The synthesis result for the netlist along with the comparative study
of Jamil’s design metrics has been discussed in the result section. In the simulation
waveform of Fig. 8, a[3:0] represents a3, a2, a1, and a0 as the 4-bit CBNS input
A, while b[3:0] corresponds to b3, b2, b1, and b0 of B and S[11:0] is the 12-bit
CBNS output of Fig. 7. Between 2µs and 3µs time interval, the CBNS addition
corresponding to the second row of Table1 has been demonstrated.

3.2 Structural-Level Design of Nibble Size CBNS Multiplier

Multiplier forms the fundamental building element in signal processing and various
arithmetic operations. Therefore, greater emphasis has been placed in designing high-
speed multiplier at structural level. This section deals with the structural-level design
of nibble size CBNSmultiplier. We first discuss the conventional approach related to
the nibble size CBNS multiplication algorithm. Figure9a shows the bitwise logical
AND operation between each multiplier bit and the whole multiplicand generating
the partial product (PP) terms. According to the conventional multiplication rule, the
partial product array (PPA) has been shifted one bit to the left and then these PPAs are



118 M. Mukherjee and S. K. Sanyal

Fig. 7 Netlist for nibble size parallel CBNS adder

Fig. 8 Simulation waveform of nibble size parallel CBNS addition
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added according to the CBNS addition algorithm. The design of the CBNSmultiplier
circuit is to be implemented with the basic modules already discussed. Since module
2 can handle a maximum of 4-input, there is a possibility of handling more than 4
inputs during the process of multiplication. Accordingly to implement the CBNS
multiplier with the basic modules having limited inputs, a new concept of separation
into two sub-blocks has been incorporated in the structural-level design. The sub-
block-1 performs the CBNS addition of PPA2, PPA1, and PPA0 generating the
12-bit (E11 . . . E0) intermediate results (IR) terms. Module 0 is required to get E1

and E6, Module 1 is required to get E2, E5, E7, E8, and E9, andModule 2 is required
to get E3, E4, E10, and E11. Figure9b shows the conceptual approach followed in
sub-block-1. The architecture of sub-block-1 is cascaded with sub-block-2. The sub-
block-2 performs the CBNS addition of the PPA3 with IR from sub-block-1 to
produce the final 12-bit (P11 · · · P0) product terms. The conceptual approach of the
sub-block-2 is shown in Fig. 9c. The product term P2, P1 and P0 of the nibble size
CBNS multiplier is equal to the E2,E1 and E0 IR of sub-block-1. To generate the
product terms P3 and P4, we require module 0 as the hardware component. Similarly,
P5, P7, P8, P9, and P11 require module 1, whereas P6 and P10 require module 2. The
cascading of sub-block-1 and sub-block-2 has been done according to the rule of
interconnection of IR.

The HDL code is synthesized, and the simulation has been done in this software
platform with arbitrary input test vectors for the evaluation of the functionality of
the circuit as shown in Table2.

3.3 Structural-Level Design of Parallel Nibble Size CBNS
Subtractor Circuit

Subtraction operation is also an integral part of the hardware circuit used in digi-
tal signal processing. The first step of the structural-level design of parallel nibble
size CBNS subtractor is to multiply the nibble size subtrahend (A3 . . . A0) with
11101base(−1+ j) maintaining the CBNS multiplication rule. This multiplication pro-
cess generates an 11-bit intermediate results (IR-1) denoted as (D10 . . . D0). In this
step-1, four partial product arrays(PPAs) have been generated. These PPAs are
added according to CBNS addition rule. We have incorporated two sub-blocks to
design Step-1. In the first sub-block PPA2, PPA1 and PPA0 are added. The result
of this CBNS addition is the intermediate results (IR-2) denoted as (F10 . . . F0). The
conceptual approach of the sub-block-1 has been shown in Fig. 10. In sub-block-1,
the terms F0 and F1 are equal to subtrahend A0 and A1. Module 0 is required to
generate F2, F3, and F7, module 1 generates the F6, F8, F9, and F9, whereas F4 and
F5 have been generated using module 2. In the next sub-block, we have added the
IR-2 with PPA3 to produce IR-1. Sub-block-2 shows that the term D0, D1, D2, and
D4 is equal to F0, F1, F2, and F4. Module 0 is required to get D3, whereas module
1 generates D5, D6, D7, D8, D9, and D10. After designing the two sub-blocks using
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(a) conventional approach of CBNS multiplier

(b) Sub-block -1 (c) Sub-block -2

Fig. 9 Nibble size CBNS multiplication rule

Table 2 Nibble size CBNS multiplication of some numbers

Decimal CBNS

Multiplicand Multiplier Product Multiplicand Multiplier Product

3 3 9 1101 1101 000111000001

2 + j −2 j 2 − 4 j 1111 0100 000000111100

−1 + j 1/2 −1/2+1/2 j 0010 01.11 0000000011.10

the appropriate basic hardware components, we have to connect these modules main-
taining the rules of CBNS addition as defined in the conceptual approach in Fig. 10.
After cascading the two sub-blocks, the IR-1 is fed as the input to the next step. In
Step-2, IR-1 is added with the nibble size (B3 · · · B0) minuend. This CBNS addition
generates the 11-bit result (E10 . . . E0). The basic hardware component module 0
is required to get E0 and E1, module 1 provides E2, E4, E5, E6, and E8, whereas
module 2 generates E3, E7, E9, and E10. The verilog code for the nibble size CBNS
subtractor has been developed in ISE design suite 13.4. After the synthesis of the
HDL code, simulation has been done in this software platform with arbitrary input
test vectors for the evaluation of the functionality of the circuit as shown in Table3.
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Fig. 10 Conceptual approach of CBNS nibble size subtractor

Table 3 Nibble size CBNS subtraction of some input test vectors

Decimal CBNS

Minuend Subtrahend Difference Minuend Subtrahend Difference

3 1 2 1101 0001 000000001100

−1 − j j −1 − 2 j 0110 0011 000011101001

−1/2 −1/4 j −1/2 −
1/4 j

0.1100 0.0111 00000000.1111

4 FPGA Implementation and Performance Evaluation

In order to model the proposed computational architecture, we have selected a stan-
dard computing processor with Windows 7 OS. The hardware code is written in
verilog on ISE design suite 13.4 software platform. The implementation of HDL
code have been done on Spartan 3A family XC3S700A FPGA device. In the FPGA
platform, we have provided the input bit pattern for the functional verification of the
circuit through the sliding switches. We have observed the output bit pattern through
the LED arrays. The re-configurable FPGA processor provides the flexibility to carry
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Table 4 Performance metric of arithmetic computational circuits

Parameter LUTs Slice Logic
gates

Path
delay (ns)

Power
(W)

Net delay
(ns)

CBNS
Nibble
Size
adder

Proposed
design

16 9 62 12.065 0.032 3.456

Jamil’s
design

59 31 354 24.839 – 4.024

% reduction 72.8 70.96 82.5 51.4 – 14.12

CBNS
Nibble
Size Mul-
tiplier

Proposed
design

45 24 204 16.119 0.032 5.468

Jamil’s
design

676 340 4617 25.085 – 6.268

% reduction 93.3 92.94 95.58 35.7 – 12.76

CBNS
Nibble
Size Sub-
tractor

Proposed
design

46 24 222 13.853 0.032 4.362

Jamil’s
design

734 370 5040 26.289 – 10.494

% reduction 93.19 92.94 95.59 47.3 – 58.43

out testing of the circuit with arbitrary test input vectors. The design issues of pro-
posed modular architecture of computational units are compared with Jamil’s [10]
minterms arithmetic design approach. The evaluation of device utilization for both
the design approaches can be comprehended easily with the help of result in Table4.
The analysis reveals that in case of CBNS adder circuit proposed design reduces the
number of LUTs by 72.8% and number of slices by 70.96%. However for CBNS sub-
tractor circuit, there is 93.19% reduction in number of LUTs and 92.94% reduction
in number of slice. These implementation statistics reveal the fact that the proposed
design approach provides a better device utilization. For CBNS adder circuit, the
proposed architecture provides 51.4% reduction in the path delay as compared to the
existing design circuit. However for the CBNS subtraction circuit, there is 47.3%
reduction in path delay. It is now clearly visible that our proposed method is highly
efficient in terms of Si area, path delay, and power consumption.
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5 Conclusion

The design of various CBNS-based computational circuits has been incorporated in
this work involving simple modular approach. The necessary background for CBNS
computation including the conversion process has been developed. Nibble size adder,
multiplier, and subtractor have been designed following hierarchical approach based
on the modules. Verilog codes have also been developed for such design. The con-
cept of sub-block eliminates the limited number of input–output terminals of the
modules for large size circuits. Extensive simulation confirms the terminal behavior
of the various circuits. The design approach ultimately leads to efficient implemen-
tation on FPGA platform with significant reduction of hardware requirement and
combinational path delay.
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Abstract Checking the graph state and coloring it with possible least number of
colors (or chromatic number) has many useful applications such as coloring of maps,
solving Sudoku, making schedules to name a few. Though classical algorithms are
used to solve this problem, it is believed that with quantum approach, the space
and time complexity can be reduced. Thus, here we present quantum algorithms and
design quantum circuits to check the graph states having two- and three-vertices with
given edges and color them accordingly. We also propose a quantum algorithm for
coloring of trees. For each of the cases,wediscuss the quantumcosts and complexities
and compare it with the classical approach.
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1 Introduction

Computers are no more limited to work in bits of 0 and 1’s. Through quantum
mechanical phenomena like superposition and entanglement [1], quantum computers
are designed to work with superposition state, where they encode information as
quantum bits or qubits. Qubits represent quantum versions of bits and their respective
control devices that work together to act as computer memory and a processor.
Because a quantum computer can contain these multiple states simultaneously, it
can easily crack algorithms like that of encryption [2], used today in very less time,
whereas it takes billions of years by the best supercomputer available today. For
example, a classical computer of n bits can have n states at a time but a quantum
computer of n qubits can deal with 2n states at a time. A processor that can use
registers of qubits will be able to perform calculations using all the possible values
of the input registers simultaneously. A quantum computer maintains a sequence
of qubits, which can represent a 1, a 0, or any quantum superposition of those two
qubit states. Superposition causes a phenomenon called quantum parallelism and is
the motivating force behind the research being carried out in quantum computing.
Graph algorithms are sure to benefit from parallelization, while on the other hand
they contain a number ofNP-complete problems [3]whichmay be liable for quantum
boost or speedup.

Quantum algorithms are often probabilistic, in that they provide the correct solu-
tion only with a definite known probability. A quantum bit like electrons is with two
spin states: “down” and “up” (typically written using Dirac’s bra–ket notation |0〉
and |1〉). In general, the state of a quantum bit (or qubit) is described by: α|0〉 + β|1〉
whereα andβ are complexnumbers, satisfying |α|2 + |β|2 = 1. In quantum informa-
tion theory, a quantum circuit is a model for quantum computation and is a sequence
of quantum gates, which are reversible transformations on a quantum mechanical
analog of an n-bit register. Here, various operations are performed using the follow-
ing quantum gates (which are Pauli matrices), namely (i) X gate: It transforms |0〉
to |1〉 and vice-versa, (ii) Hadamard gate: It creates superposition states, (iii) CNOT
gate: It performs not operation on the second qubit only if the first qubit is in |1〉
state, (iv) anti-CNOT gate: It performs not operation on the second qubit only if the
first qubit is in |0〉 state.

Quantum algorithms are run on realistic model of quantum computers such as
provided by IBM quantum experience platform (IBM QE) [4], D-wave quantum
computers [5], trapped ion quantum computer (IonQ) [6] to name a few. IBM QE
has recently gained popularity byproviding the 5-qubit and 14-qubit quantumchips to
the community and making easily accessible through QISKit. A number of quantum
information processing tasks in the field of quantum simulation [7–10], quantum
machine learning [11, 12], quantum error correction [13–16], quantum information
theory [17–19], quantum cryptography [20], quantum optimization problems [21],
designing quantum communication devices [22, 23] are tested on the real chips, and
feasible results are obtained.
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AgraphG(V,E) consists of a set of objects called verticesV{v1,v2,…} and another
set E {e1,e2,…}, whose elements are edges such that edge ek or ei j is associated with
vertices vi and v j . Graph coloring is a way of assigning colors to these vertices of a
graph such that no two adjacent vertices are colored using the same color. Chromatic
number is the smallest number of colors needed to color a graph. In the following
text, we provide quantum algorithms for checking the connection between vertices
and assigning colors according to the chromatic number of the graph. In the original
work of Hondt [24], algorithms were proposed of 2-coloring and 3-coloring graphs
based on qubits and qutrits, respectively. In the recent Ref. [25], quantum circuits
were proposed to check and color the graphs for 2- and 3-coloring for two and three
vertices system.

The organization of the paper is as follows. In Sect. 2, we discuss the 2-coloring
of graphs with circuit implementation of appropriate quantum operators. Following
which, 3-coloring is explained by mapping qutrits into qubits and developing quan-
tum circuits to generate the graph states, to check and color the graph in Sect. 3.
Finally, we conclude in Sect. 6.

2 Algorithm for 2 Vertices Coloring

2.1 Algorithm and Implementation

We start by generating a superposition of all possible colorings of this graph
when edges are ignored, as follows H⊗n|0〉⊗n = 1/2n

∑2n−1
i=0 |i〉, where the i is

written in binary. For example, for two vertices we would have |00〉, |01〉, |10〉
and |11〉 with normalization factor 1/2. Now for each back edge, ei j considers
the projective measurement Mi j with projection operators Oi j and I − Oi j , where
Oi j = |01〉i j 〈01| + |10〉i j 〈10| and I − Oi j = |00〉i j 〈00| + |11〉i j 〈11|.

Now we have two vertices 0 and 1 in the graph, where there may be an edge con-
nection or not. We can show in forms of two qubits that there are four possible states
of connection between the two vertices, namely |00〉, |01〉, |10〉 and |11〉 states. Here
we can show that the superposition of (|00〉 + |11〉)/√2 are for no edge connected
and that of (|01〉 + |10〉)/√2 for an edge connected (Fig. 1).

For the circuit in Fig. 2, we use the first two qubits for vertices (namely 0 and 1)
and the edge joining these vertices are denoted by |ψ01〉. For an edge connected, the
user puts an X gate in the second qubit to specify the connection. The third qubit is
the ancilla qubit which remains |0〉 for no edges connected and changes to |1〉 for
an edge connected. The fourth and fifth qubit output the connection or graph state
and show the superposition of |00〉, |11〉 or |01〉, |10〉 according to no or an edge
connected. The sixth and seventh qubits denote the colors of the vertices, where |0〉
and |1〉 represent two different colors. It outputs |00〉 for no edges connected and |01〉
for an edge connected. The colors are shown hierarchically for each case (Table1).
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Fig. 1 2 vertices coloring:
a No edge is connected.
Thus, both the vertices are of
same color, i.e., color 0 or
blue. b Edge is connected.
Thus, each of the vertices is
of different colors, i.e., color
0 and 1 or blue and green

Fig. 2 Quantum circuit for
2 vertices coloring. The first
two qubits represent the two
vertices, the next is the
ancilla qubit, the next two
qubits show the graph state,
and the last two depict the
colors

Table 1 Quantum costs according to given figures

Figure no Quantum cost

2 10

2.2 Quantum Cost

2.3 Classical Complexity

Coloring a graph with minimum number of colors is NP-complete problem. In clas-
sical computers, an adjacency matrix of space complexity O(n2) is also assigned to
store information of connected vertices. However in case of a graph with just two
vertices, the problem can be solved in constant time and space (Fig. 3).
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Fig. 3 3 vertices coloring:
a When none of the edges
are connected, all vertices
will have the same color, i.e.,
color 0 or blue. bWhen any
two of the vertices are
connected they will have
different colors, i.e., color 0
and 1 or blue and green; the
third vertex will have color 0
or blue. c When all the
vertices are connected by
edges, the three vertices will
have three different colors,
i.e., color 0, 1, and 2 or blue,
green, and red

3 Algorithm for 3 Vertices Coloring

3.1 Algorithm and Implementation

Here we have 3 vertices 0, 1, and 2 in a graph where there may be no edges or one to
three edges are connected. In this case, we can show in forms of two qutrits that there
are nine possible states of connection between any two vertices, namely |00〉, |01〉,
|02〉, |10〉, |20〉, |12〉, |21〉, |11〉 and |22〉. Each qutrit represents a vertex, and again we
start out by generating unrestricted coloring, |ψ1〉 = H⊗n|0〉⊗n = 1/3n

∑3n−1
i=0 |i〉.

The measurement Mi j for each edge ei j is a straightforward generalization of that
from the previous section: We split the Hilbert space in two sub-spaces, associated
with allowed and disallowed coloring of vertices i and j, respectively, and project
onto these sub-spaces. Concretely, the projection operators read as follows; Oi j =
|01〉i j 〈01| + |10〉i j 〈10| + |02〉i j 〈02| + |20〉i j 〈20| + |12〉i j 〈12| + |21〉i j 〈21| and I −
Oi j = |00〉i j 〈00| + |11〉i j 〈11| + |22〉i j 〈22|.

We can show that superposition of (|00〉 + |11〉 + |22〉)/√3 are for no edges
connected; superposition of (|01〉 + |10〉)/√2 for 0 and 1 connected and likewise
for 0,2 and 1,2; superposition of (|01〉 + |10〉 + |02〉 + |20〉)/√4 for edges between
0,1 and 0,2 and likewise for 1,2 and 1,0 and also 1,2 and 0,2. Lastly, we have
superposition of the states (|01〉 + |10〉 + |02〉 + |20〉 + |12〉) + |21〉)/√6 for all the
three edges connected between the three vertices. We nowmap the two-qutrit system
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Fig. 4 Quantum circuit for 3 vertices coloring: Mapping qutrit to qubit system, a when there
is no edge between any vertices, the qubits will show superposition of |0000〉, |0101〉 and |1010〉
states, b when there is an edge between vertices 0 and 1, the qubits will show superposition of
|0001〉 and |0100〉 states, c when there is an edge between vertices 0 and 2, the qubits will show
superposition of |0010〉 and |1000〉 states, d when there is an edge between vertices 1 and 2, the
qubits will show superposition of |0110〉 and |1001〉, e when there are edges between vertices 0,1
and 0,2,the qubits will show superposition of |0001〉, |0100〉, |0010〉 and |1000〉 states, f when there
are edges between vertices 0,1 and 1,2, the qubits will show superposition of |0001〉, |0100〉, |0110〉
and |1001〉, g when there are edges between vertices 0,2 and 1,2, the qubits will show superposition
of |0010〉, |1000〉, |0110〉 and |1001〉, hwhen there is an edge between every two vertices, the qubits
will show superposition of |0001〉, |0100〉, |0010〉, |1000〉, |0110〉, and |1001〉
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Fig. 5 Quantum circuit for
3-coloring: connection
between ancilla qubits and
vertices

Fig. 6 Quantum circuit for
3 vertices coloring:
connection between ancilla
qubits and colors. The colors
are mapped as |00〉, |01〉, and
|10〉 for colors 0, 1, and 2
respectively

to four-qubit system changing |00〉 to |0000〉, |01〉 to |0001〉, etc., where the first two
qubits denote each of the first qutrit and second two qubits denote the each of the
second qutrit. This will help us in producing outputs in terms of binary and quantum
computer readable language. In Fig. 4, there are eight circuits for each case where
we output the vertex combinations and thus the graph state.

In Fig. 5, we show the connection between the vertices and the ancilla qubits. For
the circuit, we use each of the first two qubits of the six for vertices (namely 0,1 and
0,2 and 1,2) edges joining these vertices are denoted by |ψ01〉 and |ψ02〉 and |ψ12〉.
For an edge connected, the user puts an X gate in the second qubit of the edges to
specify the connection. The next three qubits are the ancilla qubits which remains |0〉
for no edges connected and changes to |1〉 for an edge connected. They denote the
connection between given two vertices. The connection between the ancilla qubits
and the vertex coloring is shown in Fig. 6. According to the given connection, we
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Table 2 Quantum costs according to given figures

Figure no Quantum cost

4a 12

4b 4

4c 4

4d 8

4e 85

4f 20

4g 19

4h 109

5 6

6 508

color the vertices 0, 1 and 2: each representing a different color. We again map 0, 1
and 2 to two-qubit system to show the colors of each vertex hierarchically.

For d number of vertices and for all the vertices connected, the maximum number
of colors used is d. Thus, we need a qudit system which when mapped to a corre-
sponding qubit system can give all the possible color combination for all the cases
if the circuits are built for each case based on that showed for 3-coloring.

3.2 Quantum Cost

According to the input, circuit in Fig. 5 connects with one of the circuits from Fig. 4
showing the graph state. The circuit of Fig. 5 also connects with the circuit of Fig. 6
to show the respective coloring of the vertices. For example, for no edges connected,
Fig. 5 is combined with Figs. 4a and 6; (Table2).

3.3 Classical Complexity

The adjacency matrix with space complexity O(n2) is required to denote connections
between vertices. Actions like finding an edge between two given vertices or an edge
removal can be done in constant time. The greedy algorithm requires O(V 2 + E)
time complexity in the worst case.
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Fig. 7 Representation of a
tree: a given tree

4 Trees

In the previous sections, we denoted graph states as superposition of vertices and
showed corresponding graph state’s vertices’ coloring. We now extend our coloring
algorithms to trees as 2 colorable bipartite graphs. In graph theory, trees have only
one connection between any two vertices. Each vertex can have zero tomany children
vertices.Weuse this property of one connection between parent and child vertices as a
logical qubit. The connection is changed to |1〉 via an X gate if a connection is present.
The circuit is developed with the vertices initially and then their corresponding
connections. The vertices output their colors. Since only 2 colors are applicable,
we either have |0〉 or |1〉 as outputs. For our paper, we assume a given tree in Fig. 7
and show its corresponding quantum circuit in Fig. 10. This circuit can be used as a
reference for a tree with n vertices with given connections (Fig. 8).

4.1 Quantum Cost

Counting each connection between each parent and child, let us assume we have c
connections for a tree of n vertices. We can calculate the quantum cost as 18c + c +
1 = 19c + 1. Also, we can calculate the cost as 18(n − 1) + 1 + c = 18n + c − 17.
For fig, our cost is 96.
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Fig. 8 Quantum circuit for
the given tree: Vertices and
connections are shown. The
vertices output their colors

4.2 Classical Complexity

We determine a bipartite graph and color it with 2 colors by computing breadth first
traversal (BFT) or depth first traversal (DFT). This is done in linear time complexity.

5 Binary Trees

Binary trees are a special form of trees where every parent vertex has exactly two
children vertices. We now present a circuit specifically for binary trees. Here we
do not denote connections as starting from the root vertex, every parent–children
connection is previously known. In our paper, we assume a given binary tree shown
in Fig. 9 and show its quantum circuit for outputting colors in Fig. 10. This reference
circuit can be extended to n vertices.
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Fig. 9 Representation of a binary tree: a given binary tree

Fig. 10 Quantum circuit
for the given binary tree:
Vertices output their
corresponding colors

5.1 Quantum Cost

For a binary tree of n vertices, the quantum cost corresponding to Fig. 10 can be
calculated as 3n + 1. For our circuit in Fig. 9 with 7 vertices, the quantum cost is 19.

5.2 Classical Complexity

Binary trees take O(n) to color its vertices.
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6 Conclusion

To conclude, we have designed quantum circuits for the graph states through super-
position for each of 2 vertices and 3 vertices. We have also shown the possible colors
of the vertices according to the chromatic number. W have also shown circuits for
coloring trees. We have also specified a circuit specially for binary trees. We have
mentioned the quantum cost of our circuits and mentioned the space–time complex-
ity for the corresponding classical algorithms. Our algorithm proposes a pattern for
d-coloring using a qudit system, where the qudit system can be mapped into a qubit
system and appropriate quantum circuits can be designed, and thus, graph coloring
can be achieved. The approach used here can be used in applications such as solving
Sudoku [26, 27], setting time table [28], and coloring of maps.
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Design of FPGA-Based QPP Interleaver
for LTE/LTE-Advanced Application
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Abstract Modern wireless communication systems have witnessed increasing use
of channel coding techniques to enhance the throughput and to reduce latency. Inter-
leavers are playing an important role to make the communication systems more
robust and resilient in such channel coding approaches. The Long-Term Evolution
(LTE)/LTE-Advancedof the 3rdGenerationPartnershipProject (3GPP) usesQuadra-
ture Permutation Polynomial (QPP) interleaver in its Turbo coding scheme. The
address generator of the interleaver contains a quadratic expression having square and
modulus functionwhose direct digital hardware is not yet available in the literature. A
novel algorithm has now been proposed which can provide low complexity hardware
solution to implement the interleaver address generator. This paper describes VHDL
model and timing simulation of the proposed address generator usingModelSimXE-
III software. Due to absence of implementation results in the literature, comparison
of this work is made by implementing conventional LUT-based technique on the
same FPGA. Such comparison shows better FPGA resource utilization by 71.16%
and improved operating speed by 82.26% in favour of the novel proposed technique.
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1 Introduction

The demand for ubiquitousmobile Internet services requires high bandwidth connec-
tivity. To cater this demand, new technologies like the Long-Term Evolution (LTE)
of 3GPP standards [1] have been developed. LTE has rapidly become the dominant
global standard for fourth generation cellular networks [2]. It has brought together
many technological innovations from different area of research such as digital signal
processing, Internet protocols, network architecture and security, and is poised to
dramatically change the way we use the world wide mobile network in the future.
LTE-Advanced (LTE-A) [3] is the project name of the evolved version of LTE that
is being developed by 3GPP [4]. LTE-A is set to meet or exceed the requirements
of the International Telecommunication Union (ITU) for the fourth generation (4G)
radio communication standard known as IMT-Advanced [5].

LTE/LTE-A uses Turbo coding as channel coding scheme. Turbo encoder
and decoder is one of the major blocks in a LTE wireless transceiver. Turbo
encoder/decoder employs interleaver to reduce the effect of burst error in the
channel. Turbo decoders provide best performance but suffer from high decoding
latency due to the iterative decoding process [6]. This is due to the forward–back-
ward recursion in the maximum a posteriori (MAP) decoding algorithm and the
interleaving/de-interleaving between iterations [7].

Literature survey shows limited number of works in connection with design of
address generator for Quadrature Permutation Polynomial (QPP) interleaver used
in LTE/LTE-A transceiver. A unified approach of Turbo decoder design suitable for
mobileWiMAXand 3GPP-LTE applications has been proposed byKim and Park [8].
This work includes design of QPP interleaver with support the radix-4 single-binary
turbo decoding. The work is claimed to be implemented on 0.13 µm CMOS tech-
nology. However, implementation result of QPP interleaver is not available. Sun and
Cavallaro [7] propose a low complexity QPP interleaver of LTE/LTE-A and imple-
mented using 65 nm CMOS technology. The authors extended the work to design
Turbo code decoder to be used in 3GPPLTE/LTE-A. Another work of designingQPP
interleaver for high throughput HSPA/LTEmulti-standard turbo decoder is proposed
in [9] by the same group of researchers of [7]. The work shows improved LUT-based
approach where inter-row and inter-column parameters are pre-computed and stored
in memory. Based on the input parameter and the inputs received from various inter-
mediate pre-processing units, desired interleaver addresses are generated. The work
is reported to be implemented on 45 nm CMOS technology. FPGA implementa-
tion of cyclic redundancy code (CRC) implementation for LTE-Advanced has been
described in [10]. The authors demonstrate the integration of three CRC circuits into
one with aim to reduce the total area of the LTE-Advanced transceiver.

In this paper, we propose an efficient algorithm to model the interleaver address
generator used in LTE/LTE-A. The address generator of QPP interleaver involves
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a quadratic expression having square and modulus function whose corresponding
digital hardware is not available. In our approach, the said expression is divided
into two parts. The first part generates raw addresses which is described by a novel
algorithm. The second part computes modulus on the raw addresses and employs a
modified technique over [11]. Both algorithms are transformed into digital circuits for
efficient FPGA implementation. VHDL model has been prepared to implement the
hardware in Xilinx Spartan 6 FPGA. Functionality of the interleaver address gener-
ator is verified through timing simulation usingModelSimXE-III software. In spite of
best possible effort in literature survey, the authors could not find similarworks imple-
mented onFPGAplatformhaving implementation results.Consequently, comparison
could not be drawn with existing works implemented on CMOS and other platforms.
As a result, for the sake of comparison, the authors implemented the conventional
look up table (LUT)-based technique with improved memory modelling on the same
FPGA. Comparative analysis of our proposed work with improved LUT-based tech-
nique in terms FPGA resource utilization (Block RAM) and operating speed shows
betterment by 71.16% and 82.26%, respectively, at the negligible cost of FPGA slice
requirement.

2 Interleaving in LTE/LTE-A

Turbo coding is employed in many standards for forward error correction tech-
niques due to its impressive performance [5]. The interleavers are used in turbo
coding/decoding to improve the error performance. During decoding of information
through iterative process, extrinsic information is exchanged between sub blocks.
Interleaving operation of this extrinsic information in parallel decoder suffers due to
memory access contention [12]. The 3rd Generation Partnership Project (3GPP) LTE
and LTE-A standard proposed to use the Quadratic Permutation Polynomial (QPP)
interleaver [13]. Such interleaver poses contention free property and allows parallel
decoders to decode one code word with improved throughput.

The interleaving operation in a QPP interleaver defined for LTE/LTE-A may be
expressed as

�(i) = (
f1 × i + f2 × i2

)
mod K (1)

where i stands for the original address, and P(x) is the interleaved address. The
parameters f 1 and f 2 are related to the block size K and are defined in [1]. In the
3GPP LTE/LTE-A standard, there are 188 different block sizes ranging from 40 to
6144, and each size has its different interleaver parameters f 1 and f 2.
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3 Proposed Algorithm for QPP Interleaver

This section describes proposed algorithm for address generator of interleaver used in
LTE/LTE-A. Firstly, aMATLAB program has been developed using (1) to determine
sequence of addresses to be generated against each value of K, f 1 and f 2 parameters.
Table 1 shows certain portion of such address sequences obtained for three instances
with (a) K = 40, (b) K = 1008 and (c) K = 6144.

Due to non-availability of corresponding hardware to implement (1), we propose a
novel algorithmwhich leads to lowcomplexity implementation the address generator.
In our approach, (1) is divided into two subparts out of which the first part computes
the raw addresses. These raw addresses pass through the mod function in the second
part. Both parts are described by (2) and (3), respectively. Accordingly, previous
MATLAB program is partially modified to generate the raw addresses without the
mod function, i.e. implementation of (2). The raw addresses so generated for the
same three cases of Table 1 are shown in Table 2(a)–(c).

y(i) = (
f1 × i + f2 × i2

)
(2)

�(i) = y(i)modK (3)

Table 1(a) Address sequences with K = 40, f 1 = 3, f 2 = 10

13 6 19 12 25 18 31 24 37 30 3 36

9 2 15 8 21 14 27 20 33 26 39 32

…

21 14 27 20 33 26 39 32 5 38 11 4

Table 1(b) Address sequences with K = 1008, f 1 = 171, f 2 = 204

375 150 333 924 915 306 105 312 927 942 357 180

411 42 81 528 375 630 285 348 819 690 969 648

…

423 438 861 684 915 546 585 24 879 126 789 852

Table 1(c) Address sequences with K = 6144, f 1 = 263, f 2 = 480

743 2446 5109 2588 1027 426 785 2104 4383 1478 5677 4692

4667 5602 1353 4208 1879 510 101 652 2163 4634 1921 168

…

951 5726 5317 5868 1235 3706 993 5384 4591 4758 5885 1828
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Careful examination of the sequence of raw addresses in Table 2(a)–(c) shows
certain correlation between them which may be expressed by the following novel
algorithm for address generator of LTE/LTE-A interleaver:

Define:
F = f 1 + f 2;
Fixed Increment: INC = 2*f 2
Initial condition: PA = PI = F
Subsequent address: Previous address (PA) + {previous increment (PI) + INC}
e.g. (a) for K = 40, f 1 = 3, f 2 = 10
Initial Conditions:
PA = PI = F = 13, INC = 20,
Subsequent addresses: 13 + (13+20) = 46; 46 + (33+20) = 99; 99 + (53+20) =
172 and so on.
(b) For K = 1008, f 1 = 171, f 2 = 204
Initial Conditions:
PA = PI = F = 375, INC = 408,
Subsequent addresses: 375 + (375+408) = 1158; 1158 + (783+408) = 99; 99 +
(1191+20) = 1290 and so on.
(c) For K = 6144, f 1 = 263, f 2 = 480
Initial Conditions:
PA = PI = F = 743, INC = 960,
Subsequent addresses: 743+ (743+960) = 2446; 2446 + (1703 + 960) = 5109;
5109 + (2663+960) = 8732 and so on.

The proposed algorithmcomputes the raw addresses recursivelywithout involving
multiplier and squarer circuit thus ensuring low complexity implementation.

Implementation of (3), i.e. computation of modulus on raw addresses is done by
suitably modifying the algorithm proposed by Butler and Sasao [11]. This algorithm
computes xmod z as a modulo reduction process, where at each stage, the magnitude
of x is reduced, but the residue remains the same which is continued until only the
residue remains. As the interleaver block size K (divisor) has 188 different values
ranging from 40 to 6144, the second method of Butler and Sasao [11] where the
divisor is an independent variable is adopted. In the proposed case, as shown in Table
2(c) I, the maximum value whose modulus is to be computed is 17014564 which in
binary requires 25-bits representation. As a result value of I = 25 in computation
of 8 = z × 2i where i-1 represents number of comparison stages, z represents the
divisor (= K) and 8 is defined to be the first value to be subtracted from the dividend,
X. Subsequent values of 8 are computed by dividing present value of 8 by 2. In our
work, division is accomplished by right shift which is more resource efficient than
direct division technique.
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4 Hardware Realization

In order to test the functionality of the proposed algorithm, corresponding digital
hardware is designed. Top level view of the hardware is presented in Fig. 1. The first
block is raw address generator, implementing (1), receives initiation pulse (INIT ),
clock signal (CLK) and a memory pointer (I) to retrieve corresponding values of K,
f 1 and f 2 stored in an LUT [1]. The raw addresses (X) and K values are passed on
to the MOD circuit which finally generates the desired interleaver addresses.

The raw address generator as shown in Fig. 2 comprises of two subsidiary units
namely, an LUT (a), a START signal generator (b) along with the main unit (c). The
LUT stores the values K, f 1 and f 2 and has 32-bit width. The organization of data in
the LUT is described in Table 3. A desired combination of the block size K, f 1 and
f 2 is read from the LUT by supplying appropriate address of LUT in I. An adder is
used to generate F = f 1 + f 2. A START signal is generated by the hardware shown
in Fig. 2(b) either at the beginning of the operation or after completion of one period
of generating 188 interleaver addresses. INIT pulse is responsible for generating the
START signal in the beginningwhereas an active reset signal generates the subsequent

Y

CLK
Raw Address 
Generator MOD CircuitI 

INIT

X

K

Fig. 1 Top level view of the QPP interleaver address generator
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Table 3 Organization of
LUT

I (9 bit) K (13 bit) f 1 (9 bit) f 2 (10 bit)

000H 01400C0AH

001H 01801C0CH

002H 01C04C2AH

… …

05BH 01F80DC54H

… …

0BBH C0041DE0H

S1S23S24

θ24
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38
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2i
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3825
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B24

M23

0

A23

≥ θ23
0      1

A23 –
B23
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B1
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0
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25

Y 

38

Comparator

Fig. 3 Modified MOD circuit to compute X mod Z

START signals on completion of each addressing cycles. Themain circuit responsible
for raw address generation receives signal F, f 2 and START from other two ancillary
units and the system CLK. Active START pulse causes M1 = F, M2 = INC = 2 ×
f 2, M3 = F and M4 = 0 representing the initial condition of the circuit. Registers R1

and R2 store the output of A1 and M3, respectively.
Figure 3 describes modified hardware used to compute X mod K. In this appli-

cation, i = 25 and z is a 13-bit number resulting in 8 to be a 38-bit number. This
consequents 25-bit X to be converted into a 38-bit number by appending 13 zeros in
the MSBs so that X and 8 may be compared. In order to make our design resource
efficient, we computed 8 by appending 25 number of zeros in the LSB of Z instead
of using a multiplier directly. The left most comparator (C24) as shown in Fig. 3
compares A24 (38-bit version of X) with 824. If A24 ≥ θ24, the select input of the
multiplexer (M24) receives a 0, thus routing 824 to the output (= B24). The subtractor
(S24) performs first stage reduction by computing A23 = A24−B24. In case, A24 ≯ θ24,
M24 receives B24 = 0, the stage performs pass through operation. Similar operation
is carried out in 23 subsequent stages as shown in Fig. 3 till A0 is computed which
is converted into 13-bit number, Y removing 25 zeros from MSBs before sending it
as output of the address generator. Subsequent 8s (i.e. 823, 822, …, 81) are computed
from previous 8 values dividing by 2. Instead of using a divisor, the authors employed
shifter to perform ÷ 2 operation, thereby making design more resource efficient.
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5 Simulation Result

The simulation results in the form of timing diagram obtained using ModelSim
Xilinx Edition-III for i = 1(K = 40), 91 (K = 1008) and 188 (K = 6144) are shown
in Fig. 4(a)–(c), respectively. The captured portion shows the interleaver addresses
generated for the first few cases and is identical with Table 1(a)–(c), respectively. The
circuit fetches K = 40, f 1 = 3 and f 2 = 10 from the LUT of Fig. 2(a) when supplied
with i = 1. As shown in Fig. 4(a)–(c), init = 1 in the beginning for one clock pulse to
enable hardware of Fig. 2(b) to generate START pulse. On completion of an iteration
of address generation, the START pulse for subsequent iterations is generated by
the reset signal. Based on the values received against the signals START, F and f 2,
the main unit of the address generator as shown in Fig. 2(c) computes the desired
addresses and is made available at the output as y in Fig. 4(a)–(c). The authors have
generated and verified addresses for all values of i; however, to avoid clumsiness
other, results are not included.

6 FPGA Implementation Result and Analysis

Theproposedhardware structure ofLTE/LTE-advanced interleaver address generator
is transformed into VHDL model using Xilinx Integrated Software Environment
(ISE 12.1) and is implemented on Xilinx Spartan 6 FPGA. Table 4 shows the HDL
synthesis report for the implementation. The adder of Fig. 2(a) is realized by the 10-
bit adder. The 13-bit and 38-bit subtractors are used in the mod circuit to determine
the Y and Ax−1= Ax−Bx. AD1 and AD2 adders of Fig. 2(c) are implemented through
two 25-bit adders. The input applied through I is converted into LUT address with
the help of the 9-bit subtractor to access the content of LUT described by Table
3. An 8-bit up-counter is used to implement the counter of Fig. 2(b). The 1-bit,
25-bit registers are used to implement reset signal, R1 and R2 register, respectively.
Figure 2(b) uses the 8-bit greater than comparator to generate the reset pulse, whereas
the 24 numbers of 38-bit less than equal to comparators are used in the mod circuit
to implement C24, C23, C22 …..,C1. Similarly, the mod circuit of Fig. 3 also uses 24
number of 38-bit 2-to-1 multiplexers (M24, M23, M22, ….., M1). The 25-bit 2-to-1
multiplexers implements M1-M4 of Fig. 2(c)

Direct comparison of our proposed work with the existing works in [7–9] is
not possible due to dissimilarity in implementation platform and non-availability of
implementation result for interleaver alone. However, in order to compare the imple-
mentation results, we have modelled and implemented the conventional LUT-based
technique in the same Spartan 6 FPGAplatform. As per [1], there are 188 permissible
block sizes leading to 188 memory blocks required to house the address LUTs. Such
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(c)

(b)

(a)

Fig. 4 (a) Timing simulation showing initial addresses for i = 1 (K = 40, f 1 = 3, f 2 = 10). (b)
Timing simulation showing initial addresses for i = 91 (K = 1008, f 1 = 171, f 2 = 204). (c) Timing
simulation showing initial addresses for i = 188 (K = 6144, f 1 = 263, f 2 = 480)
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Table 4 HDL synthesis
report

Logic circuits used Quantity Logic circuits used Quantity

10-bit adder 1 1-bit register 1

13-bit subtractor 1 25-bit registers 2

25-bit adder 2 8-bit comparator
greater

1

38-bit subtractor 24 38-bit comparator
less equal

24

9-bit subtractor 1 25-bit 2-to-1
multiplexer

4

8-bit up-counter 1 38-bit 2-to-1
multiplexer

24

requirement cannot be catered by the target FPGA which only possess 52 BRAM
blocks. To solve the problem, the authors partitioned the available memory blocks
which in turn helped to reduce memory wastage as well. Implementation results of
both techniques are shown in Table 5. Our proposed technique shows significant
reduction in Block RAM requirement by 71.16% in comparison to improved LUT-
based technique. Similarly, our proposed design shows significant improvement by
82.26% in terms of maximum operating frequency. These improvements are at the
cost of minor increase in FPGA slice LUT requirement.

Table 5 Comparative device utilization summary

FPGA
resources/parameters

This work LUT-based implementation Remarks

utilization
in number

Utilization
in %

Utilization
in number

Utilization in
%

Number of slice
registers

59 out of
30,064

0.19 63 out of
30,064

0.21 Reduction by
0.02%

Number of slice LUTs 1128 out of
15,032

7.50 433 out of
15,032

2.88 Increase by
4.62%

Number ofbonded
IOBs

23 out of
240

9.58 23 out of
240

9.58 No change

Number of block
RAM

1 out of 52 1.92 38 out of 52 73.08 Reduction by
71.16%

Maximum clock
speed

260.92 MHz 143.16 MHz Speed
improvement
by 82.26%
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7 Conclusion

This work describes a novel and efficient algorithm to model the interleaver address
generator used in LTE/LTE-A. The algorithm exploits correlation between consec-
utive addresses of the address generator of QPP interleaver to efficiently model and
implement on reconfigurable hardware. The algorithm is converted into digital hard-
ware and implemented on Xilinx Spartan 6 FPGA using Xilinx ISE 12.1. Function-
ality of the address generator is tested through timing simulation using ModelSim
XE-III software. The proposed work when compared with conventional LUT-based
work shows significant improvement in terms of embedded memory utilization and
operating speed.
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Influences of Solar Activity on Food
Grains Yield

D. K. Tripathi, R. P. Tripathi, and A. K. Tripathi

Abstract The increased imbalance between demand and supply of food grains in
India is due to the population burst and limited land of cultivation. Every yearGovern-
ment used to fix a target of food grains production which is rarely achieved due to
various factors. Climatic conditions are one of the factors. India has the second largest
cultivable land in the world and approximately 65% of the crops cultivated are food
grains in spite of that food grains per person per month are decreasing continuously.
New technologies are continuously adopted to increase the food grains yield but the
situation is still not good. Along with the other factors the crop yield may depend
on solar activity as earth is a solar planet from whom cosmic rays are continuously
coming to the earth. So, in this paper, we studied the influences of the Sun’s activity
on the food grains yield. For this purpose, all India food grains yield, rice yield, and
yearly average number of sunspots data are used to analyze the characteristic varia-
tions and to find any possible correlation between them. A strong linkage between
solar activity and all Indian food grains yield and rice yield is obtained from the
analysis.

Keywords Solar activity · Food grains yield · All India rice yield · Sunspot
number · Annual rainfall

1 Introduction

The research suggests that sunspots are visible when the magnetic field in the spots is
greater than the critical value. Therewill be no dark spot formation if the field is below
this critical value although the terrestrial environment will be influenced by Sun due
to coronal and solar wind activity. This influence is confirmed by several Scientists
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throughout the world. The cloudiness is increased due to cosmic rays as revealed by
the studies of Svensmark [1]. When the solar activity is maximum (higher rate of
sunspots formation), the cosmic ray radiation on Earth’s orbit is less, results in less
cloudiness [2–6]. Due to this the temperature increases and precipitation decreases.
This led to the hot weather and drought [7–10]. Conversely, if there is a decrease in
the number of sunspots, the cosmic ray radiation on Earth’s orbit increases, results
in high cloudiness and higher precipitation.

Solar activity may affect crop yields. So, there was a search for linkage between
crop yields and solar activity since the last century. Primary level studies were
conducted for 1866 through 1973 of wheat in Texas and Kansas, corn in Illinois
and Nebraska, rice in Louisiana (1895−1972), and cotton in Texas [11]. The crop
yields were lower when the solar activity was low and it was reported higher when
high number of sunspots was formed [12–15]. Linkage is found between the state of
the wheat market in medieval England and solar activity [16]. So, we expect a corre-
lation between all India food grains yield or all India rice yield and yearly average
of sunspots number.

2 Analyses and Results

In Fig. 1, Yearly mean sunspot number is plotted year wise since 1700–2019.
Figure 1 is due to the increase and decrease of solar activity which results in a

lower or higher number of sunspot formations in the last three centuries.
In Fig. 2. Year wise annual Indian rainfall is plotted.
Figure 2 shows that the average annual Indian rainfall is 1149.17 mm/hr from

1813 to 2012.
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Figures 1 and 2 suggests that the trend of variation of annual Indian rainfall is the
same as the variation of the yearly mean of total sunspot number. To investigate this,
yearly mean sunspot number is plotted against annual Indian rainfall from 1813 to
2012 in Fig. 3.

Figure 3, reveals that the Annual Indian rainfall is following the same trend as the
yearly annual sunspot number.

Here, we want to know any linkage between food grains yield and solar activity.
For this, All India food grains yield data is taken from Agricultural statistics at a
glance 2018, published byMinistry ofAgriculture and FarmersWelfare, Government
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of India. Figures 4 and 5 respectively discloses the food grains yield and rice yield
from 1950–51 to 2017–2018.

Solar activity is represented by the yearly mean of sunspot number. Here is an
approximation, we have taken the data of yearly mean of sunspot number of 1950–51
as the data of 1950.5 and likewise for other years.

Figure 6 and Fig. 7 suggest that there is a strong linkage between solar activity
and food grains and rice yield. Food grains production increases with the increase
in yearly mean of sunspot number and it decreases with the decrease of yearly mean
of sunspot number with a phase lag. Further, to strengthen this idea the three years
moving average of annual food grains yield is plotted against the three years moving
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Fig. 7 Dependence of rice yield on number of sunspots

average of yearly mean sunspot number in Fig. 8 and three years moving average of
annual rice yield is plotted against the three years moving average of yearly mean
sunspot number in Fig. 9. Figures 8 and 9 confirms the same result as suggested by
Figs. 6 and 7.

For close scrutiny, the analysis is done for solar cycles 19, 20, 21, 22, 23, and 24
separately. Following results are found.
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Fig. 9 Dependence of annual rice yield on annual mean of number of sunspots

(i) For Solar cycles 19, 21, and 23, the correlation coefficient is negative which
suggests that these two quantities (solar activity and all India food grains yield
or rice yield) are anti correlated. This means that the trend of variation of all
India food grains yield and rice yield is opposite to the yearly mean sunspot
number.

(ii) In contrast to the above three Solar cycles for Solar cycles 20 and 22 the
correlation coefficient is positive which suggests that these two quantities
(solar activity and all India foodgrains yield or rice yield) are highly correlated.
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This means that the trend of variation of all India food grains yield and rice
yield is the same as the yearly mean sunspot number.

(iii) In Solar cycle 24, the correlation coefficient is very high and positive which
suggests that these two quantities (solar activity and all India food grains yield
or rice yield) are highly correlated. This means that the trend of variation of
all India food grains yield and rice yield is exactly the same as the yearly mean
sunspot number.

3 Conclusion

The results suggest a positive correlation between solar activity and all India annual
food grains yield or annual rice yield on the long-term time scale whereas for cycle
to cycle (nearly 11-year time scale) it is not fixed. For some cycles, the variation
of all India food grains yields or rice yields is exactly the same as the yearly mean
sunspot number and in some cycles, this variation of all India food grains yield or
rice yield is lagging in phase as the yearly mean sunspot number. The crop yield does
not depend only on solar activity but also on precipitation, temperature, atmospheric
humidity, wind velocity, atmospheric gases, soil, etc. This may be taken as a future
problem.
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Different Sensors in Modern day
Healthcare Service

Aritri Chakraborti, Koushik Karmakar, and Ananya Banerjee

Abstract Wireless sensor network (WSN) has a lot of applications in a wide range
of fields like games, sports, environment monitoring many other fields. It is also
widely used in medical field. A lot of research works are done on this topic. In the
present context, we describe applications of WSN in health domain. We described
the most commonly used sensor nodes in our daily life for healthcare. In this paper,
we want to provide detailed information on this emerging research field.

Keywords WSN · Sensor · Healthcare

1 Introduction

A sensor network can be defined as a network consists of small autonomous devices
located over a wide area that can communicate sense and report several parame-
ters about their surrounding, such as humidity, temperature, and vibrations through
a wireless link. The sensor network itself connects to the internet, WAN, LAN, or
other industrial networks, to transmit data to systems and applications for analysis.
Basically, Wireless sensor network consists of several nodes, which are capable of
sensing several parameters (like temperature, soil qualities, humidity, etc.). Along
with sensing the parameters, it can communicate with other sensor nodes, thus
forming a network. It has a microcontroller, which controls the monitoring, a radio
transceiver for generating radiowaves, and different types ofwireless communicating
devices, and is also equipped with an energy source like a battery.

According to a report of World Health Organization, elderly population (65 years
old and over) is increasing in the whole world [3–7]. Numbers of older people will
be almost doubled by 2025 [3–7]. Also, different diseases will be increased.

In this situation Wireless Sensor Network (WSN) plays a very significant role
in health monitoring [1, 2]. Specially designed sensors are used for this work. Very
small sensors are either kept in wearable clothes or implanted in human body through
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surgery. These small sensor nodes read the physiological conditions like heartbeat
pulse, etc. from the human body and send them to a remote server. Later the physician
can check them sitting in his own chamber. This is calledWirelessBody areaNetwork
(WBAN). This is specially designed for health monitoring. It may be mentioned that
WBAN has some differences fromWSN. In the subsequent section, we will describe
the differences in detail.

This paper consists of as follows. In Sect. 2 we describe the construction of a
sensor node. Different applications of sensor nodes are described in Sect. 3. Section 4
describes WBAN architecture. In Sect. 5 faults and errors that may occur in WBAN,
is described. A survey of the different real life sensors used in health monitoring has
been discussed in Sect. 6. Section 7 concludes the paper.

2 Sensor Nodes Construction

A sensor node used in health monitoring consists of the following components [1–4]:
a sensor part, memorymodule, microprocessor, and radio transmitter (Fig. 1). Sensor
part senses the physiological information from human body. Information includes
pulse rate, heart rate, blood pressure, and other relevant details. Information thus
sensed by the sensor module is stored in the memory module. Microprocessor is the
core part of the sensor that performs the entire task. Radio transmitter unit transmits
the information to the outside world.

Fig. 1 Sensor module
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Table 1 Difference between WSN and WBAN

WSN WBAN

Used for environmental monitoring, battlefield
and other areas

Used to measure human physiological
conditions

Node placement and replacement is easy Node placement and replacement is difficult

Data toss may not be very harmful Data loss may be fatal as it consists of sensitive
health data

Node size is generally big Node size must be very small

Number of nodes can be hundreds in a single
application

Number of nodes can be maximum of 10 to 12
in a single application

3 Application of WSN in Healthcare

Wireless Sensor Network (WSN) has huge application in healthcare monitoring
systems [1–12].However, a special sensor is used for this purpose.WBAN is a special
application of WSN. So, WSN and WBAN have similarities as well as differences.
Important differences are described (Table 1).

WBAN has several applications in different fields [1–5]. Though its most promi-
nent application is in healthcare domain, it is used in other fields too. Application of
WBAN can be classified into the following types:

A. Healthcare: WBAN is widely used in healthcare domain. It is used to capture
the physiological conditions of the patients. Information thus captured will
be transmitted to a remote server. Doctors sitting at their own chamber will
read and analyze this data. Thus remote sensor based healthcare monitoring is
possible.

B. Assistance for the disabled people: WBAN may be used for giving special
assistance to disabled people and elderly persons. It has a vital role for ambient
assistant living.

C. Non-medical application: WBAN has huge applications in other fields also
like sports, military, fire fighting. So, like medical application, it has wide
application in non-medical filed too.

4 WBAN Architecture

Wireless sensor network based health monitoring system or Wireless Body Area
Network (WBAN) (Fig. 2) works in three layers [1–6]. It is described as follows:

Tier—1:
This communication is called Tier-1 communication. It is the primary layer and

also deals with intra BAN communication. Data is transmitted from patient’s body to
local server also called a sink. It behaves like a gateway of information to the outside
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Fig. 2 WBAN architecture

world. Transmission is restricted to 2 m in and around the patient’s body. From this
sink, the processed physical data is sent to the Access Point (AP) in tier 2.

Tier—2:
According to this layer, information is transmitted to the next server called the

access point (AP) through the network. Outside the patient’s body, this AP is located.
Range coverage area lies between 2 and 100 m. AP behaves like a server and also
does some computations. Multiple such APs can interact with each other using the
network.

Tier—3:
Basically, tier-3 is the ultimate layer of the communication process. All infor-

mation passes through the AP to reach a medical server situated in a cloud. Only
authorized people can access the server. Data is checked regularly in the server to get
the health condition of the patient. Database is one of the important components in
this tier design as it includes the necessary medical history and other relevant details.
Also, doctors and the patient party can be informed immediately in an emergency.

5 Faults in WBAN

Like all electronic devices, faults and failures may also occur inWBAN. It may occur
at different layers of WBAN as mentioned in the previous section. In the following
section, we describe them in detail.

Tier-1[13, 14]:
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This is the first layer which consists of different hardware components like
memory, sensors, microcontrollers, and other components. Faults may occur at any
one of them. Faults mean data faults; software faults and also hardware faults.

Tier-2 [13, 14]: In this layer data communication occurs between the sink and
the access point (AP). Like tier-1, in this layer also faults may occur at sensor node,
software, hardware, and also in networking. Moreover, channel through which trans-
mission occurs may be influenced in different ways. It means data transmission prob-
lems, interference as well as other factors which include things like data integrity,
confidentiality, and security.

Tier-3 [13, 14]: Faults in tier-3 are almost similar to that of tier-2. Additionally,
it must ensure that only the authorized person can have access to this sensitive
physiological data. Authentication is therefore a vital factor in this layer.

6 Different Sensors Used in Healthcare

Different sensors that are generally used for healthcare and patient monitoring in
clinical settings are described below [3–5]. They are small in size, simple and easy
to use and also affordable.

• Memscap—Wireless Pressure Transducer
• Millicore—DigiVent Pulmonary Air Leakage
• Novosense—CardioPatch ECG sensor
• Novelda—Medical UWB-IR radar
• VTT—Heart Monitoring Accelerometer
• SINTEF—SpO2 & Temperature sensors

Collection of long-term databases of clinical data:
Healthcare applications that leverage wireless sensor networks analyze the data

gathered by sensors to infer and make decisions about the state of a patient’s health
and wellbeing. By improvement in monitoring consistency, continuous monitoring
enhances data quality and precision for decision support leading to better titration of
therapeutic interventions.

The continuously gathered data can be analyzed utilizing computational intel-
ligence techniques to find solutions to the unsolved problems in the healthcare
system.

In sensor based healthcare monitoring systems different types of sensors are
widely used. In the following section (Table 2) we made a comparative study of
them. A small survey is given in a tabular form.
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Table 2 Different sensors used in healthcare

Device name Sensor name IC used Manufacturer name Price

Pulse oximeter Heart rate sensor BH1792GLC Accusure, United
States; Dr. Morepen
India, etc

Approx. Rs.
1500/ =

Digital
thermometer

Temperature sensor MAX30205, OMRON, Japan; Dr.
Moreopen, India;
FTA, Australia, etc

Approx. Rs.
150/ =

Blood pressure
measurement

Pressure sensor ILD233T,
BM1383AGLV,
etc

OMRON, Japan; Dr.
Moreopen, India; etc

Approx. Rs.
2500/ =

Monitoring fetal
movements in
womb

Motion sensor,
Heart rate sensor,
Pressure sensor, etc

MAX30205,
BH1792GLC,
555 timer, etc

Tigertech, India;
MODOO, China, etc

Approx. Rs.
55,000/ =

Breathing test
sensor

Breathing sensor 555 timer,
ILD233T, etc

Manicom, India;
OMRON, Japan, etc

Approx.
Rs.15000/ =

BMI calculator BMI sensor AT89S52 Apex It, UK; Savvy,
Ottawa, etc

Approx. Rs.
7000/ = (for
hospital
use), Rs.
2000/ = (for
own use)

Non-invasive air
bubble level
detector

Bubble sensors Ashoke engineering,
India; Moog Inc.,
America, etc

Approx. Rs.
7000/ = to
11,000/ =

Finger heart rate
and pulse
oximeter

Heart rate sensor BH1792GLC OMRON, Japan;
Meditive, India; etc

Approx.
Rs.1000/ =

Evaluation
system for
integrated
biopotential and
bioimpedance
AFE

ECG
(Electrocardiogram)
sensor,
R-to-R peak sensor

MAX30001
EV Kit

Digi key, America;
AVNET, Japan;
RochesterElectronics,
China, etc

Approx.
Rs.8500/ =

7 Conclusion

Use of wireless sensor networks (WSN) in healthcare applications is growing at a
fast pace. Numerous applications such as heart rate monitor, blood pressure monitor,
and endoscopic capsule are already in use. Low-cost technologies are expected to
aid in the delivery of services while simultaneously reducing costs. Wireless sensor
networks have the potential to assist in meeting some of these future challenges,
by simplifying the use of medical equipment, advancing at-home medical care, and
displaying health andwellness information to both providers and patients. The design
of better wireless medical sensor networks seems to be a good solution to part of the
problem.
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In India almost every sensor is available with an affordable budget, so with the
help of some investors, we can implement wireless sensor networked based medical
equipment in healthcare. In this paper, we found different available sensors in India
and made a survey of their use in healthcare.
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Contingency Analysis and Ranking
for a 30 Bus System to Maintain Its
Stability and Reliability

Parnab Saha , Suman Moitra, Bishaljit Paul, and Chandan Kumar Chanda

Abstract Contingency analysis is performed to maintain secured operation of a
power system. In this analysis technique, probabilistic prediction is made for the
outage of each transmission line components and to take necessary actions to regain
the system security, reliability and stability. Contingencies can be broadly classified
into two types, viz. simple type where outage of a single component takes place or
complex type where outage of multiple components has taken place. The process
of determining the severity of these contingency, contingency sorting is done, i.e. to
calculate the performance indices (PI) for each case and sort them according to their
performances. The main objective of this paper is to carry out contingency analysis
of a 30-Bus system by calculating the performance indices for single generator with
single loadline outage, double generator outage and double loadline outage with help
of Newton–Raphson load flow contingency analysis on MATLAB environment and
ranking of the contingency according to their respective performance indices (PI) .
This type of ranking provides an effective mean to rank the different abnormal cases
according to their severity and take necessary actions beforehand to prevent total
system failure

Keywords Contingency analysis · Load flow · Performance index

1 Introduction

The power system being dynamic in naturewill be prone to failure due to contingency
even in the presence of system operators. Thus, it is of prime importance for them to
perform a beforehand security assessment of the system and to take remedial actions
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for any possible contingency in the system [1]. This type of security analysis is
vividly classified into two type’s, viz. N-k, i.e. ‘k’ number of elements in the system
has failed simultaneously (k = 1, 2…), and N-k-k (1, 2…), i.e. k elements leads to
contingency of another k elements outage ultimately to total blackout of the system.
This entire security analysis is important for providing reliable power supply to the
consumers at any load level [2].

Generally, all N-1 contingency analysis is done by NERC standards [3], where
only one single element has gone out, but since our system has got complex with
added elements, N-2 contingency analysis has got higher priority. An increase of
number of transmission line component outage occurring simultaneously the total
number of contingency cases is given by [4]

Nk = N !
k!(N − k)! (1)

where N is the total number of elements (either transmission lines or generators)
and k is the number of element on outage. Since with increase of ‘k’ the number of
contingency increases, it becomes complex and time-consuming to perform all these
cases. There are different types of algorithms to sort out the possible contingency
as presented by Silverstein et al. [5], Youcef et al. [6] and Caglar et al. [7]. The
contingency selection algorithm used in this paper was first proposed by Ejebe et al.
[8] while upgradation was done later by Al-Shaalan et al. [9] and Kengkla et al. [10].
In this paper, the algorithm proposed by Ejebe et al. was used on a 30-Bus system,
and the N-2 contingency analysis was computed relating to outage of generators and
transmission lines. Resultant performance indexes (P.I) for each case are computed
and ranking of the cases are performed. Graphical representations of P.I. for each
case are also shown.

2 Theoretical Background

The basic task of power system security analysis performed by system operator is
to monitor the real-time data of the power system by using SCADA system coupled
with telemetry devices. The entire security assessment operation is summarized as
flowchart in Fig. 1. After the basic operation is completed, the next most important
task is to perform contingency analysis where the simulation is carried out for entire
system for outage of equipment (N-1) at a time followed by two equipment’s outage
(N-2) at a time to find all sort of outages and rank them according to their credibility
so as to get a clear indication of unscheduled events which might come in future and
remedial actions to take at that moment.

As stated previously in Eq. 1 that for k numbers of components, outages occurs;
simultaneously, Nk number of contingency cases shall rise, among which all cases
will not have same impact factor on the system, thus the cases needed to be sorted in
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Fig. 1 Flowchart representation of total contingency analysis

descending order with the case of highest impact factor at top and reduces as we go
below. This sorting covers up both the economic as well as the technical requirements
for system.

3 Mathematical Formulation

In this form of sorting, each contingency case, i.e. for this paper, both N-1 and N-2 is
obtained and sorted according to the impact of the occurrence of fault. A parameter
known as performance index (PI) is used to calculate the impact of the outage of
fault on entire system. The expression to obtain the PI is stated in Eq. 2.

P Il =
N∑

i=1

wi

2a

(
Pflow
Pi

)2a

(2)

where wi is the weightage factor, N is total number of lines in the system, Pflow is
the flow after occurrence of outage, Pi is the flow before any fault took place and a
is the order of PI (exponent of function generally considered as 1).
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Fig. 2 Single line diagram of 30 bus test case system

4 Case Study

In this present paper, a 30-bus system is taken into consideration; N-2 contingency
analysis is operated on it. Figure 2 represents the single-line diagramof entire system.
In this test system, there are total of 30 buses, 41 lines and 6 generators.

5 Results

The total N-2 contingency analysis of this work is summarized into three cases, i.e.
double components at outage simultaneously comprises of single generator along
with single-line outage (Case A), double generator outage (Case B) and double-line
outage (Case C).

CaseA: In this portion, the simultaneous outage of both the loadline and the gener-
ator are considered for N-2 contingency selection. Total 6 generators and 41 loadlines
are analysed for their simultaneous outages using Newton–Raphson method, which
gives multiple outcomes of 244 cases. N-2 contingency ranking yields absolute cases
of conditional outage, considering symmetrical fault situation with steady-state anal-
ysis of active power flow. The six most severe cases are shown in Table 1 and Fig. 3
as per their contingency ranking.
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Table 1 Ranking of contingency cases according to data

Most severe N-2 contingency cases and their rankings

Cases Findings no: Rank Total P. I. at N-2 contingency
selection

Case A:
One generator and one loadline on
outage (N-2)

N-2 L-G 15,13 1 174.308

N-2 L-G 24,11 2 161.451

N-2 L-G 24,8 3 161.116

N-2 L-G 24,13 4 161.031

N-2 L-G 24,5 5 159.472

N-2 L-G 24,2 6 158.941

Case B:
two generators on outage (N-2)

N-2 G-G11,13 1 31.146

N-2 G-G 8,13 2 30.596

N-2 G-G 8,11 3 30.578

N-2 G-G 5,11 4 28.732

N-2 G-G 5,13 5 28.725

N-2 G-G 5,8 6 28.206

Case C:
two loadline on outage (N-2)

N-2, L-L 1,24 1 3962.202

N-2, L-L 2,24 2 2096.946

N-2 L-L 4,24 3 2095.41

N-2 L-L 5,24 4 2094.948

N-2 L-L 9,24 5 2092.685

N-2, L-L 1,35 6 1656.361

Fig. 3 The most severe cases with their corresponding total P.I. values
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Fig. 4 The most severe cases with their corresponding total P.I. values

Case B: In this case, simultaneous outages of any two generators of the 30-bus
system are considered for (N-2) contingency selection purpose. Total 6 generators are
there in the test system with their different ratings. Total 15 experiments performed
for every N-2 contingency conditions. The data referring to all the experimentation
are recorded and tabulated and ranked. The six most severe cases are shown in Table
1 and Fig. 4 as per their contingency ranking.

Case C: In this part, two different loadlines are considered for outages. There
are total 820 different cases of experiments performed to analyse each and every
outage of any two loadlines for N-2 contingency selection. The data of the total
P.I. is examined and tabulated. From that experimental data, the most severe cases
are prioritized and ranked for N-2 selection. Only six most severe cases are shown
in the following Table 1 with their corresponding findings number. Based on the
contingency ranking, the 2-D column graph of the most severe cases is plotted in
Fig. 5.

6 Conclusion

It is found that all faulty cases of a power system are not severe, and the severity
of a faulty case can be understood by its PI. As a test scenario, in this paper, a
30-bus system is taken into consideration on which both N-2 contingency analysis
is performed. Ranking of all the cases depending upon its PI is performed which
helps to understand most severe faulty conditions thus proper precautions can be
taken beforehand. This entire result will help the system operator to mitigate the
problems at an early stage thus helps to maintain reliability and stability of system.
As a conclusion, it is found that all faulty cases of a power system are not severe, and
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Fig. 5 The most severe cases with their corresponding total P.I. values

the severity of a faulty case can be understood by its PI. However, there are several
other factors like topography, wind spend, span length which can change the severity
of a line’s impact; further, dynamic and transient state conditions are needed to be
considered along with N-1–1 contingency cases which can be performed as a future
work on similar or higher number of buses.
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Swarm Intelligence-Based Reactive
Power Constrained Generator and Load
Scheduling in Smart Grid
with Renewable Energy Sources

Sudhangshu Sarkar, Sandip Chanda, and Abhinandan De

Abstract This paper presents an effective methodology and algorithm to optimal
schedule of the generators and load dispatch centres for economic integration
of renewable energy sources adhering reactive power constraints of the network.
The algorithm proposes optimal utilization of all the resources available in the
smart grid and considers meticulously the important aspects of power system like
voltage profile improvement and the power loss to develop an efficient optimal
schedule for both generators and load dispatch centres. The methodology proposes
the development of suitable indices which is helpful in monitoring and main-
taining the system performance even in the worst possible contingency. For proper
management of voltage profile in smart grid, the algorithm within the method-
ology identifies the weak generators and the load dispatch centres (LDCs) causing
problems and alters their generation and active and reactive load schedule for
desired operating conditions. It is also of great concern that how the intermit-
tent energy sources will be scheduled with the available thermal power plants.
The developed methodology maximises the conversion of renewable power into
active power so that those sources are competent enough with the thermal power
plants at their availability. The proposed algorithm also sheds the peak load
demand in order to attain an optimal generation schedule of these sources. Simula-
tions were carried out in the updated IEEE 30 bus system, and the results were found
to be quite encouraging.

Keywords Reactive power constraints · Smart grid · Load dispatch centres ·
Intermittent energy sources · Load curtailment
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1 Introduction

In present scenario, it can be seen that all the data of the power system is
processing through smart grid. The generation, transmission, distribution compa-
nies and consumers are getting all the information about the whole power system
through smart grid. Integration of potential for a solar wind-based power system
has been investigated by the power system engineers through the development of
an optimal distribution search algorithm, in combination with parametric physical
simulation of hourly power mismatches [1, 2]. Use of energy storage may also help
an improved stability of power and give a chance to form a sustainable power supply
to build the power grid more consistent particularly with great proportion of grid-
connected renewable sources [3]. Flexibility is the facility in power system to act
in response to changes in power demand and generation. Integrating huge shares
of changeable renewable energy sources, in particular wind and solar, can lead to a
strong augment of flexibility that needs for the balancing system. Accommodating
high shares of wind and solar power is advantageous for power system [4, 5], but
maintenance of standard operating conditions is also an important issue of future
smart grid. The intrinsic unpredictability of bulk-size solar generation introduces
consequence challenges to the smart grid energy management. Precise forecasting
of solar power is significant to secure financial process of the smart grid [6]. Solar
PV and wind power are becoming increasingly cut-throat against predictable power
generation due to decrease of unit speculation costs and increasing capacity for active
and reactive power demand. Efforts are therefore needed to improve and optimize
the grid integration of wind and photovoltaic energy in terms of LDC demands and to
maintain long-term reliance on electricity supply throughout the conversion process
[7]. Researchers on the power system are continually searching for a unique method-
ology and algorithm that will use the quasi-potential of renewable energy sources in
the current power system infrastructure. References [8, 9] suggested methodologies
for maximizing the operation of the power grid subscribing to a scrupulous supply
of renewable energy. Reference [10] is a unique algorithm for the management of
system parameters in recurring alternating sources. The simulation has optimized the
schememethod by constructing a power hub,while implementing the parallel process
that would require capable infrastructure which is not feasible, and themodel will not
work in the current power system environment. The recent strategies for load curbing
were discussed in [11, 12]while somenew strategieswere implemented in [13]. Some
authors have been planning to use approximate dynamic programming methods to
increase smart grid astuteness [14–16]. Most of these strategies are optimal load
curtailment (OLC) systems in an operational form which could not guarantee a reli-
able supply of usable model conditions for the consumer. Considering this review, it
is possible to feel the need for an algorithm that will be able to ensure an effective
parametric state with the aim of minimizing the price of electricity with optimal load
catering without infringing reactive power generation and constraints. Methodology
should be backed by an algorithm that not only combines demand response and
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generation functionality but also provides voltage profile reactive power responsive-
ness and load curtailment. The current cost forecasting models with projected active
and reactive power generation constraints in [17–20] are optimistic in nature, built to
suggest solutions under specific operational constraints, and these models are only
fruitful for a single target area. Therefore, they do not find the competitive price
balance as described in [21–25] and so cannot provide an insight into the stability
of the power market. The goal of the research presented in this paper was to extend
a state-space-based model of a power system equipped with smart metering service
that not only predicts the optimal price but also to curtail the samewithout sacrificing
social benefit, power market stability and successful reactive power constraint, thus
ensuring prolific operating conditions. In choosing a stochastic optimization method
such as particle swarm optimization (PSO), the convex existence of the solution
algorithm with non-linear working plane was persuasive. An optimal power flow
(OPF) paradigm [26–30] was adopted to evaluate the solution obtained. The simula-
tions were conducted in the IEEE 30-bus system, and the results obtained were very
promising. So, here amethod is projected for reduction of unnecessary load shedding
and voltage collapse using PSO-based algorithm. Systems with all thermal gener-
ating plants and the integrated system of wind, solar and thermal have been coupled.
It has been focus that with the proposed methodology and algorithm, the integrated
system offers same reliability and effectiveness as the system with thermal power
plant monopoly. The planned method is implemented in MATLAB functioning plat-
form, and the performance is veteran in IEEE 30-bus bench mark system. Also, the
comparison shows that, the proposed method ensures voltage profile consistency. In
view of the result obtained, it is felt that there is a scope of both enhancement and
economizing the optimal solution for generation and voltage stability with renewable
energy sources with the proposed methodology and algorithm.

2 Description of the Methodology and Algorithm

See Fig. 1.

2.1 Development of Voltage Profile Index

The results of conventional economic load dispatch may not be optimal as it does
not consider reactive power flow constraints, demand response and intermittency of
the renewable energy sources. For optimisation of the whole operation, a monitoring
index is required which will calculate the quality of the solution for optimisation and
also penalize the objective function so that the solution not only economically but
also qualitatively viable.

Solar PV cell generates active and reactive powers. The wind power is induction
generation type; it also generates active and reactive power. To enhance the system
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Fig. 2 Voltage profile improvement index curve

efficiency in both solar and wind power, the active power flow needs to be increased
and reactive power flow needs to be controlled. For controlling the intermittency of
generation reactive power, the voltage profile index has been developed.

A straight line approximation can be made for small variation of reactive power
(Q) demand with respect to the voltage profile. Needless to maintain the voltage
sensitivity of reactive power (Q) demand is higher than active power (P) demand
of the load. A flexible band of variation can be assumed and the solution can be
driven towards the same by suitable penalty to the objective function. This is of
utmost importance in case of power grids harnessing renewable energy sources. The
objective is to convert maximum power from the nature (solar, wind, etc.) into active
power for a substantially suitable voltage profile. In the proposed voltage profile
index, for maximum reactive power demand (Qmax), the minimum allowed per unit
voltage is 0.9. For minimum reactive power demand (Qmin), however, the per unit
voltage should settle at unity power factor. Thus, the straight line representation
between reactive powers (Q) demands and per unit voltage has been proposed in
Fig. 2. The voltage band proposed can be altered in situation by the system operator
in accordance with the requirement. The voltage profile index is thus developed as
under:

Vpu = mQ + C

Vpu = (1 − 0.9)Q

Qmax−Qmin

+ C

when, Q = 0,

then, Vpu = 0,

Vpu = 0.1Q

Qmax−Qmin

+ C
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then,C = Qmax−Qmin

0.1Q

Let, the maximum total capacity for reactive power generation = Qmax

And the overall minimum capacity to produce reactive power = Qmin

Then, QC = Vpu
(
Qmax−Qmin

)

0.1Q
(1)

where QC is the reactive power limit.
For any value of reactive power demand (Q), reactive power limit (QC ) is calcu-

lated in the proposed algorithm and the same appears in the objective function with
a penalty. This drags the solution towards the voltage profile with the proposed band
of variation.

P = Pmax − Pmax(S − Smax)

Smax − Smin
(2)

where Smax = Sum of maximum generation possible—Sum of minimum demand
cap.

Pmax = Sum of maximum demand limit-Sum of minimum demand limit.
Where S represents surplus generation andP represents the corresponding curtail-

ment upper limit or ISO load curtailment limit. The method proposed is using
Eq. (2) determining the maximum permissible load curtailment at any given price
equilibrium or ISO curtailment limit.

2.2 Modelling of the Proposed Algorithm and Its
Mathematical Formulation

The objective function has been model as social welfare optimization as depicted,
but along with active power constraints in this work, reactive power constraint has
also been taken into account. Both this constraints by using curtailment limit and the
proposed voltage profile index are of utmost importance for smart grid environment,
where more penetration of renewable energy sources is expected and the same has
to be supported by higher reliability of power and sustainability of the grid. The
objective function and the constraints of the proposed algorithm are as under.

C(d) =
nd∑

j=1

r j P
2
d j + s j Pd j = demand cost benefit function (3)

Herer j and s j is the cost co-efficient of the demand function.
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C(glv) =
ng∑

i=1

(
ai P

2
gi + bi Pgi + ci

) + Pc.C1 + TL .C2 + Vmin.C3 + Plmax.C4 + Qc.C5

(4)

Pdj = load catered to jth consumer, ‘C(glv)’ specifies the cost of generation with
line limit violation.

ai , bi , ci , αi , βi , γi =Cost coefficient of the ith generator, Pgi = real power gener-
ation of the ith generator, Qgi = reactive power generation of the ith generator, Pc =
real power load curtailed, TL = Total line loss, Vmin = minimum bus voltage, Pl max

=maximum line flow, Qc = reactive power limit, andC1,C2,C3,C4,C5 = ISO limit
violation penalties for Pc, TL , Vmin, Pl max, Qc, respectively.

The objective function of the proposed optimization algorithm is therefore appro-
priate

Maximize

⎛

⎝
nd∑

j=1

r j P
2
d j + s j Pd j

⎞

⎠ −
( ng∑

i=1

ai P
2
gi + bi Pgi + ci

)

+ Pc.C1 + TL .C2 + Vmin.C3 + Pl max.C4 + Qc.C5 (5)

Inequality or generator output constraints

Pmin
gi ≤ Pgi ≤ Pmax

gi (6)

Qmin
gi ≤ Qgi ≤ Qmax

gi (7)

where Pgi , Qgi = Active and reactive power of generator i respectively, Pmin
gi , Qmin

gi= Lower limit of active and reactive power of the generators, Pmax
gi , Qmax

gi = Upper
limit of active and reactive power of the generators

Voltage constraint : Vmin
i ≤ Vi ≤ Vmax

i (8)

Vmin
i , Vmax

i are upper and lower limit of voltage Vi

Transmission constraint : Pi j max ≤ Pi j ≤ Pi j min (9)

Pi j max, Pi j min are the maximum and minimum line flow limits of limits of Pi j

Curtailment constraints : 0 < Pc < Pci (10)

Pci is themaximumpermissible curtailment limit set by ISOset byEq. (2)Take a look at it.

Constraint of Transmission Loss : 0 < TL < TLM (11)
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TLM is the maximum power loss value in MW.
For depicting the relevance of the proposed methodology in context of the system

operation under smart grid, it has been compared with the traditional cost opti-
mization technique. The objective function of the cost optimization technique is as
below:

C =
ng∑

i=1

ai P
2
gi + bi Pgi + ci (12)

The constraints to the objective function for this traditional optimization, however,
remains same as (1–12).

2.3 Applicationof theProposed IEEE30BusSystemMethodology

To show the efficiency of the proposed approach and algo-
rithm, the same has been checked with respect to conventional optimization tech-
niques in the worst possible condition of reactive power loading and contingency.
For reactive power loading, bus no 30 has been chosen for the same is the weakest
bus of the system [31, 32]. The contingency criterion has been adopted from [3].

2.4 Comparison Between Traditional Optimization Technique
and the Proposed Methodology in All Thermal System

The results have been depicted in Table 1 where it has been found that for the same
generation cost, the maximum line flow has been reduced considerably in case of the
proposed algorithm. This reduction not only will enhance the stability margins of the
line but alsowill enable the system operator to plan for additional power transmission
even in case of the most in the adverted condition of the system. Reduction of
transmission loss is another benefit of the proposed methodology and algorithm as
depicted in Table 1 also demonstrated the intelligent load management capability of
the proposed algorithm through a significant reduction in the load curtailment.

This result was quite encouraging in testing the proposed algorithm in the inte-
grated renewable energy environment of the grid. In the grid model proposed in [3]
along with the generation cost, the active power demand response has been consid-
ered. For this consideration, a solar power plant and a wind power plant has been
incorporated in bus no 8 and 11, respectively. This work has been extended towards
reactive power control as the same is necessary to convert more of the energy of the
nature from solar or wind sources to active power (Table 2).
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Table 1 Comparison between traditional optimization technique and the proposed methodology
in all thermal system

MVAR
demand
on bus
30

Traditional optimization with all thermal Propose optimization with all thermal

Gen cost
($/MWH)

Line
loss in
MW

Load
curtailment

Max
line
flow in
MW

Gen cost
($/MWH)

Line
loss in
MW

Load
curtailment

Max
line
flow in
MW

1.9 1095.20 5.9904 61.75 67.5641 1136.50 6.8737 51.4239 71.684

2.9 1107.60 5.9988 60.31 65.9714 1140.30 6.6952 50.30 71.8846

3.9 1090.30 5.9987 63.21 67.4059 1090.10 5.9976 62.94 69.7764

4.9 1136.00 7.0901 51.91 71.5896 1110.30 5.9932 59.85 65.6561

5.9 1099.50 5.9977 62.65 65.1546 1137.00 6.7822 51.43 71.5861

6.9 1138.50 7.0232 51.23 71.5603 1085.00 5.9595 65.71 64.754

7.9 1138.50 7.0526 50.99 71.9971 1124.60 6.9209 53.90 71.8654

8.9 1133.10 6.974 52.31 71.5603 1134.20 6.9846 52.24 71.9633

9.9 1139.40 7.3159 51.08 71.7759 1139.90 7.3657 50.92 71.9971

10.9 1136.90 7.4548 51.56 71.8903 1135.70 7.2995 52.15 71.6454

11.9 1134.70 7.3816 52.13 71.8461 1137.80 7.3767 51.85 71.6615

12.9 1137.80 7.4047 51.79 71.8529 1110.90 7.3747 56.76 71.8202

13.9 1133.50 7.6111 52.82 71.9913 1136.90 7.6857 51.90 71.7919

14.9 1141.00 7.8432 51.06 71.8725 1138.80 7.7536 51.68 71.7927

15.9 1138.80 7.8775 51.93 71.6039 1136.70 7.8478 51.96 71.8701

16.9 1129.70 8.2257 53.54 71.9469 1139.80 8.0914 51.79 71.7952

17.9 1139.40 8.3728 51.69 71.9313 1134.90 8.109 53.07 71.7008

18.9 1139.10 8.3472 52.35 71.9363 1094.40 8.226 59.63 71.9125

19.9 1140.30 8.5227 52.11 71.9226 1136.30 8.3542 52.94 71.8468

Table 2 Comparison between traditional optimization technique and the proposed methodology
in all thermal system under the contingency

Traditional optimization with all thermal Proposed optimization with all
thermal

Sl. no Contingency Max
line
flow

Load
curtailment

Total
power
loss

Max line
flow

Load
curtailment

Total
power
loss

1 1–2, 71.979 95.05 5.7399 171.9412 10.05 21.2359

2 1–2, 2–4 71.3366 95.62 5.6942 180.3259 5.01 23.6135

3 1–2, 2–4,
2–5

71.504 98.44 8.5147 184.625 7.03 30.9389
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2.5 Comparison Between Traditional and Proposed
Optimization Algorithm on Integrated Renewable Energy
Systems

This table shows the ability of the proposed algorithm also in managing transmission
line flow congestion, transmission line loss and load curtailment in the integrated
thermal-wind-solar system. This result will help the system operator to add benefit
to the wind and solar power plants for the promotion of their use (Tables 3 and 4).

Table 3 Comparison between traditional and proposed optimization algorithm on integrated
renewable energy systems

MVAR
demand on
bus 30

Traditional optimization with all
thermal

Propose optimization with renewable
energy sources

Line loss in
MW

Load
curtailment

Max line
flow in
MW

Line loss in
MW

Load
curtailment

Max line
flow in
MW

1.9 5.9904 61.75 67.5641 13.3003 7.11 128.2467

2.9 5.9988 60.31 65.9714 12.8205 9.34 128.6246

3.9 5.9987 63.21 67.4059 13.3507 11.95 126.6722

4.9 7.0901 51.91 71.5896 15.0048 9.26 140.8051

5.9 5.9977 62.65 65.1546 14.1639 7.80 139.9852

6.9 7.0232 51.23 71.5603 15.1848 10.18 142.9006

7.9 7.0526 50.99 71.9971 13.1252 7.83 124.2216

8.9 6.974 52.31 71.5603 13.2339 11.16 129.9922

9.9 7.3159 51.08 71.7759 15.1031 7.21 145.8502

10.9 7.4548 51.56 71.8903 17.0028 4.33 155.7942

11.9 7.3816 52.13 71.8461 14.1659 6.14 129.1432

12.9 7.4047 51.79 71.8529 13.6121 12.69 126.6343

13.9 7.6111 52.82 71.9913 13.9511 7.61 126.0074

14.9 7.8432 51.06 71.8725 14.1543 12.03 128.6409

15.9 7.8775 51.93 71.6039 14.6038 8.35 129.2767

16.9 8.2257 53.54 71.9469 13.7839 14.08 130.3281

17.9 8.3728 51.69 71.9313 14.8915 7.69 128.5636

18.9 8.3472 52.35 71.9363 17.8672 5.24 152.7965

19.9 8.5227 52.11 71.9226 15.0654 9.24 128.4822
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Table 4 Comparison between traditional optimization technique and the proposed methodology
in all thermal system under the contingency

Traditional optimization with all thermal Propose optimization with
non-renewable energy sources

Sl. no Contingency Max
line
flow

Load
curtailment

Total
power
loss

Max line flow Load
curtailment

Total
power
loss

1 1–2, 71.979 95.05 5.7399 197.5253 10.26 27.0287

2 1–2, 2–4 71.3366 95.62 5.6942 193.9713 13.92 26.4956

3 1–2, 2–4,
2–5

71.504 98.44 8.5147 181.8862 25.97 29.7702

2.6 Comparison Between All Thermal System and Integrated
Renewable Energy System with the Proposed
Optimization Technique

The efficacy of the proposed algorithm has been substantiated in Table 5 where both
the thermal power system and integrated power system have been simulated with the
proposed methodology, and algorithm in the entire dimension shows improvement
in result. Thus, the proposed algorithm will assist the system operator in benefiting
the generator companies, the distribution companies and the transmission companies
with additional profit in terms of more reliability and less congestion (Table 6).

The proposed algorithm pivots around the minimization of the reactive power
flow (in the previous work in [3], the active power flow was effectively controlled
by curtailment index) and thus to improve the quality of solution of the optimization
for all the three conditions considered in Tables 1, 3 and 5 and comparison in voltage
profile especially the minimum bus voltage has been shown in Fig. 3 The criteria of
the voltage profile index developed in Eq. 1 was to ratify a band of voltage variation
even in worst possible loading and contingencies. Figure 4 depicts that the same has
been negotiated with a minimum peak shaving of reactive power demand. This result
also ensures a higher degree of reliability of the proposed algorithm as depicted in
Fig. 1.

3 Conclusion

One of themajor concerns in the present smart grid is the effective and efficient incor-
poration of renewable energy sources. For the reduction of costs involved in power
transmission, the potential of local renewable energy use needs to be maximized.
This also helps in producing clean energy. In this pursue the work presented in this
paper has focused on utilizing the smart grid resources that can be converted to active
power, controlling the flowof reactive power so that their use can be effective in terms
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Table 5 Comparison between all thermal system and integrated renewable energy system with the
proposed optimization technique

MVAR
demand on
bus 30

Proposed optimization with all thermal Proposed optimization with integrated
renewable sources

Line loss in
MW

Load
curtailment

Max line
flow in
MW

Line loss in
MW

Load
curtailment

Max line
flow in
MW

1.9 6.8737 51.4239 71.684 13.3003 7.11 128.2467

2.9 6.6952 50.30 71.8846 12.8205 9.34 128.6246

3.9 5.9976 62.94 69.7764 13.3507 11.95 126.6722

4.9 5.9932 59.85 65.6561 15.0048 9.26 140.8051

5.9 6.7822 51.43 71.5861 14.1639 7.80 139.9852

6.9 5.9595 65.71 64.754 15.1848 10.18 142.9006

7.9 6.9209 53.90 71.8654 13.1252 7.83 124.2216

8.9 6.9846 52.24 71.9633 13.2339 11.16 129.9922

9.9 7.3657 50.92 71.9971 15.1031 7.21 145.8502

10.9 7.2995 52.15 71.6454 17.0028 4.33 155.7942

11.9 7.3767 51.85 71.6615 14.1659 6.14 129.1432

12.9 7.3747 56.76 71.8202 13.6121 12.69 126.6343

13.9 7.6857 51.90 71.7919 13.9511 7.61 126.0074

14.9 7.7536 51.68 71.7927 14.1543 12.03 128.6409

15.9 7.8478 51.96 71.8701 14.6038 8.35 129.2767

16.9 8.0914 51.79 71.7952 13.7839 14.08 130.3281

17.9 8.109 53.07 71.7008 14.8915 7.69 128.5636

18.9 8.226 59.63 71.9125 17.8672 5.24 152.7965

19.9 8.3542 52.94 71.8468 15.0654 9.24 128.4822

Table 6 Comparison between all thermal system and integrated non-renewable energy systemwith
proposed optimization technique under the contingency

Proposed optimization with all thermal Propose optimization with integrated
non-renewable energy sources

Sl. No Contingency Max line
flow

Load
curtailment

Total
power
loss

Max line flow Load
curtailment

Total
power
loss

1 1–2 171.9412 10.05 21.2359 197.5253 10.26 27.0287

2 1–2, 2–4 180.3259 5.01 23.6135 193.9713 13.92 26.4956

3 1–2, 2–4,
2–5

184.625 7.03 30.9389 181.8862 25.97 29.7702
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Fig. 3 Comparison of voltage profile index between traditional all thermal system and proposed
all thermal

Fig. 4 Comparison of voltage profile index between proposed all thermal system and proposed
integrated system

of cost. It has been demonstrated by computer simulation that with the assistance
of the proposed methodology and algorithm even in worse possible reactive power
loading and transmission line contingency the system can maintain a prospective
improvement in presence of renewable energy sources with a minimum increment of
cost of generation. The improvement of operating conditions in integrated renewable
energy systems may compensate for the escalation of the costing of generation. The
methodology and algorithm developed can be useful for both generation and load
management in smart grids.
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Impact of Atmospheric Features
for COVID-19 Prediction

Debpuja Dhar, Tamasree Biswas, and Mousumi Saha

Abstract In the context of contagious diseases, recent advances in experimental
techniques have not only generated a dramatic increase in the amount and diversity of
data but also an ever increasing and complexifying molecular biology with context to
meteorological parameters. To combat this probable inefficiency, decision tree-based
methods have emerged to be one of the finest data ensembles showcasing excellent
accuracy in combining interpretability. For past infectious diseases like influenza
and severe acute respiratory syndrome (SARS), etc., direct correlations were spotted
with respect to meteorological parameters including temperature, humidity and air
pollution among others. The present study targets to explore the association between
COVID-19mortality rates andweather parameters for which the daily death numbers
of corona virus disease 2019, meteorological parameters and air pollution data from
March28, 2020 toApril 22, 2020of different states of Indiawere collected.To explore
the effect of the minimum temperature, maximum temperature, minimum humidity
and maximum humidity on the infection count of COVID-19, the gradient boosting
model (GBM) has been implemented thereby achieving optimal performance by
tuning its parameters. For prediction of active cases inMaharashtra, the GBM results
stand at its best accuracy of R2 as 0.95. For the prediction of recovered cases of
COVID-19 in Rajasthan and Kerala, R2 equals 0.98. The present study explores the
correlation between atmospheric parameters and transmission rate of COVID-19 in
different states of India thereby predicting the active and recovered cases of COVID-
19 and establishing an efficient tree-based machine learning approach to explore the
effect of temperature and humidity on the transmission rate of the said disease.
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1 Introduction

Anovel coronavirus disease (COVID-19) epidemicwas reported inWuhan, China, in
December 2019.Caused by severe acute respiratory syndrome coronavirus-2 (SARS-
CoV-2), the COVID-19 has been affirmed to have human-to-human transmission
which raised high attentionworldwide thereby resulting in a still consistent lockdown
as of October 11, 2020. With 50.9 million positive cases and 1.26 million deaths
worldwide, the COVID-19 has not only blemished the socio-economic structure but
also disturbed the mortality and fatality rate to an obscure number. In some studies,
the local seafood market of Wuhan, China has been identified to be a source of
COVID-19 consequently indicating its transmission from bat to human, though the
exact transmission route is still under research. Inmost of the infected cases, it spread
due to humans to human transmission through the respiratory tract by human contact
in social gatherings, meetings, link between patients and healthcare workers, etc.
The transmission of coronavirus was found to have multiple routes besides surface
because of its presence in blood and fecal swabs and in the air around the hospital
area.

Upon genetic analysis of COVID-19, the virus was found to be similar to
severe acute respiratory syndrome coronavirus (SARS-CoV). But the transmission
of COVID-19 occurs during the prodromal period when those infected are mildly
ill and therefore are capable to carry on usual activities. This not only contributes
to the spread of the infection but also establishes its domain as lethal from that of
SARS- CoV. In 2003, the outbreak of SARS in Guangdong gradually disappeared
with the increase in temperature and was practically over within a few months. It
has been documented that the temperature and its variations might have affected the
SARS outbreak as the risk of influenza incidence was reviewed to have significantly
increased with low daily temperature and low relative humidity, resulting to a posi-
tive significant association for diurnal temperature range (DTR). Though it is hard to
find any study based on the impact of the atmospheric factors including temperature
and humidity on the transmission rate of the COVID-19 in India, some recent studies
have established the effect of climatic conditions on the same.

In order to reduce the workload of doctors and health workers, machine learning-
based approaches have beenwidely implemented in the health care system for disease
diagnosis, monitoring and prediction which has recently been proven to be extremely
useful in the identification of the COVID-19. The prediction of COVID-19 in India
utilizing the atmospheric factors using machine learning is yet to be explored. There-
fore, to signify and exhibit the relationship among the atmospheric factors (humidity
and temperature) and the daily proliferation rate of COVID-19 in different states of
India, we contrivance a gradient boosting machine (GBM) learning approach.

The present study aims to dwell into the following and results into fruition:

1. explore the correlation between atmospheric parameters and transmission rate
of COVID-19 in different states of India.

2. showcase predictability between the active and recovered cases of COVID-19.
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3. to investigate the effect of temperature and humidity on the transmission rate
of COVID-19, we plan to establish an efficient tree-based machine learning
approach.

2 Collection and Compilation of COVID-19
and Atmospheric Conditions’ Data

The meteorological parameters including minimum temperature, maximum temper-
ature,minimumhumidity andmaximumhumidity of all states of Indiawere collected
from the Indian Central Pollution Control Board (CPCB) and Indian Meteorological
Department (IMD) on a daily basis from March 28, 2020 to April 22, 2020.

In addition to an open source, theCOVID-19 datawere collected from theMinistry
of Health and Family Welfare, Government of India which includes daily new infec-
tion cases, active cases (accumulated total cases up to previous days-recovered cases-
deceased cases), recovered cases and mortality till the end date. Finally, the mete-
orological parameters and COVID-19 information were combined for further anal-
ysis thereby imputing the missing values of the said parameters by replacing with
the median values. The variations of imputed values of minimum and maximum
temperature, and minimum and maximum humidity are shown in Figs. 1 and 2,
respectively.

Fig. 1 The variation in the minimum and the maximum temperature
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Fig. 2 The variation in the minimum and the maximum humidity

3 Gradient Boosting Machine (GBM) Learning Approach

Gradient boosting is used for regression and classification problems. It is a machine
learning technique which produces a prediction model accumulating weaker predic-
tion models like decision trees. Though regression gradient boosting algorithms
were subsequently developed by Jerome H. Friedman, gradient boosting gener-
ally discards all weaker predictions and picks the stronger one thereby making it
immensely useful for decision trees of a fixed size as base learners. It comparatively
analyzes every successor using the structure score, gain calculation and increasingly
refined approximations to build a set of the optimally satisfying structure of the tree.
By invoking an additional classifier, the prediction performance of a GBM can be
boosted, thereby optimizing the accuracy of the tree without affecting its speed. This
version of GBM is capable to handle the big data with optimal accuracy and provides
an easily distributable and parallelizable feature with an effortless environment for
model tuning and selection. The GBMmodel was optimized for the number of trees
(K)= 1, 2, 3,… 50, the maximum number of treesK = 50 being selected arbitrarily.

Algorithm Table for Gradient Boosting Machine:
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1. Initialization fko= 0, k = 1, 2, , K

2. Repeating m = 1 to M 

a. Pk (x) 

b. Repeating k=1 to K 

i. Calculation rikm= yik – pk (xi), i = 1, 2,… …, N

ii. Fitting regression tree to the targets rikm, i = 1, 2, … …, N

iii. Calculation rikm 

iv. Upgrading fkm (x) = fk, m-1 

3. Result fk(x) =fkm (x), where k = 1,2, … …, K

In the GBM model, the average of the maximum and minimum temperature and
the average of the maximum and minimum humidity among the four atmospheric
parameters: minimum temperature, maximum temperature, minimum humidity and
maximum humidity, were used as input to predict the number of recovered and active
cases in all states and also for some individual states of India thereby reducing the
computational complexity.

4 Analysis of Outcome

The GBMmodel was tuned with the number of trees, learning rate, number of folds,
and distribution functions (Gaussian, Tweedie, Huber, Laplace, Poisson, Quan-tile
and Gamma) with the performance of the GBM being evaluated on the basis of mean
square error (MSE), root mean square error (RMSE), mean average error (MAE),
mean residual deviance (MRD) and coefficient of determination (R2).

To demonstrate the predicted results of GBM for the active and recovered cases
of COVID-19, we take the data of Delhi and probe into the matter (Fig. 3; Table 1).

5 Discussions

Tree-based algorithms are considered to be one of the best and mostly used super-
vised learning methods that are capable of empowering predictive models with high
accuracy, stability and ease of interpretation. We selected the GBM approach for
predicting the transmission rate of COVID-19 as it proved exceptionally efficient
when the different atmospheric factors were used for the prediction of the pandemic.
On the basis of the performance measures, the various distribution functions in the



200 D. Dhar et al.

Fig. 3 Performance of GBM in the prediction of active cases of COVID-19 of Delhi, India

Table 1 Performance of GBM in the prediction of recovered and active cases in Delhi, India

Performance
parameter

Distribution

Gamma Quintile Poisson Laplace Huber Tweedie Gauss-
ian

Recovered cases

MSE 9500.73 25,376.32 533.36 23,019.17 16,594.05 1129.63 2476.93

RMSE 97.47 159.30 23.09 151.72 128.82 33.61 49.77

MAE 48.19 66.21 13.45 58.38 49.86 18.69 32.87

MRD 9.14 33.11 −821.58 58.38 3717.56 1.39 2476.93

R2 0.70 0.21 0.98 0.28 0.48 0.96 0.92

Active cases

MSE 132,171.40 124,920.40 55,572.56 139,083.10 58,240.21 57,000.78 73,851.49

RMSE 363.55 353.44 235.74 372.94 241.33 238.75 271.76

MAE 243.64 230.35 117.85 201.10 151.60 139.85 160.40

MRD 15.39 115.18 −
10,037.81

201.10 31,323.97 2.65 73,851.49

R2 0.62 0.64 0.84 0.60 0.83 0.84 0.79

Note R2 (coefficient of determination), MSE (mean square error), RMSE (root mean square error), MAE
(mean average error), and MRD (mean residual deviance)

training of the GBM has shown the ensuing trends: Poisson > Gaussian > Tweedie
> Gamma > Huber > Quantile. The COVID- 19 dataset used in the present analysis
has high dimensionality and relationality in nature which might be the reason for the
deprived performance of a deep neural network method. Though tree-based learning
has better performance in the dense numerical datasets, in the analysis of categorical
feature dataset deep learning has better performance.
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6 Conclusion

The present study investigates the effects of temperature, DTR and humidity on the
daily mortality of COVID-19 and establishes an association between the number of
COVID-19 cases andmeteorological parameters in different states of India. From the
exampled study of the capital city Delhi, the maximum achieved values of the R2 and
minimum values of the errors of the GBM suggest a certain association between the
transmission rates of COVID-19 and the climatic factors. That a correlation between
the cases of COVID-19 and atmospheric parameters can be captured by this GBM
model was proven by the outcome of the experiment. In case of further research,
the additional meteorological parameters would be included, and the handling of
deep neural network would have to be improved so that the subservience of the
transmission rate of COVID-19 on atmospheric conditions can be better understood.
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New Sorting Algorithm—RevWay Sort

Swarna Saha, Soumyadip Sarkar, Rituparna Patra,
and Subhasree Bhattacharjee

Abstract Sorting provides a method of rearrangement of elements in ascending or
descending order. In this paper, we are introducing a new sorting algorithm called
RevWay sort in which the two consecutive numbers are compared from left and then
from right. This process is repeated ((n/2)+ 1) times, where n is the total number
of elements. We have compared running time of the proposed algorithm with other
sorting algorithms. We run the algorithm starting from 10,000 to 50,000 elements.
We found that the newly proposed RevWay sort yields lesser running time compared
to bubble and selection sort. For 10,000 elements, RevWay sort takes 203.636ms,
whereas bubble sort takes 364.8243ms and selection sort consumes 337.5543ms.

Keywords Complexity · RevWay · Algorithm

1 Introduction

Data is raw fact, and sorting is the processing that converts the data into information.
The data structure is vital for the organization of data, and it includes every single
detail [1]. Right from the definition to processing all come under data structure, and
sorting comprises a very important part of data structure. Searching is a vital job
for any data processing. One of the most efficient searching algorithms works on
the principle of divide and conquers which in turn can only be applied if the data is
sorted [2]. Sorting usually uses the concept of compare and sort or radix sort [3].

Compare sort is to compare and check which input value is greater or smaller
and then depending upon that we swap the values so that the value can reach their
appropriate position in a particular data structure. Radix sort checks and compares
depending upon the position of the digits individually in a number or it is more
appropriate to say that it uses counting sort as the base. Repeated calls to the counting
subroutine are done to get the required processed data [4].
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If we talk about a real-life instance, fingerprint scanning is one application that
uses sorting in its core coding part. Many other examples are there that uses sorting
[5]. Library management to school management all require sorting. When we talk
about any database management system (DBMS), the definition says data insertion–
deletion and retrieval are the major processes, among which all the processes need a
prior sorted data set. Mathematical calculations and computations also need sorting.

Complexity defines the efficiency of a code, and the unit for that measurement is
big O in terms of n where n is the number of basic operations performed in the code.
Few examples of values are O(n log n), O(n) and O(n2) [6]. Among these values,
O(n) is the lowest and best [7, 8].

2 Working Procedure and Algorithm of RevWay Sort

2.1 Procedure

The process of this sort is given as follows:

1. In pass 1:

i. A[0] and A[1] are compared and swap if required and also at the same time
A[n − 1] and A[n − 2] are compared and swap if required.

ii. A[1] and A[2] are compared and swap if required and also at the same time
A[n − 2] and A[n − 3] are compared and swap if required.

iii. A[3] and A[4] are compared and swap if required and also at the same time
A[n − 3] and A[n − 4] are compared and swap if required.

2. In pass 2, we have to continue the same method as well as the method which is
described in 1.

Let us explain the procedure with an example (Fig. 1).

2.2 Algorithm

STEP 1: INITIALIZE
STEP 2: Repeat STEPS 3,4 and 5 for k=0 till k<(n/2)+1
STEP 3: Repeat STEPS 4 and 5 for i=0 and j=n-1 till i<n/2
STEP 4: if(arr[i]>arr[i+1]) swap arr[i] and arr[i+1]
STEP 5: if(arr[j]<arr[j-1]) swap arr[j] and arr[j-1]
STEP 6: END
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Fig. 1 Example of RevWay
sort

Pass 1:

39 9 18 2 20 14 17 19

9 39 18 2 20 14 17 19

9 18 39 2 20 14 17 19

9 18 2 39 14 20 17 19

Pass 2:

9 18 2 14 39 20 17 19

9 18 2 14 39 20 17 19

9 2 18 14 39 17 20 19

9 2 14 18 17 39 20 19

Pass 3:

9 2 14 17 18 39 20 19

2 9 14 17 18 39 19 20

2 9 14 17 18 19 39 20

2 9 14 17 18 19 39 20

Pass 4:

2 9 14 17 18 19 39 20

Result:

2 9 14 17 18 19 20 39

39 9 18 2 20 14 17 19



206 S. Saha et al.

3 Case Study of RevWay Sort

In this section, we are analyzing the performance of RevWay Sorting and comparing
the performance with other well-known sorting techniques.

3.1 Best Case

When data is sorted either in ascending or descending order, then best casewill occur.
In this case, only comparison is done. No swapping is required.
For n elements:

In the first pass, (n/2) comparison required and the array is sorted.
So, total comparison needed =T (n) = (n/2) = O(n).

3.2 Average Case

Performance of sorting when evaluated in average case, then random data needs to
be considered. In random case, for 10,000 elements time required is 203.636 ms.
Total comparison required is O(n2) in this case. There are total (n/2)+ 1 passes
and each pass has n/2 comparisons.

Fig. 2 Comparison of different sorting techniques for 10,000 elements
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3.3 Comparison with Well-Known Sorting Algorithm

See Figs. 2, 3, 4, 5, and 6; Tables 1, 2, 3, 4, and 5.

Fig. 3 Comparison of different sorting techniques for 20,000 elements

Fig. 4 Comparison of different sorting techniques for 30,000 elements
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Fig. 5 Comparison of different sorting techniques for 40,000 elements

Fig. 6 Comparison of different sorting techniques for 50,000 elements
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Table 1 For 10,000 elements
Name of
sorting

Time taken by sorting techniques (in ms)

1 2 3 4 5 6 Average

Bubble 376.753 358.828 358.252 364.703 365.358 365.052 364.8243

Selection 334.543 327.684 328.554 331.487 374.777 328.281 337.5543

Insertion 98.069 93.161 97.662 94.244 93.373 96.826 95.5558

Quick 3.117 1.753 2.161 1.648 4.083 2.917 2.6131

Merge 2.875 1.608 1.850 1.503 1.511 1.782 1.8548

Revway 201.811 205.408 204.221 204.428 203.205 202.743 203.636

Table 2 For 20,000 elements
Name of
sorting

Time taken by sorting techniques (in ms)

1 2 3 4 5 6 Average

Bubble 1533.363 1504.652 1517.370 1507.285 1514.762 1511.423 1514.809

Selection 1431.013 1444.578 1435.315 1412.978 1463.910 1428.764 1436.093

Insertion 377.105 361.889 370.183 366.849 370.190 368.208 369.0706

Quick 5.0 6.240 6.403 6.510 3.476 5.430 5.5098

Merge 3.334 4.017 3.990 3.547 3.546 4.384 3.8046

Revway 904.605 901.073 904.045 921.911 904.099 902.018 906.2918

Table 3 For 30,000 elements
Name of
Sorting

Time taken by sorting techniques (in ms)

1 2 3 4 5 6 Average

Bubble 3451.182 3478.834 3439.239 3440.158 3469.195 3458.047 3456.1091

Selection 3290.609 3248.376 3265.231 3235.718 3251.780 3271.521 3260.5391

Insertion 786.645 799.991 798.396 818.218 802.178 828.525 805.6588

Quick 9.564 9.526 8.590 8.886 10.593 10.446 9.60

Merge 6.201 5.921 7.763 7.651 6.158 5.7 6.5656

Revway 2146.786 2415.218 2139.874 2134.667 2138.735 2143.985 2141.545

Table 4 For 40,000 elements
Name of
sorting

Time taken by sorting techniques (in ms)

1 2 3 4 5 6 Average

Bubble 6179.753 6208.213 6208.184 6170.811 6189.394 6188.102 6190.7428

Selection 5846.303 5867.388 5830.152 5824.327 5855.041 5842.735 5844.3243

Insertion 1434.848 1425.219 1411.604 1448.907 1464.596 1418.316 1433.915

Quick 7.808 11.825 10.245 12.506 12.335 11.901 11.103

Merge 6.061 8.256 9.072 7.025 9.066 10.092 8.262

Revway 3895.826 3899.884 3911.356 3900.310 3901.050 3892.453 3900.147
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Table 5 For 50,000 elements
Name of
sorting

Time taken by sorting techniques (in ms)

1 2 3 4 5 6 Average

Bubble 9709.333 9772.463 9739.506 9712.120 9743.102 9788.132 9744.1093

Selection 9234.060 9258.496 9223.994 9210.438 9246.588 9217.992 9231.928

Insertion 2257.245 2165.444 2225.018 2179.746 2193.386 2195.712 2202.7585

Quick 13.923 13.935 13.595 15.066 14.628 12.771 13.9863

Merge 9.292 10.464 10.085 9.101 10.808 10.257 9.6326

Revway 6170.053 6168.222 6178.021 6162.432 6169.823 6170.146 6169.78283

4 Conclusion

In this paper, comparison is done between our newly proposed algorithm RevWay
sort with existing algorithms. In this sort, the two consecutive numbers are compared
from left and then from right. This process will be repeated ((n/2)+ 1) times, where
n is the total number of elements. In this sorting, we have illustrated time taken by
different sorting methods with different number of elements. It is found that running
time of RevWay sort is 203.636ms which is lesser than bubble sort and selection
sort.
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Price Sensitivity in a 30 Bus Congested
Power System

Parnab Saha , Sujit Pani, Bishaljit Paul, and Chandan Kumar Chanda

Abstract For thewell being of a system, different parameters are needed to be tested
by system operators, among which congestion management is of one prime impor-
tance. Different forms of economic parameters are required to signals the conges-
tion management, and the most sensitive signal being the locational marginal price
(LMP). These LMPs are the change of price of energy at each bus in the congested
power market. LMPs are solved using of shift factor (SF) techniques on DC-OPF
(DC-Optimal Power Flow). The LMPs are primarily comprises of three parts viz.
marginal energy price (MEP), marginal congestion price (MCP) and marginal loss
price (MLP). In this paper, nodal prices that are actually the LMPs are calculated in
a thirty (30) bus test case system, and it shows that the LMPs vary from bus to bus
when the system is congested.

Keywords Congestion · DC-optimal power flow · Locational marginal price ·
Shift factors

1 Introduction

In our modern deregulated power system for the transmission of power the locational
marginal pricing market approach is an efficient economic market signal. Since the
generation capacity and transmission line limits are fixed upto a limit thus for the
transfer of power congestions occurs. The cost of energy, the cost of congestion and
the cost of losses accountable to the Locational Marginal Price [1] at any node. An
accurately and clear picture of power market is provided by the locational marginal
price for each and every busses.
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For a complex power system where there are multiple sellers and multiple buyers,
the congestion management [2–6] provides a market based solution with economic
efficiency. For a deregulated structure, generation, transmission and distribution
are within a control of a central agency (ISO). Generation is dispatched at least
cost accordingly. Security constrained economic dispatch (SCED) [7–10] provides
optimal solution and eliminates congestion. So the power flow limits are not exceeded
in transmission lines, and the generators are dispatched accordingly. Congestion
management [11–14] states that the transactions are to be prioritized and committed
to work in such a schedule by the system operator (ISO) that does not overload the
network.

Though the work of system operators look simple, they are actually not in a
deregulated complex environment. It is because all buyers always wish to buy power
at the cheapest price from the cheapest generator irrespective of relative geographical
location. The transmission corridors would get overloaded and congestion will takes
place if all such transactions are approved. The overloading of the transmission lines
cannot be approved by the system operators. Therefore, congestion management
strategies [15–17] and takes the remedial action are needed to be taken beforehand.
Only that set of transactions taken together are approved quickly in real time so that
the transmission lines may not get overloaded due to unplanned flow. A set of definite
rules are to be ensured and enforced so that the security and reliability of the system
can be ensured.

2 Terminology

2.1 Shift Factor (SF)

A flow pattern matrix whose each element specify the change of flow in any link,
owing to the insertion of 1 MW power at one node and retreating it at the reference
node. For instance, a flow on the line 1 to 6 resulting from injecting 1 MW at node
3 and withdrawing it at node 5 is given by

SF(1−6), 3−SF(1−6), 5

2.2 Shadow Price (SP)

It is the maximum dispatch cost saved due to an increment increase in flow capacity
in the line with violating transmission constraints. In an integrated power system,
shadow prices which are Lagrange multipliers [2, 3] for line inequality constraints,
occur due to line congestion.
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2.3 Locational Marginal Price (LMP)

LMPat any bus is defined as themarginal cost of themarginal generators of supplying
the next increment of electric energy at that bus, while maintaining the physical
aspects of transmission system. Congestion in the transmission line creates different
LMPs at the buses, otherwise LMP at every node will be the same. LMP at the
reference bus is the Lagrange multiplier of generation-demand equality constraint.

3 Mathematical Formulation

Tohave a secured constrained economic dispatch (SCED) operation of power system,
an optimal power flow (OPF) is commonly applied and LMP at any bus or node can
be calculated (Fig. 1).

Let us consider that the line connecting the nodes ‘1’ and ‘2’ for flow F1 is
constrained, and the power flow is at its limit. So this has violated the security
of the system. These cause two marginal generators to operate. Let the marginal
generators be A and B. To determine the LMP at any node ‘5’, it is required to
calculate incremental inputs �A and �B of the marginal units at nodes ‘1’ and ‘2’
so as to deliver 1 MW to node ‘5’, without increasing the flow between the nodes ‘1’
and ‘2’ of the congested line.

From the power transfer distribution matrix (PTDF), if 1MWof power is injected
at node ‘3’ where there is a marginal generator and withdrawn at node ‘4’ where
LMP is to be found, there may be an increase or decrease in flow in line connecting
between nodes ‘1’ and ‘2’.

�Flow(1−2)3 = PTDF(1−2)3−PTDF(1−2)5 (1)

Fig. 1 Diagram of a 5 bus
system
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Similarly, from the power transfer distribution matrix (PTDF), if 1 MW of power
is injected at node ‘m’ where there is a marginal generator and withdrawn at node
‘k’ where LMP is to be found, there may be an increase or decrease in flow in line
connecting between nodes ‘i’ and ‘j’.

�Flow(1−2)4 = PTDF(1−2)4−PTDF(1−2)5 (2)

In general, considering that the line connecting the nodes ‘i’ and ‘j’ is constrained
and the power flow is at its limit. So this has violated the security of the system. These
cause two marginal generators to operate. Let the marginal generators be A and B.
To determine the LMP at any node ‘k’, it is required to calculate incremental inputs
�PA and �PB of the marginal units at nodes ‘l’ and ‘m’ so as to deliver 1 MW to
node ‘k’, without increasing the flow between the nodes ‘i’ and ‘j’ of the congested
line.

The quantities must satisfy the system of equations

[
�Flow(i− j)l �Flow(i− j)m

1 1

]
∗

[
�A
�B

]
=

[
0
1

]
(3)

A similar calculation is analysed to determine the shadow price, which are direc-
tion specific, in the congested line connecting between nodes ‘i’ and ‘j’. The aim is
to perturb the outputs of the marginal generators at nodes ‘l’ and ‘m’ by incremental
amounts �A and �B so as to increase the flow in the congested line between nodes
‘i’ and ‘j’ by 1 MW, while maintaining the energy balance.

The quantities must satisfy the system of equations

[
�Flow(i− j)l �Flow(i− j)m

1 1

]
∗

[
�A
�B

]
=

[
1
0

]
(4)

For any pair of nodes, ‘i’ and ‘j’ a relation between locational marginal price and
shadow price can be formulated as

LMP j − LMPi =
∑

congested lines (h−k)

SPcongested lines (h−k) ∗ (
PTDF(h−k) j − PTDF(h−k)i

)

(5)

4 Case Studies

a. Generating unit and load information (Fig. 2; Tables 1 and 2).
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Fig. 2 30 bus test system

Table 1 Generator bus data
of 30 bus test case system

Generator data

Gen No. Generator cost Bus connected Power
generated
(MW)

1 10 1 200

2 20 2 80

3 15 5 50

4 15 8 35

5 15 11 30

6 15 13 40

5 Results

The simulation is performed on MATLAB environment, and the simulated outputs,
i.e., LMPs for each buses are given in Table 3.
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Table 2 Load data of 30 bus test system

Load data

Load No. Bus connected Load (MW)

1 2 21.7

2 3 2.4

3 4 7.6

4 5 94.2

5 7 22.8

6 8 30

7 10 5.8

8 12 11.2

9 14 6.2

10 15 8.2

11 16 3.5

12 17 9.0

13 18 3.2

14 19 9.5

15 20 2.2

16 21 17.5

17 23 3.2

18 24 8.7

19 26 3.5

20 29 2.4

21 30 10.6

Table 3 Calculated LMPs of 30 bus test system

Bus No. 1 2 3 4 5 6 7 8 9 10

LMPs 10 15.266 11.385 14.565 15 14.734 14.844 14.734 14.703 14.687

Bus no 11 12 13 14 15 16 17 18 19 20

LMPs 14.7 14.637 14.637 14.646 14.654 14.658 14.678 14.666 14.672 14.676

Bus no 21 22 23 24 25 26 27 28 29 30

LMPs 14.7 14.688 14.679 14.689 14.704 14.704 14.714 14.732 14.714 14.714

6 Conclusion

In a complex power market at different phases of time, the LMPs at different system
buses reflect the price sensitivities,which are analyzedby congestions of the transmis-
sion networks. The DC model is superior to AC because of fast accurate nodal price
calculation but the losses are neglected. The ISO (Independent System Operator)
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can prioritize the transaction so as to maintain the security in the system. Depending
upon the type of generator used different generator bids are obtained which further
generates different forms of LMPs. The value of the obtained LMP can be small,
large or even negative depending upon the congestive nature of the system. In the
absence of congestion the LMPwill be flat in nature. The primary reason for different
LMPs is because of transmission congestion in the system.
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Security of Load Flow Analysis
with Photovoltaic Energy Sources

Dipu Mistry, Bishaljit Paul, and Chandan Kumar Chanda

Abstract Photovoltaic energy sources are the most reliable renewable energy
sources. Themajor limitations of solar energy are itsWeather-Dependency and avail-
ability at daytime only. As photovoltaic energy storage is very expensive hence it
is smarter to use solar energy during the day and take energy from the grid during
the night. So, it is a good solution to connect the solar power systems with the grid
which is linked with an infinite bus. In this paper, a microgrid system, based on two
photovoltaic generating stations and an infinite bus system that is capable to export or
import power to the grid is simulated. Themicrogrid system investigated in this paper
represents a study based on an eight-bus system. The output voltage of photovoltaic
generation system and infinite bus with constant voltage is calculated in our study.
Computation of bus voltage and power flow of the microgrid for green power impor-
tation or exportation to the local power grid is carried out using Newtown—Raphson
algorithm.

Keywords microgrid · Photovoltaic · Renewable energy · Newtown—Raphson
power flow algorithm

1 Introduction

The coal and oil production in the world will reach its peak in 2019. The world’s
Uranium production is expected to reach its peak in 2035. Solar power is the key to
a green energy future. Every day, the sun gives off far more energy than we need to
power everything on earth [1]. That’s why it needs to concentrate on solar power and
its distribution system. An electrical grid, electric grid, or power grid, is an intercon-
nected network for delivering electricity from producers to consumers. It consists of
generating stations that produce electric power’ electrical substations for stepping
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electrical voltage up for transmission, or down for distribution, high voltage transmis-
sion lines that carry power from distant sources to demand-centers and distribution
lines that connect individual customers [2]. A microgrid is a group of interconnected
loads and distributed energy resources within clearly defined electrical boundaries
that acts as a single controllable entity with respect to the grid. A microgrid can
connect and disconnect from the grid to enable it to operate in both grid-connected or
island modes [3]. A grid is a centralized technology whereas microgrid is a localized
system.

Day by day cost of decentralized power generation technologies like solar power,
wind power, etc. is falling. These local means of producing electricity is distributed
through microgrid network system [4]. A microgrid is typically composed of fuel
generators, Renewable energy sources, Energy storage solutions (batteries generally
Lithium or Lead Acid), Power Grid (if available), and Load. A load can be commer-
cial, industrial, or residential. It is designed to operate independently or in synchro-
nization with the national network, within a defined area. The present study is an
example of microgrid that synchronizes between local PV generations to a national
network that is presented here as infinite bus system. Microgrid energy resources
allow electricity to be generated closer to where it is used, protecting businesses
and institutions from unexpected power outages, decreases transmission losses, and
protect environment by utilizing Renewable energy sources.

A review paper [5] has summarized energy management approaches for micro-
grids from a new perspective and classified it into four categories, namely non-
renewable, Energy Storage System, Demand-side Management, and hybrid-based
EnergyManagement System. A survey report concludes that “Microgrid” is winding
up increasingly normal in the present vitality designing engineering. It is as yet an idea
in its early stages, yet it has incredible potential for particular offices and geographic
impressions, for example, petrochemical plants, college grounds, mechanical parks
that require solid vitality quality, and army installations that require secure vitality
supplies. Micro-microgrids will give enhanced electrical administration depend-
ability and power quality for end clients, and can likewise profit nearby organizations
by giving a delivery load to be utilized among crest periods and helping or deferring
updates of the framework dispersion [6].

Sivaramadurai et al. [7] developed a power flow algorithm to control among three
sources in theDCMicrogrid. The algorithmwas tested for various load conditions and
for fluctuations in solar and wind power inMATLAB/SIMULINK environment. The
literature [8] designed the operating state of the energy storage module by detecting
and comparing the load demand power and photovoltaic power generation, i.e., using
the battery and the super capacitor as energy relaxation. Here a simulation model
based on MATLAB is used to verify the effectiveness of the control strategy.

Chaphekar et al. [9] proposed a new algorithm for connecting the Microgrid to
distribution network and determining the optimal location ofMicrogrid in the system.
In order to locate the optimal placement of Microgrid, the power flow was carried
out by considering different penetration ratios of Microgrid. A case study consists
of a small hydro generation unit and a wind farm that contains nine variable-speed,
double-fed induction generator-based wind turbines was carried out [10]. The study
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modeled and simulated to identify the technical issues involved in the operation of a
microgrid system based on renewable power generation units.

In the literature [11] a generic three phase load flow algorithm has been formu-
lated for Microgrid. This algorithm is based on a convergent Newton-Trust region
method and has incorporated all operating modes of Microgrid. It concluded that
generators in a power system are normally run with the help of a P-Q control through
a centrally run control center. Nowadays due to various reasons such as the avail-
ability of renewable sources, technical and economic factors, Distributed generators
are increasingly being installed. Such systems are generally small and sufficient only
to meet the local demand.

1.1 The Power Flow Analysis

The terms power flow studies and load flow studies are used interchangeably and it
refers to the flow of power from the generating units to the loads. The power flow
analysis means determination of the voltage of the load buses for a specified system
model with a schedule of generation and loads.

The fundamental problem in a power grid is the power flow analysis. It needs to
ensure the designed power grid can deliver adequate electric energy to the power
grid loads at acceptable voltage and frequency. It is done by solution of the power
flow problem [12].

To obtain stable operation it needs to maintain system bus load voltages at 1 p.u
with a deviation of no more than 10% in emergency operating conditions.

For scheduled transmission system, scheduled generation system, and scheduled
bus loads it needs to determine bus voltages. There are three most important types
of bus (Fig. 1)

• load bus,
• a generator bus, and
• a swing bus.

Load buses. At each non generator bus, called a load bus.
Voltage-controlled buses. Any bus of the system at which the voltage magnitude
is kept constant is said to be voltage controlled usually called a voltage-controlled
or PV bus.

Fig. 1 Load bus and
generator bus
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Slack bus/swing bus. The voltage angle of the slack bus serves as a reference for
the angles of all other bus voltages. slack bus is always the generation’s bus.

For each bus, four variables are the active power, the reactive power, themagnitude
of bus voltage, and the phase angle.

2 Mathematical Foundation

The power flow problem can mathematically be stated as given by a bus admittance
matrix.

[IBus] = [YBus][VBus] (1)

where, IBus is bus injected current vector, YBus is bus admittance matrix as in Eq. 2
and VBus is bus voltage profile vector [13]. All bus may be interconnected and hence
YBus is n × n squire matrix where n is the number of bus in the microgrid.

Ybus =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Y11 Y12 . . . Y1 j . . . Y1n
Y21 Y22 . . . . . . . . . Y2n
Y31 Y32 . . . . . . . . . Y3n
. . . Yi2 . . . Yi j . . . . . .

. . . . . . . . . . . . . . . . . .

Yn1 Yn2 . . . . . . . . . Ynn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2)

Denoting the elements in row j and column k as Ynn which is not the admittance
but rather the elements of the admittance matrix. The diagonal admittance Ykk is the
self-admittance at bus k. Similarly, the mutual admittance between the buses i and j
can be written as Yi j .The admittance matrix elements are zero if there are no direct
connections between the buses i and j.

The YBus matrix model of the power grid is a symmetric, complex, and sparse
matrix. Let us consider for a bus k, Sk is the net injected complex power, Vk is the
complex voltage and Ik is the net injected current. The current injected at bus-k is
given as

Ik =
n∑
j=1

Ykj Vj (3)

Then the bus (generator bus or load) net injection power is described as

Sk = Vk .Ik (4)



Security of Load Flow Analysis with Photovoltaic Energy Sources 223

Substituting bus net injected current from Eq. 3 in Eq. 4, obtain the residue form
of the equation for each bus k as

Sk = Vk

⎛
⎝

n∑
j=1

Ykj Vj

⎞
⎠

Sk − Vk

⎛
⎝

n∑
j=1

Ykj Vj

⎞
⎠ = 0 (5)

For bus number 1, k = 1,

S1 − V1

⎛
⎝

n∑
j=1

Y1 j Vj

⎞
⎠ = 0 or f1(X) = 0 (6)

For bus number 2, k = 2,

S2 − V2

⎛
⎝

n∑
j=1

Y2 j Vj

⎞
⎠ = 0 or f2(X) = 0 (7)

For bus number n, k = n,

Sn − Vn

⎛
⎝

n∑
j=1

Ynj Vj

⎞
⎠ = 0 or fn(X) = 0 (8)

Where.
Here X is the bus voltage vector and x1, x2,…, is the V1, V2, . . . ., Vn .

X =

⎡
⎢⎢⎢⎣

x1
x2
...

xn

⎤
⎥⎥⎥⎦ (9)

So for bus 1, Eq. 6 can be expressed as

f1(X) = f1(x1, x2, . . . , xn) = 0

Substituting initial velocity vector input X0 values are,V10,V20,….,Vn0 or x10,
x20,…,xn0



224 D. Mistry et al.

X0 =

⎡
⎢⎢⎢⎣

x10
x20
...

xn0

⎤
⎥⎥⎥⎦ (10)

Imagine writing a Taylor series for the solution g(x), say initially about x = x0.
Then

x = x0 + �x

g(x) = g(x0 + �x) = g(x0) + �x
∂g(x0)

∂x
+ higher order terms (11)

Comparing Eq. 6 with Eq. 11
g(x) = f1(X).
g(x0) = f1(X0).
X = X0 + �X

f1(X) = f1(X0 + �X) = f1(X0) + �X
∂ f1(X)

∂X |X0

= f1(X0) + �X
∂ f1
∂X |X0

(12)

Expanding Eq. 12, about a guess solution X0., we have

f1(X) = f1(x10, x20, . . . , xn0) + �x1
∂ f1
∂x1 |X0

+ �x2
∂ f1
∂x2 |X0

+ . . . + �xn
∂ f1
∂xn |X0

(13)

where,
�x1 = x1 − x10; �x2 = x2 − x20 and �xn = xn − xn0.
Equation 13 can be expressed in compact form as

f1(X) = f1(X0) +
n∑
j=1

∂ f1
∂x j |X0

�x j (14)

f2(X) = f2(X0) +
n∑
j=1

∂ f2
∂x j |X0

�x j (15)

fn(X) = fn(X0) +
n∑
j=1

∂ fn
∂x j |X0

�x j (16)

Equation 14 to 16 can be written as single matrix equation
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F(X) = F(X0) +

⎡
⎢⎢⎢⎣

∂ f1
∂x1

∂ f1
∂x2

. . .
∂ f1
∂xn

∂ f2
∂x1

∂ f2
∂x2

. . .
∂ f2
∂xn

. . . . . . . . . . . .
∂ fn
∂x1

∂ fn
∂x2

. . .
∂ fn
∂xn

⎤
⎥⎥⎥⎦

|X0

⎡
⎢⎢⎢⎣

�x1
�x2

...

�xn

⎤
⎥⎥⎥⎦ = 0 (17)

The matrix of Eq. 17 is known as the Jacobian matrix [J ]. The above equation
can be rewritten as

F(X0) + [J ]|X0
[�X ] = 0 (18)

For the bus k the Eq. 18 is

fk(X0) = Sk − Vk

n∑
j=1

(
Ykj Vj

) = 0 (19)

Equation 18 is a power equation, therefore, the term F(X0) represents the power
mismatch at each bus. When the term fk(X0) is very small the power flow solution
has been obtained.

Sk(calculated) = Vk

n∑
j=1

(
Ykj Vj

)
(20)

Sk(calculated) is the calculated power flowing away from bus k to all the other buses
j. From Eq. 18,

[�X ] = −[J ]−1
|X0

F(X0) (21)

fk(X0) = �Sk = �Pk + j�Qk = Sk(Scheduled) − Sk(Calculated) (22)

�Pk = Pk(Scheduled) − Pk(Calculated) (23)

�Qk = Qk(Scheduled) − Qk(Calculated) (24)

The flow chart of Newton Raphson method is given below (Fig. 2).

3 Mathematical Formulation

To perform load flow analysis using Newton Raphson method, the algorithm
developed is as follows:
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Fig. 2 Detailed flow chart of Newton Raphson method

• Write load flow equations in residual form: F (X) = 0
• Guess a solution vector, i.e., X0 and evaluate F (X0)
• Calculate J at X (0)
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[J ]|X0
=

⎡
⎢⎢⎢⎣

∂ f1
∂x1

∂ f1
∂x2

. . .
∂ f1
∂xn

∂ f2
∂x1

∂ f2
∂x2

. . .
∂ f2
∂xn

. . . . . . . . . . . .
∂ fn
∂x1

∂ fn
∂x2

. . .
∂ fn
∂xn

⎤
⎥⎥⎥⎦

|X0

(25)

Consider an initial guess for X = X0 = V10,V20,….,Vn0. Now the �X has been
computed from the following steps

Step 1. [�X ] = −[J ]−1
�X0

F(X0).
Step 2. Update X (i+1) = Xi + �X.

Step 3. Calculate F (X) at X (i+1).
Step 4. Check if F (X (i+1)) < 10−6, then the solution has converged. Store the
solution vector X (i+1).
Step 5. Update i to i + 1.
If not, go to Step 1.

In context to various steps involved in carrying out load flow studies with Newton
Raphson method, the following detailed flow chart has been designed.

4 Case Study

Here loadability or the extent of load which can flow through the line without
exceeding the limitations of transmission lines of a microgrid has been studied.
The single line diagram of a system of microgrids under this study is given in Fig. 3.
It is an eight-bus system consists of two PV (Power-Voltage) bus connected with
Photo Voltaic generating station (Bus 2 and Bus 3), one slack bus (Bus 1), and five
load bus or P-Q bus (4, 5, 6, 7 and 8).

The following assumption has been made in this paper.

• Capacity of all transmission lines is 2.5 MW.
• The base value of the volt—amp Sb = 10 MVA and the voltage base on the

transmission line side is specified as Vb = 13 2. kV then compute the p.u model.
• PV generating station 1 is rated at 0.75 MW and PV generating station 2 is rated

at 3 MW. Assume PV generating stations are operating at unity power factors.
• Power factor in all P-Q bus is 0.9 lagging/leading.

In the present research work, three cases have been studied and analyzed using
MATLAB software [14]. To compute the results NR load flow methods have been
used. The input data required for carrying out power flow analysis are shown in
tables.
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Fig. 3 The photovoltaic microgrid

4.1 Input Parameter

Line Parameter.Where Rpu is resistance per unit, Xpu is reactance per unit and B is
susceptance per unit (Table 1).

Generator Data

For Case Studies 1 (Table 2).

For Case Studies 2 (Table 3).

Table 1 Line parameter information

L From To Rpu Xpu B/2

L1 1 4 0 0.1 0

L2 2 5 0 0.1 0

L3 3 6 0 0.1 0

L4 4 7 0.020 0.115 0.00479

L5 5 6 0.012 0.069 0.00287

L6 5 7 0.008 0.046 0.00191

L7 6 7 0.008 0.046 0.00191

L8 6 8 0.016 0.092 0.00383
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Table 2 The active power (MW) and reactive power (MVAr) of each bus

Bus 2 3 4 5 6 7 8

P 0.075 0.300 0.145 0.140 0.120 0.050 0.080

Q – – −0.070 −0.068 0.058 0.024 −0.039

Table 3 The active power (MW) and reactive power (MVAr) of each bus

Bus 2 3 4 5 6 7 8

P 0.075 0.300 0.200 0.150 0.180 0.100 0.120

Q – – −0.097 −0.072 0.087 0.048 −0.058

Table 4 The active power (MW) and reactive power (MVAr) of each bus

Bus 2 3 4 5 6 7 8

P 0.075 0.300 0.180 0.200 0.200 0.150 0.100

Q – – −0.087 −0.097 0.097 −0.072 0.048

For Case Studies 3 (Table 4).

5 Results and Discussion

For Case 1 (Table 5).
For Case 2 (Table 6).
For Case 3 (Table 7).
For Case 1 (Table 8).
Lines flow, 1–4, 2–5, and 3–6 are from generation. This paper studies line flow

power to bus (4–7, 5–6, 5–7, 6–7, and 6–8) where capacity is assumed to be 2.5 MW.
For lines 4–7 the active power obtained from Table 4 is 0.015 MW/unit. The base

Table 5 Calculated voltage—angle

Bus No. 1 2 3 4 5 6 7 8

Voltage mag 1 1 1 1.001 1.001 1.001 1.001 1.002

Angle deg 0 −0.008 0.005 −0.009 −0.013 −0.012 −0.014 −0.020

Table 6 Calculated voltage—angle

Bus No 1 2 3 4 5 6 7 8

Voltage mag 1 1 1 1.001 1.001 1.001 1.001 1.002

Angle deg 0 −0.032 −0.020 −0.021 −0.036 −0.037 −0.037 −0.047
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Table 7 Calculated voltage—angle

Bus No 1 2 3 4 5 6 7 8

Voltage mag 1 1 1 1.001 1.001 1.001 1.001 1.001

Angle deg 0 −0.044 −0.031 −0.026 −0.049 −0.048 −0.048 −0.057

Table 8 Line flow

L From To MW MVAr

L1 1 4 0.160 −0.879

L2 2 5 0.075 −1.082

L3 3 6 0.300 −1.199

L4 4 7 0.015 −0.810

L5 5 6 −0.047 −0.449

L6 5 7 −0.018 −0.567

L7 6 7 0.053 −0.325

L8 6 8 0.080 −0.807

active power is 10 MW; hence the obtained power is 0.015 × 10 = 0.15 MW which
is less than the assumed capacity of 2.5 MW. So, the transmission line is secured.
Similarly, rest of the lines are also secured for case 1.

For Case 2 (Table 9).
The same observation is true for case 2 also.
For Case 3 (Table 10).
Here in case, three lines 5–6, 5–7, 6–7, and 6–8 are secured but that is not true for

lines 4–7. For lines 4–7 the active power obtained from Table 6 is 0.275 MW/unit
hence the obtained power is 0.275× 10= 2.75MWwhich is greater than the assumed
capacity of 2.5 MW.

Table 9 Line flow

L Fr To MW Mvar

L1 1 4 0.375 −0.902

L2 2 5 0.075 −1.072

L3 3 6 0.300 −1.183

L4 4 7 0.175 −0.806

L5 5 6 −0.021 −0.446

L6 5 7 −0.054 −0.555

L7 6 7 −0.021 −0.317

L8 6 8 0.120 −0.826
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Table 10 Line flow

L Fr To MW Mvar

L1 1 4 0.455 −0.918

L2 2 5 0.075 −1.084

L3 3 6 0.300 −1.174

L4 4 7 0.275 −0.832

L5 5 6 −0.036 −0.412

L6 5 7 −0.089 −0.576

L7 6 7 −0.036 −0.389

L8 6 8 0.100 −0.720

6 Conclusion

In this work, power flow must be solved during the system planning for a large-
interconnected power grid using the forecasted bus load to ensure plan generation and
transmission system at an acceptable bus load voltage so that the system transmission
lines are not overload. The load flow problem has been dealt with. To obtain power
flow solution, the most popular method of including slack bus into the Jacobians for
Newton–Raphson method has been used. The security checking is carried out for
three different cases. The power flow results obtained were analyzed and discussed.
The system security study shows that case 3 is not secure whereas case 1 and case 2
are secured based on line capacity.
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Evaluation of Azimuth Angle Profile
for Solar Photovoltaic System in Humid
Subtropical Climate of Varanasi City

Suman Moitra, Parnab Saha, Bishaljit Paul, and Chandan Kumar Chanda

Abstract This research work focuses on the prognosis of energy exploration oppor-
tunity due to geographical coordinates and celestial positioning of Sun at Varanasi
city. As per the Köppen classification, the city has its humid subtropical climate with
pretty higher temperature and scattered precipitation all over the year. The prime
objective of this research work is to predict the solar energy security of a future
smart city like Varanasi with its geographical circumstances. Computer program
with MATLAB coding is used for mathematical computation of solar azimuth angle
profile assessment of Varanasi city. The mathematical computation of azimuth angle
profile relates to the mathematical expression of altitude angle, longitude angle and
angular measurement of Sun position. The summary of experimental results shows
significant variation of azimuth angle profile corresponding to different seasons of
the year of the city.

Keywords Azimuth angle · Renewable energy · Solar PV energy · Solar altitude
angle

1 Introduction

Developing countries are facing energy crisis in twentieth century. Future economic
expansion of developing nations will depend on fruitful utilization of renewable
energy sources. North Indian cities like Varanasi has enormous potential of solar
energy production. Varanasi has its distinctive humid subtropical climate. The city
has moist maritime tropical air with warm ambience. The warm summer months
give plenty of solar energy to mankind. Being a highly ancient city of international
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tourist destination, Varanasi needs to fulfill its future energy crisis. Varanasi city can
be upgraded as a model smart city with significant share of solar power generation.
That would enable other cities of developing nations to fulfill ambitious dream of
renewable energy development. Varanasi is blessed with plenty of solar energy due
to its humid subtropical climate.

Previous research work suggested that solar apparatus may produce maximum
power in south-westNigeria,when alignedbetween5 and7°orientation excluding the
south directional alignmentwhichmay tilted between 15 and 20° tilt angle of the solar
photovoltaic installation. The investigation carried out to measure power output from
solar module. Data were recorded corresponding to different orientation of azimuth
angles and or tilt angles [1]. Previous research work also investigated the maximum
power output condition frommultiple sub-array inclined surface photovoltaic instal-
lation in research work of Osaka University. It was found that output energy was
more in parallel combination of PV modules than series combination with usage of
blocking diode [2]. Significant research also performed regarding statistical assess-
ment of azimuth angle and elevation angles in the research of Military University of
Technology, Poland [3]. Research work also suggested calculation regarding angle
of incidence, altitude angle and azimuth angle from any specific point of observer
at any time of calendar year. This work gives idea about maximum power genera-
tion corresponding to optimum positioning of PV module [4]. Research work also
carried out on SAR imaging of metallic bridge with impact of azimuth angle. Simu-
lation performed with the help of Kirchhoff approximation algorithm and Pierson-
Moskowitz spectra for modeling [5]. Research work related to azimuth angle proba-
bility distribution showed that it has greater impact on inclination angle with certain
orientation [6]. Research work also carried out to evaluate azimuth angle profile for
man-made structures using spatial arrangements with various polarimetric indices.
Thus, it concluded that the polarization orientation angle has correlationwith azimuth
angle [7]. Research work regarding pairing combination of azimuth angle and eleva-
tion direction of plane wave was done with an algorithm using computer simulation
[8]. Investigation also carried out regarding relation establishment between azimuth
angle and its corresponding characteristic value using maximum intensity imaging
of a microstructure optical fiber [9]. Mathematical calculation of azimuth angle and
elevation pointing vector was estimated using an angle of arrival of an object with
its microphone array in similar research work of US army research laboratory [10].
Research exploration was performed based on three different commercially available
photovoltaic technologies for their water-body related performance analysis. They
found that the CdTe module on water body performed better than the ground based
CdTe module [11]. A feature like azimuth profile was introduced in road segment
digital map to decide instant driving direction of a vehicle with match-making
algorithm [12]. Research work also carried out related to mathematical modeling
regarding azimuth angle definition was introduced [13].
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Fig. 1 The position of Sun and azimuth angle

2 Mathematical Foundation of Azimuth Angle

In spherical coordinate system, azimuth is refer to an angle which represents the
angular measurement from particular object to a perpendicularly projected reference
plane. It signifies a certain angle between projected vector and reference vector [14].
The anglemeasured in degree. For celestial positioning of Sun, the sunbeamprojected
at a particular angle to the particular point of observer is considered as the azimuth
angle of Sun [15] (Fig. 1).

3 Mathematical Formulation

The computer program coding used in MATLAB software gives calculation of the
long mathematical formulation. The prime novelty of this research work is to predict
the solar energy security of a future smart city like Varanasi with its geographical
circumstances. Programming code computes the angle of declination and Equation
of time. Altitude angle α, the latitude of the location L and angle of declination δ

may be known from geographical data which is very useful in photovoltaic energy
analysis. Altitude angle which is the angular positioning of the Sun from horizontal
line, may be expressed from the following relation,

sin α = sin L . sin δ + cos L . cos δ. cosω (1)
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Angle of declination δ which is the angular measurement of Earth-Sun rotating
vector with equatorial plane may be computed as follows,

δ = 23.45◦ sin
[
2π(N − 81)

365

]
(2)

Apparent solar time AST is the daily solar time due to apparent motion of Sun.
Hour angle ω may be calculated from the following expression,

ω = 15◦(AST − 12h) (3)

LMT and LSMT refer to local meridian time and local standard meridian time.
EoT refers to equation of time. LOD is the longitude.

AST = LMT + EoT ± 4◦/(LSMT − LOD) (4)

LSMT is the regional time zone which is very similar like prime meridian zone of
Greenwich Meridian time GMT. The relation between them is expressed as follows,

LSMT = 15◦TGMT (5)

EoT refers to the comparison of apparent andmean solar time at a certain longitude
and expressed as follows,

EoT = 9.87 sin(2B) − 7.53 cos B − 1.5 sin B (6)

The coefficient B may be computed as,

B = 2π

365
(N − 81) (7)

Azimuth angle θ may be considered from the following expression, where ω

remain as the hour angle representing the angular displacement of Sun from point of
observation.

sin θ = cos δ sinω

cosα
(8)

From sunrise to sunset, a whole solar day is considered. The equal value of sunrise
and sunset hour angles ωsr,ss may be computed as follows,

ωsr,ss = cos−1(− tan L . tan δ) (9)

The solar time corresponding to every hour angle may be computed from the
following expression, where apparent solar time with respect to sunrise and sunset
refers to ASTsr,ss
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Table 1 Geographical coordinates of Varanasi

Latitude angle
(Degree)

Longitude
angle
(Degree)

Time difference
with reference
to GMT

Seasons of
Varanasi
(humid
subtropical
climate)

Experimental
date recorded
as per
Gregorian
calendar year
of 2020

Days (value
of N)

25.3176° N 82.9739° E (+) 5.5 h Winter January 1,
2020

1

Spring February 1,
2020

31

Spring March 1, 2020 61

Summer April 1, 2020 92

Summer May 1, 2020 122

Summer June 2020 153

Autumn August 1, 2020 214

Autumn November 1,
2020

306

ωsr,ss

15◦ ± 12h = ASTsr,ss (10)

The sunrise sunset hour angle and apparent solar time is computed through
MATLAB coding (Table 1).

4 Results and Discussion

Computer programming through MATLAB software gives sunrise and sunset time
adjustment of a complete solar day. The data related to altitude and latitude are
examined from geographical information. The azimuth angle is being computed
from sunrise and sunset time correction at a particular day of Gregorian calendar.
Then, the calculation repeated further over different date of the same year. The
investigation examined over multiple times all through the year in different seasons.
All the data were recorded. The significant variation of solar azimuth angle profile
for Varanasi city is only reflected in this research paper. The pivotal difference found
among the dataset of recorded experimental results. Variation of results among the
seasons of winter, spring, summer and autumn are classified and categorized in this
research work. Figures 2 and 3 graph reflect the steady rise of azimuth angle profile
of the city during winter on January 1, 2020 and onset of spring on February 1, 2020
accordingly. Figure 4 shows moderate variation of azimuth angle profile of the city
during spring. Figures 5, 6 and 7 reflect the graph of azimuth angle profile of the city
on April 1, May 1 and June 1, 2020, respectively. These three graphs reflect abrupt
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Fig. 2 Azimuth angle
profile of Varanasi city on
January 1, 2020 during
winter (N = 1)

Fig. 3 Azimuth angle
profile of Varanasi city on
February 1, 2020 during
spring (N = 31)

change of azimuth angle profile during onset, middle and end of summer. Figure 8
shows that prevailing of abrupt changing nature in the azimuth angle profile graph
sustains even at the onset of autumn on August 1. Figure 9 shows that the graph again
becomes steady at the end of autumn on November 1.

5 Conclusion

From the above experimental results, we can find the characteristics of azimuth angle
profile of Varanasi city. The graphs show that the azimuth angle profile changes
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Fig. 4 Azimuth angle
profile of Varanasi city on
March 1, 2020 during spring
(N = 61)

Fig. 5 Azimuth angle
profile of Varanasi city on
April 1, 2020 during summer
(N = 92)

abruptly during summer. The summer season should be considered more econom-
ically crucial for PV installation technicality. This helps the engineers to envisage
the solar energy scenario of the city before its up gradation to energy independent
smart city. The prime novelty of this research work is to identify and explore the
solar energy security of a future smart city of Varanasi to meet the craving energy
demand for the future.
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Fig. 6 Azimuth angle
profile of Varanasi city on
May 1, 2020 during summer
(N = 122)

Fig. 7 Azimuth angle
profile of Varanasi city on
June 1, 2020 during summer
(N = 153)
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Fig. 8 Azimuth angle
profile of Varanasi city on
August 1, 2020 during
autumn (N = 214)

Fig. 9 Azimuth angle
profile of Varanasi city on
November 1, 2020 during
autumn (N = 306)
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Spectrum Based Prediction for Seismic
Activity

Pranab Hazra, Soumashis Das, Soumendu Biswas, Pratiti Debsharma,
and Krishnendu Ghosh

Abstract Based on the retrospective study of seismic activity we have analyzed
prospective seismic activity based on results from Continuous Wavelet Transform
(CWT) and from studies on The logged data of Very Low Frequency (VLF) trans-
mitted sub-ionospheric signals at 16.4 kHz from Novik, Norway (Lat: 66.97° S;
Long: 13.9° E), 19.8 kHz from North West Cape, Australia (Lat: 21.82° S; Long:
114.16º E) and 25 kHz from Petropavlovsk-Kamchatsky, Russia (Lat: 53.15° N;
Long:158.92° E,) at Kolkata (Lat: 22.56° N, Long: 88.5° E) are studied throughout
the period of April 3, 2013–April 24, 2013, when there happened 18 large earth-
quakes with M ≥ 5. Here the introduction of other signals which are generated due
to the seismic activity (considered as noise) is captured from the spectrum analysis
using the method of CWT. In this method, we can watch a yellow region in the
spectrum of blue color. Blue color spectrum is for VLF signals without any noise in
fair-weather conditions and in this yellow color indicates the introduced noise which
may also start to observe few hours (12 h) prior to the event of the earthquake. The
identified event may have been the result of a combination of changes in seismicity
patterns and the yellow color gives the forecasting of the main event as a signature
of the prediction.

Keywords Earthquake · CWT · Morse wavelet · Atmosphere ionosphere
coupling · Scalogram

1 Introduction

Different techniques are studied to find the probability for the prediction of earth-
quakes. Seismic activities radiate electromagnetic waves, and this can be used for
the prediction of an earthquake. Due to tectonic plate movements, these waves are
generated. This is also created under the earth’s crust due to the oxidation of different
reactive metals present. In our proposed method we are able to detect these waves
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much before the earthquake occurs by its seismic radiations and take measures to be
safe. We are also able to observe the frequencies of extremely low frequency (ELF)
bands. Before an earthquake within the ionosphere, electromagnetic anomalies are
observed and are found as evidence that processes of the earthquake. Due to the
actions of various factors, i.e., electromagnetic radiation, electric fields as a result
ionospheric effects can be seen. These factors can be formed by aerosols of the atmo-
sphere. The anomalies create a circular path or waveguide through which the signals
are coming. This particular path of the waveguide is known as Earth Ionosphere
Waveguide. If some distortion is observed in this waveguide this will hamper the
signal which will be recorded. This phenomenon is considered for the existence of
“Atmosphere—Ionosphere Coupling” [1]. Due to different atmospheric discharges
in the tropical regions, the seismic radiations are merged with background noises.
This is because of the different ionosphere altitudes day and night. The more is the
distance of the ionosphere with the earth’s surface, the less will be the noise propa-
gation [2, 3]. In our proposed idea we are to use a very simple tool named continuous
wavelet transformation (CWT) to visualize the pattern of the waves. From the data
sets of the seismic radiation we could predict when the earthquake happened and
with how much intensity from its frequency [4].

2 Materials and Methods

Here we have proposed a simplemethod to process the data received for the detection
of the seismic waves. ELF band EM radiations are usually represented by east-
west, north-south, and vertical magnetic field components. Firstly, the EM waves
of the ELF band are collected through a tri-axes loops antenna. The collected data
are averaged over 6 s’ intervals, i.e., 14,400 points per day. In the signals that are
received, the vertical axis represents a density of a magnetic flux and the horizontal
axis represents time [5, 6].

2.1 Normalization

The signal needs to be normalized to bring all the signals to a normalized range. We
can do it through Matlab. For example, if we have a signal s = randn(1,1e6); that is
normalized in the following way:

s = s/sqrt(sum(abs(s.2))/1e6) (1)
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Fig. 1 a Received signal, b filtered signal by band-pass filter

2.2 Filtering

The observed signals contain global noise which has stronger power than local
signals. Therefore, global noise distorts the results of earthquake prediction. In
order to overcome this distortion, it is necessary to eliminate global noises from
the observed signals. For extraction of the seismic radiation, the low frequency (LF)
component with frequency smaller than 8 cycles/day is filtered out from the signal
[7]. For example, if we consider a random signal in Fig. 1a, it consists of global
noise. We need to filter the noise to reduce the distortion of signal for earthquake
prediction. The filtering of the signal is done by a conventional band-pass filter.

2.3 CWT

Then a transformation of the signals and visualization is to be done by a tool called
CWT (Continuous Wavelet Transform). The CWT is an integral transform which
can quantity the time-frequency variation. Mathematically, CWT function f (t) can
be written as:

ω(a, b) =
∫

f (t)ϕ ∗
(
t − b

a

)
dt (2)

where, ϕ∗ signifies the complex conjugate, and ‘a’ and ‘b’ are dilation and translation
parameters, respectively. Theω(a, b) function represents the wavelet coefficients.We
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applied this wavelet transform because it is good to localize simultaneously time and
frequency [7].

2.4 Segmentation

In several applications, the signals need to be split into smaller parts such that each
part has similar statistical characterizations. This act of splitting the signals is signal
segmentation. For this we propose to apply spectrogram on the basis of short time
Fourier Transform:

S(t, f ) =
∞∫

−∞
X(τ )W (τ − t)e− j2π f τdτ (3)

where X(τ ) is the analyzed process and W (t) is an appropriate window. In case of
real signal 3 X1, X2, …, XN analysis the discrete short time Fourier transform takes
the form:

S(t, f ) = XkWk−te
− j2π f k (4)

On the basis of S(t, f ) function, the signal can be analyzed in time-frequency
domain. The square of the absolute value of the matrix S = S(t, f ) is called spec-
trogram. In the next step of the proposed segmentation procedure of seismic signal,
for each frequency f we analyze the time series S(:, f ) separately. Such time series
are called subsignals. For each subsignal we calculate quantiles of a given order p.
Quantiles are calculated on the basis of subsignals corresponding to given frequen-
cies. For each frequency f we obtain different quantile of order p. In the next step of
our segmentation procedure, we calculate so-called binary matrix, which contains
zero–one values and indicates if given observation from subsignal corresponding to
frequency f exceeds the quantile x(p, f ). The binary matrix we define as follows:

Sbin(t, f ) =
{
1, S(t, f ) > x(p, f )
0, S(t, f ) ≤ x(p, f )

(5)

Next, we calculate the vector of probabilities for each time point t, which is equal
to the mean of the binary matrix at each time point. After calculating the vector of
probabilities, we determine the percentage threshold k. On the basis of this threshold,
we calculate the limit of normalized vector P(t). This limit is calculated as follows:

l = k*max(P(t)) (6)

On the basis of calculated limit we analyze a decision vector defined as follows:
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D(t) =
{
1, P(t) > l
0, otherwise

(7)

Next, we analyze the increments of the decision vector D(t): �D(t) = D(t) − D(t
− 1).

3 Results

See Figs. 2, 3, 4, 5, 6 and 7; Tables 1 and 2.

4 Discussion

It is very important to have a visual display of the alarm signal for the detection of
the precursor of the earthquake. It is also important to investigate the relationships
between the received EMwave in the ELF band and the date and place of earthquake
occurrence. We might also work for a system that can automatically verify the rela-
tions between the database of the received wave in the ELF band and the date and
place of earthquake occurrence by the input data of the actual earthquake occurrence
[8].

In this section of result analysis, we propose a simplemethod for signal processing
of the received experimental data in order to detect and plot the seismic radiation.
Here we used the tool called CWT (Continuous wavelet Transformation) to visualize
the earthquake pattern. The scalogram is the absolute value of the CWT plotted as
a function of time and frequency. Frequency is plotted on a logarithmic scale. The
cone of influence showing where edge effects become significant is also plotted.
Gray regions outside the dashed white line delineate regions where edge effects are
significant [9, 10].

12–24 h before the earthquake, a crake is formed from the epicenter which is
called Micro Crake which cannot be seen with the eye. Through this crake, all the
radioactive elements such as radon that we have on the surface of the earth come out
and take place into the atmosphere. There are always some electrons and particles
moving in the atmosphere. The radioactive element is very energetic and it hits
the particles and ionized them into ‘+’ ions and ‘−’ ions. Then those ions become
energized by receiving the energy.

Some of the radioactive elements hit the electrons that move freely in the atmo-
sphere and these electrons collect energy from those elements. Then the electrons get
energized and hit other electrons and energized it too. This randomly hitting process
continues in the chain process. As a result, the movement of electrons becomes
random. Movement of electrons means that some noise signals are generated and
then they are adapted to the main signal. Due to the energy and being light weighted,
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particles move into the Stratosphere. Ionosphere lies between the Stratosphere and
Troposphere.

Due to the air movement and light weight, particles move to the ionosphere.
There warming is created for the random movement of the particles. So, the whole
process of disturbing the ionosphere by going up from the atmosphere is called
“Atmosphere–Ionosphere Coupling”.

In Fig. 2 we are using Morse wavelet of CWT. This one produced joint time
frequency visualization of the given input data. Here the minimum and maximum
scale for the analysis are determined automatically by CWT function based on the
wavelet’s energy spread. The magnitude of the signal is denoted by the color coded
line. The gray dashed line denotes the cone of influence within this region thewavelet
coefficient estimates are reliable. Looking at the plot we can see the region produced

Fig. 2 a Scalogram representation of data; b wave plot of earthquake data
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Fig. 3 Map showing the location of the receiver (by green rectangle) and the transmitter (by red
rectangles). The transmitters are at Norway, Russia, and Australia; the receiver is located at Kolkata,
respectively. The three VLF radio paths are indicated by black lines

by the earthquake in a yellowish manner. If we compare both the figure it’s cleared
where an abrupt change is notified the yellow spectrum also generated there.

Figure 3 shows a map where the receiver is located at Kolkata represented by
a green square and the transmitters are located at three different places at Norway,
Russia, and Australia represented by red squares. Thus, joining the path from the
receiver to the transmitter we get the three very low frequency (VLF) radio paths
represented by black straight lines. We can get the data of all the places lying on the
VLF radio paths in between the transmitting stations and the receiving stations.

Table 1 is the table representation of recorded data with its magnitude and distance
from earthquake region any many more key factors which have tentative effect to
determine any CWT outcome from any sources.

Table 2 represents the time of occurrence of the first spectrum at different frequen-
cies, 25 kHz, 19.8 kHz, and 16.4 kHz respectively. It’s the black line (VLF radio
paths) joining the receiver located at Kolkata with different transmitters placed across
the world. At certain places tracing data becomes impossible as the VLF radio paths
don’t lie in that region.

Figures 4, 5 and 6 is the scalogram representation of the signal at different frequen-
cies of the transmitted signal at 25 kHz, 19.8 kHz, and 16.4 kHz respectively at
different time intervals.
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Table 1 Date-wise occurrence of several earthquakes along with the descriptions of different
connecting parameters

Date Time (I.S.T) Depth (km) Magnitude (M) Region Distance from
kokata (22.56° N,
88.5° E), D (km)

03.04.2013 22:05:48 10 5.5 Myanmar
(17.17° N,
95.99° E)

784

04.04.2013 12:01:37 237 5.8 Hindu Kush,
Afghanistan
(36.89° N,
73.26° E)

2218

04.04.2013 20:46:26 40 5.4 Myanmar
(17.17° N,
95.99° E)

831

05.04.2013 18:30:02 570 6.3 N.E. China
Border (46.40°
N, 127.61° E)

4505

06.04.2013 04:25:00 80 5.4 Hindu Kush,
Afghanistan
(36.89° N,
73.26° E)

2246

06.04.2013 10:12:40 90 7.1 Papua Indonesia
(−3.98° N,
138.34° E)

6118

09.04.2013 17:22:55 42 6.2 Southern Iran
(29.59° N,
52.56° E)

3746

11.04.2013 09:17:03 12 5.4 Myanmar
(17.17° N,
95.99° E)

831

14.04.2013 07:02:24 41 6.5 Papua New
Guinea (−5.68°
N, 154.5° E)

7862

16.04.2013 14:04:09 10 5.0 India (Arunachal
Pradesh) (27.68°
N, 97.65° E)

967

16.04.2013 16:14:11 46 7.8 Pakistan-Iran
Border (28.0° N,
62.1° E)

2717

17.04.2013 04:25:26 10 6.8 Papua New
Guinea (−5.68°
N, 154.5° E)

4519

19.04.2013 08:35:51 97 7.3 Kuril Islands
(50.38° N,
155.83° E)

6112

(continued)
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Table 1 (continued)

Date Time (I.S.T) Depth (km) Magnitude (M) Region Distance from
kokata (22.56° N,
88.5° E), D (km)

20.04.2013 01:28:40 10 6.1 Kuril Islands
(50.38° N,
155.83° E)

6623

20.04.2013 05:32:48 29 6.6 Sichuan, China
(30.50° N,
102.49° E)

1673

20.04.2013 18:42:47 10 6.1 Kuril Islands
(50.38° N,
155.83° E)

6609

21.04.2013 08:52:16 422 6.2 Izu Islands,
Japan (34.98° N,
138.95° E)

5054

24.04.2013 14:55:29 66 5.7 Hindu Kush,
Afghanistan
(36.89° N,
73.26° E)

2221

In Fig. 7 there are some cases in which the schematic spectrum pattern of an
earthquake data where the yellow spark in between shows the high magnitude waves
that pass in form of an earthquake and in some there is only a blue spectrum. The plot
with only the blue spectrum Fig. 7a is the farthest from the recorder center (Kolkata)
and the plot with yellow sparks Fig. 7b is the closest to the recorded center. It shows
here that as the earthquake is getting closer to the recorded center (Kolkata) the
intensity increases.

5 Conclusion

The continuous wavelet transform of a signal which has a finite length with a fixed
scale is considered to be a linear time-invariant operator. The edge effect can be
handled byusingEquivalentCondition ofTime-domain andFrequencydomainAlgo-
rithms of CWT. 13 We have recorded the data of earthquakes of different places on
different dates. With the help of the CWT algorithm, we observe that it generates
some blue spectrum in which some yellow sparks are induced. Basically, the blue
spectrum represented the generalized value or generalized frequencies.

Yellow sparks denoting unnatural behavior of the frequencies of nature. Here this
unnatural behavior is in seismic magnitude scale which is the overall strength or
size of an earthquake. These yellow sparks are also represented as an earthquake
signal. These earthquake signals are evident that the earthquake has occurred at this
particular time.We are jotting down those signal values fromKolkata. For this reason,
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Table 2 Data-wise occurrence of the spectrum of the data

Date Time (I.S.T) First spectrum time
(25 kHz)

First spectrum time
(19.8 kHz)

First spectrum time
(16.4 kHz)

03.04.2013 22:05:48 5:43 am ** **

04.04.2013 12:01:37 4:50 am ** 5:08 am

04.04.2013 20:46:26 5:37 am ** **

05.04.2013 21:30:02 4:50 am ** **

06.04.2013 04:25:00 21:57 pm on 5.04.13 ** **

06.04.2013 11:12:40 5:43 am ** 5:08 am

09.04.2013 05:22:55 ** ** 12:44am

11.04.2013 09:17:03 1:48 am ** **

14.04.2013 07:02:24 ** 1:58 am **

16.04.2013 14:04:09 2:01 am 1:42 am 6:47 am

16.04.2013 16:14:11 2:01 am ** 5:52 am

17.04.2013 04:25:26 ** 19:35 pm on
16.04.2013

**

19.04.2013 09:35:51 ** ** **

20.04.2013 01:28:40 ** ** **

20.04.2013 05:32:48 23:42 pm on
19.04.2013

** **

20.04.2013 18:42:47 ** ** **

21.04.2013 08:52:16 ** ** **

24.04.2013 14:55:29 5:37 am ** 4:29 am

the signal whose distance is very large, cannot take a powerful signal. So that the
intensity or the magnitude is small and the spikes are not prominent in most of the
cases. The signals whose distance is small can take powerful signals. So that the
intensity or the magnitude is large and thus the spikes are coming prominently.

By using a monitoring system, we will monitor that at what time, at which place,
in which intensity the earthquake has occurred. We will represent it as a visual
representation by using CWT Algorithm.
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(a)  03.04.2013 (b)                                    04.04.2013

(c)                            04.04.2013 (d)                                    05.04.2013

(e)                                    06.04.2013 (f)                                     06.04.2013

Fig. 4 Scalogram representation of signal for the earthquakes which are lie in the path of 25 kHz
transmitted signal
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(g) 11.04.2013 (h)                                        16.04.2013

(i)  16.04.2013           (j)                                    20.04.2013

(k)  24.04.2013

Fig. 4 (continued)
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(a)                                             04.04.2013 (b)                                       06.04.2013
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Fig. 6 Scalogram representation of signal for the earthquakes which are lie in the path of 16.4 kHz
transmitted signal
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(5) (6)                                     

(1)                                       (2)                                    

Fig. 7 Intensity increasing as earthquake is getting closer to the recorded center (Kolkata), i.e.,
a Kuril Islands (distance from Kolkata 6629), b Papua Indonesia (distance from Kolkata 6118),
c Papua New Guinea (distance from Kolkata 4519), d 07/04/2013 (16.4 kHz), e Pakistan-Iran
Border (distance from Kolkata 2717), f 08/04/2013 (16.4 kHz)
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Effect of Cognitive Task on the Central
Nervous System

Ananya Banerjee, D. K. Bhattacharya, and Anilesh Dey

Abstract Electroencephalography (EEG) signal analysis has received great
acknowledgment in the domain of biomedical signal processing for the interpre-
tation of human brain activities. There is a close bonding between the EEG signal
and human brain activities. In the human brain, millions of neurons interact with
one other and as a result, we obtain electrical signals by placing the electrodes on
the scalp in a non-invasive way. The human behavior (polite, rude, whimsical, etc.),
mood (happy, sad, anger, depressed, etc.), sensory states (movement of the eye, lip,
hand, etc.), cognitive task ability (understanding, thinking, problem-solving, imple-
mentation, debugging, recalling) can bemonitored, interpreted and analyzedwith the
exploitation of EEG signals. Moreover, to detect neurological diseases and for treat-
ment purposes, EEG signals are countless boons in the field of biomedical signals.
The central nervous system is responsible for controlling human behavior, mood,
cognitive task motor, and imaginary task to some extent. To find evidence, we have
focused on the effects of cognitive tasks on the central nervous system. Due to the
non-linearity and non-stationarity nature of the EEG signals, we have investigated
the signals using non-linear tools like the Surrogate data test and phase space plot.
Moreover, we have explored the topological scalp map view to obtain the visual
effects of the scalp.

Keywords Biomedical signal · EEG · Central nervous system · Surrogate data
test · Phase space plot
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1 Introduction

The human brain and its association with EEG signals have magnetized a plethora of
interests for researchers in the last few decades. Due to close connectivity between
the human brain and EEG signal, researchers have explored a potential amount of
investigation to study brain activities during a cognitive task.

Inouye et al. [1] calculated the degree of ascendance by quantifying the entropy
of the power spectrum for frequency bands (alpha, beta, and theta) of EEG signal to
find irregularity during rest and active state of mind performing phrenic task. They
detected anomalous patterns during rest and active states in the anterior region than
occipital. They additionally visualized that there was EEG desynchronization while
someone performed a noetic arithmetic task.

Thalla et al. [2] observed different patterns of EEG activation patterns while
subjects performed mental arithmetic tasks. The absolute power and relative power
of the alpha frequency band was visually detected during recognition of sign in
the parietal anti occipital zone. On the other hand, the absolute power of the delta
frequency band was more dominant in the process of the apperception of symbols
cognate to arithmetic than during number-crunching task execution. This prefigured
that in the posterior areas of the right-hand side, the pattern of the EEGwas plenarily
changed while the subjects went through the process of the apperception of symbols
related to arithmetic. Moreover, consequential changes in the EEG signal pattern
between themental taskswere visually found in the frontal lobes belonging to the beta
frequency band. Like alpha, the higher beta frequency was observed while subjects
performed the cognitive tasks rather than in the apperception of signs. There was
no substantial difference visually found when subjects performed subtraction during
rest conditions.

Skrandies et al. [3] studied visual information processing of subjects during the
performance of arithmetic tasks for a group of salubrious and dextral males and
females. Field strength and topographical view of the scalp assisted to visualize
the effects of the subjects prominently. The topographical visualization also helped
to understand the effect of males and females during the visualization of informa-
tion processing. The amplitudes were more preponderant while the subjects went
through active reading than went through reading without processing. The authors
showed gender differences in terms of the event-cognate encephalon activity during
the performance.

Wang et al. [4] observed that in the left side of the occipital at 3.9 Hz EEG changes
were visually examined during visual encoding of words. The same effect was visible
in the regions of tempo-occipital at 4.68, 5.46, and 6.24 Hz. During the apperception
of the figure, at 7.8 and 17.94 Hz changes were found in front transient and prefrontal
segments. At 3.12 and 7.02 Hz, no significant differentiation between assigned tasks
was outwardly analyzed. Authors suggested an approach fortified by a hypothesis
known as amodal semantic where the logogen and iconogen systems deported as an
input system [5, 6].
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Zyma et al. [7] experimented with EEG predicated noetic arithmetic task of
10 subjects and examined the precision in the amalgamation of statistical feature,
GHFDS, autoregressive model (AR), and power spectrum density (PSD), methods
to ameliorate the neurofeedback system of patients suffering from attention disorder
quandary. They achieved a 97.87% precision level by exploiting all the features.
Higher precision authoritatively mandated more enhancement and efficiency of the
neurofeedback system.

Snodgrass et al. [6] experimented to amass the neurological activities of the
encephalon utilizing EEG data while subjects went through a psychological under-
taking and evaluated the competency of participants to accomplish the arithmetic
task. The author additionally utilized the feature extraction methods such as coher-
ence, Fourier power spectrum, and detrended fluctuation to explore the encephalon
activation pattern on individual task arduousness.

In this work, EEG signals are accumulated during the relaxed state as well as the
stressed state while the subjects solve the mental arithmetic tasks (serial subtraction).
With the avail of global analysis, the attractors are reconstructed to presage the
signal features. Most of the research papers cognate to this domain using the fractal
analysis or multifractal analysis to soothsay features [7–11] whereas we have used
global analysis to study the effector vicissitudes in the encephalon segments using
Surrogate data test, Phase space reconstruction, and topological scalp map view.
Here the aim is to ascertain which component of the encephalon is getting affected
the most.

2 Method

2.1 Mental Arithmetic Task Experiment

The Neurogram EEG 23-channel system is employed for recording the EEG signals.
During the build-up of information, the chloride electrodes were positioned on the
scalp at frontal channels—F3, F4, Fz, F7, F8, temporal channels—T3, T4, T5, T6,
central channels—C3, C4, Cz, parietal channels—P3, P4, Pz, occipital channels—
O1, O2 and symmetrical anterior frontal (Fp1, Fp2) in line with the International
10/20 scheme. The subtraction of 2 numberswas the assigned task for the subjects. At
first, subtraction of 4-digit numbers and 2-digit numbers were received by the partic-
ipants whom they had to try verbally. The information was taken upon only those
participants who had normal or rectified-to-normal sight or normal vision. For the
recording of EEG data, 50 Hz transmission line notch, and 30 Hz interrupt frequency
filters were utilized. For artifact removal techniques, ICA or Independent Compo-
nent Analysis (ICA) was used during processing and the data was of 60 s duration.
In total 66 salubrious dextral subjects (men of 19 and women of 47 strengths) were
associated with the experiment. All the subjects belonged to the National Univer-
sity of Taras Shevchenko and were the pupils from the first to the third year of age
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range from eighteen to twenty-six years. The members were qualified to be selected
inside the examination if they had an ordinary visual capacity, and had no clinical
indications of noetic or discerning harm or verbal or non-verbal learning inabilities.
Oversight models were the utilization of psychoactive prescription, medication or
intoxication, and mental or neurological objections [12].

2.2 Surrogate Data Test

Theiler et al. [13, 14] proposed Surrogate data test for the evidence of non-linearity
nature of the signal-dependent on time-domain and the observation of the dynamics
of the experimental data. It has become a popular method to find the non-linearity
existence in the underlying observed data. In this method, the null hypothesis (H0)
is specified preserving linearity, and surrogate data set is generated by amplitude
adjusted Fourier transform according to the null hypothesis using the method Monte
Carlo. For the original time series and surrogate data set, a discriminating statistical
value is considered. Comparison is made between the original output and surrogate
data set under a statistical framework to order to accept or decline H0. Whenever the
statistical value in the pristine time series differs from surrogate data set to a great
extent, we can assure the presence of the non-linearity time series properties.

2.3 Phase Space Reconstruction Analysis of a Dynamical
System

During phase space construction, we can epitomize all the probable states of a
dynamical chaotic system in a high-dimensional space [15]. The evolutionary state
of the system follows a trajectory path in a multi-dimensional space over time. If the
authentic number of variables that rule the comportment of the dynamical system is
not kenned, the phase space can be reconstructed utilizing time-delayed embedding,
which is derived from Taken’s theorem [16]. Fang et al. [18] verbalized that a topo-
logical view of the pristine system is identically tantamount to reconstructed phase
spaces and thus can instaurate the non-linear dynamics of the system.

Let {X ( j)}Nj=1 be a discreteEEGsignal. Let the three dimensional frequency-delay
plot be constructed by sub-dividing this signal into three groups as x+, x−, x−− with
same time delay τ , where

x+ = {|X ( j)|}N−2τ
j=1 , x− = {|X ( j)|}N−τ

k=1+τ ,

x−− = {|X ( j)|}Nj=1+2τ , τ = 1, 2, . . . , (N − 1) (1)

Now this coordinate system is transformed by a three dimensional rotation with
the same angle π /4 with respect to X, Y and Z axis. The transform is given by
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Thus a new co-ordinate system (xm, xn, xp) is formed.
Figure 1a, b show the phase space plot of subject-0’s encephalon afore and during

the performance of the cognitive task. As we know that the axis of the ellipse stands
as a vigorous designator of the transmuting energy dynamics of the Poincare plot so
we are here calculating the volume of the ellipse composed due to the 2-D Poincare
plot.Wemade rudimentary endeavors to ascertain the distinction between the volume
of the ellipse during the relaxation phase and in the period of performing a cognitive
task.

2.4 Average Mutual Information

Mapping of a uni-dimensional signal is done into multi-dimensional time series to
perceive its underlying dynamics as it is a fact that short term analysis of the signal
may not enlighten us the felicitous nature of the signal. For this purpose, long term
analysis must be done and phase space is reconstructed. The optimal delay (τ ), and
D, the embedding dimension parameters are required for phase space reconstruction.
AMI or Average mutual information is used to compute the optimal delay τ value.
On other hand, False Nearest Neighbors (FNN) function is used to compute the value
of the embedding dimension parameter D [17–19].
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Fig. 1 a Phase space plot of subject’s 0 brain activity before the performance of a cognitive task.
b Phase space plot of subject’s 0 brain activity during the performance of a cognitive task

For computing, the optimal time delay, Mars et al. [20] proposed a method which
involves time delay coordinateswhich are independent of each other.Wehave consid-
ered {x(t)}Nt=1, the original time series and {x(t + τ)}Nt=1, same time series with delay
τ . They have computed I(x(t)), the mutual information of the experimented time
series and I(x(t + τ )), time-delayed version of the same time series. This method
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Fig. 2 I(τ ) versus τ

refers to as Average or auto Mutual Information (AMI). It can be expressed in terms
of non-linear autocorrelation generalization function [21, 22].

I (τ ) =
N−τ∑
t=1

P[x(t), x(t + τ)] log
(

P[x(t),x(t+τ)]
P[x(t)]P[x(t+τ)

)
(4)

It was recommended in [23] that τ , the delay value, where for the 1st minimum
value (at which functions level off) of I(τ ) be used as the basis of the Poincaré
reconstruction shown in Fig. 2.

2.5 False Nearest Neighbors (FNN)

To compute the embedded dimension, kennel et al. [24] proposed a method kenned
as Erroneous most proximate neighbors. This method is predicated on the posit that
two points proximate to each other in enough embedding dimension should remain
adjacent as the dimension upsurges.

FNN proposed that consider the points in the one-dimensional time series as
neighboring points which are adjacent to each other. The distance between two
neighboring points is the magnitude between them.

2.6 Topological Scalp Map

To have a clear picture of stress level before and during cognitive task performance,
the EEG lab is habituated to render images of encephalon maps utilizing the 2D and
3D topographical map features of the EEG lab. Once the 2D and 3D images are
available, it is possible to visualize the difference more pellucidly [25].
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3 Results and Discussion

The data files of each subject before and during the arithmetic task were respectively
passed through a point cluster program in MATLAB and the resultant value SD1
SD2 and Vol [23] are calculated for each subject.

After analyzing the tables, a trend was described in the volume value of the central
electrodes (C3, C4, Cz). It was conspicuous that the values of C3, C4, and Cz fluctu-
ated and followed a pattern, that is all the values of Central electrodes incremented
during the arithmetic task depicting that the central part of the encephalon faces more
stress.

When described punctiliously the encephalon images of the central electrodes
afore and during the task had drastic changes. The encephalon maps of the central

Table 1 Data table of the subject-0’s brain’s electrodes before the cognitive task and during the
task

Subject_0

Before During

SD1 SD2 VOL SD1 SD2 VOL

Fp1 0.911747 12.95953 37.12049 1.170691 22.78237 83.78981

Fp2 1.088629 15.51992 53.07861 1.10415 17.51566 60.75815

F3 1.16371 16.46751 60.20361 1.137178 18.26749 65.2615

Fz 1.170693 16.97289 62.42358 1.124624 17.48145 61.76389

F4 1.177513 17.13305 63.37969 1.135215 17.38368 61.99683

C3 1.142732 16.91499 60.72477 1.069905 16.46239 55.33348

Cz 1.214558 19.07731 72.7923 1.163568 18.80935 68.75679

C4 1.166597 16.48481 60.41636 1.085293 16.2103 55.26982

Table 2 Data table of the subject-1’s brain’s electrodes before the cognitive task and during the
task

Subject_1

Before During

SD1 SD2 VOL SD1 SD2 VOL

Fp1 0.792568 11.28539 28.09979 0.964557 19.68141 59.63948

Fp2 0.841156 12.14234 32.087 0.940372 14.91191 44.05376

F3 1.008345 14.26884 45.20099 0.899045 16.97616 47.94803

Fz 0.968933 14.74667 44.88875 0.962346 18.47951 55.86913

F4 0.933143 15.17596 44.48916 0.927386 15.69906 45.73871

C3 1.123476 15.14804 53.46504 0.922323 15.45825 44.79124

Cz 1.003048 16.13217 50.83521 0.924461 15.8681 46.0854

C4 0.952377 14.71225 44.01878 0.912664 16.3486 46.875
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electrodes from the ‘during’ dataset were red which designates more stress was put
in the central part of the encephalon when a subject was verbalized to solve an
arithmetic quandary. The following Figs. 3 and 4 will make it more pellucid.

Fig. 3 Topological scalp maps of the subject-0’s brain

Fig. 4 Topological scalp maps of the subject-1’s brain
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4 Conclusion

We can conclude that some part of the encephalon is stressed while doing any kind
of cognitive task. This work is a unique one because no one else has worked with
the datasets provided from Physionet afore utilizing surrogate data tests, Phase space
reconstruction, average mutual information, and topological scalp map. While the
result was studied, it was visually examined that subtraction done verbally results in
the incremented volume of the central electron recorded in a conventional pattern.
After all the images were inspected thoroughly, it was sure that the arithmetic task
had a prominent effect on the central sulcus of the encephalon. In the future, we
will incorporate musical effects on the same dataset to find out the cognitive task
efficiency amelioration of the subjects while they are under stress.
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Microcontroller-Based Heart Rate
Monitor

Aniket Saha, Subhojit Saha, Pritam Mandal, Priyanka Bawaly,
and Moupali Roy

Abstract This project is used to measure heartbeat rate by using an embedded tech-
nology. This project canmeasure andmonitor the patient’s condition simultaneously.
This project described the design of a simple, low-cost wireless patient monitoring
system. Heartbeat rate of the patient is measured through fingertip using infrared
device sensor. The pulse counting sensor is used to check whether the heart rate is
normal or not. In case of abnormal condition, a SMS is sent to the mobile number
using GSMmodule. The heart rate can be measured by monitoring one’s pulse using
medical devices such as an electrocardiograph [ECG], portable device. The heart-
beat monitoring systems is the wrist strap watch or any other commercial heart rate
monitors.

Keywords Microcontroller · Heart rate · Sensor

1 Introduction

This project is beneficial in medical applications and offers cost-effective services
with size less than that of electrocardiogram (ECG). In the case of emergency, for
those peoples who are suffering with heart diseases, continuous monitoring of the
patient is required which is sometimes not possible in the hospital due to several
circumstances [1]. In such serious case, this template circuit is useful to measure the
heart rate and the other required information is transmitted to the medical counsellor
for the preliminary precautions so as to get a glimpse of that patient and to take
necessary actions if needed. The whole situation is to prevent the patient from having
serious situation before reaching to the hospital [2].
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Fig. 1 Heart rate measurement through fingertip

2 Photoplethysmography

Photoplethysmography is a process where it optically estimates the volumetric
measurement of an organ. Heart rate monitoring, pulse oximetry, respiration moni-
toring, cardiovascular monitoring, etc., are some of the common applications of
photoplethysmography. When the heart contracts, the volume of blood inside the
fingertip decreases else when the heart expands the volume of blood inside the
fingertip increases. The final pulsing of blood volume inside fingertip is equal to
the heart rate [3, 4]. Here an IR transmitter/receiver pair is placed in close contact
with the fingertip. When heart beats, the volume of blood cells under the sensor
increases which then reflects more IR waves to the sensor and when there is no beat
then the intensity of this reflected beam decreases (Fig. 1).

3 Working Principle

The device can sense the heart rate from the fingertip by using IR reflection method
andwill display it on three-digit seven segment display in beats perminute. The circuit
has an accuracy of 4 beats per minute, and it can be used very easily. In medical use,
the technique that is used for sensing heart rate is called photoplethysmography [5]
(Fig. 2).
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Fig. 2 Working principle

3.1 Circuit Diagram

This is a simple LCD version of the heart rate monitor. LCD displays are very
popular; nowadays, in one most of the embedded system, designers prefer them over
multiplexed seven segment LED displays. Using LCD displays, we can display text,
custom characters, graphics, and a lot of stuff, and it is a great advantage over the
LED counterparts. JHD162 is the LCD display used here. It is a 16× 2 LCD display
based on the HD44780 driver IC, interfacing LCD display to 8051 [6, 7] (Fig. 3).

3.2 Expected Outcome of the Project

This project is used to alert the family members about patient’s heartbeat via SMS.
The objective of the project is to detect and monitor the patient’s heartbeat rate using
PPG technique, interfaced with the GSMmodem, and then it sends alert to the family
and medical experts via SMS [8] (Figs. 4, 5, 6, 7, 8 and 9) .

The connection between themicrocontroller and the hyperterminal is successfully
established. At the moment of ongoing test, it can send alert directly from PIC circuit
to mobile phone to get a stable system. It can be modified to very light, portable,
smart, and elegant, e.g., like a watch or embed with i-POD [9, 10]. By using the value
of heart rate monitor, we can also know the ages, oxygen contents in human body,
and the patient’s weight also.
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Fig. 3 Circuit diagram

3.3 Application of the Project

The healthcare industry is greeting to the increasing popularity and availability of
technological transformations, such as tablets, smartphone, and ultramodern pieces
of equipment. Successfully utilizing smartphones and employing it in the field of
health care and medicine is helpful as it eases the operation of medical devices to
enable lightly trained individuals whether patients or medical advisory to reliably
collect medical data for diagnosis and other health-related stuffs [11, 12]. This phone
accessory heart rate monitor is therefore a part of a wide viewed project that proposes
to make health monitors used in clinical practices compact and available to the public
with straightforwardness and crystal-clear views to use and no consideration of time
or place. Having the data on the phone, it can be used as a health monitor or sent to
a medical advisory elsewhere for remote evaluation so the patient can seek advice
from his/her counsellor without having to book for an appointment [13].
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Fig. 4 Analysis of Table 1

Fig. 5 Analysis of Table 2
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Fig. 6 Analysis of Table 3

Fig. 7 Analysis of Table 4
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Fig. 8 Analysis of Table 5

Fig. 9 Analysis of Table 6
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Table 1 Heart rate
measurement (bpm)

S. no. Gender Age HR

1 Female 18 73

2 Female 19 74

3 Female 20 75

4 Female 21 77

5 Female 22 77

Table 2 Heart rate
measurement (bpm)

S. no. Gender Age HR

1 Female 22 73

2 Female 24 74

3 Female 26 75

4 Female 28 77

5 Female 30 77

Table 3 Heart rate
measurement (bpm)

S. no. Gender Age HR

1 Female 30 73

2 Female 35 74

3 Female 40 75

4 Female 45 77

5 Female 50 77

Table 4 Heart rate
measurement (bpm)

S. no. Gender Age HR

1 Male 18 67

2 Male 19 68

3 Male 20 69

4 Male 21 70

5 Male 22 71

Table 5 Heart rate
measurement (bpm)

S. no. Gender Age HR

1 Male 22 67

2 Male 24 68

3 Male 26 69

4 Male 28 70

5 Male 30 71
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Table 6 Heart rate
measurement (bpm)

S. no. Gender Age HR

1 Male 30 67

2 Male 35 68

3 Male 40 69

4 Male 45 70

5 Male 50 71

4 Conclusion

The instrument has a very simple structure, reliable operation, high accuracy, low
power consumption, and good portability full featured function. The real-time moni-
toring system for cardiac patient physical state is based on the wireless transreceiver
module technology. It can be taken by patient, and it keeps the patient moment intact
because it is miniature and portable. The system can monitor and record the physical
states andmoment parameters in real time.With the intelligent transreceiver module,
the sign of acute disease for patient can be found early, and then the patient can be
helped in time and the sudden death of patient can be avoided. The wireless transre-
ceiver module technology can be suited for short distance communication, and the
transmission distance is limited only in about 10 m, and then it can be made suitable
for in-patient monitoring. This system is important to be applied to patient care.
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A QCA-Based Improvised TRNG Design
for the Implementation of Secured Nano
Communication Protocol in ATM
Services

Arindam Sadhu, Kunal Das, Debashis De, Maitreyi Ray Kanjilal,
and Pritam Bhattacharjee

Abstract In this paper, an attempt has beenmade for quantum-dot cellular automata
(QCA) based design of TRNG (True Random Number Generator) to support the
implementation of developed nano communication protocol targeting more secured
operation over automated teller machine (ATM). TRNG is an ingenious design can
generate non-deterministic and distinctive stream digital bit, and a major aspirant for
any secured cryptographyprocess.Here, themodeof design is usingQCA technology
due to its advantageous aspects of consuming low-design area and ultra-low power
during high-frequency operations. Overall the functional verification of our proposed
setup is carried out using QCA Designer 2.0.3 where from its efficacy is rightly
depicted.

Keywords QCA · TRNG · Crossed loop circuit · Seed input ·Majority Voter

1 Introduction

Quantum-dot cellular automata (QCA) is one of the more-than-moore design
paradigms [1, 2] which happen to be a promising technology in constructing secured
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communication systems. Here, the information is transmitted from one QCA cell
to another in terms of electrostatic charge based on columbic interaction (i.e., no
physical charge movement). This makes QCA (which was pioneered by C.S. Lent
and his group back in 2005) a good alternative to the present CMOS technology.
It’s attracting features like having low covering area, controlled power dissipation,
while operating in high frequency zone (in the range of THz) is very intriguing for
circuit and system designers. Though there were initial troubles, but by now, the
physical design of a QCA cellis also possible which is operable around ~ 293°K [3].
This achievement has given researchers an impetus for further work in QCA-based
architecture designs.

On the other hand, we also see how important it is to have secure devices/gadgets
in our daily life. Consequently, there are several kinds of research being pursued on
security issues, and some maybe the development of new algorithms or new hard-
ware design supporting secured operation in the modern communication systems
[4]. Several researches on the accomplishment of contemporary attack and the novel
countermeasures of each finding have been presented in different scientific litera-
tures. However, vital aspects of hardware structure for a secured arrangement remain
untouched to drape different sticky security situation in various levels of secured
communication. The algorithm generated secret key could be recovered by using
some physical quantities indirectly correlated with the key. Herein, the hardware
generated secret key generator or TRNG is competent to breed a distinctive digital
bit array, and non-deterministic that can be accumulated to construct secured hard-
ware communication structure. Our intention is to design a hardware cryptographic
architecture using the QCA framework as an imperative application in nano commu-
nication domain. In our proposed design, the non-deterministic bits are extorted from
a crossed loop majority voter (MV) based symmetrical TRNG array, and the seed
inputs are used for enhancing the unpredictability of generated number chain in addi-
tion to the deviation of the random numbers. We realize a bi-decryption archetype
for a secured ATM (automated teller machine) system in this paper as an application
of TRNG using QCA.

2 Preliminaries

2.1 Random Number Generator

Random number generator (RNG) is a vital component used in designing safe and
secure systems. Unpredictability of successive numbers and non-deterministic nature
are the strength of a RNG device [5]. RNG can be broadly categorized in two ways
viz., HRNG (Hardware Random Number Generator) and SRNG (Software Random
Number Generator). SRNG on the other hand is also identified as PRNG (Pseudo
RandomNumber Generator) because it follows a deterministic algorithm to generate
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random number, but it is not suitable for high-secured device [6]. The reason is the
generated number is quite predictable to anyone who has idea of the used algorithm.

However, no algorithm is needed to generate random numbers using HRNG.
Here, output sequence is unpredictable even if the internal circuit design of HRNG
is somehow known to others. The HRNG structure is more relevant to the modern
design of TRNGs (True Random Number Generator) [7]. Till date, the popularity
has been with the design of analog TRNGs. But due to the presence of noise, jitter
and radioactive decay as the seed input of TRNG device, and people are now more
inclined toward design of digital TRNGs. The quantum aspects of logic design for
TRNG can be brought in using QCAwhich is our objective in this paper. As a matter
of fact, very few works on QCA-based TRNG design is reported for example, in [8–
11]. Considering these works as point of reference, it is intuitive to us that the TRNG
designs can be improvised and used in the development of some nano communication
protocol supporting the ATM dual security.

2.2 QCA-Based TRNG Seed Circuit

In QCA circuit design, a specific arrangement of QCA cells can turn out to be
more unpredictable and irregular. This issue was addressed in [8–11] with certain
solutions as depicted in Fig. 1a–c which happened to be mainly the typo of TRNG
seed generator circuit.

Apart from the seed circuit, TRNG also has output generator circuits viz., cross-
oriented where these kind of improvisations are also required when QCA-based
design is taken in account.

3 Proposed MV Based TRNG in QCA

For the purpose of generating unpredictable and non-deterministic number sequence,
two closed loop MV based QCA circuit has been proposed in this fragment.

Fig. 1 QCA layout of a SEED1 [8] b SEED2 [10, 11] c SEED3 [10, 11]
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3.1 Crossed Loop MV Circuit

Two asymmetric type crossed loop QCA circuit are proposed in this subsection: one
is OR based logic and another is AND based logic depicted in Fig. 2a, b, respectively.
The corresponding QCA layouts are individually presented in Fig. 3a, b. Both these
circuits are composed of 43 QCA cell with 0.032µm2covering area and 1QCA clock
cycle latency.

Now if two asymmetric circuits are connected in row wise with single QCA clock
pulse then it will start to generate two bit random number. This schematic diagram
and corresponding QCA layout are shown in Fig. 2c and 3c, respectively.

Fig.2 Proposed schematic diagram of a OR based crossed loop circuit, bAND based crossed loop
circuit, c 2 bit TRNG
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Fig. 3 Proposed QCA layout of a OR based crossed loop circuit bAND based crossed loop circuit
c 2 bit TRNG

3.2 Majority Voter Based QCA 8-bit TRNG Design

In this subsection, straight forward 8-bit QCA layout is illustrated with its simu-
lated outcome. The straight forward 8-bit TRNG is realized by connecting the 2-bit
asymmetric crossed loop QCA circuit in column wise as depicted in Fig. 4. The feed
forward structural design is useful to generate more non-deterministic state. The
Seed 3 design [10, 11] is used to connect consecutive asymmetric QCA structure.
Herein, we have used QCA Designer [12] to simulate the outcome of our 8-bit QCA
circuit and portrayed the report in Fig. 5.
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Fig. 4 QCA layout of 8-bit proposed QCA MV based TRNG

Fig. 5 Simulation outcome of proposed 8-bit TRNG from QCA Designer

4 Practical Implementation of Proposed TRNG in ATM
Machine

In this section, multi-level authentication process is proposed in ATM machine to
enhance security in the process of money laundering. The flow diagram of proposed
technique is depicted in Fig. 6.

To start the process, punch the ATM card inside the machine. After the card being
inserted properly, a request is generated to input the user’s password. If the input is
not paired with the actual password the process will restart, else it will proceed to
next step. As the password match, the TRNG generates a six bit code, one is stored
in the processor of the ATMmachine through the SRAM cell, and same code is sent
to the user’s registered number through the microwave link. The code from the user’s
number is requested to insert as input through the manual keyboard on the machine.
After insertion of the code, the hamming distance is detected. If the value returns 0,
user can proceed to the further operations; else it begins the process all over again.

The QCA layout of this idea is depicted in Fig. 7. It consists of control block,
microwave block, 6-bit MV based TRNG, QCA SRAM block, input block for user,
read enable block and hamming distance checker circuit with output port. There are
3 input ports in control block, i.e., control signal, seed input and read–write signal
(WR/R). Control signal and WR/R signal will set to “1” if and only if password
matches with customer pressed key. At the same time, the auto-generated seed input
incites the TRNG block.TRNG generates a 6-bit code, a copy of which is stored in
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Fig. 6 Flow diagram of proposed ATM application of TRNG

the SRAM cell, asWR/R is already set at “1” and the same code is sent to the user’s
registered number through themicrowave block. Read enable block has a vital role in
this footprint. Read enable signal will set to high only when user presses any number,
otherwise it remain fixed at “0”. As it is generally stable at “0”, so the output port
will set to high state. Hence, ATM will not proceed to the next operation until “0”
is generated as output. This “0” will be produced from the output port once the user
had typed the proper number and high-read enable signal. The ATM service thus
achieves double-security based on this topology, i.e., by unique user pin and TRNG
generated number.
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Fig. 7 QCA layout footprint of proposed ATM application of TRNG

5 Result and Analysis

In this section, the performance of proposed MVTRNG design is assessed with
respect to earlier reported QCA TRNG designs [8–11] over different parameters like
area, delay, power and quantum cost.

These parametric readings are extracted based on the simulation setup executed
in QCA Designer 2.0.3 as well as QCAPro [13], and it is illustrated in Table 1. It is
observed that there is decent amount of drop down in all parametric sectors.

Table 1 Parametric comparison of our proposed 8-bit MVTRNG w.r.t., reported TRNGs

Parameter [8] [9] [10] [11] Proposed TRNG % Benefit (w.r.t.,
range)

Complexity
(No. of QCA
cell)

498 463 388 339 334 32.93% to 2%

Area(µm2) 0.52 0.46 0.36 0.32 0.29 44.23% to 10%

Avg. Power/bit
(meV)

62.355 57.735 57.06 52.175 47.126 25% to 10%

Quantum Cost 288 288 584 277 280 52% to -1%
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6 Conclusion

In the present time, many researchers are involved in solving the security related
issues and reported many relevant architectures. However, this paper is the first
study of an inventive QCA MV-based TRNG design which facilitates a secured
communication protocol for ATM operation. Here, the intended hardware crypto-
graphic communication architecture demonstrates its double-secured protocol and
verify using QCA-based nano architecture. The framework of our proposed archi-
tecture is based on uncertain polarization in the output of a QCA cell with the use of
crossed loop of a QCA based “OR” as well as “AND gate” in the non-deterministic
seed circuit. The presented TRNG of 8-bit comprises of 334 QCA cells covering an
area of 0.29 µm2. The latency observed is minimal since the circuit generates any
random number in a single QCA clock cycle, despite of that it also runs at a high
range of frequency. Average energy dissipation is observed, exhibits 47.126 meV
energy per bit and 280 quantum cost. The design strenuously fulfills the desired stan-
dard of industry concerning NIST standard. Thus, the proposed TRNG and double-
secured communication protocol can be interpreted as a potential design for the next
generation quantum cryptography.
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Diagnoses of Melanoma Lesion Using
YOLOv3

Shubhendu Banerjee, Sumit Kumar Singh, Atanu Das, and Rajib Bag

Abstract The most modifiable risk factor for skin cancer is ultraviolet radiation
(UVR) exposure. Melanoma or malignant melanoma is the rarest but at the same
time deadliest form of skin cancer. While prevention of melanoma is possible to
some extent by educating masses to involve in safe sun practices as avoiding sun
exposure during peak radiation hours, using protective clothing, applying sunscreen
anddistancing oneself fromartificial sources ofUV light, early detection and accurate
treatment of the disease may curtail the fatality of the deadly disease. If statistics
are to be believed, the lifetime risk of developing melanoma in the year 1935 was 1
in 1500 as compared to 1 in 50 in 2010, indicating its dramatic increase in the last
century. While effective and timely treatment of melanoma has been a subject of
prime importance for researchers and the medical fraternity alike, several invasive
and non-invasive techniques have come to the fore from time to time for diagnosis
of melanoma. Analysis of the several methods developed during the years suggests
that easier access to skin examinations increase the chances of accurate and well-
timed detection of melanoma and computer-aided diagnosis (CAD) has played a
major role in fulfilling the same. This work proposes a novel CAD approach which
includes preprocessing of the dermoscopic images by Dull Razor algorithm followed
by classification by deep learning-based algorithm ‘You Only Look Once’ (YOLO)
and finally segmentation of the identified image by a self-designed algorithm. The
experiments have been conducted on three publicly available datasets—PH2, ISBI
2017 and ISIC 2016. The combination of the total methodology offers a Jac score of
86.12% and Dic of 92.55% which is way superior to results of contemporary works
in the area.
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Keywords Skin cancer · Melanoma · Skin lesion segmentation · YOLO · Deep
learning

1 Introduction

With the advent of global warming, the harmful ultraviolet rays from the sun have
depleted the ozone layer and has affected the largest sense organ of human body.
Human anatomy is covered with three protective layers of epithelial tissues namely:
dermis, epidermis and hypodermis. Prolonged exposure to the strong and injurious
UV radiation increase the production of melanin in the epidermis of the skin, which
leads to abnormal growth ofmelanocytes, thereby causing skin cancer [1]. According
to World Health Organization and the international agency for research on cancer,
skin cancer is the most widely spread cancerous cell in the world and accounts for
about one-third of total cancer cases [2]. In 2019, the annual report of the American
cancer society estimated approximately 96,480 new cases of melanoma with 7230
death due to skin cancer alone [3]. According to a report, five million cases are
reported every year in the USA, and in 2015, 60,000 deaths were reported out of
a total of 350,000 melanoma cases. Skin cancer can be ordered chiefly into three
different types—squamous cell carcinoma (SCC), basal cell carcinoma (BCC) and
malignant melanoma (MM).

According to dermatologists, melanoma lesion is an irregular or amoeboid shaped
mole of greater than 5 mm in diameter which can evolve on a preexisting mole or can
form as a new mole on the skin. Dermatologist also states that a melanoma lesion
may or may not show any regular sign on the skin and can also occur in the area
which is never exposed to direct radiation of the sun. As compared to a normal mole,
a melanoma lesion is normally smaller in size and it is in the shades of brown, deep
gray and black which is typically different from that of regular mole [4]. Amalignant
melanoma is an irregular surfaced, rapidly growing tumor which is asymmetrical
in shape and shows different shades of pigmentation ranging from brown to deep
gray and black. The colors also form a contour of different color pigmented as a
cluster within the lesion. As the lesion develops, it may show inflammation, itching,
ulceration or sometimes even bleeding from the area where the lesion developed.
Beginning of twentieth century marks the diagnoses of melanoma lesion manually
by a dermatologist, who physically examines the lesion by naked eyes. Later, the
manual diagnosis process was replaced by immunotherapy and radiation treatment
along with invasive methods. Anatomical-pathological examination determines the
possibilities of a lesion being amalignant tumor. However, thismethod of detection is
an aciurgy method and is not likely to be practiced by the clinical patients. Moreover,
themanual detection requires a well-trained specialist and it often suffers variation of
report for a single lesion due to inter-observer variations. Thus, the lesion detection
accuracy lies between 75 and 84% if diagnosed by an inexperienced dermatologist
[5]. Although 95% of the early stage malignant tumor is curable if detection and
removal of the tumor is executed in time, only 15%ofmelanoma is curable at advance
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stage. If it is not removed in time, the disease might metastases as liver or lung tumor
and then the death chances increase to 80% even post-surgery. The timely detection
and removal of malignant tumor defines the survival rate of the patients; thus, our
fundamental aim should be fast, easy and accurate detection of melanoma in its very
early stage. Therefore, a non-invasive computer-aided diagnosis (CAD) system can
be brought into regular practice which can help the patient easily detect melanoma
thereby helping them not to undertake unnecessary invasive method for detection
of malignant tumors [6]. Computer-aided diagnosis (CAD) system of detection of
malignant tumor will not only ease the process of detection but also increase the
accuracy and efficiency of pathologists. The dermoscopy technologies developed in
recent times are non-invasive in nature and the illuminated and magnified images of
skin region increase the clarity of the spot thereby visually enhancing the skin lesion
and deducting any surface reflection on the skin lesion. Dermoscopy has improved
the diagnoses performance to a significant extent. Modern methods and algorithms
of detection of melanoma includes most commonly used visual inspection methods
like ABCD (asymmetry, border, color, diameter) rule, Menzies method, seven-point
checklist andother pattern analysismethods.TheCADsystemcanbe chronologically
framed as; preprocessing of the dermoscopy image, segmentation of lesion from the
image which is indeed most challenging and important step in the diagnoses process,
followed by feature extraction, and classification of the lesion [7–10].

It is a laborious task of detection of melanoma lesion from dermoscopy images,
as it includes several digital imaging factors like difficulty in segmentation of lesion
area with regular skin region due to low contrast of images which is a result of poor
lighting conditions, variable skin condition like presence of hair or blood vessels
over melanoma lesion, dark skin tone which might visually appear indistinguishable
from the lesion color, air bubbles caused due to immersion fluid which is applied
on the lesion during medical imaging, different texture and pattern of melanoma
lesion among different clinical patients and most importantly high degree of visual
similarities between melanoma and non-melanoma or benign lesions which might
result in faulty detection of a lesion even by a trained dermatologist. Gazing into the
stated diagnosis problems, this paper further reshapes the conventional CAD system;
the preprocessing step involves Dull Razor algorithm [11] which is a digital image
hair removal technique, further the dermoscopy image is pictographically enhanced
and location of the lesion is detected using YOLO v3 as the classifier. YOLO is
an open-source convolutional neural network used for deep learning and to execute
other computational algorithms [12]. Various segmentation methods and algorithms
have already been proposed in recent years; particularly, CNN-based skin lesion
segmentation has achieved remarkable results. Although most of the CNN models
tend to decrease the resolution of the image thereby demining the visual properties
of the lesion, YOLO, a deep learning classifier which works on the principal of You
Look Only Once, tends to be faster and more accurate than any other neural network
model. Furthermore, color-based segmentation is performed on the preprocessed
dermoscopy images, thereby extracting the original lesion from the image with the
average AUC of 0.99.The training and test images used in the proposed algorithms
are from the open-source and free available datasets: PH2 dataset, International Skin
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Imaging Collaboration (ISIC2016) and International Skin Imaging Collaboration
(ISIC2017). The entire work is summarized in three subparts—proposed method,
result analysis and conclusion, where each subpart dealsminutelywith the concerned
area.

2 YOLO Architecture and Implementation

Detection of melanoma lesion before classification or segmentation of lesion leads
to increase in accuracy of the segmentation. Several neural network algorithms like
decision trees, k-nearest neighbor (kNN) and support vector machine (SVM) have
proved to be efficient classifiers. However, we have adapted in our work a compara-
tively new and faster convolution neural network model that is You Look Only Once
or simply YOLO. It is a regression-based algorithm which contains a set of convolu-
tions and max-pooling layers which scans the whole image and makes presumptions
to identify, localize and classify objects inside the image. Unlike most of the clas-
sifiers, it only depends on single neural network to run sundry components; thus, it
is easy to optimize algorithms. It yields the detection result as fast as 45 frames per
second with an accuracy of above 90% in most cases. It is not only useful and fast
for research and collaboration purpose but also efficient for real time medical vision.

Advancement in the emerging technologies of medical vision has led to many
commendable and efficient approaches of dealing with the various setbacks to be
faced by these algorithms. In the arena of computer vision, object detection algo-
rithms encompass someof the ingenious ideologieswhere a personworks on pointing
out the objects and the locations of those multiple objects inside a delineated image.
Contrarily, classification algorithms signalize the contents of the prescribed image
or more precisely checks the existence of an image beforehand, in the given image.
Classification algorithms deal with the passing of the CNN classifiers in the previ-
ously designated boxes, i.e., those boxes to be created at the very beginning of the
procedure after which all the anomalies of the processes are removed pertaining
to the deceleration of the method as well as strenuous upsurge of every individual
constituent of the stated image (see Fig. 1). On the other hand, object detection
algorithm imparts regressive approach of deep learning which concludes to a one
step process of the envision of those bounding boxes in the whole image and not by
focusing on its discrete enticing portions, henceforth making the process much faster
compared to the former one.

A mastermind in the field of computer vision and deep learning would be the
YOLO or You Only Look Once. The algorithm marks itself as a well-planned
approach mainly applicable to real time object detections. The most vital factor
present in this algorithm infers that researchers focus on the passing of classifiers on
the whole image, instead of its individual compositions, performing the overall job
in 45 frames per second. YOLO comprises of the consistent CNN which includes
twisting and amalgamating layers with the involvement of two completely analo-
gous CNN layers. YOLO serves as the fastest technique regarding real time object
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Fig. 1 a Input images (ISIC_0000161), b after hair removal by Dull Razor method, c location
detection

detection due to its usage of the regression as a primary step of learning, henceforth
using a sole neural network in its approach.

The algorithm advances to the knowledge of its prognosis tensor, i.e., (S × S)×
B×(5+C) where (S× S) represents the non-intersecting grid cells after cleaving the
specified image. Here, B indicates the bounding boxes whose predictions and confi-
dence score calculations depends fully on the grid cells. Confidence score finds the
presence or absence of an object beforehand within the bounding box and considers
itself as zero regarding the absence of the existing object.

Confidence score = Pr(Object) × IOU(ground truth predicted)

The architecture of YOLO as per Google-Net possesses 24 convolution layers
for providing researchers with a tensor (7, 7, 1024) with shape as the final result
succeeded by 2 fully connected layers providing 7 × 7 × 30 parameters and finally
molding it as (7, 7, 30) means 2 boundary box predictions for every location. YOLO
finds the highest IOU for calculating the forfeiture of the numerous bounding boxes
for every grid cell and moreover moves on to the sum squared error approach for
enumerating the loss function comprising the classification loss, localization loss
and the confidence loss.

3 Proposed Methodology

3.1 Training YOLOv3 with PH2, ISIC 2016 and ISBI 2017
Dataset

Skin cancer detection being the most vital area of research in the field of medical
vision, where training and testing of proposed algorithms requires appropriate
datasets with pertinent dermoscopic images. The studies have been conducted from
the publicly accessible datasets—PH2, ISIC 2016 and ISIC 2017, where the latter
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two datasets are used for both training the system and testing the algorithms, whereas
the former class of dataset is only used for testing purpose thereby forming a holdout
dataset for the proposed algorithm.These dermoscopic images are collected by expert
dermatologist after several dermoscopic analyses on pigmentation, streaks, dots and
color regression patterns. These datasets are developed for specialized research colla-
tions on classification, segmentation and skin lesion analysis. There are 900 dermo-
scopic images available in ISIC 2016 for training and addition of 379 dermoscopic
images for testing melanoma lesion are present in the dataset. These images are of 8-
bit RGB with the range of image resolution from 722×542 to 2272×1704. Whereas
in ISIC 2017 dataset, a total of 2000 dermoscopic images are present for training
the system; along with it, 600 images are for testing and 150 for validation. All the
images in this dataset are of 8-bit RGB with image resolution ranging from 540 ×
722 to 4499 × 6748 pixels. In addition to the rigorous testing process, 200 images
of PH2 dataset are also being used; it consists of 40 melanoma instances and 80
dermoscopic images of atypical and normal nevi each, with the resolution of 768
× 560 pixels and captured with a magnification of 20x. PH2 dermoscopic images
are acquired from Department of Dermatology of Pedro Hispano hospital. All the
images are resized to a uniform resolution of 512 × 512 pixel before processing
the images to training the classifier. The resized images are being used to train the
classifier, YOLOv3 under the training parameters of batch size equal to 32, subdi-
vision of 16, momentum of 0.9, decay rate of 0.0005, learning rate of 0.001, and it
is trained through 50,000 epochs where weight is saved after every 10000th epoch
which results in best fitting of the location detection results.

3.2 Preprocessing and Segmentation

The next step includes segmentation of the dermoscopic image after enhancement
using Dull Razor method. The image in question is preprocessed for augmentation
by subjecting it to Dull Razor method for removal of artifacts. The preprocessed
image thus derived is a color image formed on RGB plane.

This image (M × N) can be considered as a matrix where pixel location can be
defined as.

The process is determined on the R, G and B planes andwe present the instance on
the red plane, where ri,j be the intensity value of the pixel location. Simultaneously,
a (M × N) flag image is generated taking all the values of the pixels fr(i,j) = 0.

A 5 × 5 window will be created taking center pixel taking where.
For a particular window having center, the pixel values are rk-2,l-2;…;rk,l;…rk

+ 2,l + 2; If(|rk-2,l-2-rk,l|≥T) where T = |10| then fr(k-2,l-2) = 1 else fr(k-2,l-2) =
0.

…… Proceeding in this way……
If(|rk + 2,l + 2-rk,l|≥T) then fr(k + 2,l + 2) = 1 else fr(k + 2,l + 2) = 0.
A new flag image will be generated where the pixel values will be either 1 or 0.

In a similar manner, flag images with pixel values 1 or 0 will be generated on Green
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(fg) and Blue (fb) planes as well. After getting all the flag images, the following
operation is performed and the final flag image (ff) is generated.

If (fr(x,y) && fg(x,y) && fb(x,y)) = = 1), then ff(x,y) = 1 and a border line is
created in the preprocessed (M × N) image else ff(x,y) = 0 where.

4 Result and Discussion

4.1 Parameters for Evaluations

The proposed method adopts location detection of the lesion on dermoscopic image
using YOLOv3 classifier model and further applies segmentation algorithms to
precisely segment the lesion fromdermoscopic image. To classify the precision of the
proposed algorithms, they are tested on predefined parameters like: Sensitivity (Sen),
Specificity (Spe), Accuracy (Acc), Jaccard score (Jac) and Dice coefficient (Dic).
Sensitivity is the measure of total number of correct detections of melanoma lesion
over total number of melanoma lesion in the dataset, whereas specificity is measure
of correct detection of non-melanoma lesion over total non-melanoma dermoscopic
images in the dataset. Accuracy is the calculation of overall segmentation perfor-
mance. The assessment of metric over achieved segmentation result and ground
truths is termed as Jaccard score. Dice coefficient quantifies segmentation perfor-
mance and explains connection with the ground truth. The formulas for the above
stated evaluation metrics are stated below:

IOU = Area of Overlap

Area of Union

Sen = TP

TP + FN

Spe = TN

TN + FP

Dic = 2 × TP

(2 × TP) + FP + FN

Jac = TP

TP + FN + FP

Acc = TP + TN

TP + TN + FN + FP

True positive, false positive, true negative and false negative are represented as
TP, FP, TN, FN, respectively. If the melanoma lesion is detected or segmented as
they melanoma, it is regarded as true positive image, otherwise considered to be a
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Table 1 Location detection
analysis of skin lesion using
YOLOv3

Dataset Sensitivity Specificity

PH2 97.50 97.50

ISIC 2016 97.33 97.05

ISBI 2017 97.97 97.02

false negative dermoscopic image. In case of non-melanoma lesion, the dermoscopic
images which are detected or segmented as non-melanoma lesion are stated as true
negative pixels, else they are stated as false positive pixel.

4.2 Result Analysis

This subpart deals with the analysis of algorithms and methods proposed in this
paper. The result is analyzed on the basis of location detection and segmentation
performance on the dermoscopic images of the lesion from the following publicly
accessible datasets: PH2, ISIC 2016 and ISBI 2017. Entire operation was computed
on a personal computer with configuration of i7 processor, RAM of 16 GB and on
Windows 10 environment. Moreover Python 3.5 along with OpenCV framework was
used for developing the proposed algorithms.

Performance of the algorithmand classifierwas calculated on the basis of Location
detection using two fundamental metrics—sensitivity and specificity, where the PH2
dataset results to 97.5% sensitivity rate and 97.5% specificity. While the sensitivity
and specificity result to 97.33% and 97.05%, respectively, on ISIC 2016 dataset. Both
the metrics results to a bit higher rates on ISBI 2017 dataset, with the sensitivity and
specificity results to 97.97% and 97.02%, respectively. Table 1 briefly expresses the
location determination of dermoscopic images using YOLOv3 classifier, and Fig. 2
outlines the overall process involve in the proposed model.

Segmentation of the lesion is the very next process after location detection, and it
is measured on the following parameters of: sensitivity, specificity, accuracy, Jac and
Dic scores, where the accuracy score for PH2, ISIC 2016 and ISBI 2017 results to
be 94%, 95.26% and 95.17%, respectively. Table 2 illustrates overall segmentation
performance on different parameters for PH2, ISIC 2016 and ISBI 2017 datasets.

4.3 Discussion

Segmentation performance plays a vital role in accurate detection ofmelanoma lesion
from a dermoscopic image. In recent times, research on medical vision has acceler-
ated, and particularly in the field of melanoma lesion detection, scholars across the
globe have redefined the segmentation process. The proposed method was accessed
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�Fig. 2 a Input images (IMD022, ISIC_0000165 and ISIC_0013615),b after hair removal, c location
detection, d segmented area detection with dotted line, e final segmented area detection, f final
segmented output

Table 2 Location detection analysis of skin lesion using YOLOv3

Dataset Sen Spe Acc Jac Dic

PH2 90 95 94 75 85.71

ISIC 2016 92 96.06 95.26 79.31 88.46

ISBI 2017 91.37 97.02 95.17 86.12 92.55

on publicly accessible datasets such as: PH2, ISIC 2016 and ISBI 2017. Segmen-
tation performance of the proposed algorithm was compared against deep convolu-
tional neural network framework (DCNN)[13], multistage fully convolutional neural
network(FCN)[14] and a fully convolutional residual network(FCRN) which is an
advancement of fully convolutional neural network architecture[15–17]. Besides, we
have also drawn a segmentation analysis with few advanced segmentation algorithms
like deep neural network of convolutional–deconvolutional neural network (CDNN)
which do perform automatic segmentation [18].

Table 3 illustrates the segmentation performance on the basis of Acc, Sen, Spe,
Jac and Dic for all the three datasets: PH2, ISIC 2016 and ISBI 2017. The listed
parameters are calculated according to the value of true positive, true negative, false
positive and false negative.

Table 3 Comparative analysis of the proposed segmentation method

References Dataset Year Sen Spe Acc Jac Dic

Yuan et al. (CDNN) [18] ISBI 2017 2017 93.4 82.5 97.5 76.5 84.9

Li et al. [15] ISBI2017 2018 93.2 82 97.8 76.2 84.7

Bi et al. (ResNets) [14] ISBI2017 2017 93.4 80.2 98.5 76 84.4

Al-Masni et. al. [18] ISBI2017 2018 94.03 85.4 96.69 77.11 87.08

Unver et al [12] ISBI2017 2019 93.39 90.82 92.68 74.81 84.26

Saba et al. [13] ISBI2017 2019 94.78 * * * *

Al-Masni et al. [17] ISBI2017 2020 81.57 75.67 80.62 * *

Proposed method ISBI2017 2020 95.17 91.37 97.02 86.12 92.55

Proposed method PH2 2020 94 90 95 75 85.71

Proposed method ISIC 2016 2020 95.26 92 96.06 79.31 88.46
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5 Conclusion

Though the last decade has seen an upsurge in the cases of occurrence of melanoma,
the recent study by theAmericanCancer Society presents a gleamof hope in the treat-
ment of melanoma as the death rate of the disease seem to have decreased in recent
years. Reports show an average of 7% per year decline in deaths for adults younger
than 50 and an average of 5.7% per year decline in deaths for adults older than 50.
Innovative ideas and state-of-the-art methods have contributed to the advancement
in the field of diagnosis and treatment of melanoma. Our work attempts to make a
humble contribution toward its timely and accurate detection by proposing a self-
designed algorithm for segmentation purpose. The application of the deep learning-
based YOLO classifier increases the rapidity of the process without compromising
on the validity of the output. Testing and training of images were drawn on three
distinguished publicly available datasets—PH2, ISBI 2016 and ISIC 2017. The work
is evaluated against distinguished research works in today’s time and fares moder-
ately better in comparison to the rest on most defined parameters. Though we have
seen reducing mortality rate among the melanoma victims, more advanced research
is still the need of the hour for the benefit all patients irrespective of the patients’
color, sex, ethnicity or age.
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Detection of COVID-19 Using Deep
Transfer Learning-Based Approach from
X-Ray and Computed Tomography(CT)
Images

Kumar Kalpadiptya Roy, Ipsita Mazumder, Arijit Das, and Subhram Das

Abstract Clinical authorities need technological support aided with artificial intel-
ligence for early diagnosis and slowing the spread of pandemic diseases. The out-
break of COVID-19 disease caused by the newly discovered SARS-CoV-2 virus was
reported by the officials in Wuhan City, China, in December 2019. Since then the
virus had a disrupting impact on the health of people accompanied by psychologi-
cal, financial, and social distress. In this paper, a deep learning-based approach for
early detection of COVID-19 has been proposed. Five deep neural network archi-
tectures have been trained through transfer learning based on the available X-ray
and computed tomography image dataset. The chosen architectures have given quite
promising results in terms of accuracy. Thus, the proposed experiment provides an
efficient tool for the early detection of COVID-19.

Keywords Chest X-ray · COVID-19 · Deep learning · Transfer learning

1 Introduction

Coronavirus belongs to the group of RNAviruses that cause infection in both humans
and animals. The first human case of COVID-19 disease caused by the newly discov-
ered coronavirus and afterward named as SARS-Cov-2 was reported by the officials
inWuhan City, China, in December 2019. Investigations by Chinese authorities have
identified that the earliest known cases were linked to a wholesale food market in
Wuhan. Environmental samples taken from that market in December 2019 tested
positive for SARS-CoV-2, suggesting that it played a major role in the initial ampli-
fication of the outbreak. TheWHOdeclared the virus a pandemic onMarch 11 which
has almost collapsed the healthcare and economic system of many countries. The
virus that causes COVID-19 is mainly transmitted through droplets generated when
an infected person coughs, sneezes, or exhales. These droplets stick to the floors
or surfaces and hence infect other people who come in contact with these. People
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who severely fall sick with COVID-19 experience pneumonia and multiple organ
failure which can lead to death. The incubation period of COVID-19 is between 1
and 14days. It is contagious before symptoms appear, which is why many people
get infected. X-rays which are cheaper, faster and expose the patient to less radiation
provide an accuracy rate of 60–70% and computed tomography images additionally
provide 50–75% accuracy, helping in the early diagnosis and treatment of COVID-
19 disease. However, a specialist is needed to examine in detail the nodular ground
glass opacities accompanied with reticulation in the X-rays and computed tomogra-
phy images respectively [1]. This is because the ground glass opacities are synony-
mous to many other non-COVID lung conditions [2]. The alarming rate at which
the virus is spreading has impacted the medical personnel both in terms of time and
shortage of resources. In this context, artificial intelligence-based solutions (human
independent) can provide faster, cheaper, and accurate diagnosis for COVID-19 and
other types of pneumonia. Artificial intelligence chest radiography models based on
deep learning have given researchers results as effective as any experienced radi-
ologists [3, 4]. Since the publication of COVID-19 datasets [5], many researchers
have trained their models by classifying those X-ray images which are gathered
from all around the world. We have studied few related works in this field like the
‘Deep-COVID: Predicting COVID-19 from chest X-ray images using deep transfer
learning,’ [6] where the cohen et al dataset along with a subset of images from the
CheXpert dataset to produce a total of 5000 images was used. ResNet18, ResNet-50,
SqueezeNet, andDenseNet-161were then applied, and the best results were obtained
from SqueezeNet with a sensitivity rate and specificity rate of almost 98 and 92.7%,
respectively. Another work is the ‘Early diagnosis of COVID-19-affected patients
based on X-ray and computed tomography images using deep learning algorithm’
where the COVID-19 X-ray dataset [7] was used to train VGG-16 and InceptionV2.
An accuracy of 100% was found after training VGG-16 without over-fitting for
normal versus COVID-19 X-ray images. For pneumonia versus COVID-19 classi-
fication, they have achieved an accuracy of 94% again without over-fitting. From
the InceptionV2 model, they have achieved a precision of 80 and 76% for COVID-
19 negative and positive patients, respectively [8]. There are few other studies also
where transfer learning has been used efficiently [9, 10]. In this paper, we have pre-
sented a logical scheme based on our experimentation and analysis through math-
ematical results obtained, to guide the choices that might be taken for COVID-19
detection using currently available datasets and the deep learning algorithms. We
have employed VGG-16 [11], DenseNet-121 [15], AlexNet [14], ResNet-34 [12],
InceptionNet-V3 [16] on our dataset collected from the IEEE COVID-19 available
as open source [13]. These architectures have given us quite promising results in
terms of accuracy on the limited dataset available. DenseNet-121 has given the best
result among all with an accuracy of 99.5%. Thus, our classification guide on the
dataset and deep learning models comes out to be a reasonable choice for further
experimentation and research.
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2 Data Collection

We have collected the data mainly from two sources.

2.1 COVID-19 Image Data

It is an open-source repository of COVID-19 images [13]. At the time of writing
this article, it had 9224 number of frontal X-ray and CT scan images of potentially
COVID-19-affected people.

2.2 Chest X-Ray Images (Pneumonia)

This dataset [13] contains 5857 chestX-ray images of normal patients (1583), patients
affected by bacterial pneumonia (2780), and affected by viral pneumonia (1493).

From the above-mentioned sources, we have collected total 535 COVID-19 chest
X-ray images and 390 images that consist of both normal chest X-ray images and
Pneumonia patient’s chest X-ray images. We have used this dataset for all the exper-
iments. In Fig. 1, few samples of the dataset have been shown.

3 Data Preprocessing

First of all we have made three datasets from the entire data available to us. Dataset
A consists of images of only CT scans of both COVID patients and non-COVID
patients. Dataset B consists of images of only chest X-rays of both COVID and
non-COVID patients. Dataset C is the combination of Datasets A and B and consists
of all the images in those sets, respectively. We have reshaped the images of our
datasets into 224× 224 dimension, and then we have applied random horizontal

Fig. 1 Sample image dataset
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flip. We have also normalized the image pixels by conventional mean values and
standard deviation values of RGB images, such that data augmentation is achieved
over this dataset and we can almost feed twice the number of images to our model
during training. During testing of the model over a test datasets of 60 images each
for COVID-19 and non-COVID-19 category, we have only used the technique of
normalization as augmentation.

4 Methods

We have used various kinds of very popular deep learning architectures, namely deep
learning residual networks [12] better known as ResNet, VGG convolutional neural
network [11], AlexNet, DenseNet-121, and InceptionNet-V3 and trained it on the
same dataset.

4.1 Residual Networks

Residual networks [12] are a family of convoluted neural network architectures that
have shortcut connections among its layers. In these kinds of networks,we implement
the concept of passing the residue left after passage through the previous convolu-
tional layer to one of the succeeding layers. This shortcut identity can be directly
used if the output size of the previous layer and the input size of the succeeding layer
is of the same size. But if the output size of the previous layer and the input size of
the succeeding layer differs, then we use a method called ‘padding’ to equalize both
the dimensions, so that the shortcut link can be implemented between the layers.
In ‘padding,’ we generally add extra zero(s) to the output size which is generally
smaller to make it equivalent to the input size.

4.2 Very Deep Convolutional Networks

Very deep convolutional networks [11] are plain in nature and do not consist of short-
cut links as the residual convolutional neural networks do. The networks work on
the idea of extracting features by passing the inputs through filters of convolutional
layers. Generally, the dimensions of the convolutional layers may vary as per con-
figurations when implemented. In the general case, the smallest possible filter has a
dimension of 3× 3 and a stride of 1 pixel. The spatial padding is done with 1 pixel so
that the output dimensions of a previous layer matches with the input dimensions of
the next layer. After passing through the convolutional layers, the data is subjected
to spatial pooling which has 5 max pooling layers. Max pooling in these networks is
performed with stride = 2 and over a window of 2× 2 dimensions.
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4.3 AlexNet

AlexNet [14] is famous because this deep learning model won the 2012 ImageNet
LSVRC-2012 competition by a large margin. It contains 5 convolutional layers and 3
fully connected layers. ReLU is applied after very convolutional and fully connected
layer. Dropout is applied before the first and the second fully connected year.

4.4 DenseNet

DenseNet [15] is the family of neural networks which are deep but tends to solve the
problem vanishing gradient while keeping the number of parameters low at the same
time. DenseNet architectures exploit the potential of traditional neural networks by
reuse of features. Moreover, in a comparison it can be seen that ResNet layers have
a large number of parameters because each layer of the network has to learn its own
weight, whereas in DenseNet architectures the layers are narrow due to less number
of parameters and with each passing layer only a few new features are added to the
network.

4.5 InceptionNet-V3

Inception networks [16] came into existence originally to solve the problem of large
variations of features distributed over a wide area within an image. To maintain a
check on the computational expenses and at the same time maintain a good accuracy
of predictions, the concept of multiple-sized kernels for filters within a convolutional
neural networkwas introducedwhich forms the basis of InceptionNetmodel.Wehave
employed the third version of this network, where it is equipped with improvements
in RMSProp optimizers, 7× 7 convolutions, batch normalization in the auxiliary
classifiers and label smoothing (for preventing over-fitting).

5 Results

We have implemented two varieties of convolutional neural networks, namely VGG-
16 [11], AlexNet [14], ResNet-34 [12], DenseNet-121 [15], and InceptionNet-V3
[16] on our dataset. During training, we have fed the models with a batch size of 10
images at a time. After themodel trains itself on those dataset, we have stored the out-
put in the memory and then we have passed the output to an optimizer. The optimizer
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here is nothing but the gradient descent mechanism. Out of the various available gra-
dient descent techniques we have used the ‘Adam’ for residual network models and
stochastic gradient descent (SGD) for VGG models in our training procedure.

5.1 AlexNet Architecture

Our training consists of 794 training batches in each epoch for dataset A, 942 training
batches in each epoch for dataset B and 1734 batches for the dataset C. After running
the algorithm for 2 epochs, we have got an accuracy of 98% for dataset A, an accuracy
of 100%for datasetB, and an accuracyof 99%for datasetC,which is a very promising
result from such limited dataset. The training and validation curves have been plotted
in Fig. 2a–c.

(a) Validation plot for Alexnet
on Dataset A

(b) Validation plot for Alexnet
on Dataset B

(c) Validation plot for Alexnet
on Dataset C

Fig. 2 Validation analyses for AlexNet
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5.2 ResNet-34 Architecture

Here we have got an accuracy of 96.32% for dataset A, an accuracy of 100% for
dataset B, and an accuracy of 99% for dataset C which is significant because of the
less training time of this model. The training and validation curves have been plotted
in Fig. 3a–c.

5.3 DenseNet-121 Architecture

In this architecture, we have achieved an accuracy of 100% for all the three datasets
A, B, and C, respectively, which highlights a strong evidence for deployment of this
model in practical and real-life scenarios for COVID-19 detection. The training and
validation curves have been plotted in Fig. 4a–c.

(a) Validation plot for ResNet-34
on Dataset A

(b) Validation plot for ResNet-34
on Dataset B

(c) Validation plot for ResNet-34
on Dataset C

Fig. 3 Validation analyses for ResNet-34
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(a) Validation plot for DenseNet-121
on Dataset A

(b) Validation plot for DenseNet-121
on Dataset B

(c) Validation plot for DenseNet-121
on Dataset C

Fig. 4 Validation analyses for DenseNet-121

5.4 VGG-16 Architecture

During the training of this model, we have recorded an accuracy of 97% for dataset
A, an accuracy of 99% for dataset B, and an accuracy of 100% on dataset C. The
training and validation curves have been plotted in Fig. 5a–c.

5.5 InceptionNet-V3 Architecture

Here we have got an accuracy of 99% for dataset A and an accuracy of 100% for
dataset B and dataset C, which is again a milestone if we consider the less number of
training steps in which we have achieved it. The training and validation curves have
been plotted in Fig. 6a–c.
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(a) Validation plot for VGG-16
on Dataset A

(b) Validation plot for VGG-16
on Dataset B

(c) Validation plot for VGG-16
on Dataset C

Fig. 5 Validation analyses for VGG-16

6 Conclusion

X-ray and computed tomography images are very important diagnostic tools for
clinical management of COVID-19. Artificial intelligence has the ability to gauge
these clinical tools and differentiate COVID-19 from other lung diseases. Keeping
this in mind, we have proposed a deep transfer learning-based approach from X-ray
and CT images for rapid and early detection of COVID-19 virus. We have collected
our dataset from two open-source repositories and run them on five CNN models.
Eventually we have got the highest accuracy of 100% with the DenseNet-121 archi-
tecture for all the three datasets, respectively. Thus, our classification guide with
DenseNet-121 architecture on top comes out to be a reasonable choice for further
experimentation and research.
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(a) Validation plot for InceptionNet-V3
on Dataset A

(c) Validation plot for InceptionNet-V3
on Dataset C

(b) Validation plot for InceptionNet-V3
on Dataset B

Fig. 6 Validation analyses for InceptionNet-V3
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Quantum Random Number Generators
for Cryptography: Design
and Evaluation

Puspak Pain, Arindam Sadhu, Kunal Das, and Maitreyi Ray Kanjilal

Abstract In this article, quantum circuit-based secure communication architecture
has been envisioned. Herein, all the proposed circuits and architecture are verified
by IBM Qiskit and established on the quantum nanostructure. The salient goal of
this hardware-based cryptographic structure in the quantum domain is to attain a
diversified invulnerable quantum communication arrangement through a commend-
able post-CMOS technology. This architecture consists of a novel quantum random
number generator (QRNG) and swap gate-based quantum shuffler. In our intended
framework for cryptographically secured communication model as well as its imple-
mentation through a novel quantum encryption–decryption prototype by the random
bits extracted from quantum Hadamard gates, rotation gate is (Rz) postulated on
QRNG.

Keywords Quantum cryptography · QRNG · Hadamard gate · Swap gate ·
CNOT · IBM Qiskit

1 Introduction

Bennett and Brassard’s research keystone goes out in front of the budding field
in quantum cryptography for modern day’s secure communication systems. After-
ward, proposed sundry quantum protocols make communicationmore exuberant and
promising in a given security and cryptographic consideration. The Shor’s factoring
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algorithm [1], quantum teleportation [2–7], superdense coding [8], quantum secure
direct communication [9–11], quantum secret sharing [12] and quantum key agree-
ment [13] are illustrious in today’s rapidly growing field of quantum communica-
tion.Moreover, Yao’s (1982)Millionaires’ problem [14] has been pertained to secure
multiparty computation (SMC) and envisioned for the practical state of affairs [15,
16]. However, to enhance the security and precision of Yang and Wen [17] proposed
quantum private comparison (QPC) protocol, a quantum gate-based semi-honest
third-party (TP) aspect is also validated in modern literature [18]. In this point of
view, Lo [19] insecurity and its inaccessible correspondence in two-party quantum
computations are also remarkable.

Most of the previous works with security essence had established on the recon-
ciliation of its actualized functionality where the resources desired either settled
classical networks or realizing in the quantum setup.

But the quantum random number generators (QRNG)-based secured communi-
cation proposal had deserted in the literature. This proposal is an attempt to quest
those secure communication models in a quantum cryptographic frame of mind.

The rest of this article is organized as follows. Section 2 introduces the overview of
quantum cryptographywith the preliminaries ofQRNG,CNOT, quantumHadamard,
Rz, shuffler and QSWAP gates. In Sect. 3, our proposed framework and its imple-
mentation in IBM Qiskit that verifies the correctness of our proposed scheme have
been described. A conclusive future aspect is drawn in Sect. 4.

2 An Overview of Quantum Cryptography

Mostly, cryptography is the challenge in communication and computation for the
transmittal of secret information while concerned parties may have not faith in
another. Among the several aspects of classical and quantum cryptographic proto-
cols, the ultimate contrast lies between the private and public—key cryptosystems
are the key and its distribution. So the exceedingly noted implementation of quantum
potencies in security and cryptography is the key distribution [20]. Lots of recent
researchers are interested in the use of quantum properties for key distribution
between two parts like “Alice” and “Bob” through the BB84 protocol that uses
the non-cloning theorem and the collapse of probability waves [21].

The dubious effect of entanglement states [22] also brings about many approaches
in the quantum era by one more key distribution protocol is called E91 [23]. Further-
more, an acclaimed entanglement-based teleporting circuit has also diversified
cryptographic functions and applications [24].

A further vicinity of physics and its quantum mechanical model exposes the
cryptographic application of random number generation. Quantum random number
generators (QRNG) are one of the prime factors for portraying a QKD approach
to obtain pure random bit streams. In quantum cellular automata, majority voter
and self-starved feedback SRAM-based true random number generators are already
described in the recent literature [25, 26]. Furthermore, quantum repeaters give a
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Fig. 1 Controlled not gate

vital breakthrough for elongated secure communication accomplished by the QKD
in real life [27].

2.1 Basics of QRNG

In today’s probabilistic age of scientific research, industrial testing, labeling, numer-
ical simulations, computing and in hazard playoffs, random number generators
(RNG) are a significant resource. RNG are having more of the essence to facili-
tate an arbitrary set of numbers that should not unveil any definite ideas in their
generation and continuation for both classical and quantum cryptography further to
security approaches.

The precedent of the legendary BB84 quantum key distribution protocol [28]
is evidence that, as per Kerhoff’s principle [29], a random number generator has
to effectuate unpredictable bits for success in cryptography attainment. Among the
ideas of randomnumber generators, algorithmic software-based pseudorandomRNG
and non-deterministic hardware RNG schemes are prevalent [30, 31].

2.2 CNOT Gate

The physical approach to quantum akin familiar electronic digital gateswhere unitary
operators U deed on the quantum states and provide a unitary evolution is called a
quantum gate. This is a basic quantum 2 × 2 reversible gate [32]. It is also known
as Feynman gate [32–35] as depicted in Fig. 1.

2.3 Swap Gate

This gate is two-qubit gate. It swaps the state of the two involved input qubits.
Matrix representation of SWAP gate [34] is following.

⎛
⎜⎜⎝

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

⎞
⎟⎟⎠



318 P. Pain et al.

2.4 Hadamard Gate

Hadamard gate is a single-qubit quantum gate. This gate creates an equal superposi-
tion of two base states. It means |0〉 is converted to |0〉+|1〉√

2
and |1〉 to |0〉−|1〉√

2
. Matrix

representation of Hadamard gate [31–35] is following.

H = 1√
2

[
1 1
1 −1

]

2.5 RZ Gate

The Rz gate is a single-qubit diagonal gate, rotation operators. It can be arranged
for hardware by frame changes where rotation through angle θ (radians) around the
z-axis [35–39].

RZ (θ) =
(
e

−i
2 0
0 e

i
2

)

3 The Proposed Scheme

Our proposed model has achieved two stages of security. Quantum true random
number generator takes a crucial part of the proposed cryptographic architecture at
the initial phase of communication Fig. 2.

Fig. 2 Proposed quantum cryptographic secure communication scheme
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3.1 Implementation and Evaluation of the Proposal in IBM
Qiskit

All proposed designs and their functionalities are verifiable by the IBM Qiskit [31]
tool. In our proposal, the quantum CNOT gate has been used for encryption of the
plaintext or data stream (I0–I3). Again, a quantum true random number generator has
been designed to produce exclusively unpredictable sequences (T 0–T 4). A quantum
shuffler block intended to shamble the outputs of the CNOT operated plaintext data
streams (I0–I3) and the QRNG’s random bit streams. The cipher texts (C0–C3) are
transferred from the sender end via quantum shuffler through a quantum channel
to the decryption end. Over the same quantum channel, QRNG generated random
data streams K0–K3 directly transmit at the same time, shuffled cipher texts are
accepted at the receiver end. In the decryption process, a quantum inverse shuffler
has been incorporated to rearrange the cipher text after a relevant circuital delay. At
the final stage, the consequent ciphers and the random bits (Ki) are operated through
the relevant decryption method of CNOT transformation to retrieve the original
plain texts. Therefore, five modules: a QRNG block; two quantum shuffler blocks;
two CNOT blocks are solely designed to implement our proposed quantum state of
affairs.

IBM Qiskit simulated outcomes of our proposed architecture are illustrated in
Fig. 3a–c. Therefore, our proposed QRNG-based hardware cryptographic architec-
ture using quantum technology shown in Fig. 2 can be considered as a building block
for secure communication which also reduces the design complexity.

4 Conclusion and Future Aspect

In this paper, we proposed a quantum circuit-based cryptographic scheme to imple-
ment a two-state quantum secure communication model. The intended communi-
cation architecture and its IBM Qiskit simulation results conclude that only using
parallel Hadamard (H) gate, the probability of occurring 00–11 is 6.25%, while
using Rz gate withH gate, the possibility of occurrence 00–11 varies from 5.396% to
6.921%. A comprehensive simulation of QRNG circuit reports randomness 4.688–
7.6% for quantum state 0000–1111 that implies the randomness of QRNG output
will improve and more secured quantum cryptographic aspect will be achieved. An
improved post-quantumcryptographic architecturewith quantumprivate comparison
can be incorporated in the future to enhance the authentication of sender information.
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Fig. 3 Implementation of the proposed architecture in IBMQiskit ameasurement of transmitter end
architecture in IBM-QISkit, bmeasurement of receiver end architecture in IBMQiskit, c histogram
output of proposed architecture shows “11” plain text is securely decrypted at receiver end
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Performance of 60 GHz Signal as a mm
Wave Access Link for 5G eMBB Access
Points

Ardhendu Shekhar Biswas, Sanjib Sil, Rabindranath Bera,
and Monojit Mitra

Abstract The enhanced mobile broadband is one of the prime features of 3GPP
specified 5G NR technology which defines a maximum broadband speed of 20Gbps.
It is to be mentioned that data traffic is expected to grow to the tune of 590% for
conventional applications, 770% for mobile video, 950% for mobile virtual reality
(VR), and 1320% for M2M/IoT by year 2021 (CISCO Whitepaper, “CISCO Visual
Networking Index: Global Mobile Data Traffic Forecast Update, 2016–2021,” Feb.
2017.). To facilitate the need and consumption of high speed data by mobile users
for various user applications, mm wave carrier is the only options to be exploited
due to their huge available bandwidth. A feasibility study of 60 GHz mm wave link
is conducted to be used typically as an access link for 5G eMBB APs in small cell
deployment scenario like airports, shopping malls, stadiums, etc. Small cells like
femto cells with a radius of 50 m are generally considered for the above mentioned
scenarios. A 5GNR link, suitable for femto cell network, is simulated and the perfor-
mance of the link is evaluated in terms of data throughput and BER in varying condi-
tions of SNR. The results obtained are very promising. The post-decoder BER and
throughput at varying received signal power are measured. With carrier aggregation
(CA) of five component carriers (CC) and bandwidth 1950.703 MHz (~2 GHz), the
combined throughput achieved is 7.17 Gbps. The BER obtained above SNR of 20 dB
and received signal power of−60 dBm is almost zero. Our results suggest the poten-
tial use of 60 GHz signal as an access link for 5G eMBB APs or could be used as a
back haul link in small cell networks.
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Keywords Enhanced mobile broadband (eMBB) · New radio (NR) · Access
points (AP) · Carrier aggregation (CA) · Component carrier (CC)

1 Introduction

From the past few decades, mobile wireless technologies have experienced a number
of technology revolutions and evolutions from 1 to 5G. It has been understood that
5G wireless systems technology will extend mobile communication services into
new application domains, namely the so-called vertical domains including the smart
home, smart city, smart factory, smart vehicles, etc. Further, it is the challenge of
this decade to provide very high speed wireless communication at a very small cost.
Demand of data traffic is doubling every year. One way of achieving very high
throughput is to increase bandwidth (BW) of transmission for accommodating more
and more resource blocks. Another possible method may be implementing huge
network densification using frequency reuse. The most suitable band is at 60 GHz
because of its available bandwidth and scope of frequency reusability. A large band-
width of 7 GHz is available at the carrier of 60 GHz [2]. At this frequency, the oxygen
absorption is very high, and it restricts signal to travel a large distance. Oxygen loss
is 15 dB/kmwhich leads to very strong attenuation over large distance [3]. This gives
rise the opportunity of frequency reusability and small cell deployment for network
densification. The bandwidth expansion is possible using carrier aggregation (CA)
technique. According to 5G specification by 3GPP, flexible bandwidths are offered
for different services of demand. So instead of using single large bandwidth, several
smaller bandwidths are preferable. In fact, bandwidth parts (BWP) are allowed in
5G wireless standards.

The present paper is organized as follows: Sect. 1 is the introduction part, Sect. 2
discusses about the related works based on literature survey, Sect. 3 discusses the
methodology adopted and working idea, Sect. 4 details the simulation of the scheme,
Sect. 5 thoroughly investigates the results of the simulation, and finally, Sect. 6
concludes the paper with the proposed suggestions based on the results and outcome
of the simulation.

2 Related Works

Amathematical queuing-theoretic framework is suggested in [4] to provide the solu-
tion for using licensed and unlicensed mm wave frequency band for 5G NR. It
is shown that a proportional sharing of two mm wave bands gives better perfor-
mance in a massive augmented/virtual reality environment. It is carrier aggregation
of licensed and unlicensed mm wave band for enhanced performance. A cross-layer
network scheduling scheme is proposed [5] for non-contiguous or contiguous carrier
aggregation with Markov decision process-based algorithm and adaptive packet
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scheduling algorithm. Its numerical results give very good performance in term
of network reward and packet failure rate. A multi-stream carrier aggregation tech-
nique is proposed in [6] for energyminimization and capacitymaximization inmulti-
layer HetNet 5G systems. The performance is evaluated for energy optimization and
trade-off between the energy and capacity is also analyzed. A dual carrier modula-
tion scheme is used for carrier aggregation in WLAN to achieve higher gain than
non-dual carrier modulation scheme at 60 GHz [7]. A combination of coordinated
multi-point and carrier aggregation is used to enhance the user equipment availability
for successful communication in [8] forHetNet environment.A link level aggregation
of LTE andWiFi is proposed in [9]. The two key components are mode selection and
bearer-split scheduling. Results show better performance than transport level aggre-
gation mechanism. The radio resource allocation plays an important role in LTE-A
transmission. The component carrier allocation is rescheduled at every transmission
interval in [10]. Then a greedy-basedmethod is also proposed tomaximize the system
throughput maintaining a proportional resource allocation for all user equipments.
A load-aware model of carrier aggregation is proposed [11] in multi-band heteroge-
neous networks. The results show that it enhances the spectral efficiency and peak
data rate in small cell deployment scenario. The channel estimation at 60 GHz is very
important because of very high penetration loss from outdoor to indoor communica-
tion. An efficient scheme of channel estimation is proposed sending demodulation
reference signals over 60 GHz band, and it achieves channel estimation performance
of the level of 3GPP release 15 standard with higher power efficiency [12]. The filter
bank transceiver architecture is proposed for massive non-contiguous carrier aggre-
gation with very small complexity increase [13]. The performance of the proposed
scheme is evaluated analytically for OFDM systems. Several 5G mm wave deploy-
ment examples are demonstrated with system architecture and hardware prototype
in [14]. A deployment scenario of 60 GHz for indoor access at Tokyo-Narita airport
is analyzed. Mobile edge computing is used to achieve ultra-high speed download
with small latency.

3 Methodology and Working Idea

A novel scheme of carrier aggregation for 5G NR down link(DL) propagation is
proposed using five component carriers (CC) around 60 GHz carrier frequency
because of its huge BW availability and scope of frequency reuse as shown in Fig. 1.
Five different 5G new radio (NR) sources are used for CA with five different CCs.
The scheme is actually applicable for five-user scenario over a combined large BW.
The carrier aggregated signal is sent over a 3D channel model in the simulation
environment. The signal is received through five corresponding modulator for all the
CCs with five 5G NR receiver.
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Fig. 1 Carrier aggregation scheme

4 Simulation

The scheme of carrier aggregation is simulated in Keysight SystemVue software
environment. The 5G NR sources are adjusted for successful communication. The
parameters are chosen as given in Table 1. The BW range of each component carrier
(CC) is set at 400 MHz. This is the maximum allowable BW in one CC according
to 3GPP technical specification [3]. The actual BW will depend on the number of
resource blocks (RB) allocated and should be measured from the spectrum of the
transmitted signal after simulation. Oversampling ratio is chosen 4 in view of the
fact that the system should accommodate 4 CCs, and it is related to the overall BW.
Numerology is taken 3, i.e., subcarrier spacing (SCS) is 120 kHz. At numerology
3, the number of RBs maximum specified is 264 which leads to the capacity of the
system. Due to large value of SCS, slot duration reduces to 125 µs, and there are 8
such slots in a subframe of 1 ms and it leads to 80 slots finally in a frame of 10 ms.

It creates a huge scope of increasing data capacity and hence the throughput
enhancement. The number ofRBs in the system is chosen is 264 in one bandwidth part
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Table 1 Parameters of 5G NR source

S. No. Parameters Values

1 BW range 400 MHz

2 Oversampling ratio 4

3 Numerology 3: 120 kHz

4 Cyclic prefix Normal

5 System RB offset 0

6 System RB number 264

7 Number of BWP 1

8 SSB numerology 3: 120 kHz

9 Modulation 256 QAM

10 TBS 200,000

11 Allocated slots 80

12 PDSCH RB offset 24

13 PDSCH RB number 240

14 Number of OFDM symbol 13

15 DMRS port 1000

16 Bandwidth 379.92 MHz (measured)

17 Number of CC 5

18 Overall BW 1950.703 MHz (measured)

19 Gap between successive CC 14.297 MHz (measured)

20 CC frequencies 59.21, 59.61, 60, 60.39 and 60.79 GHz (measured)

(BWP). According to 3GPP specification, multiple BWPs are allowed for different
services demanding different bandwidths. In this simulation, only oneBWP is chosen
because here the aim is to achieve more and more throughput in a certain BW.
Modulation scheme is 256 QAM. TBS is set at 200,000 to maintain a code rate
of 0.789236 which is quite high. Maximum number of allocated slots are used,
i.e., it is set at 80. Though the number of maximum RBs is 264, RBs allocated for
physical downlink shared channel (PDSCH) are 240. An offset of 24 RBs is taken to
accommodate sync support block (SSB) signal. It is because of the fact that without
SSB signal, synchronization is not possible, and hence, decoding will not be possible
for successful communication. The number of OFDM symbol is 13. Only one port
of each of the 5G NR sources is used and the port number is 1000. There are five
component carriers which are aggregated to achieve the overall bandwidth. The BW
of each CC is 379.92 MHz. A gap band of 14.279 MHz is maintained between
successive CCs. The overall BW is 1950.703 MHz. These bandwidth parameters are
measured from the simulated spectrum and some amount of measurement error may
be there because it is measured manually from the visual spectrum.

A periodic sequence is considered as a data source and it is used to generate the
5G NR frames. Since the BW range selected is 400 MHz and carrier frequency will
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Fig. 2 Spectrum of the signal of one component carrier

be 60 GHz, definitely it should go for FR2 specifications. The SSB signal is coming
out from port 4000 and the PDSCH is coming out from port 1000 and hence they are
taken on a single RF chain. The spectrum of the signal for one component carrier is
shown Fig. 2. Clearly two parts of the spectrum are visible. The first tiny part is the
SSB signal and the wide part is the BWP for PDSCH, i.e., for data signal. A small
gap between the two parts of the signal spectrum is visible. This is due to the offset
maintained in the resource block allocation in PDSCH. An offset of 24 RBs is set
to ensure that SSB and PDSCH do not overlap. Overlapping between SSB and data
spectrum leads to inaccurate decoding at the receiver.

The 5G NR signal from all five generators are first RF modulated to the corre-
sponding component carrier frequencies 59.21, 59.61, 60, 60.39, 60.79 GHz, respec-
tively. Then they are added to generate carrier aggregated signal. The carrier aggre-
gated signal spectrum is shown in Fig. 3. The five CCs are clearly visible around
60 GHz central carrier with each having SSB and data signal parts.
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Fig. 3 Spectrum of carrier aggregated signal
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Table 2 Parameters of 3D
channel model

S. No. Parameters Values

1 Environment Downlink

2 Scenario type UMi

3 Indoor or outdoor Outdoor UT

4 Carrier frequency 60 GHz

5 Sampling rate 1.966 GHz

6 LOS theta 90°

7 LOS phi 0°

8 UT speed 0

9 BS height 10 m

10 UT height 1.5 m

11 Distance 2D 50 to 300 m variable

12 Number of transmitting
antenna

1

13 Number of receiving antenna 1

14 Transmitting antenna pattern
type

Isotropic

15 Receiving antenna pattern
type

Isotropic

16 Propagation condition LOS

17 Path loss Specified

18 Oxygen loss Used

19 Penetration loss 0

20 Shadow fading 0

21 Noise density −174 dBm/Hz

A 3D channel model is used to study the performance characteristics of the
proposed design. The channel model parameters are shown in Table 2. The 3D
channel block in the Keysight SystemVue simulation environment offers almost all
necessary aspects of the transmission channel. In this simulation work, the downlink
environment is used for the scenario of urban micro (UMi) channel model. The UMi
scenario is of special interest because of the scope of 5G and 6G wireless standard
deployment in small cells or femto cells. Deployment of carrier frequencies above
52 GHz is actually progress toward 6G. Specifications at such higher frequencies
are proposed in technical reports of 3GPP release 17. It is advised to proceed with
the same kind of frames above 52 GHz. This simulation work is carried forward in
view of the future 5G/6G deployment scenario that these designs will be hopefully
implemented in small cells. In the future, base stations (BS) will be at every lamp
post which are used for street lighting. The user terminal (UT) is placed in outdoor
location at a certain distance from the base station. The carrier frequency should
be set at 60 GHz because the signal transmission will be in 60 GHz for this carrier
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aggregation scheme. The sampling rate fs calculated on the basis of BW of indi-
vidual CCs and number of CCs in carrier aggregation is 1.996 GHz.5G NR signal
is basically an orthogonal frequency division multiplexed (OFDM) signal and the
sampling rate fs is given by

fs = N .� f.Ro (1)

where N is the FFT size, � f is the subcarrier spacing, Ro is the over sampling ratio.
It is also related to the BWof theOFDMsignal. In this simulation, line of sight (LOS)
communication between the BS and the UT is studied. LOS θ and ϕ are 90° and 0°
respectively. Considering fixed values of LOS θ and ϕ indicates transmission to a
specific direction through the channel. The user terminal is kept fixed, i.e., UT speed
is zero and there is no question ofmoving direction. Base station height is kept at 10m
considering small cell deployment and UT height is 1.5 m which is comparable to
standard height of human. The horizontal distance or two dimensional (2D) distance
of the UT from the BS is varied starting from 50 m and up to 300 m to study the
link performances for different cell sizes. There are one transmitting antenna and one
receiving antenna and both are exhibiting isotropic pattern. Path loss (PL) is specified
externally in the channel model block, and the oxygen absorption is included. The
free space path loss (FSPL) is given by

FSPL = 20 log10(d) + 20 log10( f ) + 20 log10

(
4π

c

)
+ Gt + Gr . (2)

where d is the distance between BS and UT, f is the signal frequency, Gt and Gr are
the transmitting and receiving antenna gain. In the small-scale scenario, i.e., UMi
model, the actual path loss will be almost equal to the FSPL. The oxygen absorption
is considered to be 15 dB/km [2] as already mentioned. Penetration loss and shadow
fading are taken zero because it is clear LOS communication. The effect of noise is
studied including a constant noise density. The noise density is considered to be −
174 dBm/Hz. At the standard system temperature of 290 °K (16.85 °C), the noise
density is 4.00388587e-21 Watts/Hz (−173.975 dBm/Hz).

5 Results and Discussions

The link performance is studied on the basis of measuring throughput and bit error
rate (BER). BER is measured before and after decoding. LDPC codes are used
for channel coding in 5G NR in down link configuration. The BER and throughput
performance of the 5GNRdownlink is simulated for four different distances between
base stations and user terminals. The distances under consideration are 50, 100, 200
and 400 m. These BT-UT distances are chosen considering the small cell scenario
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Fig. 4 Pre-decoder BER
verses SNR for 50 m at all
CCs
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keeping in mind. The performance studies in these distances probably will be very
helpful in designing practical small cell cases.

The pre-decoder BER vs SNR performances at all the component carriers are
shown in Fig. 4 individually for the distance 50 m. The component carriers are FC1
=59.21GHz,FC2=59.61GHz,FC=60GHz,FC3=60.39GHz,FC4=60.79GHz
and the complete bandwidth is almost 2GHz. At such very high bandwidth signal and
very high central carrier frequency of 60 GHz, the performance variation throughout
the band is very much important in view of the practical implementation of these
designs. For this reason, the BER performances are studied at all component carrier
separately and the overall BER performance is also given later in Figs. 5 and 6.

At a distance of 50 m, the BER is varying in the range of the order of 10–7–10–4

for SNR above 35 dB for five different component carriers, where all these BERs are
measured before the channel decoders, i.e., pre-decoder BERs. Post-decoder BERs
are also measured, and it is shown later in Figs. 8 and 9. It is very important to
observe that BERs are not same at all the carrier components for a certain value of
SNR. This fact reveals that at such very high frequencies, the channel response is
very much frequency dependent.

The overall pre-decoder BER and throughput variation with SNR is shown in
Fig. 5. The result is very hopeful. BER is approaching 10–5 above 35 dB of SNR
and throughput is achieving 7.17 Gbps. This BER is the average of individual BERs
of all the five CCs, and the throughput is the sum of the throughputs achieved in
all the individual CCs. This is necessary to mention here that maximum throughput
achieved in each component carrier is 1.43 Gbps. The overall pre-decoder BER and
throughput variation with received signal power is shown in Fig. 6. The BER is
approaching 10–5 above the received signal power level−45 dBm and throughput is
reaching 7.17 Gbps. This throughput is achieved in overall BW of 1950.703 MHz.
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Fig. 5 Pre-decoder BER, throughput verses SNR for CA signal at 50 m

Fig. 6 Pre-decoder BER,
throughput verses signal
power for CA signal at 50 m
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Figure 7 shows very interesting behavior of pre-decoder BER and throughput
performance at five component carriers at fixed value of SNR, 40.48 dB. It is observed
that throughputs achieved in all the CCs are maximum 1.43 Gbps and BERs are in
the range of 10–7–10–4. This shows that the transmission channel is very frequency
selective. It is giving different BERs at different component carriers.

The post-decoder BER and throughput variation with SNR and received signal
power are shown in Figs. 8 and 9, respectively. It is very clear from these figures that
BER measured after the channel decoder reaches almost zero level, i.e., almost error
free above the SNR level about 20 dB and received signal power level of −60 dBm.
The throughput also achieves the maximum level of 7.17 Gbps at the same level
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Fig. 7 Pre-decoder BER throughput at different CCs for 50 m
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Fig. 8 Post-decoder BER, throughput verses SNR for CA signal at 50 m

of corresponding SNR and signal power. These results give the solid foundation of
deploying this design of carrier aggregation in practical fields. Also, it ensures that
there should be no hesitation to deal with the BERs up to the order of 10–4 in small
cell applications as shown in Fig. 4.
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Fig. 9 Post-decoder BER, throughput verses signal power for CA signal at 50 m

6 Conclusions

The 60 GHz link has been successfully simulated which is 5G NR compliance. The
throughput obtained is 7.17 Gbps using CA technique with a bandwidth of almost
2 GHz. The link found is quite robust as the BER is almost nil above SNR 20 dB
and received signal power of −60 dBm. Thus, it can be proposed that 60 GHz link
can be used not only as an access link, but it can also serve as a backhaul link in
small cell mobile networks. Further, it is suggested that 60 GHz APs if combined
with mobile edge computing (MEC) can enable ultra-high speed content download
with low latency.
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A Comparative Study of Parametric
Spectrum Estimation Techniques
for Cognitive Radio Using Testbed
Prototyping

Debashis Chakraborty and Salil Kumar Sanyal

Abstract Cognitive radio (CR) has become an emerging field to rescue wireless
communication applications from the spectrum scarcity problem. Spectrum estima-
tion (SE) has been a key ingredient for faster and efficient network implementations
using the concept of CR. In this work, we have performed a comparative study
of SE technique for the CR systems by employing the null hypothesis approach.
Autoregressive (AR), autoregressive moving average (ARMA) and autoregressive
integrated moving average (ARIMA) modelling based on optimal data length and
goodness of fit (GoF) has been utilized for optimal spectrum modelling. The opti-
mization of the modelling has been achieved through the Akaike information criteria
(AIC) and Bayesian information criteria (BIC). Validation and optimization of the
time-series data samples have been accomplished using Fit (%) along with χ2 test
GoF. The entire process of SE along with the validation of data samples has been
verified on the RICE University’s FPGA-based WARP radio testbed in association
withMATLAB. A thorough statistical analysis of variance and Standard Error (SER)
of the received samples has been carried out for the optimization of sample time-
series data length for optimal performance of the receiver or users. It is noteworthy
that, we could achieve a much accurate and frugal SE with a data length of 250 only
using ARIMA (3,1,2) model of the data samples with a significant improvement in
power spectral density (PSD) compared to other conventional approaches. Extensive
experimental work has been incorporated to establish the work.
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1 Introduction

The sparsity of the wireless spectrum has been a growing concern to ensure the
optimum usage of an allotted bandwidth. Emerging wireless services and smart
devices are currently competing for available bandwidth for seamless connectivity.
To avoid this “race-around” condition about the availability of spectrum, cognitive
radio (CR) [1] has becomeapromising paradigm.CR is currently at the centre stage of
wireless communication and networking research, where spectrum sensing is a core
functionality of it. The goal of spectrum sensing is to detect spectral occupancy along
with the estimate of power levels under various sensing constraints. Therefore, the
job of the CR control system is to check and verify the availability of the designated
spectrum for transmission and reception by the primary user (PU) [2]. If the spectrum
remains unused, then it is the job of the CR system to allocate the band to the
secondary user (SU) for use. To achieve this, the typical approaches have been to
explicitly scan the entire spectrum and execute the subsequent sensing algorithms.
Different spectrum sensing methods have been evolved in recent years, considering
from narrowband energy detection to wideband spectrum analysis [3].

The premise of CR is that most of the band remains idle or eventually measured
spectra are typically sparse. Most works on spectrum sensing are practised by identi-
fying the activity of the PU and SU in the spectrumby full scanning of the entire avail-
able bandwidth. Spectrum sensing technique as it explores reduction in the sampling
rate by exploiting the low-order correlation model, without having the problem of
spectrum sparsity. Therefore, the primal line of these works is that linear power
measurement using the autocorrelation function. The assumption of the nonpara-
metric model for the spectrum and estimating the power was formulated as a linear
programming (LP) problem [4]. Apriori knowledge of the signal admits a repre-
sentation in terms of a parametric model of a certain order which falls into the
category of classical parametric SE methods, being more accurate as compared to
the nonparametric methods [5]. A parametric model provides a more parsimonious
representation of the spectrum since it requires the estimation of fewer parameters
as compared to a nonparametric model [6] (Fig. 1).

A different approach exploiting spectrum sparsity has been proposed in, where
wideband filters are used to detect the occupancy in channels. The situation is very
different in that type of network, where spectrum sensing arrangement is deployed
with the use of scattered low-end sensors with limited communication and computa-
tional capabilities. It was possible to find a satisfactory estimate of the ambient power
spectrumusing fewer bitswith these low-power and low-cost sensors.However, ques-
tions arise about its system complexity and computational overhead. Besides, adap-
tive sensor polling, hidden terminal problem, significant message—passing between
sensors and inconsistent sensor readings are the key issues of these approaches.

In this work, it is primarily based on the concept of GoF. The interesting aspect
of this approach has been the requirement of fewer samples for accurate spectrum
sensing and detection over blind sensingmethods like energy detection (ED). More-
over, the method could be adopted for any type of noise distribution environments
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Fig. 1 Cognitive radio (CR) environment

like AWGN and Rayleigh. In the literature, different GoF-based tests are available
like Anderson–Darling (AD), Kolmogorov–Smirnov test, Cramér–von Mises crite-
rion, Shapiro–Wilk test, and Chi-squared test. [7]. In our setup, the AD test has
been chosen because it employs very simple hypothesis testing or significance test
using few samples to decide whether the samples are actually from random noise
or they have certain alternative cumulative distribution function (CDF) Fo. As per
the concept of Null Hypothesis testing [8], we find the following conditions for the
detection of available spectrum. If the designated Hypothesis parameter H = 0(H0),
then it indicates the presence of noisy signal only indicating the absence of PU or
availability of spectrum hole. Alternately, if H = 1(H1), then it indicates the pres-
ence of meaningful signal with Gaussian or normal distribution along with noise
representing the presence of PU. However, in the absence of a meaningful signal, the
AD test produces a hypothesis value H = 0(H0) with a non-Gaussian distribution
indicating a pure noise. Thus, the concept ofGoF supported with AD test ultimately
represents a CR system to detect spectrum holes.

After the confirmation of a meaningful presence of a signal, we proceed for
modellingof the received signal for SE.Autoregressive (AR),AutoregressiveMoving
Average (ARMA) and Autoregressive Integrated Moving Average (ARIMA) [9]
models have been chosen for their easy parameter estimation and statistical analysis
benefits. In the beginning, it is started with default values of data length and lag order
of the models. In the first stage, data length has been optimized using statistical
analysis approach of estimating Fit (%). In the second stage, we have optimized
lag orders of the AR/ARMA/ARIMA models employing very conventional Akaike
Information Criteria (AIC) and Bayesian Information Criteria (BIC) [10]. We have
computed the AIC and BIC values of the models for different combinations of AR
and Moving Average (MA) lag orders. The model which yields minimum values of
AIC and BIC is chosen to be optimum with minimum lag order.
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2 Testbed Setup

The basic wireless open access research platform (WARPLAB) node architecture is
shown in Fig. 2. For multiple WARP nodes, connections are accomplished using
a host PC running MATLAB and connected to an Ethernet switch. The basic
WARPLAB flow is as follows [11].

• The digital baseband samples to be transmitted over-the-air are created by the user
in MATLAB. The user downloads these samples from the MATLAB workspace
to transmit buffers in the WARP nodes. From the MATLAB workspace, a trigger
is sent to transmitter and receiver nodes. Upon reception of this trigger, samples
stored in transmitting buffers are transmitted over-the-air and captured in real
time. Subsequent paragraphs, however, are indented. Transmitter radios perform
real-time digital-to-analogue conversion of baseband samples and real-time up-
conversion. Receiver radios perform real-time down-conversion from analogue
RF-to-analogue baseband and real-time conversion from analogue baseband-to-
digital baseband.

• The captured (received) digital baseband samples are stored in receive buffers in
the WARP nodes. The user reads captured baseband samples from the receive
buffers in the WARP nodes to the MATLAB workspace, and then baseband
samples in the MATLAB workspace are processed offline.

• As shown in Fig. 2, the testbed is configured as serial-in serial-out (SISO) config-
uration, with RB#1 transmitting 1 MHz–2Vpp, sinusoidal signal and RB#3 acts

Fig. 2 WARP board network configuration
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as a receiver. The Xilinx FPGA IC is configured by the desktop PC using the
integrated simulation environment (ISE 14.3) [12] before running the algorithms.
The samples are received over real-time during the transmission phase and sent for
further analysis using WARPLAB. The node uses a carrier frequency of 2.4 GHz
and a bandwidth of 40 MHz. The baseband signals are band-limited from 9 kHz
to 10 MHz. In most of the applications, the WARP node uses quadrature or
orthogonal signal transmission.

3 Mathematical Background

3.1 Goodness of Fit (GoF) Test

A GoF test is a blind nonparametric hypothesis test which can be used to detect
the presence of signals in a noisy environment by determining whether the received
samples are drawn from a distribution with a cumulative distribution function (CDF)
F0. The hypothesis to be tested can be formulated as follows [8]:

{
H0 : Fn(x) �= F0(x)
H1 : Fn(x) = F0(x)

}
(1)

where Fn(x) is the empirical CDF of the received samples. The CDF could be
computed as:

Fn(x) = |{i : xi ≤ x, 1 < i < n}/n| (2)

Considering the classical binary hypothesis test [4]:

{
H0 : xi = wi

H1 : xi = ri + wi

}
(3)

where ri are the received complex samples of the transmitted signal, filtered by the
channel, andwi is the complex noise.We nowconsider the non-negative randomvari-
able,Yi = |xi |2, which corresponds to the received energy and construct the empirical
CDF Fn as given in Eq. (2). We assume that, F0, representing the hypothetical noise
energy distribution, is known or can be estimated.

3.2 Variance Analysis

For a randomvariablewithN number of scalar observations, the variance is described
as [13]
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Table 1 Variation of CI with
mean and SER

Range CI (%)

μ ± 1SE 68.27

μ ± 1.96SE 95.00

μ ± 2SE 95.45

μ ± 2.5758SE 99.00

μ ± 3SE 99.73

V = 1

N − 1

N∑
i=1

|Ai − μ|2 (4)

where μ is mean of the observation vector A, expressed as:

μ = 1

N

N∑
i=1

Ai (5)

SER is the standard deviation of the sampling distribution of statistical
phenomena. The SER helps in testing whether the difference between observed and
expected frequencies could arise due to chance and also gives an idea about the reli-
ability and precision of a sample. The smaller the SER, the greater is the uniformity
of sampling distribution, and hence, greater is the reliability. This also enables us
to specify the limits within which the parameters of the data samples are expected
to be distributed with a specified degree of confidence. Such an interval is usually
defined as a confidence interval (CI). The following gives the relationship between
the percentage of CI against the mean value (μ) and SER (Table 1).

3.3 Power Spectrum Density

The signal model description is given by considering a sequence of discrete-time
WSS samples, given by x(n), whose autocorrelation sequence is expressed as [14]

r(l) := E
[
x(n)x∗(n − l)

]
(6)

where

r(l) = r∗(−l),∀l, and r(0) ≥ 0 (7)

where the vector

rx = [r(1 − k), . . . , r(−1), r(0), r(1), . . . , r(k − 1)]T (8)
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indicates a finite K-lag autocorrelation, then after applying windowing to the power
spectrum estimate we obtain:

ŜX (ω) =
k−1∑

l=−k+1

r(l)e− jωl (9)

However, this truncation cannot always guarantee non-negativeness at all frequen-
cies. After discretizing the frequency axis, an approximate estimate of the power
spectrum would be:

sx
∧ = Frx (10)

sx
∧

( f ) = Ŝx

(
2π f

NF

)
for f = 0, . . . , NF − 1 (11)

4 Results and Analysis

As discussed in Eqs. (1, 3), the hypothesis testing for the received samples using
(χ2) test has been listed in Table 2. Hypothesis test results are returned as a logical
value. The inferences drawn are guided by the following rule.

Ifh = 1, this indicates the rejection of the null hypothesis at the significance level
(α = 0.05).

If h = 0, this indicates a failure to reject the null hypothesis at same (α = 0.05).
In our experiment, the returned value H = 1 (Column 2 in Table 2) indicates that

both AD and (χ2) tests reject the null hypothesis at the default significance level
(α = 0.05). Therefore it indicates, that the samples are not drawn from any noisy
source having a normal or AWGN distributions, etc. Also by comparison of critical
value (CV) with χ2, we find from Table 2 that Chi-square value (11.1857) is much
greater than the CV. This signifies that the test rejects null hypothesis having a normal
distribution. This is crucial for a CR system for the detection of available spectrum.

Table 2 Hypothesis test results

Chi-Square (χ2)

test
Hypothesis value
(H)

Probability value
(p-value)

Test statistics
value

Critical value
(CV)

Presence of
meaningful data
samples

1 or H1 3.8563e–36 11.1857 0.7507

Absence of
meaningful data
samples

0 or H0 0.1854 0.5194 0.7470
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Table 3 Model parameters
(ARMA)

Parameter Value Standard error (SE) t-Statistic

Constant −3.22458e−05 0.000114257 −0.28222

AR(1) 1.60902 0.00893585 180.063

AR(2) −0.989014 0.00864853 −114.356

MA(1) −0.940719 0.0259692 −36.2244

MA(2) −0.743997 0.0390489 −19.053

MA(3) 0.736106 0.0246089 29.9122

Variance 0.00194118 0.000122919 15.7924

Therefore, detection of non-Gaussian distribution is the first step of spectrum sensing
using this GoF tests.

After employing the parametric modelling techniques, we could find the best
optimum model parameters as available in Table 3.

The GoF is indicated as percentage of fit (%) in Fig. 3. It could be visualized that
theAR(3)method offers very poor fitness, whereas theARIMA(3, 1, 2) technique has
the highest value of Fit (%). Interestingly, Fig. 3 suggests that if we select lesser data
length, then it would have better Fit (%) at around data length of 200. AR approach
has poor Fit (%), whereas the ARIMA method wins over it. It scores over 83% fit
(%) in the WARP testbed analysis. In the final spectrum plot at the end, the accuracy
of ARIMA over other methods has been highlighted. A comparison regarding the
power spectrum variation in time-domain and frequency-domain has been shown in
Fig. 4 for SNR analysis.

Variance analysis has always been an important parameter to evaluate the amount
of error present in the fitted model with the estimated one Variance analysis of the
selected AR(3), ARMA(3, 2) and ARIMA(3,1,2) with variations inData Length has
been elaborated in Fig. 5. It is interesting to note that, for the number of data samples
between 20 and 200 the variance is very high. However, beyond the data length of

Fig. 3 Fitness (%) of
various modelling
approaches



A Comparative Study of Parametric Spectrum Estimation Techniques… 345

Fig. 4 SNR performances

Fig. 5 Variance analysis of
different modelling
approaches

250, there is no significant improvement of variance, suggesting data length of 250
is optimum for this model. Even though the selection of higher data length above 500
gives us better fitment, this increases transmission duration of the samples resulting
in slower detection of the spectrum, which is a poor performance characteristic for
a CR system.

Finally, after optimizing all the parametric models under consideration are
employed for final SE. The transmitted signal is having a frequency at 1 MHz and
has been detected by the WARP board radio boards. The detection of the signal
and the corresponding PSD has been plotted in Fig. 6. This indicates the spectrum
obtained by the ARIMA method gives a better result. The above result of PSD as
a variation of data length (N) has been shown in Fig. 7 for optimum data length
analysis. As observed in Fig. 7 the optimum data length could be established at 200
approximately. Therefore, a frugal SE has been achieved by our work.
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Fig. 6 Estimated spectrum

Fig. 7 Variation of PSD
with data length

5 Conclusion

In this work, we have provided a unique approach of spectrum exploration and
exploitationmethod using a real testbed likeWARP. Sequential and fast SE technique
aims at minimizing the time spent in sensing with the highest frugality. Analysing
the samples using χ2 the test gives us the notion of GoF. The SA using variance
and Fit (%) have been our main ingredients for the entire exercise of SE with the
most optimum value of data length. We have achieved frugality in data length of
around 250 with a transmission duration or detection window time of 6.25µS only.
State-of-the-art SE techniques including parametric and nonparametric approaches
have also been reviewed and verified empirically. A serious achievement of gain in
PSD over the worst performer (AR) by ARIMA (3, 1, 2) model has been the key
contribution of thework, as adjudicated by various analysis. It is noteworthy, we have
been successful in establishing the bridge between the classical theory and empirical
verification for the determination of the best regression model as well. The present
work also motivates us for potential development and refinement of the demon-
strations. Hence, the integration of the FPGA–WARP embedded module within the
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presented architecture could be explored further for MIMO applications. In conclu-
sion, throughout this work thorough understanding of the theory and conception up
to the implementation, and efficient reconfigurable architecture has been acquired,
demonstrated, and discussed.
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Study of Micro-Strip Patch Antenna
for Applications in Contact-less Door Bell
Looking at the COVID-19 Pandemic
Situation

Arpita Santra, Arnima Das, Maitreyi Ray Kanjilal, and Moumita Mukherjee

Abstract As the technology advances, the modern trend of lifestyle also advances.
The doorbell has an important responsibility in home safety; it is one of the competent
and steady systems needs to be developed for better safety which could be access at
a low cost. In this era, there are many doorbells systems doing different operation.
This paper focuses on touchless type automatic doorbell systems which will ring the
bell automatically when a visitor approaches near the door. This system is intended
to people, and due to the spread of COVID-19 pandemic situation, it would be one
of the safety steps that can be taken against corona. People are now more careful
about their everyday work and their family. In the year 2020, the whole world is
trapped in unprecedented COVID-19 pandemic. The situation takes away all our
normal lifestyle, and all the researches are going on in controlling the situation and
finding a new way of life. In this work, the author is trying to establish a contactless
door alarm for the household application. Motivation behind the work is that due
to the Corona virus spread around the world, we have to take utmost care in every
step of our life. If we use the normal door alarm, then there will be the issue of
contact for every people who will arrive in. But if there will be a replacement of the
conventional door alarm with the help of antenna technology, then it can solve the
issue with a contactless alarm. In this paper, the author have used the HFSS software
for the proposed antenna.
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1 Introduction

Many doorbell systems exist; doorbells ringing without touching it is a challenging
task. Conventional doorbell systems work on the traditional way when a visitor
presses the switch bell that rings inside the house. Due to the sudden spread of the
novel corona virus, the current trend of thinking has been changed with immediate
effect. All have to be very careful while moving from one place to another and not
only that all the places of human contact as well as the use of touch-less methods
are being taken into account by almost everyone. In this paper, the authors have
proposed one door-alarm system for domestic use by avoiding the human contact.
The drawbacks of the existing manual doorbell system include: (a) searching for
switch, (b) some people may not reach the bell switch and (c) lack of safety due to
pandemic. The proposed system will overcome all of the mentioned drawbacks.

Here is the working principle of the system

1.1 Block Diagram

As per the proposed block diagram, the working of the touchless alarm due to the
signal sensed as the reflected signal from human body will overcome the drawbacks
of conventional doorbell where any unknown person need to locate the door alarm
first and then have to touch the alarm button by hand. Due to the pandemic situation,
the conventional method of door alarm could be avoided by using the proposed
system. Here, the author has performed analysis of the required micro-strip patch
antenna [1, 2] on Ansoft HFSS software platform. The working principle of the
system is a complete process of transmission and reception of the reflected signal
by the antenna, and the signal received by the antenna which will trigger the ringing
of the doorbell. The transmitted signal will be received by the people in front of the
door, and the reflected signal from the people’s bodywill be received by the receiving
antenna at the outside of the door. The received signal value should reach a threshold
value to trigger the ringing of the doorbell. The simulated antenna [3, 4] is a simple
rectangular micro-strip patch [5] antenna with micro-strip line feeding [6] (Figs. 1,
2 and 3).

Signal from Micro 
strip antenna project-

ed on the people 
standing on the door 

Reflected signal 
received by the re-

ceiving antenna  

Detection of the 
people and ringing the 
bell inside the house 

Fig. 1 Block diagram of the contactless door alarm system



Study of Micro-Strip Patch Antenna for Applications … 351

Fig. 2 Block diagram of the contactless door alarm system initiation with the help of phase locked
loop circuit

Fig. 3 Micro-strip patch
antenna with micro-strip
feeding

The antenna selection is based on certain features of the simulated antenna which
include the return loss [7] is found to be less, resonant frequency is more, VSWR
< 1.5, ease of fabrication is simple, impedance matching [8] is easy, reliability is
better, bandwidth is 2–5%.

Flowchart: Here is the flowchart of the proposed antenna-based touchless door
alarm system (Fig. 4).
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Fig. 4 Flowchart of the
proposed system

If no then no bell will ring 

Characterization of the antenna 

Relevance of the result with the 
required antenna feature 

Selecting the transmitting antenna 
& receiving antenna 

If yes 
then bell 
rings 

Design of Simple 
patch antenna 

People in front 
of the door

2 Results and Discussion

The author found the results using the HFSS software. The simulated antenna is
shown in the following Figs 5, 6 and 7, and the antenna radiation pattern gain is
shown.

3 Conclusion

This paper is focused on an automatic doorbell which works when a visitor stands
in front of the door, and then, the sensed signal from the human body enables the
circuit and rings the bell automatically. Doorbells provide information that someone
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Fig. 5 The micro-strip patch antenna simulated on the HFSS platform

Fig. 6 The radiation pattern at 180° of the micro-strip patch antenna simulated on the HFSS
platform

is standing in front of your door so that the person present in the house can open the
door. The simulated results show relevance to the process as proposed in the touchless
doorbell system. The authors also looking forward to complete the system design
with the help of hardware and software mapping and a study of the comparison is to
be done in future.
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Fig. 7 The gain of the micro-strip patch antenna simulated on the HFSS platform
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Impacts of COVID-19: A Comprehensive
Study Using Linear Regression Analysis
in a Predictive Approach

Shreyashree Mondal, Soumya Bhattacharyya, Puspak Pain, Sujata Kundu,
Shyamapriya Chowdhury, Neha Dey, and Ankush Baran Basu

Abstract Human history is observing a very strange time fighting an invisible
enemy; the novel COVID-19 is the greatest challenge to humankind since the Second
WorldWar. The current outbreak of COVID-19 coronavirus infection among humans
in Wuhan (China) and its spreading around the globe is heavily impacting global
health and mental health. Novel coronavirus (n-CoV) is a generic name given to
severe acute respiratory syndrome coronavirus 2(SARs-CoV-2). It has rapidly spread
around the world posing enormous mental, social, economic, and environmental
challenges to the entire human population. This paper evolved from an overview
of the coronavirus and its effect on public health and economics. The main focus
of this paper is to survey the various species and types of COVs. The overall
statistics of the count around the world and an inclusive survey of its impact on
society is being discussed in this paper. In this paper, the linear regression analysis
of different vaccines commissioned around the world in COVID-19 and manifold
updated information across India has been analyzed in a statistical approach.

Keywords COVID-19 · Socio-economic impact · SARS-CoV-2 · Coronavirus ·
Vaccine · Regression analysis

1 Introduction

Acoronavirus is an enormous group of RNAviruses,mostly causing diseases in birds
and mammals. Coronaviruses belong to the family of Coronaviridae [1]. They are
generally spherical, single-stranded RNA genomes enclosed within a proteinaceous
envelope having bulbous spike-like projections nearly 20 nm long and are especially
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zoonotic. These viruses can cause trivial to fatal infections in humans. Some of
the deadly varieties caused severe acute respiratory syndrome coronavirus (SARS),
Middle East respiratory syndrome coronavirus (MERS), and now COVID-19. Novel
denotes “new pathogen of a known family” of coronavirus or (n-CoV) appeared first
inWuhan, China, seafood market in December 2019. As of May 2020, 212 countries
and territories around the world have reported for n-CoV cases. Novel coronavirus
has put the whole world health institution to workday night. China informed the
outbreak of n-CoV to theWorld Health Organization (WHO) Country office in China
on December 31, 2019, and WHO defined the ongoing pandemic as a Public Health
Emergency of International Concern on January 30, 2020. WHO introduced the
disease as COVID-19 [2–10].

1.1 Classification

Based on these virus phylogenic, it can be divided into four genera entitled, alpha-
COV, Beta-COV, delta-COV, and Gamma-COV [3]. The alpha and beta coron-
aviruses generally infect only mammals. The beta and delta types infect birds but
also mammals [5]. Out of hundreds of coronaviruses, there are only seven of them
which affect humans. Some common human coronaviruses are 229E (alpha), NL63
(alpha), OC43 (beta), HKU1 (beta).

The more severe types of coronaviruses are that are originated from animals and
which are more dangerous to human being are

• MERS-CoV, a beta virus that causes, the Middle East respiratory syndrome
(MERS).

• SARS-CoV, a beta virus that causes severe acute respiratory syndrome (SARS).
• SARS-CoV-2, which causes COVID-19.

COVs are positive-sense single-stranded RNA genome ranging from 26.4–31.7
kilobases.SARS-CoV-2 which is a beta type CoV is the cause of the pandemic.
Phylogenetic relationships among 2019-n-CoV and another beta-Cov’s showed that
there are 89% nucleotide similarities of 2019-n-Cov with the bat SARS. [3–12] The
survival stability of SARS in the human body is quite strong, but it has been observed
that the SARS-CoV was quite inactive when heated for 30 min at 60 °C. Viruses are
always changing or mutating after studying various samples researchers found out
that there are two types of strains called “L” and “S” in which “L” type is more
severe and has spread the most than the “S” type. These two types of strains have a
genetic difference of only 4%.
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Fig. 1 Graphical representation of COVID-19 infected verses death cases in top ten countries as
per Table 1 [10]

1.2 Epidemiology

Coronavirus, the current pandemic, is transmitted from human to human and has
swept through all over the world very rapidly affecting at least 212 countries and
territories with significant mortality and morbidity rates. The number of cases of
COVID-19 is rapidly increasing all over the world. More than 3.58 M people are
infected by this virus worldwide. The epidemiology curve can be divided into four
phases: The local outbreak from the seafood market in Wuhan, China, in December
2019 led to the pandemic. The second phase started on January 13 which led to
the rapid expansion of the virus through hospitals, family, or close contact. In this
phase, the epidemic spread from Wuhan to other areas too and also to various other
countries. The third phase started on January 26 where the number of cases increased
240-foldmore than before. The number of cases and fatality rate increased rapidly all
over the world. The fourth phase is when the pandemic has affected a large number of
people worldwide and is increasing day by day with a cluster of cases as it happened
in China. It becomes uncontrollable and the disease becomes pandemic (Figs. 1 and
2; Table 1).

1.3 Transmission and Symptoms

The National Institute of Health (NIH) recommended that few classes of people have
the highest risk of fatality due to n-Cov. They are:

i. An infant or young children
ii. Elderly people
iii. People with a low immune system
iv. Pregnant women
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Fig. 2 Graphical representation of COVID-19 (a) Confirmed cases (b) Active cases (c)
Cured/discharged (d) Deceased at top ten states in India [10]

The incubation period on an average is 5.2 days, though it varies from patient to
patient. From the confirmed Chinese study, the first 425 patients were the median
age people nearly 59 years, and 56% were male. Major cases (55%) before January
1, 2020, had a direct link with the Huanan Seafood Wholesale Market. There are
asymptomatic patients as well as septic shock patients. The common signs seen in
patients include fever having the highest rate (98.6%), infected person becoming
lethargic forming (69.6%), shortness of breath, and dry cough [8]. The disease levels
may be categorized into mild ones that include mild fever, headache, sore throat, dry
cough, etc. These affect the majority (81%) of SARs-CoV-2 cases where there is a
probability that the patients may quickly decline to a severe level [3–6].

1.4 Diagnosis, Prevention, and Treatment

Diagnosis of COVID-19 in the areas where the outbreak is so vast is necessary. It
is reported based on the symptoms that COVID-19 can be diagnosed using real-
time reverse transcription-polymerase chain reaction (RRT-PCR) that detects the
presence of RNA fragments of the virus from the infected respiratory secretions using
a nasopharyngeal swab. Other diagnosis processes include computed tomography
(CT) image of the chest, which is faster as well as more sensitive, but accuracy is
not close concerning PCR. It is recommended for the health workers to have proper
personal protective equipment (PPE) kit while having close contact with COVID-19
patients. It is advised not to have close contact with individuals, animals and also for
immune compromised people to avoid public gatherings. Frequently washing hands
with soaps and use of alcohol-based hand sanitizers becomes a good practice. Clinics,
hospitals, and medical departments must maintain hygiene to control the infections.
The use of N95 masks, FFP3 masks are strictly recommended to healthcare workers
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Table 1 (a) Total no. of cases and death rate of COVID-19. (b) Death cases in top ten countries
throughout the world according toWorldometers. “COVID-19 Coronavirus Pandemic.” (2020) [10]
as on June 6, 2020

(a)

Country Infected cases (in person) Deaths (in person)

USA 2,045,715 114,151

BRAZIL 742,084 38,497

Russia 485,253 6142

UK 289,140 40,883

Spain 289,046 27,136

India 275,413 7719

Italy 235,561 34,043

Peru 203,736 5738

Germany 186,516 8831

Iran 175,927 8425

(b)

Name of state/UT Confirmed cases Active cases Cured/discharged Deceased

Maharashtra 82,968 42,609 37,390 2969

Tamil Nadu 30,152 13,503 16,395 254

Delhi 27,654 16,229 10,664 761

Gujarat 19,617 5074 13,324 1219

Rajasthan 10,337 2605 7501 231

Uttar Pradesh 10,103 3927 5908 268

Madhya Pradesh 9228 2721 6108 399

West Bengal 7738 4236 3119 383

Karnataka 5213 3179 1973 59

Bihar 4831 2504 2298 29

along with the use of face and eye-protective equipment, gloves, gown, head cover,
and boots. Recently, convalescent blood plasma transfusions are being trialed to treat.
Results of this mechanism led to normalizing the body temperature within a short
span of days [7–15].
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2 Socio-Economic Impacts

2.1 Impact on Economy

The outbreak of the pandemic threatened the worldwide economy to a large extent.
Due to the considerably rising of COVID-19 cases across the globe, the stock market
fell on February 24, 2020. [9] According to the US stocks, they felt the sharpest fall
of 1191 points within a single day making it the largest since 2007–2008. [10–12]
According to the estimationsmadeby the “UnitedNationsEconomicCommission for
Latin America,” this pandemicmight lead to extreme poverty for 14–22million Latin
American people. The Organization of the Petroleum Exporting Countries (OPEC)
felt a sharp decline in the oil prices in early February 2020 due to low consumption
and demand fromworldwide countries [11]. The InternationalMonetary Fund (IMF)
announced that this economic deterioration is “far worse” than that of the Great
Recession in 2009 [12]. Based on an estimated report made by the United Nations
(UN), on March 12, India will be facing a trade impact of US$348 million, making
it one of the 15 worst economies around the globe [13]. The drop of 8.18% or 2919
points of BSE SENSEX is the lowest in the past decades while NIFTY dropped 9%
or 950 points [14].

2.2 Education

The ongoing pandemic has not only affected theworld’s economy but also has led to a
total shutdown of the educational system like schools, colleges, and universities [15].
From the data gathered on April 27, 2020, nearly 1.725 billion learners are presently
staying back at their homes due to the complete closure of the educational institutions.
Nearly, 186 countries across the globe are maintaining closures according to the
report given by UNICEF. Shutting down the school has not only affected students
and the families but also the teachers [16–19]. COVID-19 made a severe impact on
underprivileged children, letting them facing disturbed learning, negotiated nutrition,
and ultimately resulting in the rise of economic cost to the daily worker families.

A countrywide lockdown of schools and colleges was announced by the union
government onMarch 16 [20]. OnMarch 19, the Central Board of Secondary Educa-
tion (CBSE) and Joint Entrance and Examination (JEE) were postponed till March
31, [21, 22], and were to reschedule after the lockdown ends. The Union Public Civil
Service Commission (UPSC) suspended the interview for Civil Services Examina-
tion 2019 and only to be held after the lockdown. Same for the SSC exams in Tamil
Nadu [23, 24].The Indian Space Research Organization (ISRO) also postponed the
GISAT-1 mission launch in April 2020.
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2.3 Entertainment and Sports

Shutting down of the cinema halls was made compulsory in most of the Indian state
governments. Film organizations determined to stop producing films, daily soaps.
The International Indian Film Academy Awards, [25, 26] which was planned to take
place on March 27, was canceled to control the outspread. The Wagah-Attari border
ceremony announced to conduct the ceremony without any audiences since March
7. The Padma Awards ceremony that was supposed to be held on April 3 was also
postponed [27, 28]. The Board of Control for Cricket in India (BCCI) declared for
the first time postponement of the opening ceremony of the Indian Premier League
on March 13 and later BCCI suspended the tournament till the pandemic comes to
end [29, 30].

2.4 Transportation

The Government of India onMarch 19 stated that no international flight will have the
permission to land in India fromMarch 22 [31]. OnMarch 23, the union government
announced the postponement of all the domestic flights from March 25, 2020 [32].

During this situation, onMarch 17, theWestern railway system of India increased
the platform tickets from Rs. 10 to Rs. 50 for 250 stations. Central Railways termi-
nated 23 trains. Taking the considerations on the day of the Janata Curfew on 22
March, [33] where complete lockdown was maintained across the country, Indian
railways cancelled 3700 trains across the country [34–36].

2.5 Migration of Workers

Reports from a survey implied that about 139million laborers work in different cities
and towns in India. Due to the shutdown of their workplace like factories, they are
left with no source of income. During the starting days of the lockdown, there was a
clear image of long processions of workers walking miles to get back to their native
state [37, 38].

3 Predictive Analysis: Discussion

Virologists and scientists across the globe are attempting to develop vaccines to
prevent the spread of severe COVID-19 disease. Till date, a few vaccines have been
devised and trialed on humans. Several dosage limits of the vaccines have been
directed. In this paper, with the gathered data of the infected cases in India [39, 40],
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Fig. 3 Vaccine trial success rate in most populated countries in the world

Fig. 4 Displaying trend over time for past 30 days (12.11.2020—11.12.2020) andmanifold updated
information of COVID-19 pandemic throughout the 29 states in India

a linear regression which is one of the fundamental supervised-machine learning
algorithms has been demonstrated and analyzed. Here, no threshold value is required
and the value is predicted by an integer number. It can also be concluded from the
yielded graphical presentation that the spreading is weakening as a whole (Figs. 3
and 4; Table 2).

In this surveywork, a sample dataset (e.g., Bihar) for predictionwith linear regres-
sion model during the period of 12.11.2020 to 11.12.2020 has been examined. The
predicted number of infected persons in the 30th day (11.12.2020) also justifies the
actual data collected from authorized data source [39, 40]. The accuracy percentage
of the predictions for the number of future infected people using the linear regres-
sion model has been achieved within the range of 85.57 to 97.18% in Google-CoLab
python library platform (Figs. 5 and 6).

4 Conclusion

In this article, we studied the manifold impact of COVID-19 throughout the world.
Isolation, hygiene, and social distancing are the only mode to minimize the transmis-
sion of the virus for further spreading. In this work, an intensive survey study on the
open-source sample dataset in a predictive approach during a stipulated period and
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(c) (d) 

(a) (b) Bihar 

Goa 

Fig. 5 Linear regression analysis of the sample datasets a–b for Bihar, and c–d for Goa in line
graph and scatter plot approach during the period of 12.11.2020 to 11.12.2020

Fig. 6 a Success rate. b Failure rate as scatter plot approach using linear regression analysis of
different vaccines commissioned round the world in COVID-19 and manifold updated information
as per the data of Table 2



Impacts of COVID-19: A Comprehensive … 365

the impact of the COVID-19 in several dimensions has been examined. The accuracy
percentage of those predictions for the number of affected people through the linear
regression model has been achieved to proximate reality using the Google-CoLab
python library that justifies the actual data collected from that said source.
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Word Estimation in Continuous
Colloquial Bengali Speech

Suman Das

Abstract Word segmentation is a crucial part in any speech to text conversion.Many
works have been done on popular languages, especially on English, but a very few
work has been carried out on Bengali language, especially on colloquial speech. In
our work, we present a simple pitch profile-based technique to find the words in a
Bengali speech. We extract the feature of the existence of words based on the pitch
profile of a speech. To find the pitch profile, we have used the state phase technique.
A simple deviation of a 20 ms window is studied to find the pitch. In order to reshape
the pitch, power profile of the speech is used. Then apply morphology to make the
profile more robust. Finally, we cluster the data and use silhouette index to select the
number clusters present in the data which in turn estimate the word boundaries. The
algorithm is tested over continuous colloquial Bengali speech.

Keywords Signal processing ·Word boundary detection · Pitch profile

1 Introduction

Speech is the most commonly used mode of communication among human beings;
it is natural to expect people to carry out spoken dialogue with computers. Speech
synthesis has already attained a respectable level in some of the Indian language.
On the other hand, speech recognition, the process of translating a speech signal
into a sequence of words, is yet to make its mark on Indian languages. Although
recognition of phonemes and small vocabularywords in some of the Indian languages
has been attempted, yet the recognition of continuous speech in Indian languages is
still awaiting serious attention. Lack of information regardingword boundary implies
that the automatic speech recognizers have to assume that at each and everymoment, a
new word may begin. This assumption results in many superfluous word hypotheses,
particularly in a huge search space in which many hypotheses have to be considered
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simultaneously. The computation of the probabilities for every path through this large
search space slows down the processing of the speech. If one could find reliable
information about word boundaries in the speech stream, it might be possible to
speed up the recognition process. Speech recognition can be considerably improved
if lexical knowledge is incorporated in the recognition system. It is necessary to
detect the word boundary to effectively use lexical knowledge. It is estimated that
lexical knowledge can enhance recognition rate for spoken word up to 95% with a
phoneme recognition rate of around 80%.Word boundary detection can also be used
for Spoken Document Retrieval (SDR) and Key Word Spotting.

Spoken language interface to computers is a topic that has lured and fascinated
engineers and speech scientists for more than five decades. For many, the ability to
converse freely with a machine represents the ultimate challenge to artificial intel-
ligence, as the production and perception of human speech constitute the highest
form of human cognition. In addition to being a challenging topic, spoken language
interfaces are fast becoming a necessity. In the near future, interactive networks will
provide easy access to a wealth of information and services that will fundamentally
influence how people work, play and conduct their daily affairs. Today, access to
such networks is limited to people who can read, a relatively small section of the
population in the developing countries. Advances in human language technology
are needed for the average citizen to communicate with networks harnessing natural
communication skills using everyday devices, such as telephones. Without funda-
mental advances in speech-based user-centred interfaces, a large portion of society
will be debarred from participating in the age of information, resulting in further
stratification of society leading to tragic loss of human potential.

2 Methodology

In (Fig. 1), we have shown a typical sentence in Bengali. Is it possible to estimate
how many words are there? To answer this question, we need the analysis of audio
signal.

In (Fig. 2), it is noted that the audio signal can be classified in three categories,
[1]

1. Silence (S).
2. Voice (V).
3. Unvoiced (U).

The segment where no voice part is present referred as silence (S). Now, the
difference between voice and unvoiced is, for the voice part, our vocal cord vibrates
if there is vowels (Fig. 3) present and it has quasi-periodic (Fig. 4) nature.

But for unvoiced section, our vocal cord does not vibrate when consonant (Fig. 5)
present and it has quasi-random (Fig. 6) nature. The period of quasi-periodic signal
is commonly known as pitch. So our idea is to extract the pitch of a signal to estimate
the presence of word.
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Fig. 1 Bengali speech

Fig. 2 Position of S, U and V on a signal [1]

Fig. 3 Vowels of Bengali
speech
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Fig. 4 Quasi-periodic nature of Bangla vowel

Fig. 5 Consonant of
Bengali speech

Fig. 6 Quasi-random nature of Bangla consonant

State phase [2] is used for analysing the signal. Let x (n) is a time series, then
Fig. 7 shows the relation between x (i) and x (i + L), where L is a delay. If the
relationship between x (i) along x-axes and x (i + L) along y-axes is periodic, then
we get a straight line with a 45° along the x-axes [3].

Here, in our work, we cannot get a perfect symmetrical nature. The line which we
get is not symmetrical but close to symmetrical that means the nature of the signal
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Fig. 7 Relation is periodic, get a symmetrical line

is quasi-periodic. It has been seen that the voiced speech is not completely periodic,
it is quasi-periodic Fig. 8,

In quasi-periodic signal [3], pattern of the signal is regular but interval of that
signal is not fixed. And for a periodic complex signal, the displacement at two points
with phase difference of 2pi will have the same value. This implies that in the state-
phase diagram, the points representing such pairs will be lying on a straight line with
a slope of pi/4 with respect to the axes.

In Fig. 9, quasi-random [3], as the delay increases, the points are scattered over a
broad region. The scattered region attains maximum width for a phase difference of
pi/2. It again collapses into a straight line for the phase difference of 2pi. A similar
thing also happens for a quasi-periodic signal. It may be observed that as the delay
increases, the points are scattered over a broad region. The scattered region attains

Fig. 8 Quasi-periodic (Blue)
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Fig. 9 Quasi-random (red)

maximum width for a phase difference of pi/2. It again collapses into a straight line
for the phase difference of 2pi. The corresponding delay gives the period of the
signal.

So intuitively to differentiate between quasi-random and quasi-periodic we have
to estimate the deviation from the straight line with a slope of pi/4. More in the
deviation, the signal is more quasi-periodic in nature.

In Fig. 10 the dotted line indicates the line having a slope of pi/4. XP is the
perpendicular from the point X on the dotted line and represents the deviation of the
point X. XA is the perpendicular from the point X to the axis x (i) and it intersects
the dotted line at pointQ. Or in another way, it can explain as, the X point is deviated
from the straight line with amount of p point, and now with the help of the Eq. (4.1),
it measures that the amount of point “X” is deviated from the straight line.

2(XP)2 = (XQ)2 = [x(i + L) – x (i)]2 The square of the deviation XP is
proportional to square of x (i + L) − x(i).

Fig. 10 State phase diagram
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To estimate the average magnitude difference function (AMDF), we have used
the s = (1/N )

∑N
i=1 (x(i + L)− x(i))formula as suggested in [4].

Where N = Number of point present in each section, x(i + L) = delay point, L
= delay.

The speech signal consists of basically three different kinds of waveforms, namely
the quasi-periodic, the quasi-random and the silence. The pitch detection algorithm
(PDA) is required only in the quasi-periodic portion of the signal. Therefore, it is
necessary that the PDA includes a voice detection algorithm (VDA). Again, the
quasi-periodic region consists of signal representing vowels, laterals, nasals and
voice bar. The graphs (Figs. 11, 12 and 13) show the nature of the deviation vs delay
for quasi-periodic, quasi-random and silence.

If we compose Figs. 11, 12 and 13, it is noted that for quasi-periodic signal,
the minima of AMDF is much close to zero. So the first minima (Lm) from the
origin gives the period of the quasi-periodic signal. The corresponding pitch can be
calculated using Pitch = Fs/Lm.

Fig. 11 Deviations against delay for quasi-periodic signal

Fig. 12 Deviations against delay for quasi-random signal
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Fig. 13 Deviations against delay for silence in the speech signal

3 Result Analysis

From Fig. 14 (red), the pitch range is between 120 and 220 Hz. The mean of this
range is m1 = 177 and standard deviation is s1 = 12.For double, m2 = 354, and
range is set between 342–366. For half, m3 = 88, and range of this is between 88
and 100. Final pitch shows on Fig. 15.

But in this process, we are not continuing for pitch modification, because here
we are set parameter after showing the result of each step. But threshold (120–220)
parameter is not same for all experimented data. For this case, we get perfect result
(Fig. 16, (red)) but in some cases, this process is unable to give the right pitch for
the sentence. Threshold (75–500) was set for a reason but problem arise for the
threshold (120–220), where it may be varied for other sentences. All the time it
cannot be possible to tuning the threshold (120–220).

The silhouettes constructed below are useful when the proximities are on a ratio
scale (as in the case of Euclidean distances) and when one is seeking compact and
clearly separated clusters [5]. Indeed, the definitionmakes use of average proximities

Fig. 14 Pitch profile [red (75–500)] and raw pitch [(green)]
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Fig. 15 Final pitch (range between 120 and 220)

Fig. 16 Final pitch profile (red)

as in the case of group average linkage, which is known to work best in a situation
with roughly spherical clusters.

In order to construct silhouettes, we only need two things: the partition we have
obtained (by the application of some clustering technique) and the collection of all
proximities between objects.

In Fig. 17, along x-axis, it represents the total number of sentences, and along
y-axes, it represents the cluster number belong to each sentence. We have taken k
= 10, 15, 20% and structural element = 70, 90, 110, 130, 150; in total, we get 15
combinations, out of this combination which sentence get how many right cluster
has been shown in Fig. 17.

4 Conclusion

Very few work has been done on Bengali colloquial speech as a speech recognition
system. Our aim is to enhance the research on this direction. Doing so, the most
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Fig. 17 Overall result for all
experimented sentences

crucial part is to identify the words present in the sentence. The challenge in this
work is to detect the word boundary. As the speech is colloquial, the word boundary
is not prominent. In this thesis, we take the pitch profile as the feature to detect the
presence of words. In every word, there must be a vowel, and to utter the vowel, there
is a vibration of vocal cords. This vibrating signal is in quasi-periodic in nature. In
our thesis, we track this quasi-periodic nature applying state phase technique. The
pitch profile we get is noisy and consisting of several false positives. To overcome
that, we use the power profile of the speech. Then we binarize the pitch and apply
morphological operation to detect the word boundary. Finally, a cluster validity index
is used to find the word boundaries. The process is simple, yet robust. In our study,
we set 15 different combination of parameters to study 60 different speech signal.
It is observed that 30 times we get correct result. In rest of the cases our algorithm
missed by one word. We admit that there is a need of more research work to tune
the parameters. In future, we have a plan to continue the work with more data sets
and develop other features, such as consonant–vowel (CV) transitions to detect the
words, and a manner-based lexicon database will be created to recognize the Bengali
colloquial speech.
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