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Preface

The Fifth International Conference on Information and Communication Tech-
nology for Intelligent Systems (ICTIS 2021) targets state-of-the-art as well as
emerging topics pertaining to information and communication technologies (ICTs)
and effective strategies for its implementation for engineering and intelligent
applications.

The conference is anticipated to attract a large number of high-quality submis-
sions, stimulate the cutting-edge research discussions among many academic
pioneering researchers, scientists, industrial engineers, students from all around the
world and provide a forum to researcher; propose new technologies, share their
experiences and discuss future solutions for design infrastructure for ICT; provide
a common platform for academic pioneering researchers, scientists, engineers and
students to share their views and achievements; enrich technocrats and academicians
by presenting their innovative and constructive ideas; focus on innovative issues at
international level by bringing together the experts from different countries.

The conference was held during April 23-24, 2021, digitally on Zoom and orga-
nized by Global Knowledge Research Foundation in collaboration with KCCI and
IFIP INTERYIT.

Research submissions in various advanced technology areas were received, and
after a rigorous peer-review process with the help of program committee members
and external reviewer, 160 papers were accepted with an acceptance rate of 16%.
All 160 papers of the conference are accommodated in 2 volumes, and also papers
in the book comprise authors from 18 countries.

This event success was possible only with the help and support of our team and
organizations. With immense pleasure and honor, we would like to express our sincere
thanks to the authors for their remarkable contributions, all the Technical Program
Committee members for their time and expertise in reviewing the papers within a
very tight schedule and the publisher Springer for their professional help.

We are overwhelmed by our distinguished scholars and appreciate them for
accepting our invitation to join us through the virtual platform and deliver keynote
speeches and technical session chairs for analyzing the research work presented by
the researchers. Most importantly, we are also grateful to our local support team for
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their hard work for the conference. This series has already been made a continuous
series which will be hosted at different location every year.

Nishihara, Japan Tomonobu Senjyu
Pune, India Parakshit Mahalle
Serdang, Malaysia Thinagaran Perumal
Ahmedabad, India Amit Joshi

April 23-24, 2021
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Chapter 1 ®)
A Theoretical Approach of Information ez
Measure for Pythagorean Fuzzy Sets

Anjali Munde ® and H. D. Arora

Abstract Information measures in a fuzzy set compute the amount of vague-
ness showed in the fuzzy set. The notion of Pythagorean fuzzy sets is pertinent
in assessment for its distinctive description of vagueness. Pythagorean fuzzy sets
were primarily established through Yager (Yager and Abbasov in Int J Intell Syst
28:436-452,2013; Yager in Pythagorean fuzzy subsets. Proceedings of the 9th Joint
World Congress on Fuzzy Systems and NAFIPS Annual Meeting, IFSA/NAFIPS
Edmonton, Canada, pp. 57-61, 2013). The theory was particularly aimed to denote
improbability and fuzziness in measurable manner and to deliver a validated instru-
ment for confronting indistinctness to existent obstructions. The foremost character-
istic of Pythagorean fuzzy sets is described through three factors specifically, asso-
ciation quantity, non-association quantity, and undetermined quantity, so the total of
the square of every factor is one. In the existing paper, an information measure for
the Pythagorean fuzzy set has been propositioned including the verification of its
rationality. The monotonic performance of the anticipated information measure has
been examined and displayed.

1.1 Introduction

The notion of fuzzy arrays was initially propositioned by Zadeh [13]in 1965. Through
an extensive application in numerous areas, fuzzy arrays not only offer compre-
hensive chance to compute ambiguities in effective and rational approach, but also
provide with a significant technique to signify imprecise notions in usual language.
It is established that maximum techniques created on ‘crisp array theory’ are in
some way hard for managing unclear and ambiguous info. In this view, fuzzy arrays
can be consumed to impart enhanced results for additional physical domain setbacks.

A. Munde ()
Amity College of Commerce and Finance, Amity University, Uttar Pradesh, Noida, India

H. D. Arora
Amity Institute of Applied Sciences, Amity University, Uttar Pradesh, Noida, India
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Numerous findings on the use of fuzzy arrays have been approved. Through the enor-
mous inaccurate and ambiguous info in the physical domain, diverse augmentations
of fuzzy array have been established by certain investigators.

While fuzzy arrays were created on association quantities or measures among
0 and 1, in actual time positioning it could not be constantly accurate that non-
association quantity is equal to (1-association). Consequently, to acquire additional
determined consistency and usability, Atanassov [1] oversimplified the notion of
‘fuzzy array theory’ and suggested intuitionistic fuzzy sets (IFSs) which comprise
together association quantity and non-association quantity and quantity of non-
determinacy or vagueness where quantity of vagueness = (1-(quantity of association
+ non-association quantity)). In IFSs, the sets of association classes are indicated
by (u, w]) fulfilling the prerequisite of u + w] < 1.

The foremost gain of the IFS is its property to manage through the uncertainty that
can happen owing to vague data. This is accomplished through integrating another
function, named a non-association function, besides the association function, of the
predictable fuzzy array. The summary of IFSs and the succeeding mechanism on the
basics of IFSs, a portion of considerations have been given on emerging vastness
and connection degrees among IFSs, as a method to use numerous complications of
decisiveness and model identification.

The concept of IFSs is tough, in situations where u + @ > 1 different from
the condition attained in IFSs where © + @ < 1. This restriction in IFS theory
is the rationale for the induction of Pythagorean fuzzy sets (PFSs). Pythagorean
fuzzy set (PFS) recommended in Yager [9, 11, 12] is a novel instrument to trade
through imprecision studying the association degree, i, and non-association degree,
w, fulfilling the prerequisite i + @ > 1. Because of being a simplified array, PFS
has similar association with IFS. The notion of PFSs may be consumed to describe
indeterminate data further, adequately and precisely than IFSs. From the time when
it started, the principle of PFSs has been comprehensively calculated.

Shannon [5] examined the concept of entropy.

Peng [4] proposed Pythagorean fuzzy information measures and their applications
along with Hung [2] and Mendel [3] who proposed fuzzy entropy on intuitionistic
fuzzy sets. Torra [6] examined hesitant fuzzy sets, and Turksen [7] introduced interval
valued fuzzy sets based on normal forms. Wang [8] introduced intuitionistic linguistic
fuzzy multicriteria decision-making method based on intuitionistic fuzzy entropy.

1.1.1 Preliminaries

Pythagorean Fuzzy Array: Assume X as a universal array. A Pythagorean fuzzy
array P that is defined as an array of systematic arrays above X is outlined through
the subsequent:

P ={x, upx), wpx)|x € X}
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where the functions
upx): X - [0,1] and wp(x): X — [0, 1]

describe the amount of association and the amount of non-association, corre-
spondingly, of the part x € X to A, that is, a subclass of X, and aimed at
x e X:

0 < (Lp(x)* + (wp(x))* < 1 (1.1)

Assuming (u p(x))2 + (wp (x))2 < 1, next there is an amount of indetermi-
nacy of x € X to P described through wp(x) = \/1 — [(/LP()C))2 + (wp(x))z]

and 7p(x) € [0, 1]. Further, (up(x))* + (wp(x))* + (mp(x))* = 1. Otherwise,
wp(x) = 0 whenever (up(x))? + (wp(x))> = 1. The array of all PES over X is
represented through PFS(X).

In this paper, an information measure for the Pythagorean fuzzy set has been
propositioned including the proof of its validity. The monotonic performance of the
anticipated information measure has been examined and displayed.

The manuscript is structured by describing certain mathematical introductions of
fuzzy arrays and IFSs in Sect. 1.1-1.1. In Sects. 1.1-1.2, a parametric information
measure for the Pythagorean fuzzy set has been recommended, while Sects. 1.1-1.3
verify the properties and Sects. 1.1-1.4 establish the monotonic performance of the
anticipated information measure. Lastly, Sects. 1.1-1.5 recapitulate the developed
conclusions of the paper and certain beneficial deductions are extracted.

1.1.2 New Information Measure for the Pythagorean Fuzzy
Set

A new information measure for Pythagorean fuzzy set represented by OE(P) is
proposed as follows:

] n
9§(P) = —(1 Y Z[(M%(xi)auf(xi) + w%(xi)wtp(xi) + ﬂf;(x,')a“”(x"))ﬁ) _ 3ﬂ]
i=1

where

a>0, a#1, and >0 (1.2)
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1.1.3 Properties ong(P)

We have supposed that 00 = 1; we study the following properties:
Property 1 92 P)>0,ie., 92 (P) is nonnegative.

Property 2 SHARPNESS
(-)g(P) is minimum iff A is a non-fuzzy set.

For pp(x;) =0, p(x;) = O0p(x;) = 1, it implies Og(P) =0.
For pwp(x;) = 0, p(xi) = 1p(x;) = 0,it implies 8F (P) = 0.
For wp(xi) = 1, p(x;) = Op(x;) = 0, it implies 6% (P) = 0.

Property 3 SYMMETRY

Since the compliment of P = {{x;, up(x;), vp(x;), wp(x;))|x; € X} is

P = {(xi, vp(xi), p(xi), I — up(x;) —vp(xi),)|xi € X}, ie, [up(x)]° =
vp(xi); vp(x)]° = pup(x) and [p(x)]° = 1 — mp(x;) for all x; € X, then
we have

65(P) = 6] (P°)
Property 4 67 (P*) < 08(P), where P* is sharpened version of P.

When pwp(x;) = % and up(x;) lies between 0 and % then Gf(P) is an increasing
1

> and 1 then Gf(P) is a decreasing

function, whereas when [p(x;) lies between
function of wp(x;).

Let P* be sharpened version of P which means that

If mp(xi) < 0.5, then mp*(x;) < l,Lp(_X,')fOl"all i=12,...,n

If wp(x;) > 0.5, then wp % (x;) > up(x;) foralli=1,2,...,n

Since 90’?(P) is an increasing function of wp(x;) for 0 < up(x;) < % and
decreasing function of wp(x;) for % <up(x) <1,

wp * (x;) < wp(x;) this implies Of(P*) < Qf(P) in [0,0.5]

wp * (x;) < wp(x;) this implies Gf(P*) < Hf(P) in [0.5,1]

Hence, Gg(P*) < Of(P).

1.1.4 Monotonicity of Proposed Parametric Information
Measure for the Pythagorean Fuzzy Set Involving Two
Parameters

The monotonicity of the Pythagorean fuzzy measure is verified with the help of the
following examples.
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Table 1.1 Value of Gf(P) fora =1.1and B =2
wp(xi) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
90’? (P) |43.184 |43.787 |43.979 |44.003 |43.911 |43.702 |43.333 |42.720 |41.705

Table 1.2 Value of 65 (P) fora = 1.2 and g =2
wp(x) | 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
08 (P) |21.672 |21.966 |22.058 |22.069 |22.026 |21.925 |21.745 |21.438 |20.914

Table 1.3 Value of 62 (P) fora = 1.3 and = 2
wp(x) | 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
08(P) |14.496 |14.687 |14.745 | 14752 | 14725 |14.661 |14.545 | 14341 |13.982

Fig. 1.1 Monotonic
behavior of ef(P) for o = Monotonicity of Pythagorean
1.1and B =2

Fuzzy Measure when a = 1.1

43.97944.00343.911
43.18443,787 43470243_333 .

413705

PYTHAGOREAN FUZZY
MEASURE

02 03 04 05 06 07 08 09
MEMBERSHIP FUNCTION

The value of 90/? (P) for different values of o and 8 are given below in the tables
namely, Tables 1.1, 1.2, and 1.3 and presented in the form of figures namely, Figs. 1.1,
1.2, and 1.3.

When 8 =2, =1.1.

When 8 =2,a = 1.2

Fig. 1.2 Monotonic

behavior of 95(1’) fora = Monotonicity of Pythagorean
12and B =2 Fuzzy Measure when a = 1.2

22.058 22.069 22.026
21.966 21.925 54 745
21438
20914
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Fig. 1.3 Monotonic
behavior of 95 (P) foroa =

1.3and B =2 Monotonicity of

Pythagorean Fuzzy
Measure when a = 1.3

15
14.74514.75214.725
S 14.66194.545 -
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When 8 =2,a = 1.3.

Thus, now it is distinct from the illustrations that the function is diminishing
function because it has presented monotonicity.

In the previous studies, the entropies for Pythagorean fuzzy sets are based
on a probability-type involving one real parameter whereas in present study an
information measure for the Pythagorean fuzzy set involving two parameters is
established.

The proposed information measure for Pythagorean fuzzy sets is suitable and
acceptable as they are explained with the properties such as sharpness and symmetry,
and further comprehensive interpretations for the results have been explained with
the help of monotonic behavior represented by assigning different values of & and 8.

1.1.5 Conclusion

In this paper, an information measure for the Pythagorean fuzzy set of order o and
type B is proposed. The new proposed measure is simpler and closer to the statis-
tical significance, and it reflects better fuzzy properties. The information measure for
the Pythagorean fuzzy set of order « and type 8 has verified the nonnegative prop-
erty. Also, it is verified that the sharpness and symmetry hold true for the proposed
measure.

Further, the proposed information measure for the Pythagorean fuzzy set of order
« and type B has been verified for its rationality and the maximality and monotonic
performance with respect to the parameters of the anticipated information measure
has been examined and discussed.

By assigning different values of o and 8, the monotonic behavior of the proposed
information measure for the Pythagorean fuzzy set of order « and type 8 has been
represented with the help of graphs.
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Chapter 2 ®)
Efficient Resource Distribution oo
in Cognitive Radio Network

by Fuzzy-Based Cluster Against Attacks

S. Sasipriya®, M. Bhuvaneswari®, P. Mayil Vel Kumar ®,
and C. Karthikeyan

Abstract In 5G cognitive wireless network, the bandwidth is shared among the
primary user (PU) and secondary user (SU) and face security risks from suspicious
attacks. Secondary user (SU) networks are enhanced with a security mechanism
to support primary users by proposing a mutual protocol for secondary wireless-
driven users to collaborate with primary users. During a wireless transmission phase
obtained by the secondary user, the cognitive hybrid access point communicates the
power signal. Collected energy from primary user is used to communicate with mali-
cious attacks and to acquire transmission capabilities during the wireless informa-
tion transfer process. In addition, to obtaining optimum performance, a fuzzy-based
clustered greedy algorithm is implemented to reduce the potential for interference
in PU confidentiality. In the suggested strategy, the effect of injection and the reac-
tive jamming attacks on the wireless transmission phase are analyzed. They can be
detected via a convolution neural network to identify and distinguish various attacks.
Finally, the simulation results for the proposed protocol and the corresponding
resource sharing algorithm not only allow SU to gain transmission opportunities
but also boost PU security efficiency in unknown attacks. The results are compared
to the existing methods.

2.1 Introduction

Cognitive Wireless Powered Radio Network (CWPRN) which is in recent days
widely studied and under research. The increase in spectrum allocation among users is
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wider in most areas such as mobile communication, medical sector, unmanned aerial
vehicles, and vehicle-to-vehicle networks. In short, wireless network is available in
every area. The contact of wireless network has two classes of users in cognitive radio
(CR) networks. One is a secondary consumer (SU) that does not have a spectrum of
their own. The main user is the primary user (PU), who has a licensed spectrum of
his own. Users can essentially be categorized as three key frameworks for the CR
network.

These are interweave allocation, underlay allocation, and overlay allocation. The
main purpose of this broad classification in cognitive wireless network is to detect
licensed band/PU signals reliably by secondary users in order to use idle licensed
spectrum. Secondary users may use the band for a less time period and return it to
primary users where secondary users may often have to use the band for a longer
period of time. There may be a reciprocal allocation between SU and PU to use the
licensed spectrum of primary users (PUs). In the secured transmission, there were
some confidential primitives known as privacy location of the node sensor, privacy
identification of the node sensor, privacy of the packet data, privacy of the path.
These privacy primitives enable the sensors to protect the information they hold.
However, the attacker can easily catch the packet, obtain this security information,
and thus obtain access to the sensor network. In addition, the sensor nodes have
limited resources and thus these nodes need to be replaced for a while. Thus, in order
to take this sensitive information, the attacker compromises multiple nodes on the
network, which is called as malicious node and is managed by the attacker.

The proposed paper is sectioned as: Sect. 2 is the depiction of different traditional
methodologies in use. Section 3 provides the detailed narration of the proposed
technique. Section 4 is the performance analysis part of the proposed scheme and
results. Section 5 is the conclusion and future work.

2.2 Related Works

For multimedia use, traffic sources are shown to be resilient to delay and high band-
width. It is widely used for the application of cognitive radio networks for high power
requirement and restricted bandwidth. There are many proposals to cluster-based,
Spectrum-Conscious, Energy-Efficient Multimedia (SCEEM) coordinating show of
CRSNis resolve the limitations together. Forming into bunches energizes the quality
service and profitability course by obstructive foundation of the partaking nodes [1].
The quantity of clusters is determined in the routing to reduce the distortion of the
audiovisual aid output that results owing to packet loss and time delay. Based on
energy perception and spectrum, the cluster head is selected. The accessible non-
contiguous spectrum bands are clustered together and configured to provide space
for modern information and communication.

Effective power and channel management is used by resource-driven primary
users who receive energy from secondary systems by transmitting wireless trans-
mission, and through return, the secondary user will have promising option to the
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available spectrum for a longer period. In view of the temporary channel state infor-
mation between primary and secondary systems, the problem of efficiency provided
by the deterministic constraint [2] has been formulated. In order to fix the issue of
resource allocation optimization, a particle swarm optimization technique is put in
place to ensure the required data rate for both primary and secondary systems.

In order to improve the safety of cognitive radio networks (CRNs) [3], a new
wireless cooperative jammer (CJ) full-duplex (FD)-aided transmission scheme is
proposed. The CJ functions in FD phase, allowing it in the meantime to derive energy
from the signals emitted by the secondary transmitter (ST) and to send the jamming
noise (JN) in order to confuse the potential malicious eavesdropper. Proposed scheme
improves the attainable level of confidentiality of the secondary source.

By offering diverse spectrum access, the new technologies adapted by cognitive
radio system can possibly resolve accessible radio spectrum. Researchers have been
chipping away with the utilization of this radio wave control innovation. Accord-
ingly, the research has gone through enormous development at a fast rate to combat
furthermore advancement [4]. Surveys and tutorials are desperately needed to help
researchers stay up to date with these innovations. The existing energy detector is the
right choice for blind signal detection, although due to noise uncertainty it inflicts
from the well-known SNR wall [5]. Deep learning signal detector manipulates the
structural details of the message signal and can be seen to perform accurate detection
performance, involving no advance knowledge of channel state information or back-
ground knowledge. A deep learning cooperative detection structure offers significant
performance improvements over traditional cooperative sensing methods.

Nodes in wireless sensor networks normally depend on battery power. Battery
replacement is a complex process when there is a larger amount of sensor nodes and
a wider area of permeability. This led to propose an energy-efficient medium access
control protocol for wireless sensor networks called the Energy Saving Token Ring
(ESTR) protocol [6]. The sensor networks are linked together, developing a ring
where only the node carrying the token is effective and capable of communicating.
This clearly improves the life of the network. ESTR delivers the highest energy
performance compared to other MAC protocols.

New cooperative spectrum sensing (CSS)-based machine learning model uses
clustering methods to reduce overhead cooperation and effectively improve detection
performance. Prior to the collaborative sensing process, radio resource users were
correctly clustered to use energy sequence data and the SVM model [7]. All users
are split into a series of enhanced groups, each time only one of which is needed
for collaborative sensing. The performance of the different methods was assessed in
terms of average training, classifier speed, and classification accuracy.

In light of software-defined radio (SDR), cognitive radio system (CRS) offers
extra adaptability and improves generally speaking range use productivity [8].
The overview and challenges of the CRS-based Radio Frequency (RF) segment
is discussed in this work. Security Implementation for Denial of Service (DoS)
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attacks on Software-Defined Networks (SDNs) using a mixture of multiple tech-
nologies implemented on conventional networks adapted to the SDN [9] architec-
ture. The implementation of the intrusion detection system (IDS) in the application
layer environment has resulted in the improvement of network security.

Numerous techniques have appeared in cognitive radio (CR) spectrum sensing
[10], and the latest groundbreaking techniques and algorithms have been tested
during the development of an intellectual wireless communication device by means
of cognitive radio technology. Various MIMO performance enhancement schemes
are analyzed for the transmission and reception of the signal [11]. The methods intro-
duced have many advantages in the MIMO. Hybrid access points are deployed at
the same time uploading of information and energy, and it is required for harvesting
energy by users [12]. Base station is capable of synchronizing the operate in two
modes say, Wireless Information Transfer (WIT) and Wireless Energy Transfer
(WET) by Radio Frequency (RF) signals. Cognitive radio 5G schemes are discussed
in the work [13].

2.3 Proposed Work

Initially, the system model was devised with the required primary user and secondary
user with their parameters like frequency, sampling, number of channels, channel
state information, etc. A model is proposed for secondary user energy harvesting at
wireless power transfer phase and wireless information phase [2]. At the time of the
wireless information transfer process, simultaneous transmission is accomplished,
thus reducing the incidence of interference. The energy consumed can be minimized,
while the transmission and detection of various attacks are carried out using a neural
network mechanism. This essence achieves the energy status of the network by having
an objective role for various membership functions. The attack detected is then graded
using a fuzzy cluster-based greedy algorithm. Detected attacks are classified as DoS,
man-in-the-middle, or phishing attacks.

2.3.1 System Model

The situation in which two forms of non-cooperating users are SUs and PUs has
been considered. For example, PUs, mobile phones, wireless microphones, or TVs
are those to which the sum of wireless spectrum is licensed. Conversely, the SUs are
intended to be those without a pre-assigned wireless spectrum. Conversely, cognitive
radio-equipped SUs can transmit their individual packets through the opportunities
that may occur once the PUs do not use the wireless spectrum that is licensed. In this
method, the SUs open wireless spectrum is further divided into multiple channels,
all of which have an unchanged number of frequency bandwidths.
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The PU energy storage unit should be charged earlier on behalf of the primary
timeline. On the other hand, the PU uses energy harvested during the final timeline
for subsequent time frames. In order to prevent collisions between the PU and the
SU, the SU will not be able to use the authorized spectrum to transmit its own data
once the licensed channel is used by the PU because of its priority. In addition, SU
will initially absorb energy from ambient radio signals until the licensed channel is
being used. In this case, the SU transmitters take a savings step and then transmit a
half-duplex energy restriction process.

Rechargeable energy storage system is impossible to discharge and charge simul-
taneously. For energy harvesting, SUs are uses time spliting techniques in the given
slot which is to be consumed for its data communication. After the inactive licensed
channel is used by SU, it would broadcast its data using idle licensed band of SU
time slot, at some time period, once the PU ends the contact in the time slot of PU.
The PU will sustain energy harvesting from environmental sources in the course of
this, and the energy collected from PU will be used in subsequent time slots. The
initial restriction denotes the causality of the energy limitation that the energy used
for the relay transmission must be below the energy harvested by SU. On behalf of
PU, SU must take away the extracted energy in the present time slot in an actual time
slot. The second limitation applies to the length of the supportive broadcast, and the
length of the noncooperative broadcast should be lower than the duration of the time
slot.

2.3.2 Fuzzy-Based Cluster Greedy Simultaneous
Transmission Optimization Method

The wireless data is transmitted simultaneously using a fuzzy-based cluster greedy
optimization algorithm which can reduce the consumption of power or energy harvest
at the time of transmission. The energy harvest can be reduced simultaneously in
this method. Also, it would minimize the incidence of interference. Following this,
the neural network process is initialized to detect the occurrence of attack during the
transmission of data to secondary consumers. The initialization of the neural network
often classifies the attack type with the available channel state information.

Algorithm: Fuzzy-Based Cluster Greedy Optimization Algorithm

Step 1: Initialize the parameters for power adjustment (no. of subchannel, total
power, channel state information, bandwidth, noise variance).

Step 2: Power allocation for primary user and secondary user.

Step 3: Allocation of spectrum for PU and SU user using fuzzy logic-based
algorithm.

Step 4: Harvest energy from PU and SU, the BS partitions SU into cluster, and to
initialize symbol periods.

Step 5: Greedy algorithm to compute best value.
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Step 6: Attack determination.
Step 7: Predicted labels using CNN using the user data features, attack label.

Machine learning technique is used for the process of data analytics, which in turn
teaches computers to perform complex functions. The machine learning approach has
numerous core systems such as computational image processing, computer vision,
computational biology, and many more. The method proposed is aimed at distin-
guishing phishing emails using key structure features in the phishing site. Thus,
machine learning algorithms are used for the method of classification and clustering.
In this instance, the network needs to be sensitized. Thus, by attaining the energy
state of the network and determining the objective function of the membership func-
tion, the classifier effectively classifies the types of attack. The type of attacks can
eventually be defined as DoS, man-in-the-middle attack, or phishing attack.

Fuzzy clustering is a method of clustering or grouping of data, where each piece of
data may pertain to more than one group. Clustering process requires allocating data
points to groupings so that components in the same group are as close as possible. In
this proposed work, the data transmitted between the source node to channel hybrid
access point and receiver nodes by secondary users is the following fuzzy-based
cluster along with greedy algorithm incorporated for maintaining secrecy of primary
user while transferring and receiving. Effective spectrum allocation and also energy
harvesting have been described as essential and major components for wireless
communications.

The real challenge is to work a lot harder for greedy algorithms to know the
problems of accuracy. Even with the appropriate method, it is difficult to prove why
it is so accurate. Proving that a greedy algorithm is correct seems to be an art than a
science.

2.4 Performance Analysis and Results

This session offers the performance analysis of the proposed scheme. Figures 2.1
and 2.2 shows the power adjustment algorithm vs. subchannel indices for man-in-
the-middle attack and normal spectrum allocation respectively.

Table 2.1 shows various methods and their outcome when average opportunity
discovery ratio. Figure 2.3 displays the average chance discovery ratio vs. the usage
of the primary consumer channel, which demonstrates the comparative estimate of
the proposed and current techniques. It was clear from the study that the suggested
methodology showed greater average discovery of opportunities.

Table 2.2 shows the average opportunity discovery ratio versus vy,,x which shows
the comparative estimate of the proposed and current techniques. It was clear from
the study that the suggested methodology showed greater average discovery of
opportunities.

It was clear from the study that the suggested methodology showed greater average
discovery of opportunities. The comparative estimation of the proposed average
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opportunity discovery ratio versus average is shown in Fig. 2.4. From the anal-
ysis, it was clear that the methodology proposed shows better average discovery of
opportunities.
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Table 2.1 Average opportunity discovery ratio versus PUs channel utilization when the algorithm
is applied

0 01 |02 |03 |04 |05 06 |07 |08 |09 |1
Proposed system 1 1 1 1 1 1 1 1 1 1 0.80
Cluster CMSS policy |0.97 [0.96 |0.95 |0.93 |0.90 |0.85 |0.77 |0.72 |0.65 |0.60 |0.57
Greedy 0.87 [0.87 |0.86 | 0.85 |0.83 | 0.77 |0.73 | 0.65 | 0.58 |0.51 | 0.51
noncooperative policy
Genie-aided 1 1 1 0.97 [0.96 |0.94 |0.90 |0.84 |0.79 |0.70 |0.70
location-aware policy

1 -V L - L L L ]
i =~ Proposed Syslem
L S ik —@— Cluster CMSS Policy 1

A. |~ & = Gredy Non coperative Policy
r = W = Genie aided location Aware policy | 7

o
™

o
~

o
=]

Average Opportunity Discovery ratio (Rs)
o o © ©
N w £ o

=
-
T

o

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
PUs Channel Utilization ()

(=]

Fig. 2.3 Average opportunity discovery ratio versus PUs channel utilization

Table 2.2 Average opportunity discovery ratio versus Vpax

0 5 10 15 20 25
Proposed system 1 1 1 0.91 0.89 0.88
Cluster CMSS policy 0.87 0.86 0.86 0.85 0.84 0.83
Greedy noncooperative policy 0.81 0.78 0.78 0.77 0.77 0.77
Genie-aided location-aware policy 0.96 0.94 0.93 0.93 0.93 0.93

2.5 Conclusion

For wireless powered phase SU with PU collaboration, a new technique fuzzy-based
cluster using greedy algorithm was suggested and simulated successfully. The first
energy harvest of the SU was carried at the wireless power transfer stage and is broad-
cast by cognitive hybrid access point. The hybrid access point has the information
about the connected devices. In addition, a greedy algorithm based on a fuzzy cluster
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is used to reduce the outage of the prospect of PU confidentiality and to give the
best optimal values. The power is balanced for SU in this method, and the spectrum
allocation is assigned to the primary consumer, followed by SU based on the process
of fuzzy logic. To attain the best optimal values, the greedy algorithm is applied.

The efficiency of the proposed system is calculated and compared to current
approaches to show efficiency. The simulation result can be verified by creating a
network environment and analyzed in 5G MIMO communication and IOT in mm-
wave communication.
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Chapter 3 ®)
Promote an Abstract Understanding Guca i
of the Problem-Solving Knowledge

in the Theory of Computation Through
Visualization-Based Intelligent Tutor

System

Rashmi Dixit(®, Manisha Nirgude ®, and Pratibha Yalagi

Abstract Just like heart is to the body, so is theory of computation for computer
science and engineering discipline. Course deals with designing of abstract machines
like finite automata, push down automata and Turing machines. It not only involves
designing but also theoretical concepts like theorems, proofs and examples and to deal
with examples accordingly. This course involves visualization, imagination which
is difficult for students in the physical classrooms and teacher needs to blend tradi-
tional black board teaching method with active learning strategies to make learning
easy. A visualization-based intelligent tutor system (ITS) is a computer system that
aims to provide immediate and customized instruction to learners, usually without
intervention from a human teacher. This instructional strategy is helpful for enabling
learning in positive manner as students can “see” what is happening and gets feed-
back. The active way of learning se using Java Formal Languages and Automata
Package (JFLAP) tool. It is a preexisting software tool created by Professor Susan
Rodger and her students at Duke University. The control group and experimental
group results are presented in this paper partially; supporting the effect of the usage
of the visualization-based intelligent tutor system on student learning. The experi-
ment shows that use of VIT enhance learning ability and interest in the course. The
usefulness is supported with survey questionnaire.

3.1 Introduction

Though computer science and engineering is a dream discipline nowadays, It
requires sound programming knowledge. All courses are linked. Each model
in automata theory plays pin roles in several areas. Finite automata are used in text
processing, compilers and hardware design. Context-free grammar (CFGs) is used
in programming languages and artificial intelligence. Student gets only superficial
knowledge by the theoretical concepts.
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The course theory of computation is also focuses on formal languages and
automata theory and students cannot easily visualize theoretical constructs by the
traditional teaching. In traditional teaching, problem-solving is done by pencil and
paper method where the students do not understand actual concept through visu-
alization. They cannot easily evaluate their solved problems to determine if their
solutions are correct. Hence, they depend on others for the solutions especially on
teachers. This course contains more mathematics and also requires discrete math-
ematics concepts as prerequisite. So the weaker students need to work on more
examples and problem-solving to acquire subject knowledge. The automata theory
uses more mathematical notations to represent languages, theorems and proofs.

In traditional “black board method”—teaching method, teacher draws model
on the blackboard and students also in their notebook and then teacher analyzes
model working by taking different examples and students also try to understand
simultaneously with teacher.

Like “All fingers are not same,” students of same classroom are also of different
essence, different mental ability. When teacher drawing, designing model on board,
some students actively participating in analyzing and drawing, some are just coping
with gossiping with bench partners and some are even not bothered about what
is happening in the classrooms. Negligence may bring losing interest in designing
different models which are linked with each other.

Intelligent tutor system a “computer system” based on “artificial intelligence”
designed to draw content. The main goal of intelligent tutor system is to interact
with students similar to a human tutor. The program personalizes the feedback based
on the background and the progress of every individual student. It consists of four
basic parts as shown in Fig. 3.1.

1. The domain model with expert knowledge.
2. The student model examines student’s level of understanding.
3. The tutoring model gives assignments.

Domain Model

Interface
Tutoring Model

Student Model

Fig. 3.1 Intelligent tutor model [1]
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4. The user interface mode for communication.

Visualization is a way to communicate a message through pictures, graphs,
diagrams, and animation, smartly. The student can draw on and actually check the
working of the machine for particular input. It shows all the steps of string processing.
Visualization provides student a view and flow of machine for particular input. The
representation and working of any model in visual form helps users in analyzing. The
visualization technique communicates with smarter way. Visualization-based intelli-
gent tutor system not only represents graphically but also provides tutor which gives
stepwise working of model and provides feedback. The JFLAP tool provides an inter-
active visualization for automaton constructs and gives feedback for the construction
of automaton like personalized tutor without human.

The experiment is conducted for second year computer science and engineering
undergraduate students for the course of theory of computation. The concepts are
taught in theory class, and the problems are solved in tutorial sessions with a small
batch of students. It is concluded that the student’s involvement increases in solving
the examples as they can easily visualize the theoretical notations and concepts with
proper simulations.

3.2 Literature Review

Doing assignment by own helps students to understands and learn by their own, but
if they stuck in between while doing, they will loose interest. Because of intelligent
tutor, student gets artificial environment of tutor [2]. Students, nowadays, familiar
with many web-based applications, tutors. Human brain having different capacity for
audio and video [3]. Mathematica, computer-aided learning tools is mostly used tool
for teaching—learning process. Many tools are available for mathematics, discrete
mathematics and computation theory [4]. Intelligent tutor system proves stepwise
guidance while practicing assignment at any time as compared traditional teaching
method [5]. Visualization increases interest as compared to books and provides guid-
ance at any time with the help of intelligence tutor system. Learner learns the design
and analysis of different model without additional tutorial sessions. Because of visu-
alization, students can grasp easily the working model of machine which will natu-
rally increase their concentration and interest for subject [6]. The tool also contains
Combinatorica [7], with more than 450 algorithms for graph theory and discrete
mathematics. Grail+ [8] is also one of the symbolic computation environments for
regular expressions, finite-state machines and other formal language theory objects.
Grail+ can be used for inputting machines or expressions, convert them from one
form to another. It can also be used for minimization, complementing and for making
them deterministic. Simpler, non-commercial tool like basic algorithms with anima-
tions for various sorting algorithms as well as the source code used [9]. For the
subjects like computer networks, animations for data-link layer protocols are avail-
able [10]. To make traditional classroom active, teacher requires good presentation
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skill to keep attention of students throughout the lecture [11]. Tools like Automata
Simulator [13] and SoftLab [12] are used in the field of fundamentals of automata
theory. Automata Simulator provides interactive generation and simulation of finite-
state machines. This simulator supports all types of finite-state machines: automata
with binary output (DFA, NFA and NFA-null transitions) and automata with general
output.

3.3 Visualization-Based Intelligent Tutor System: Java
Formal Languages and Automata Package (JFLAP)

JFLAP, intelligent tutor system, is free open-source tool can be used while teaching
formal languages and automata theory. It not only provides interface for designing of
various machines like finite automaton, pushdown automaton and Turing machine
but also gives stepwise processing of machine. It guides students to analyze the
working and processing along with feedback. Using JFLAP complicated examples
can be constructed solved stepwise easily. Students can use to check the correctness
and accuracy of their model.

It also deals with mealy machine, more machine, grammar, regular expressions
and pumping lemma.

JFLAP is act as visualization-based intelligence tutor. It provides an interface to
construct automata along step-by-step processing of string in to an FA. It provides
menu for defining a grammar and checks whether the given string is a member of
that grammar or not. Also for performing various conversions like NFAs in to DFA,
context-free grammar to context sensitive grammar. It also has editor to perform
minimization of automata. It also has tutorship for combining automata using union
and concatenations. It gives visualization of the non-determinism by keeping all its
possible configurations. It also has stepwise conversion of a right linear grammar in
to NFA menu. Additional facilities are also provided like gaming design for pumping
lemma, construction of pushdown automata and checking string membership, as well
as acceptance of string by constructing Turing machine, etc.

Blending of visualization-based intelligent tutor with traditional method makes
easy for students to study and for teacher to engage them in active way, theory of
computation course. It saves time and provides accuracy. As it provides feedback and
response immediately to students , they can immediately verify their solved problems
and corrects them.

The above figure shows JFLAP screen for String testing membership. The editor
with multiple options with stepwise execution table on right-hand side part of editor.
As above Fig. 3.2 shows menu available with JFLAP, Figs. 3.3 and 3.4 show use of
different editors from JFLAP for different problem-solving.
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Fig. 3.2 VIT JFLAP screen

Fig. 3.3 Example
screen—string testing for
membership

3.4 Implementation
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The experiment is conducted for second year B.Tech of computer science and engi-
neering class for the course theory of computation taught in class through traditional
blackboard method during lecture session. Usually, the concepts are explained in
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Fig. 3.4 Example
screen—grammar
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a theoretical way with examples. The teacher explains finite automata and elabo-
rates its working for particular string step by step. She uses blackboard to stepwise
explanation simultaneously with drawing of machine.

Sample Blackboard

Above figure shows drawing of machine and processing for a particular string step-
wise solving by teacher on a blackboard in a traditional approach. Some so-called
good or active students draw machine and solve problem concisely stepwise manner
with their own comments for better understanding of their own (Fig. 3.5).

Sample Notebook of Good Student
But as we already discussed above in the same paper, class consist of different
types of students with different abilities, different perception. Below figure shows

Fig. 3.5 Blackboard representation by teacher



3 Promote an Abstract Understanding of the Problem-Solving Knowledge ... 25

Fig. 3.6 Notebook sample 1
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the notebook of candidates who lost interest in the middle and stop at the middle of
problem-solving.

Sample Notebook of Another Student [Not Paying Attention While Writing]
During, at the time of exam, students themselves are unable to understand what they
wrote. Books give theoretical understanding, and lots of material is available on the
net but they explain concept in a theoretical manner. Teacher may not be available. So
for better understanding, with their own pace, intelligent tutor is best option which
also provides visualization.

During tutorial, assignment is given to student. Two batches used JFLAP during
tutorial sessions for assignment. The students use the tool for different exercises
based on different concept (Figs. 3.6, 3.7 and 3.8).

The visualization-based intelligent tutor provides visualization as well as tutor for
stepwise assistance.

3.5 Experiment and Result

As per university syllabus, course theory of computation is included in the curriculum
of second year computer science and engineering first semester. The course is
scheduled as 3 h. theory lectures and one hr. tutorial.

Class strength is approximately 71 students, during lecture session. For the tutorial
session, four batches are grouped comprising of 18 students scheduled as batch 1,
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Fig. 3.7 Notebook sample 2

Fig. 3.8 Example string
testing for membership for a
string ending with a Jflap
example
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batch 2, batch 3 and batch 4. During the tutorial session, teacher asks batches 1
and 2 to solve examples as exercise assignment with pen and paper. The students
do pencil work and complete the assignments in their notebooks. Batch 1 and 2
will act as control group. Students of batches 3 and 4—experimental group—used
JFLAP—visualization-based intelligent tutor system to solve the assignment.

After completion of experiment, test is conducted amongcontrol group and
experimental group. Same question paper is given to both groups.

By looking at results, it is observed that those were brilliant and topper always
perform good, either in control group or in experimental group. But passive student
who needs lit bit push, from 3 and 4 batches perform efficiently well as compared to
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Table 3.1 Test result analysis Mark range Control group | Experiment group
Below or equal to 10 1 0
11-15 23 2
16-20 5 15
21-25 4 13
26-30 1 4

Fig. 3.9 Students marks 25 -‘f‘\
comparison = Control Group

BExperimental
Group

No. of Students

<11
11-15 4

6-20 2125 ,5 49

Marks Range out of 30

1 and 2 batches because they practice through visualization-based intelligent tutor.
Their presentation is also good.

Results of control group and experimental group were compared. It is observed
that on an average, students of experimental group score more marks than control
group.

Table 3.1 shows the analysis of marks among number of students. Numbers of
students are calculated for different range of marks. It is observed that students in
control group score more marks (Fig. 3.9).

The results are calculated under t-test calculator which gives ¢-value = -6.15947
and p-value = 0.00001 student test marks for control group and experimental group.
It is observed that students of experimental group scored more than 10 marks. Good
number experimental group student scored more than 20 marks, approximately 50%
of student. Also, range of between 16-20 is near about 45%. And only 2 students
get marks between 11 and 15 vice versa in control group 70% student scored marks
between 11 and 15. Only 15% student scored marks more than 20.

Students feedback is also collected, and they show a positive response for the
use of visualization-based intelligent tutor system as it increases interest in problem-
solving.
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3.6 Conclusion

Teaching with chalk and board is traditional teaching method which requires good
presentation skills of teacher while writing on a board to grab student attention.
Naturally, students lost their concentration after 20 min during one hour theory
lecture. For proper understanding of course like Theory of Computation, requires
elaboration of concepts with proper visualization.

As our brains are tailored to attract toward images by birth only, to improve
learning ability of students, visualization is the master key. Additional to visualiza-
tion, tutor support is like a bonus. Intelligent tutor is available for providing feedback
at any time to students. The conclusion after experiment is that the students of exper-
iment group not only developed interest but also improved in designing of different
machines like finite automata, push down automata, Turing machine.
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Chapter 4 ®
COVID-19 Outbreak Prediction Using st
Machine Learning

Jatin Singh, Sachin Yadav, Ketan Chauhan, and Ruchika Malhotra

Abstract The recent global outbreak of the coronavirus has thrown new challenges
for the research community. First case was registered in China, and then, it got
spread in most of the countries of the world. Initially, the speed of spread was slow
but later on, its spread rate was very really high and on analysis it turned out to be
exponential. Governments all across the world imposed lockdowns, and people were
asked to practice social distancing in order to prevent the spread of the COVID-
19 virus. Later on, it was announced as pandemic by World Health Organization
(WHO). Machine learning-driven methods can prove to be really vital in predicting
risks, effects and parameters of this pandemic. These predictions will help in making
strategies to control its spread and understand its nature. More research is beginning
to anticipate and a remarkable amount of machine learning models are being talked
about to predict COVID-19 cases used by experts or researchers around the globe.
In this research project, we have used univariate LSTM model to make predictions.
The number of confirmed cases, number of recovered cases and the number of death
cases in the coming days are being predicted. Mean absolute error (MAE) is used
as the measure of performance metric of the predicted results. The results produced
are quite accurate. These results prove that univariate LSTM is a promising model
to make predictions for COVID-19 outbreak.
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4.1 Introduction

On the day one, no one is sick, next day some are sick and after some days, a
significant number of peoples are sick, that is how the pandemic grows if it is not
handled at the right time with a right way. The world got hit by a pandemic in 2019;
it is named as COVID-19. The first case was found in December 2019 in the city
named Wuhan, which is located in China; after this, many countries were affected
by this virus [1]. Some countries like South Korea and New Zealand handle the
situation very carefully and were successfully able to show backdoor to the virus,
whereas some countries like USA, Brazil, India, etc. are not able to handle situation
successfully and the cases are increasing continuously. Till now, the confirmed cases
have been more than 60,000,000 (60 million) and deaths cases have been more than
1,000,000 (1 Million) across the globe. The virus transfers from infected person
to non-infected person, when infected person sneezes and the droplets of sneeze
released in the air are inhaled by a non-infected person [2]. Till now, it is unknown
how often virus spreads through contaminated surfaces. Infection mainly happens
when people are near each other for a long period of time known as “close contact.”
People infected with this virus remain infected for up to 10 days in case of moderate
case and two weeks in case of severe case. The most common symptoms found in the
world’s cases include fever, dry cough and tiredness [3]. Less common symptoms
include sore throat, diarrhea, headache, a rash on skin, etc., whereas its serious
symptoms found in world’s cases include difficulty breathing or shortness of breath,
chest pain, etc. Person should be given immediate medical attention if he/she have
serious symptoms. In general, it takes 5—6 days for the infected person to show virus
symptoms; however, it can also take up to fourteen days. Preventive measures that are
being used to fight against this virus include social distancing, wearing face mask in
public places, washing hand properly with soap and water in home and with alcohol-
based hand sanitizer when step outside, covering mouth when sneezing or coughing,
disinfecting surfaces, etc. Countries worldwide have implemented restrictions on
travel including both domestic and international travels, and some have implemented
lockdown either partially or fully [4]. The virus has interrupted the social activities,
social gatherings, and it slows the increasing pace of world’s economy. According
to the estimates of World Bank, in 2020, the world’s economy will contract by 5.2%
which is the greatest recession seen after II world war [5].

In this paper, we are trying to predict COVID-19 cases of three types that are
confirmed cases, recovered cases and death cases across the world by a powerful
network of long short-term memory (LSTM). The results will help us to figure out,
how the current trend likely to get affected in future days, if it is going to be good,
bad or worse, based on the results, government can bring new strategies or rule to
affect the expected spread of virus, and the results we achieved are quite accurate
when compared with actual count of cases.



4 COVID-19 Outbreak Prediction Using Machine Learning 31

4.2 Methods and Materials

4.2.1 Data Resource

The datasets have been collected from GitHub. Three distinct datasets have been
used for each confirmed cases, recovered cases and death cases. Datasets are in the
form of daily number of confirmed cases, recovered cases and death cases across
the world. Each dataset has data of 300 + days starting from January 22, 2020, till
November 21, 2020.

4.2.2 Data Analysis

Daily data of worldwide confirmed cases, recovered cases and death cases due to
coronavirus has been analyzed. Python libraries like NumPy, Pandas, Matplotlib,
Seaborn, etc. have been used to serve the purpose (Fig. 4.1).

In the above plot, X-axis is taken to be the total count of cases worldwide, and
Y-axis represents the total count of days. The plot shows the trend of how number
of cases are increasing with passing number of days since January 22, 2020. Blue-
colored line represents confirmed cases, red line represents recovered cases and the
green line represents death cases. The above plot gives the idea of how fast COVID-
19 is spreading across different parts of the world. Within a span of about 300 days,
the total number of worldwide confirmed cases have reached to almost 60 million.

Figure 4.2 shows the sum count of total confirmed cases for the last 90 days. It is
clearly that the total count of confirmed cases on 220th day (starting from January
22, 2020) were about 28 million which increased to about 55 million on the 300th
day. This shows that rate of spread of COVID-19 is exponential. In a similar fashion,
total count of recovered cases and death cases have been plotted for the last 90 days

Number of Days

Fig. 4.1 Confirmed, recovered and death cases
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Fig. 4.2 Confirmed cases of last 90 days

in Figs. 4.3 and 4.4. And we can see that the death cases are rising at a slower pace
than confirmed and recovered cases.
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Fig. 4.4 Death cases of last 90 days
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4.2.3 Model

Univariate long short-term memory (LSTM) model has been used to make predic-
tions for worldwide confirmed, recovered and death cases due to coronavirus in the
forthcoming days. LSTM networks are a form of recurrent neural network capable
of learning about order dependency in problems of sequence prediction [6]. For
processing, classifying and predicting values based on time series data, the LSTM
model is useful [7]. Mean absolute error (MAE) has been used as a metric to measure
the performance of the model. The formula to calculate MAE is given below.

n
Z,‘:] lyi — x;l

MAE =
n
MAE mean absolute error.
Vi prediction.
X; true value.
n total number of data points.

4.3 Results and Discussion

In both the above figures, the representation on X-axis is the number of days and
on Y-axis is the total count of confirmed cases. Figure 4.6 is the magnified view of
Fig. 4.5 for the last ten days. Blue-colored line shows the actual count of confirmed
cases, and the red line from 295 to 305th day shows the predicted confirmed cases by
the model. As stated earlier, we have used MAE as a performance metric to evaluate
the model. The MAE value is around 210,356. Key observation to be notice here that
predictions are quite accurate because the original cases have touch 60 million bar;
therefore, predictions are quite in alignment with the actual cases (Fig. 4.6).

50 100 150 200 250 300

Number of Days

Fig. 4.5 Predicted confirmed versus actual confirmed cases
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295 296 297 298 299 300 301 302 303 304

Fig. 4.6 Predicted confirmed versus actual confirmed cases of last 10 days

In both the above figures, the representation on X-axis is the total count of days
and on Y-axis is the total count of recovered cases. Figure 4.8 is the magnified view
of Fig. 4.7 for the last ten days. The MAE value is around 82,465. The recovered
cases are almost 38 million, and the predictions are quite accurate with respect to
actual recovered cases.

In both the above figures, the representation on X-axis is total count of days and on
Y-axis is the total count of death cases reported. Figure 4.10 is the magnified view of
Fig. 4.9 for the last ten days. The MAE value is around 2836. The recovered cases are
almost 1.4 million, and our predictions are predicting somewhat more cases, which
is good and helps us to get prepare for the worst scenario.

50 100 150 200 250 300

Number of Days

Fig. 4.7 Recovered cases versus predicted recovered cases
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4.4 Conclusion

In this paper, prediction of confirmed, recovered and death cases of COVID-19 across
the world in the forthcoming days has been successfully done using univariate LSTM
models. The results are then compared with actual values, and they turned out to be
quite accurate. The accuracy of the obtained results proves that LSTM models are
beneficial for carrying out the time series analysis on COVID-19 cases.
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Chapter 5 ®)
SLLAM Using Neural Network-Based i
Depth Estimation for Auto Vehicle

Parking

S. Karamchandani(®, S. Bhattacharjee®, D. Issrani®, and R. Dhar

Abstract Simultaneous localization and mapping (SLAM) has been implemented
as the standard technique for introducing autonomy in mobile robots or vehicles
irrespective of the geographical environment. The unique characteristics of SLAM
towards simultaneously and recursively solving the problem of localization and
mapping make it an ideal approach without any human interference. Nonetheless,
there are multiple cases where the camera pose estimation error increases signifi-
cantly in dynamic scenes which results in the vehicle losing its location. This paper
presents a novel approach towards SLAM using neural network-based depth estima-
tion technique. We integrate the deep stereo ConvNet architecture which replaces
the convolution layers with deconvolution layers and pooling with upscaling. We
have evaluated our approach along with a comparison of performances from existing
implementations on the TUM RGB-D dataset. The proposed implementation would
be ideal algorithm for angle, perpendicular or parallel parking, and would be a helpful
aid in autonomous street parking, parking lots, garage parking or any other parking
spaces.

5.1 Introduction

The challenge of simultaneous localization and mapping (SLAM) asks if it is feasible
for cars to be positioned in an unfamiliar area at an unknown position and for the
car to create a coherent map of this environment incrementally while evaluating its
position inside this map at the same time. For the mobile robotics culture, a response
to the SLAM issue has been seen as a “holy grail” as it will have the capacity to
make a robot fully autonomous. One of the significant achievements of the robotics
society over the past decade has been the “solution” of the SLAM dilemma. In a
variety of different ways, SLAM has been conceived and resolved as a theoretical
concern. From indoor robotics to outdoor, aquatic and airborne devices, SLAM has
also been introduced in a variety of different realms. SLAM should now be considered
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a fixed issue at a theoretical and logical basis. Major problems exist, however in the
functional realization of more general SLAM solutions and in the development and
use of visually rich maps as part of the SLAM algorithm.

The parallel calculation of the condition of a vehicle fitted with sensors and the
creation of a model (map) of the area sensed by the sensors is part of SLAM. The state
of the vehicle is defined by its location (position and orientation) in specific cases,
though some variables can be included in the condition, such as velocity, sensor errors
and metrics of calibration. The map is a depiction of facets of interest that define the
area in which the vehicle resides (e.g. location of landmarks and obstacles).

There are two explanations for the need to use an ecological map. First to facilitate
other functions, the map is also necessary; for example, a map may advise route
planning or provide a human operator with an intuitive visualization. Second, the
map makes the mistake incurred in calculating the vehicle’s state to be reduced.
Dead-reckoning can easily wander over time in the absence of a map; on the other
hand, the vehicle would “reset” its position mistake by revisiting known places by
using a map, e.g. a collection of distinguishable landmarks (so-called loop closure).
Therefore, in all cases in which a prior map is not usable and has to be constructed,
SLAM seeks applications. The position of a group of references is known a priori
in certain industrial application. For example, with a manually designed map of
synthetic detectors in the area, a robot working on a factory floor may be created.
The situation where the vehicle has connection to GPS is another illustration. SLAM
may not be needed in such situations if localization can be performed effectively with
respect to recognized landmarks. The prominence of the SLAM problem is attributed
to the advent of indoor mobile robotics applications. Indoor activity renders out the
use of GPS to attach the position error; in addition, SLAM offers an enticing solution
to user-built maps, illustrating that in the absence of an ad hoc localization framework,
robot operation is feasible. In helping vehicular systems find their way through an
unknown world, simultaneous localization and mapping (SLAM) has a crucial role
to play, and this has many repercussions in different industries. For example, without
previous knowledge of space, drones may be designed to navigate their way into a
logistics warehouse in order to collect information from a specific shipment. With
a low-cost solution that is increasingly gaining popularity, the fact that this can be
achieved using a single camera extends the realm of possibilities SLAM can provide.
We extend this algorithm for autonomous vehicle.

Depth maps would need to be produced based on images captured on the camera
in order to incorporate SLAM so that precise monitoring can be accomplished. Due
to the high precision that can be obtained in the image recognition space, convolu-
tional neural networks (CNNs) are currently commonly used in image perception
for monocular cameras. Relatively low neurons transmit information to higher-level
neurons about the objects in an image, where they conduct additional convolutions
using characteristics found in the picture to classify these items. CNNs, however,
have a serious restriction that requires them to recognize only if the objects remain
in the image; they do not encode the objects’ position and location. Geoffrey Hinton,
one of the founding fathers of deep learning, discussed this problem and suggested
an alternative deep neural network that could resolve this downside.
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In this paper, we present a novel approach towards optimization of simultaneous
localization and mapping for vehicles. The methodology makes use of depth maps
trained on the stereo ConvNet which provides improvement in terms of accuracy. The
research is divided into five sections. Section two gives an overview of the advance-
ments in the SLAM problem. Section three describes the techniques implemented
along with equations. Section four showcases a comparison of the results which
validates the performance optimized in our method.

5.2 Related Work

SLAM has started to grow rapidly over the previous decades since the advent of
the SLAM methodology in robotics computer technology. In terms of accuracy,
prediction and error elimination, the advancement of SLAM remains even today to
enhance the efficiencies and features of the SLAM algorithm.

At the IEEE Robotics and Automation Conference in San Francisco, the study
conducted in 1986 proposed the idea of applying the calculation of spatial ambiguity
[1]. It became the building block for the pre-development of the system of SLAM.
Then in 1991 [2], developed the SLAM method based on historical work done in
that used a probabilistic model to identifying the issue of SLAM. The implemen-
tation of the expanded Kalman filter approach is implemented in this work, which
later implements the first EKF-SLAM algorithm. In 2001 [3], the use of millimeter
waves (MMW) was suggested to construct relative maps related to the environmental
mapping phase of the robot system.

5.2.1 FastSLAM as an Alternate

The FastSLAM algorithm was introduced in 2002 [4]. Among the mostknown SLAM
approaches after EKF-SLLAM is this SLAM algorithm. FastSLAM’s suggestion is to
use a hybrid approach that incorporates the particle filter and the expanded Kalman
filter approach. This implementation brings greater data precision to FastSLAM,
which is famous for it. FastSLAM evolved a year back, which culminated in a
second version of FastSLAM dubbed FastSLAM 2.0 [5]. The adjustment introduced
in FastSLAM 2.0 is that the transmission of the proposal would be based on both
the previous estimate of the pose and the real calculation of the robot, whereas the
first iteration of FastSLAM depended only on the robot’s previous estimation of the
pose.

The smoothing method called square root smoothing and mapping (SAM) was
proposed in 2006 [6] for the development of the mobile robot mapping operation.
The solution uses the square root knowledge smoothing approach to solve the SLAM
problem to increase the performance of the mapping process. In 2008 [7], introduced a
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new methodology called UFastSLAM that offers a robust algorithm based on scale-
unscented transformation. By using the scale-unscented transformation algorithm
strategy, the methodology was proposed to strengthen the FastSLAM process. In
2009 [8], a new methodology called differential evolution technique was developed
to solve the SLAM problem. Chatterjee [9] worked to use an EKF-based neuro-fuzzy
method for SLAM disorders and Ventura [10] for carrying out cell phone localization.
Most of these projects are mainly carried out using a key frame-based approach,
where if a good range of points are found in the image stream to be monitored in
the next frame, those points are marked as key points. The Harris corner detector
[11] is considered a strong key frame algorithm used in previous works. The basic
concept is to create a picture area that, if there are adjustments in all directions, may
be used for monitoring. In addition, a few more algorithms are also good at detecting
key points, such as the FAST corner detector proposed by Roston and Drummond in
2006 and the Gaussian Laplacian (LoG) blob detector, which identifies blobs on the
smoothed picture instead of corners found using Laplacian. In addition, CNN-based
SLAM [12] can be used to define the depth projections and feed data to the key frame
initializer and to fuse the semantic mark, but much of the analysis is performed using
the depth or stereo camera effectively. In particular, the expected depth map is used
as a source for the equation for Kellar’s point-based fusion (RGB-D SLAM), but due
to blurring artefacts, it lacks sharp data.

The majority of the SLAM algorithm implemented deals with single-robot projec-
tion and fixed environment. Modern SLAM innovation, however, reveals that various
frameworks have been introduced in SLAM to handle increasingly complex environ-
ments and numerous mobility of robots. From the very first SLAM algorithm adopted
to the new SLAM creation, the SLAM algorithm continues to boost and strengthen
its accuracy. Similar SLAM algorithms aim to fix and improvise numerous facets of
SLAM issues. The ultimate aim of the SLAM algorithm is to realize the difficulty of
efficient navigation, localization and mapping capable of self-exploration by vehicle
without human intervention over a period of time in complex environments.

5.3 Methodology

In this section, by reconstructing the disparity map from the single image, we clarify
the outline of the proposed system for map creation and it is combined with the
observed key frame and optical flow measurement to create the global map of the
atmosphere. Figure 5.1 details the flow diagram of the implemented methodology.

Interestingly, we explain how the depth of the image may be found when using
a monocular image. It is slow to use the CNN-based solution, and a lot of image
pre-processing is needed because of a lack of CNN information transfer. In order
to produce a good depth accuracy, we recommend a depth map on the whole frame
using deep stereo ConvNet architecture. Moreover, by calculating the pixel-wise trust
of each disparity generated, an uncertainty map is created.
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Fig. 5.1 Flow diagram of the algorithm using the deep ConvNet architecture

5.3.1 Pose Estimation

The calculation of camera poses is based on the key frame method. In particular, the
picture and predicted camera location Cy are projected onto all potentially recogniz-
able landmarks, and a warped prototype is created for each landmark from the depth
map Dy, for each key frame k; ... k, € K. The camera location C¥', i.e. the transition
between the closest point k; and frame ¢, generated by the square rotation matrix and
a 3D translation vector, is determined at each frame ¢. It was then possible to define
the intended camera pose as in (5.1).

E(CH) = Z%%) (5.1)

where p is the Huber norm and o is a function measuring the residual uncertainty. r
is the optical residual defined by unmapped pixels from 2D points to 3D coordinates.

5.3.2 CNN Architecture

Stereo fully convolutional neural network using stereo images for depth map predic-
tion. The framework is introduced using the Lasagne neural network library, and with
the aid of the newly developed batch normalization method, training time/over-fitting
is greatly decreased. The network is completely convolutional, which takes a few
stereoscopic grayscale images concatenated along the axis of the channel and outputs
a single image representing the map of depth. A series of convolution and maximum
pooling layers followed by a series of upscaling and deconvolution layers allow the
network to extract smaller-scale picture discrepancy characteristics (object edges)
and produce a smooth approximation of the larger-scale depth map (full object).
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Fig. 5.2 CNN architecture block diagram

The key advantage of this approach over other computer vision analysis approaches
(based on an explicit image difference calculation) is its robustness, in particular
the fact that it is capable of generating smooth depth map calculations even on less
field texture. Various orientations of the 3D model generated by the Blender software
tool create the images and ground truth depth maps used for preparation, validation
and research. We are using stereo ConvNet as our first step, and the first half of the
network is seen below. The mirror image of the last convolution layer is the second
half of the network, combining convolution with deconvolution and pooling with
upscaling. Since the input image consists of concatenated left and right image pairs,
it is taken as two independent images by the network. In deeper stereo ConvNet,
input stays stable, but an additional convolution and deconvolution layer modifies
the design. To collect further data, the depth of the filters is also increased.

5.3.3 Extended Kalman Filter

The Kalman filter is a popular method for fusing noise measurement of a dynamic
system to get a good estimate of current state. It assumes the system to be linear and
any dynamic model could be predicted efficiently if said system is linear. But since
most real-world problems are nonlinear systems, the extended Kalman filter (EKF)
seems to be more appropriate for handling such problems (Fig. 5.2).

5.4 Results

In this paper, we address different experiments conducted using different algorithms
to obtain state-of-the-art outcomes. We compared our findings to ORB-publicly
SLAM’s accessible outcome [13] and CNN-SLAM, both of which are used for
feature-based approaches in which one depends on key frames based on image
outlines and the other on features generated using the CNN network and classifi-
cation of images. We have contrasted our outcome with Direct Sparse Odometry
SLAM, which is a heavier computational variant of dense SLAM. As a benchmark
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Table 5.1 Depth estimation ——y 4. Our method | ORB-SLAM | CNN-SLAM
(correctly estimated) results
on mu]tip]e architectures TUM sequence 1 |14.832 0.539 12.364
TUM sequence 2 | 23.441 1.007 22.896
TUM sequence 3 | 31.361 3.012 34.763
Fig. 5.3 Depth maps Dataset ORB CNN Our Method

for our SLAM process, data from the Technical University of Munich (TUM) was
used. In the Faculty of Informatics, the data collection prepared by the Computer
Vision Community comprises 50 video sequences with a total length of more than
100 min, captured in different real-world settings—both small indoor corridors and
large outdoor areas. The findings in.

Table 5.1 demonstrates that with the exception of TUM sequence 3, our system
achieves a higher degree of accuracy in most situations. In general, we can conclude
that the stereo ConvNet does a better job of forecasting depth than the other strategies,
and we can, for example, relate this outcome to the above-mentioned benefits of using
the network relative to CNN (Fig. 5.3).

5.5 Conclusion

From our research, we have seen how the use of stereo ConvNet over CNNs has a
lot of potential in optimizing vehicle depth estimation for SLAM issues. Also, when
dealing with single-camera device constraints, depth maps acquired from the system
can be fairly accurate for use. In order to increase overall performance, potential
enhancements could require the fusion of additional sensors. The accelerometer, for
instance, will identify the vehicle’s position and path, and the gyro sensor can be
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used to preserve orientation. In order to create another series of depth map from a
single angle, additional cameras can also be used. It would be important to process
the information obtained from the other sensors differently from that of the images.
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Chapter 6 ®)
Cross-View Gait Recognition Using Deep o
Learning Approach

Jyoti Bharti and Lalit Lohiya

Abstract Walking speed is used principally to assess the status of human health.
Recent gait recognition systems often experience difficulties, including variations in
the viewing angle and enormous variations in the intraclass. For decades, computer
vision-based approaches are in great demand and more effective in clinical gait anal-
ysis. Used referenced dataset is under well-controlled conditions. Gait movement
rate is the predominant human biomechanical determinant. This paper proposes a
scientific way of determining the pattern of gait movement at a particular speed of
healthy people. Based on deep learning technology, our proposed model comprises of
a fully convolutional neural network accompanied by batch normalization and max
pooling. Proposed models on large-scale gait datasets were being extensively tested
and have been compared with the benchmark approaches. The proposed model’s
overall average accuracy is about 93.0%. Where various clothing and transport
conditions have been encountered, the method is also robust for such conditions.

6.1 Introduction

Gait is one of the most popular biometric aspects of humans because it can be bona
fide excluding subject cooperation at a distance from a lens. In the gait recognition
model, the speed difference between matching pairs plays an important role and the
gait mode of walking or running makes it more challenging. The distinctive features
of the human body, such as handwriting, voice, and gait, have been highly studied
for many years to make excellent progress in biometrics [1]. Every individual has a
particular way of walking that happens because of facilitated and worked together
activities of the skeletal muscles and sensory system. This makes the biometric step a
ground-breaking marker to decide obsessive behavior caused by actual injury, matu-
ration, or related issues. These inside and outside variables legitimately influence the
movement and activity of the body and result in walk impedance [1]. Biomechanical
examples of human movement are by and large speed-dependent, the adequacy of
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explicit development normally levels with the development speed (stride velocity is
a determining factor in the nature of phases) [1, 2].

In an average walk examination, patients perform stride preliminaries at their
agreeable speed and their step designs are regularly contrasted, and a reference
design is from a regulating information base. Nonetheless, the impact of stride speed
is commonly not represented when the step example of obsessive people is contrasted
and sound ones who do not walk at an equal speed [2].

A repeated pattern consisting of steps and strides is the gait loop. A step phase
began with one foot’s initial contact and finishes with the other foot’s initial contact.
The stride phase begins with one foot’s initial contact and finishes with the same
foot’s next initial contact, which comprises of two steps. There are two main phases
in the gait cycle: stance phase comprises of 60% of the entire gait cycle and swing
phase comprises of 40 percent of the full gait cycle. The step is the time when the
foot is in touch with the ground and the weight is borne by the limb. The swing
process is the time during which the reference foot is not in touch with the surface
and swings in the air, indicating the weight of the body is borne by the contralateral
limb [1, 3-5].

6.2 Related Work

6.2.1 Gait Recognition System

Human authentication based on gait has significant importance and a wide scope of
research. The science of recognizing or identifying people by their physical charac-
teristics is known as biometrics. One form of biometric technology is gait recognition
[5]. The authors are working on gait recognition biometric technology to analyze the
movements of body parts such as the foot, the knee, the shoulder, and so on. There
are various gait acquisition technologies such as cameras, wearable sensors, and
non-wearable sensors. Figure 6.1 demonstrates the gait recognition system.

Any recognition system is developed based on the training phase and the testing
phase. There are two approaches, such as authentication and recognition. Automatic
video processing was the basis for the first gait recognition [3, 6, 7]. It generates a
mathematical model of motion. This method is the most common and requires the
study of video samples of walking subjects, joint trajectories, and angles. In order
to perform detection, the second approach uses a radar system to monitor the gait
period that is then compared with the other samples [7].

1.Classifier
Gait Aquisition —— Preprocessing [——» Fealure Extraction ——>»| Feature Selection ——» 2.Identification
3.Recognition

Fig. 6.1 Gait recognition system
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Fig. 6.2 Gait energy image extraction

A potential solution for this issue would be to gather a few walking preliminaries
at different walking rates to construct a reference information base for essentially
any conceivable step speed [8—11]. The tedious idea of such an assortment of knowl-
edge, however, would be cost-restrictive and unviable. Scientists have suggested
regression techniques as a reachable alternative for anticipating phase limits based
on exploratory facts to resolve this barrier. The expectation data depends purely on
the normal, slow, and fast walking speeds for stable subjects but only 10% time frame
phase period when the complete step cycle was considered. [1, 2, 7, 12, 13]

The gait energy image (GEI) is an enhanced spatiotemporal feature to analyze a
subject’s gait and posture characteristics. Binary silhouette sequence normalization
was used instead of direct silhouette sequence to provide robustness. GEI can be
stated as,

Sy

=
GEI:S— E I,(u,v,s) (6.1)

I 5=

where Sy states the total number of silhouette images in the gait cycle and s is an image
number at an instant. I, (u, v) denotes the silhouette frame at an instant. Figure 6.2
shows the extracted GEI image from full gait cycle.

6.3 Proposed Work

6.3.1 Implementation Details of Proposed Model and Model
Summary

CASIA B Gait Dataset contains silhouette sequence for each of the view angle. This
silhouette sequence of images has been converted to gait energy image. So, there are
in total 13,640 images. 11 angle view * 10 categories * 124 subjects = 13,640 GEIs.
To evaluate the proposed method, all the sequences have been converted to a gait
energy image (GEI), then set of GEIs are fed to gait recognition proposed model.
Figure 6.3 shows the various GEIs under three conditions and 11 view angles.

One layer consists of a 2D convolutional layer followed by batch normalization
and max pooling in the proposed deep learning model for cross-view gait recognition.
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Fig. 6.3 GEI examples from an individual’s CASIA B dataset under various conditions from view
0° to 180° with an 18° interval. Top row: regular walking, middle row: coat-wearing, and bottom
row: bag-wearing

Conv2D Conv2D ConviD ConvzD
I Activation - Relu | Activation - Relu | 5, Activation -Relu | Dropout L
RIS * Batch Nomalization * Baich * Baich > Dense > QUL
Max-pooling2D Max-pooling2D Max-pooling2D Flatten

Fig. 6.4 Proposed model

As such, three stacks of layers are available in total. Figure 6.4 shows the design of
the model proposed. Table 6.1 shows description of the model proposed.

6.3.1.1 Convolutional 2D Layer

A convolutional layer is a part of the deep neural network that can intake an input
image, attribute importance to the different aspects/objects in the frame by learning
weights and biases, and distinguish one from the other. The preprocessing needed
for the convolutional neural network is much lower than for other classification
algorithms. The size of input image is (240 x 240), and size of convolutional kernel
is (7 x 7). The input image is downsampled, and output of convolutional 2D layer
is about (234 x 234). Output of convolution layer is nothing but the feature map.
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Table 6.1 Summary of proposed model (BN—batch normalization, MP—max pooling, and
Conv—convolution layer)

Layers Output size No. of filters Filter size Padding Params
Conv 1 234 x 234 x 16 16 7x7 1 2368
BN 234 x 234 x 16 - - - 64

MP 1 117 x 117 x 16 16 2x2 2 0
Conv 2 111 x 111 x 16 16 7x7 1 12,560
BN 111 x 111 x 16 - - - 64
MP 2 55 x 55 x 16 16 2x2 2 0
Conv 3 49 x 49 x 16 16 7 x7 1 12,560
BN 49 x 49 x 16 - - - 64

MP 3 24 x 24 x 16 16 2x2 2 0
Conv 4 18 x 18 x 64 64 7x17 1 50,240

6.3.1.2 Batch Normalization

Batch normalization helps each network layer to learn much more independently
of other layers. Higher learning values can be used because batch normalization
assures that no activation has actually went high or really low. It reduces overfitting
due to a slight regulation effect. To stabilize a neural network, it normalizes the
performance of a previous activation unit by deducting batch average and dividing
by batch confidence interval.

6.3.1.3 Pooling 2D

An issue with a feature map output is that they are sensitive to input feature position.
To fix this sensitivity, sample the function maps is one approach. Pooling layers offer
an approach to sample feature maps by summarizing features in the feature map
kernel. Pooling is needed to detect feature in feature maps. We used max pooling.
Results are pooled function maps highlighting the kernel’s most present feature. The
kernel size is (2 x 2).

6.3.1.4 Dropout

To simulate having a large number of distinct network architectures, a single model
can also be used by arbitrarily lowering out nodes during training. This is known
as dropout and provides a very inexpensive and effective regularization impact for
reducing overfitting and enhancing generalization error in deep neural networks.
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There are two sets of GEIs known as gallery set and probe set. While training the
model gallery set is used and for evaluation probe set is used. As there are 11 views,
there will be 11 models trained and tested.

6.4 Experiments and Result Analysis

6.4.1 CASIA-B Gait Dataset

This is a large multiview gait database; the information was gathered from 11 views
and consists of 124 subjects. There are three varieties of variations clothing and
carrying conditions including wide range of view angles and also consist of extracted
silhouettes.

With 124 subjects, including both genders, 93 males and 31 females in an indoor
environment, the data was gathered at 25 fps and a size of frame is 320 x 240. There-
fore, there are 13,640 sequences in total. Figure 6.5 shows how data was collected
from different angles [1-6, 14]. CASIA-B dataset contains 124 subjects; data is
captured from 11 angle views from 0° to 180° with 18° interval. There are in total

Fig. 6.5 11 angle view of CASIA-B dataset
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10 categories such as normal walking with 6 subsets, walking while carrying bags
with 2 subsets, and walking while wearing coat with 2 subsets.

6.4.2 Experimental Environment

To perform our experiment, we have used Python 3.7, Jupyter Notebook, and
Anaconda Environment. TensorFlow 2.0 is used. The dataset used is CASIA-B
dataset.

6.4.3 Result Analysis on CASIA-B Dataset

Proposed model is trained at 11 angle views, and each trained model is evaluated
against different viewing angles probe set. Table 6.2 shows the experimental results
on probe set.

It should be noted that the proposed method achieves the best recognition accu-
racies at almost all angles. This is the result of gait energy image over the silhou-
ette sequence. For evaluation of the proposed model, we compared our model with
GEI template methods, as input to model is GEIs. This are the models—Gait-Net
[5], L-CRF [15], LB [16], RLTDA [17], CPM [12], and DV-GEIs [14]. Table 6.3
shows the comparison of the benchmark approaches and state-of-the-art models with
the proposed approach with respect to some of the probe evaluation CASIA-B gait
dataset.

Table 6.2 Shows cross-view gait recognition accuracy on CASIA-B dataset

Gallery | Probe
0° 18° 36° 54° 72° 90° 108° | 126° | 144° |162° |180°

0° - 95.71 | 94.86 | 94.25 | 95.97 | 95.98 |96.03 | 95.98 |95.98 | 95.99 | 96.03
18° 95.27 |- 94.38 1 95.50 | 95.98 |95.94 |95.98 |95.94 |95.89 | 95.76 |95.72
36° 95.51 95.69 |- 91.92 | 91.51 | 90.08 | 92.39 | 94.73 | 94.79 | 95.97 |95.63
54° 93.50 92.24 |89.29 |- 77.47 | 73.39 | 75.78 | 85.42 | 90.84 | 94.45 |93.63
72° 95.62 |95.57 |95.70 |95.63 |- 94.56 | 93.65 | 94.86 | 95.57 |95.86 |95.60
90° 96.00 95.90 |96.01 [95.76 | 96.50 |— 95.99 | 95.78 1 95.99 |96.02 |95.95
108° 95.93 95.87 |96.09 |96.25 | 96.64 | 96.68 |— 96.17 | 96.11 |96.02 |95.97
126° 96.04 |95.73 |95.86 |96.07 | 96.30 | 96.44 | 96.51 |- 96.15 |95.99 |96.06
144° 93.29 |89.35 |89.71 |91.23 |90.13 | 88.09 |85.84 | 87.40 | — 90.67 | 90.29
162° 93.80 92.73 | 89.15 |84.83 | 84.35 | 83.15 | 81.94 | 86.97 |89.26 |- 94.17
180° 94.35 90.64 |88.35 |86.80 | 85.74 | 85.37 | 84.27 | 86.56 |90.72 | 95.37 |-
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Table 6.3 Comparison with under different walking view angles on CASIA-B by accuracies

Probe | Gallery | Proposed model | GaitNet[5] |L-CRF[38] |LB[37] |RLTDA [17]
54° 36° 91.92 91.6 93.8 92.7 80.8
54° 72° 95.63 90.0 91.2 90.4 71.5
90° 72° 94.56 95.6 94.4 93.3 75.3
90° 108° 95.99 87.4 89.2 88.9 76.5
126° 108° 96.17 90.1 92.5 93.3 66.5
126° 144° 87.40 93.8 88.1 86.0 72.3
Mean 93.61 91.4 91.5 90.8 73.8

Table 64 Compar.ison of Methods Average accuracy (%)

recognition cross-view

accuracy on CASIA-B dataset CPM [12] 24.1
GEI-SVR [13] 422
CMCC [18] 439
ViDP [19] 45.4
LB [16] 56.9
L-CRF [15] 67.8
Gait-Net [5] 81.8
DV-GEIs [14] 83.4
Proposed model 93.0

It should be noted from Table 6.2. The average accuracy of the proposed model is
around 93.0%, which outperforms the GaitNet with 12.2% and DV-GEI with 9.6%.
Compared the output with state-of-the-art methods like L-CREF, use GEIs instead of.

Silhouette sequence as an input to the model, this is another proof that our gait char-
acteristics strongly illustrate all major gait variations. Table 6.4 shows the comparison
of cross-view recognition accuracy on CASIA-B dataset.

6.5 Conclusion

The deep learning approach is proposed in this paper. The proposed method can
efficiently extract spatial and temporal parameters. In this model, we fed gait energy
image (GEISs) as input to the model rather than gait silhouette series. This method is
efficient than conventional methods. The gait energy image keeps the dynamic and
static facts of a gait sequence, although time is not properly considered, this is the
one limitation of the proposed method. The proposed model is robust in variations
including obstructive objects, clothes, and viewing angles. Eventually, gait awareness
develops stronger. Our model was tested on a broad CASIA-B dataset. Max pooling
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layer is used to adapt the spatial information, improving the mapping efficiency.
Recognition results obtained demonstrated our model’s dominance over well-known
approaches.
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Chapter 7 ®
An Overview of Electrical Load Geda
Classification and Prediction Methods

Mncedisi S. Figlan and Elisha D. Markus

Abstract For decades, the topic of load prediction has existed, and various
approaches have been followed to achieve adequate results. Most of these tech-
niques are based on a traditional or contemporary method. This article describes a
compacted background of scientific work by engineers and compares traditional and
new methods with the short-term electrical load prediction. Here, six various ways of
predicting loads and their short outline are discussed. Every technique gets its own
methodology; all the positive and negative aspects are covered, and the benefits and
drawbacks listed. Suggestions for future research and observations are made.

7.1 Introduction

As electrical system networks grow steadily and their complexity increases, many
elements have played a vital role in the generation, demand, and administration of
electrical energy. For simple power plant operations, forecasting is aimed to assist
planners make informed decisions on unit involvement, hydrothermal coordination,
interchange reviews, and safety assessments, etc. Statistical approaches or intelligent
systems, such as system of experts, fuzzy logic, neural networks, and regression, are
used in a large number of prediction models [1].

In generalisation and mastery of nonlinear relationships between variables, artifi-
cial neural networks (ANNs) have proven to be successful, and therefore, ANN-based
strategies are frequently preferred for short-terminal load forecast (STLF) problems.

Typical models of load prediction can be divided into two main groups: dynamic
and daytime models. A technique that is non-dynamic is the time-of-day model,
expressing the load as a specific time series which is based on the forecasting method,
predicts that each of the forecast day value will fluctuate from hour to hour. The
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dynamic model, on the other hand, recognises that the load is affected not only by
the daytime, but also by the load’s past behaviour. Based on various variables such
as time, weather, and customer classes, the load can be mathematically represented.
In a standard optimization method, the predicted electricity use is provided by

L=L,+L,+L,+L, (7.1)

where L is the estimated total load, L, is the normal part of the load, Lw is the

weather-sensitive part of the load, L, is a special event component that causes a

major deviation from the standard load pattern, and L, is a complete random phrase,

which is the noise component. Prior findings indicate that good forecasting results

can be achieved by taking energy prices into account in mathematical equations.
The expression of a multiplicative method can be expressed in the form

N

where L, is the normal (base) load, and the correction factors F,,, and F, positive
numbers that may increase the overall load or decrease it. Such modifications are
established on current weather (F,,), special events (Fy), and random fluctuations
(F',), including factors such as the price of energy or the growth factor of load.

The approaches used for load prediction are the same day approach, models of
regression, fuzzy logic, series of time, artificial intelligence, learning from statistic
approach, and expert of systems. Such approaches can be categorised according to
their statistical analytical levels in the forecast models.

Methods of regression

Series of time

Daytime techniques

Similar day method

Stochastic time series structures

System focused on intelligent networks (using GA and ANN).

7.2 Load Prediction Techniques and Comparison

7.2.1 Methods of Regression

This is among the most widely used methods for predicting electrical load. By
defining a mathematical equation, regression methods attempt to model the connec-
tion between the influencing factors such as changes in climate and day form and
electricity load frequency. Regression is a commonly used statistical approach that
is relatively simple to implement. Regression is utilised to represent the relation-
ship between electricity use and other variables such as temperature, day types, and
customer groups. Such a method is based on the assumption that a standard pattern
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based on loads and a design can be divided linearly based on such load-influencing
factors. The regression-based algorithms, with a high computational load and lengthy
computational time, are of high complexity.

The expression is

L(t) = Ly(t) + ) _ aixi(1) + &(t) (7.3)

i=1

where L, () is the normal or standard load at time ¢, a; is the estimated slowly varying
coefficients,x;(¢) are the independent influencing factors such as weather effect, (¢)
is a white noise component, and N is the number of observations, usually 24 or 168 h.

7.2.2 Series of Time

The time series strategy can be described as a successive collection of data, such
as hourly, or weekly loads, calculated over time. The fundamental principle of fore-
casting is to first establish as accurately as possible a format recognition of accessible
information and then to calculate the forecast values using the approved model with
respect to time.

Methods of time series assume that the data have an internal structure like auto-
correlation, pattern or seasonal change. The first impetus is the precise assembly of
the available data to fit trends, and the time value predicted using the given model.

The model’s specifications can be defined as

Ly=L,t)+S®)+Rt) t=...—1,0,1,2 (7.4)

where the normal load value is denoted by L, (¢), the seasonal term is S(7), and the
abnormal or random part is R(?).

7.2.3 Daytime Techniques

The simplest type of load prediction is this method. The model forecasts the current
week’s load based on the previous week’s actual load trend. In addition, a series
of electricity usage are stored for typical week with different weather conditions.
To establish the prediction, they are then integrated computationally. The model’s
formula could be expressed as

L(t) = Lo(t) + Y _ai fi(t) + £(1) (1.5)

i=I



58 M. S. Figlan and E. D. Markus

where load at time ¢, I:( t) is known as the sum of explicit time functions, f;(t)
normally sinusoids for 24 h or 168 h based on the lead time,a; are coefficients that
differ slowly based on time, and &(¢) is an error term.

7.2.4 Similar Day Method

The “similar day” method takes into account a “similar” day in the historical data
to the one predicted. It is routinely implemented in industrial applications due to
its simplicity. The similarities are typically based on the patterns of calendars and
weather. A linear combination or regression method that involves many similari-
ties on the days can be the forecast. A similar days’ approach can be formulated
using the Euclidean norm. The load is taken by this model as a row vector, wherein
adjusted parameters are used to test the similarity between the predicted days to search
previous days. Assume the vector X = [x{, X2, ..., X,]€ R", then the equivalent
Euclidean norm can be defined in R" space by the formula:

Ixl| = y/xF + -+ +x2 (7.6)

7.2.5 Stochastic Time Series Structure

The methods of stochastic time series are based on the assumption that data have an
internal structure such as trends or autocorrelation. The methodology for time series
techniques is created on the basis of the past load data. The future load is then forecast
based on the developed model. Reference [2] developed a method to face problems
with stochastic composition optimisation with two expected value functions. An
inner goal function was incorporated into an outer one by the approach.

In relation to its previous value, the method of the stochastic time series presents
the existing load linearly, and the zero mean and variance white noise sequence,
contrasting with the classic forecasting techniques.

The backshift operator is introduced by this representation and enables the tech-
nique to partially control the difficulty of complex load prediction. The prototype is
shown as

X =0ix—1 +0ix—0 + Q’p-xt—p + & (7.7)

where the actual load value is x;, x,_; and x,_, are the past values of the load, and &,
is a zero mean white noise. A backshift operator is the basic concept of this method.
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7.2.6 Systems Focused on Intelligent Networks

The thread that unifies so many different concepts are woven from the interpretation of
the intelligent system. In practice, an intelligent system is used to comply with some
or all of its computer requirements by means of artificial intelligence (AI). Many
studies have shown that intelligent system methods are superior to load forecast
models. Some of the widely used artificial intelligence strategies are now discussed
briefly in the following section.

Neural Network based on Artificial Systems

An artificial neural network (ANN) is a computational model built on the biological
neural system. The network comprises interconnected memories and arranges data
using a generative computing technique. Neuron-distributed simulation results in
intelligent outcomes. The ANN structure learns to complete the required function
using specialised training principles directly from examples. Figure 7.1 illustrates
the basic structure of an ANN process. This technique is mostly seen as an integrated
approach that adjusts its design on the basis of external or internal network data
during training.

A Multilayer Perceptron

Figure 7.2 shows a network establishment of a three-layer feedforward system.
The inputs are fed and multiplied by interconnection weights into the input layer,
before moving to the next layer, and then passed through an activation function.

Expert (Methods) Systems

This approach is using high-level machine learning. It is built by computer program-
mers and specialists by means of close interactions and experience. The scientific
objective of Al is to grasp intelligence by designing software applications that show
inventive behaviour. The ideas and techniques for computer reasoning or symbolic

Target

Input Output
= ] ANN Compare

Fig. 7.1 Simple structure of ANN
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Fig. 7.2 Single hidden layer
and multi-output
feedforward neural network

inference are addressed and how the information used to generate these results is
depicted inside the machine.

The basic principle here is the manipulation and encapsulation of high-level
information to emulate an expert’s behaviour.

Expert systems or knowledge-based expert systems (KBES) are recent heuristic
techniques resulting from progress in the artificial intelligence (Al) field. No specific
technique structure or historic pattern is needed for the ES.

Once the electricity use and the variables that impact it are identified and extracted,
expert systems can apply a parameter-based rule. This rule is of the form “if-then”,
plus some mathematical expressions. This rule can be used on a daily basis to generate
the forecasts.

Fuzzy Approach

In the growth of fuzzy set theory, the use of the term “Fuzzy Logic” became
widespread during the 1960s. A fuzzy logic model is a logical-mathematical mech-
anism that imitates the human viewpoint in the simple machine form based on an
“if—then” rule structure. There are typically four modules in a fuzzy rule structure:

(a) Input fuzzification—which changes the “zingy” input method to a fuzzy one.

(b)  Fuzzy rules—if—then logical rule that connects the input and output variables.

(c) Fuzzy inference—a system that illustrates and incorporates the effects of rules.

(d) Output defuzzification—the tool that converts the fuzzification into a fuzzy
output number.

Developmental Computing

Recent STLF literature indicates that one of the appropriate methods is the genetic
algorithm (GA), particularly for optimising the network model of load prediction.
The dependency on earliest conditions, lengthy preparation, routing protocol config-
uration, etc., are most of the disadvantages associated with conventional experts
computing and can be easily solved using this method.
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It was deemed appropriate to provide a brief introduction to the theory behind the
method due to the expected dominance of GAs in STLE.

Optimization Based on Genetics
A number of straightforward optimisation problems can be solved using the basic
regulations based on back propagation rules. Nonetheless, their efficiency falls
quickly as problem complexity increases. Other disadvantages include problems
such as lengthy instruction time, one-point quest, weighing, and reliance on earliest
conditions. The genetic algorithm (GA) is, however, seen as a backup solution.
The first discovery of this method was by John Holland at Michigan University
in the mid-1970s. The key concept was to develop artificial systems that main-
tain natural systems’ robustness and adoption properties. Since the beginning, other
researchers have enhanced these methodologies, and in various fields (business,
research, engineering, etc.), they are now commonly used to resolve a spectrum
of problem maximisation outside the reach of conventional toolbox multiplication.
In a given N-dimensional potential number of solutions, GA emulates physiolog-
ical mechanisms to run a selection of mechanisms. Through a given search space
for an optimisation problem, one must try to determine the right answer. Darwin’s
evolutionary theory (survival of the fittest) inspires the idea behind the GA concept.

7.2.7 Comparison of Approaches

The papers that are viewed show a number of solutions that are based on load predic-
tion problems related to different approaches, specifically for short-term load predic-
tions. Therefore, a global boundary has been made between the limitations of different
techniques, and the approach proposed may be an ideal attempt.

Different academics show that the literature uses various techniques to respond
to a load forecast. To compare the accuracy of ANN prediction using a time series
model, Ref. [3] implemented a feedforward, multilayer neural network model. The
model based on ANN gave fair results. The validity of the forecasting models mainly
depends on the training and the prediction time.

In [4], in aload forecasting model, the authors evaluated the influence of electricity
prices. For areas with sudden adjustments in the energy tariff, this evaluation would
typically be ideal because it greatly affects the predictive accuracy. The relation
between load and price is highly nonlinear and difficult to model. And more so,
a supervised model based on the neurotic network was used to predict the load in
the Nigerian national grid in [5]. However, due to environmental conditions, the
analysis did not consider the impact of climate, so the accuracy could be enhanced.
One must be mindful of the number of the neurons to be included in the hidden
layer as excessive neurotics can result to overspecialisation and consequently losing
generalising ability. However, Ref. [6] built a model with regard to the weight-space
probability distribution (pdf) function. This formation solves a few of the modelling
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instabilities, so further progress could thus improve forecast model efficiency. It is
important to establish inconsistency in model inputs.

In addition, Ref. [7] proposed a multi-context artificial neural network feedforward
and feedback (FFFB-MCANN) as a realistic load forecasting approach. In order to
achieve improved accuracy, they suggested using the rate values rather than the
absolute. Recurrent ANN models are difficult and often need excellent training.

7.3 Conclusion

A comprehensive literature review was conducted on current load prediction
methods. In addition to this, a comparative analysis of some specific models was
conducted. The study reports on comparisons of intelligent system-based structures
with traditional methods of load forecasting were compared. Ideally, such evaluations
are meant to show the strengths of classical ANN-based models and pay less interest
to the limitations of modern devices. A majority of papers analysed have not specif-
ically highlighted the emphasis on network model optimisation, and therefore, it is
immense that similar model network groups are evaluated and network optimisation
for load prediction is explored. Research also stated that intelligent system-based
models outperform classical methods, so an ANN method is used for this project.

In comparison, a number of artificial neural network models have some disad-
vantages including long training times, reliance on input values and the design of an
optimised system architecture for better load prediction are the three main problems
encountered. ANN was used to forecast the load at Transnet Port Terminal (TPT) in
East London, South Africa.

7.4 Future Work

In particular, the focus of the project was limited to off-line training. However,
certain problems need to be dealt with during the model creation process for real-
time applications. The fact that the historical load curve and the weather data have
bad data (outliers) can adversely influence the accuracy of the prediction.
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for Collaborative Humanoid Robots

Teboho Ntsiyin, Elisha Didam Markus, and Lebohang Masheane

Abstract The demand for everyday humanoid robots is growing, as well as the ease
of their use. It is therefore imperative that these robots use their energy as efficiently
as possible in order to ensure maximum operation. This paper lays out the different
methods of actuation used in driving humanoid robots as well as the necessity for
human-robot collaboration (HRC). The study presents various methods that have
been used by different researchers for robot actuation as well as advantages and
disadvantages of some of the commonly used methods. Furthermore, the research
discusses results found by different studies based on their preferred method of actu-
ation whether its hydraulic, pneumatic, or electric. Findings show that hydraulic
actuation for robots seems to be the more viable solution for the actuation of legged
robots as the system has the highest load capacity compared to other systems with
one of the studies showing up to 60% reduction in operator load by using a robot
that can operate in either active or passive mode depending on the operator’s needs.

8.1 Introduction

Human-robot collaboration (HRC) is a topic that is spreading widely in the research
community as well as in the industrial world. This trend has pushed researchers to
find robots that can handle high payloads as well as do repetitive tasks. There are
still some hurdles that are faced in human-robot collaboration. One of the problems
is the interaction and communication between human and robot resources, and the
other is increasing the energy density of these robots. There are various methods
used for robot joint actuation in robots to tackle these problems, and three of the
most common ones are electric motor actuation, pneumatic actuation, and hydraulic
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actuation while others that are not very popular include soft actuators and memory
alloys though these are used in micro- and macroapplications [1, 2]. For many years,
majority of robots that have been developed were driven by electric motors though
recent in years research has shown that these robots have a low power density as well
as small output torque and that a combination of electronics and hydraulics in robots
comes with advantages such as lightweight, small volume, high torque, low cost, high
speed, and bearing capacity [1, 3]. This is a research field better known as electro-
hydraulic manipulation. Electro-hydraulic systems have been around for many years,
though they were widely used only in heavy-duty machinery such as forklifts, exca-
vators, tractor loader backhoes (TLB), and many other industrial machineries [4].
This trend has proved that the need for machines and systems that can assist humans
in their daily lives has and will always be there. As humans, we have always tried
finding ways in which we can make daily tasks easier and much faster, and this can
be traced back starting with the invention of mechanical power transmission that
employs various kinematic mechanisms such as belts, chains, pulleys, bar linkages,
and gear systems which are driven by a manual motion from human, animal as well
as environmental sources such as wind and water [2]. This trend continues as we
see more research going into robots that can assist and even replace humans in their
day-to-day tasks. These robots include assistive mobility robots, hazardous environ-
ment robots, prosthetic robots, medical robots, manufacturing robots, construction
robots, and even cooking robots. Today, assistive mobility is one of the fields of great
interest that is discussed when it comes to HRC. This is a field that emphasizes the
importance of developing devices that can support and aid the elderly in their daily
lives as the human race is an ever aging society [5].

8.2 Analysis of Different Actuation Method for Different
Robot

In this section, three of the most common types of actuation, namely hydraulic,
pneumatic, and electric actuation will be discussed. Table 8.1 shows the advantages
and disadvantages of using these three methods.

Though hydraulics are only trending now, they have been around even longer than
electrical systems. They can be traced as far back as the 287 BC though they only
became more popular during the eighteenth century when the London Hydraulic
Power Company was set up to provide water hydraulic systems that would power
theatrical scenery, lifts, and other systems. Figure 8.1 shows the trend in hydraulics
and the two types of hydraulics that have been used throughout time.

Since then the use of hydraulics has been on the rise and a lot of advancements
have been made in the hydraulic technology that has made hydraulics the go-to
option when it comes to joint actuation. For this, an electro-hydraulic actuation
system (EHAS) is designed for the specific robot. In an EHAS, a single electric
motor is used to drive a fixed displacement hydraulic pump which in turn drives
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Table 8.1 Advantages and disadvantages of using these three methods

Actuation method

Advantages

Disadvantages

Hydraulic * Small components with predictable | * High maintenance cost due to
power output to pass massive regular fluid change and filters
power * More prone to failure due to oil

* Actuators can be controlled with leaks
high precision * Aeration which occurs from air
» Has the ability to move even under | entering the system can cause
high initial loads foaming and erratic actuator
* Under varying loads, it creates movements
even and smooth motions since the | « Can be expensive to purchase
fluids are not compressible and * Rapturing of high pressure lines
valves can control flow rates can cause injuries
accurately * Performance can be affected by
« It provides consistent power temperature changes
compared to pneumatic systems at
moderate speeds
* Heat can be dissipated easily and
quickly
Pneumatic * More efficient and cheap to use as | * Less powerful than hydraulics

they use air, which is abundant and
can easily be stored and
transported

Can operate at very high speeds
No risk of leaks that can be messy
Cheaper than hydraulics

Safe to operate

Can function in harsh
environments

* Generate a lot of noise during

operation

Due to air being compressible

pneumatics are less accurate

* Before use, air needs to be cleaned
by removing water as well as any
dust particles

Electrical motor

» Easy to use and integrate than
pneumatics or hydraulics

High level of precision and control
Safest method of actuation

Costs less to run as well as to
maintain

Easy to connect and assemble with
only a few wires

They can be modified for almost
any purpose or force requirements

* More likely to overheat during
operation

 Average failure rate can be high

Increased wear of reduction gears

* Some electric actuators can have
difficulty holding a locked position
and some issues with backlash

the hydraulic actuators controlled by the hydraulic servo valve [6]. Sakurai (2000)
discusses the use of a load sensing hydraulic system as its one of the most effective
systems of energy saving in hydraulic systems [ 7] while Zhang [3] proposed a method
of optimizing and improving the stability of electro-hydraulic robots by analyzing the
driving system of these robots. In the latter, the proposed system was able to satisfy
the use of multiple actuators at the same time without interference while having load-
sensitive function in pressure, being energy efficient and has the ability to respond
quickly. The migration into hydraulics will however require among many things the
development of new components that do not exist yet such as new cylinders, drive
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systems, and other different components that will be used specifically for robotic.
Such works have been observed in many hydraulic robot designs such as BigDog,
Hy-Mo, IHEA, ISAv4, and ISAv4 to name a few. Authors in [8] discuss a novel,
highly integrated hydraulic servo actuator with an additive manufactured titanium
body. In this paper, two versions of the actuator are discussed; these are integrated
servo actuator (ISA) developed by Moog in collaboration with IIT. The first version
of the robot was designed to fit into the HyQ quadruped robot, weighs 0.92 kg, and
has a maximum force of 4 kN while the second version was for the HyQ2Max, weighs
1.15 kg, and can produce a maximum force 6.2 kN. Its body is made of titanium allow
through the use of additive manufacturing (AM). These smart actuators incorporate a
lot of components all builtin, which are a hydraulic cylinder, servo valve, sensors such
as pressure sensor, position sensor, temperature sensor as well as all the electronics,
communication module, and overload protection. Figure 8.2 shows the design of
the cylinder discussed above [8§—10] and discusses a design solution of efficient and
compact electro-hydraulic actuators. The actuator as shown in Fig. 8.3 has an overall
size of 300 mm x 90 mm x 70 mm with a maximum force of 2000 N and a maximum
travel speed of up to 20 mm/s.

Some researchers are now are trying to replace traditional hydraulic actuation
systems to electro-mechanical actuation systems (EMAS) due to the ease of use of
the system. An EMAS system is one that uses gearbox to lower the actuation torque
to allow the use of small electric motors [10] and further discusses the efficiency as
well as the limitations of EMAS. One of the downsides of using this system is that
the gearbox increases the overall weight and size of the system as well as having
some disadvantageous effects on the overall performance of the system since the
inertia will be recognized from the motor. The performance of a hydraulic system is
influenced by the controlling servo valve in the system. Due to this, it is important
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Fig. 8.2 CAD rendering of the ISA v2 with a cut-out section to illustrate the main features of the
actuator and integrated components [8]
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Fig. 8.3 Design of a compact EHA system proposed in [10]

that the servo valve is of high quality and has accurate control with precision feed-
back. Moreover, the control system needs to be properly designed to ensure that the
maximum overshoot of the system is less than 5% with. [11] A nozzle flapper type
2 stage valve with spring mechanism for spool feedback is used. The valve has a
flow rate of 63L/m @ 210 bar and has a current consumption of 40 mA @ 10 VDC.
Position sensor has a maximum travel of 1 mm with a resolution of 1 wm. The setup
can be seen in Fig. 8.4. The experimental results showed that a PID control system
can drastically improve the control performance as well as the frequency response
of hydraulic systems. In addition to this, oscillations within the system can be solved
by including a low pass filter.
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Dongyoung Lee discusses the design of an electro-hydraulic exoskeleton, and
the layout of the system as shown in Fig. 8.5 shows the components used in the
design of the exoskeleton robot. The system uses an EHA system for actuation, with
hydraulic cylinders used for the joints [12]. The authors, however, address issues
faced in traditional EHA systems. According to the authors, these systems have a lot
of internal leakage during operation which decreases the overall efficiencies of the
overall system. The main components responsible for this are the solenoid valve and
the gear pump. By designing a new type of pump that can change fluid direction as
well as having higher efficiencies over traditional EHA systems, the pump designed
is a variable speed piston pump that was further integrated into a combined system
with the pump, actuator, and motor as a single system.
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Fig. 8.5 Control of an electro-hydraulic actuator system for an exoskeleton robot [12]

8.2.1 Electric Systems

Electrical motors serve as the main drive system of most robots that exist today.
Several techniques are used as actuation when using electric motors, and they can
be achieved through the use of servo motors, stepper motors, brushless DC (BLDC)
motor, and EMAS [6]. Different manufacturers use one of the above or a combination
of them to achieve actuation in their robots. KUKA has nearly 40 years of designing
and manufacturing industrial robot arms. The first robot arm to use the six axes was
the FAMULUS robot which is now set as their standard. The six axes of the robot
are as electric motor driven even up to date with their latest robot designs [13]. Since
the development of their first robot, industrial robots have been dominant in large
industries and have further become much faster, more efficient, more accurate, and
most important of all, more accessible and affordable. The main focus of these robots
is more accuracy and repeatability for manufacturing. In 1996, Honda announced
the development of its first ever humanoid robot with two arms and two legs and the
robot named P2 [14]. Its research had begun 10 years prior, and the desired goal was
to develop a robot that can coexist and collaborate with humans and do tasks that
humans cannot do. P1 has 30 degrees of freedom, and each joint is controlled with
a servo motor. The latest design from Honda is ASIMO. After the development of
the P1 robot, Honda developed several other robots P2, P3 before releasing its latest,
ASIMO. The actuation systems that these robots use have been investigated, and
results have shown that they have a very low power density which more than often
results in poor load capacity, low speed, and limited strength. Due to these factors,
developing practical legged robots is still an issue. Moreover, these factors play a
huge role in the overall performance of any type of robot and thus need to be resolved
if a perfect robot is to be built [1]. Another major key in developing a good humanoid
robot is to develop a system that can drive the robot with a minimum cost of transport
(COT) as possible. COT can be defined as the power consumption divided by the
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weight, multiplied by velocity [15]. The main advantage of using electric motors over
any other system is the ease of use, as the wiring can be simplified a lot depending
on what motor is used; moreover, higher accuracies and precision can be achieved.

8.2.2 HRC

As the need for human assisting devices increases, several studies have been
conducted to determine suitable interaction strategies to assist humans. These studies
showed that the one thing needs to be determined in order to build a meaningful robot
that can assist humans to find out how people perform under load while being assisted
or working in collaboration with a robot. This study focuses on a design system for a
collaborative humanoid robot that can work remotely from the human by mimicking
all the human motions.

A study conducted by Tanim discusses the development of ARMAR-6 which is a
collaborative humanoid robot for the industrial environment. The main purpose of the
robot is to perform maintenance tasks in warehouse environments. The robot works
by aiding and supporting technicians that perform maintenance tasks; thereafter, the
robot then recognizes that the human worker needs help and will then provide the
appropriate assistance. ARMAR-6 is mainly constructed using electric motors of
different sizes to achieve 27 degrees of freedom. The robot stands 192 cm high and
has a width of 310 cm. It can further stretch 40 cm more in height using its prismatic
joint actuator situated in its torso. It has three different actuators that are custom
designed and contain a brushless DC motor each. The motors can only achieve a
payload capacity of 10 kg per arm with torque capacities of 176 Nm, 123 Nm, and
63 Nm, respectively. The actuators are then powered by a 48 V power unit. The
overall weight of the robot is 162 kg without a battery pack with a nominal power
consumption of 460 and 1050 W peak (Fig. 8.6).

The robot is artificially intelligent and thus does not require any human input for
control. Robots such as this one need to comply with Asimov’s three laws of robotics
which state that:

1. Arobot may not injure a human being or, through inaction, allow a human being
to come to harm.

2. A robot must obey the orders given to it by human beings except where such
orders would conflict with the first law.

3. A robot must protect its own existence as long as such protection does not
conflict with the first or second law.

As the robotic industry is growing more rapidly than ever, more research is being
done to find better and more effective ways in which humans can not only work
alongside robots but can quickly and easily program industrial robots. Research has
shown that the programming phase of robots can be long and time consuming espe-
cially in industries that need to constantly change their manufacturing environment.
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Ferraguti discusses a software control architecture to obtain human—robot cooper-
ation during the programming phase of a robotic task. The method discussed is a
walk-through programming which is a method that enables humans and robots to
coexist in the same workspace and cooperate to achieve a common task. This method
of programming can easily be achieved and is done by manually guiding a robot to
teach it a specific task [16]. As mentioned previously, the approach taken in this
research focuses mainly on creating a software platform that can be used on existing
industrial robots to convert them to collaborative ones. Newer robots however are
built with this in mind and thus require no additional software.

There are still a few factors that need to be taken into consideration for effective
human-robot collaboration, safety being on the top of the list. In addition to this, a
properly designed intuitive user interface that will take full advantage of both robot
and human abilities being high levels of accuracy, speed, reliability from robots
together with flexibility as well as cognitive skills of humans. In [17], three different
types of human-robot interactions are discussed and can be seen in Fig. 8.7.
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A 2016 paper by the international federation of robotics (IFR) studied at the trend
of industrial robots for 4 years and found out that industrial robots increased annually
by an average of 13% with a final estimate of 2.6 million industrial robots at the end of
2019. Furthermore, other researches showed that the automotive industry showed the
highest demand of industrial robots with the electronic industry showing the second
highest demand. This is because of the affordability and ease of use of collaborative
robots [18].

Statistics of the Occupational Health and Safety published by the department
of health in the US department of labor indicate that more than 30% of European
manufacturing workers are affected by lower back pain, and this results in enormous
social and economic costs. It is for this reason that some researchers have embarked
on a quest to designing assembly line robots for workers that will reduce ergonomic
concerns that arise due to on-the-job physical and cognitive loading, while at the
same time improving safety, quality, and productivity [17]. Cherubini [19] conducted
a study on a Peugeot Citroén assembly line, where Rzeppa homo-kinetic joints are
manufactured and the process still utilizes manually labor. In the study, they found
that the workers were experiencing muscular pains and further showed that this part
of the assembly generated more musculoskeletal disorder (MSDs) than any other part
of the assembly. Furthermore, due to the complexity of the manufacturing process,
a human worker could not be replaced and thus the researchers found this would be
the ideal scenario for collaborative humanoid research and so they proposed a novel,
collaborative human-robot design that would outline the following [19]:

e A framework that would successfully manage direct physical contact between
robot and human as well as between robot and environment

e A robot that alternates between passive and active behaviors during assembly to
lighten the burden on the operator when in passive mode and to comply with the
operator when in active mode.

e The approach taken should apply to standard robots, as well as non-torque-
controlled robots.

The results of this research indicate that the proposed system reduced the operator
load by about 60%. However, the system’s cycle time was much slower than that of
manual assembly and the solution to this problem would be to increase the number
of robots a single operator interacts with. This would result in high installation costs
but will reduce MSDs injuries and associated costs [19] (Fig. 8.8).

8.3 Discussion

Extensive research has been done through the literature survey shown above, and
based on this, it is evident that research in robot actuation is still on going as
the need for robots increases steadily. From pneumatics, hydraulics, EHAS, and
EMAS, various authors have shown that robot actuation is of high importance and
that replacing humans in with robots in a workplace is not always the best automation
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solution, but rather a combination of both in some instances is a necessity. Further-
more, one of the key features to designing a good robot that will be human-friendly
in the same workspace is designing a robot with the ability to have back drivability of
the actuators. This enables users of the system to be able to move the robot joints with
ease while not causing any harm to the robot joints. Moreover, these studies have
shown that hydraulic actuation for robots seems to be the more viable solution for the
actuation of legged robots as the system has the highest load capacity of all the above
systems, although it still carries the problem of difficulty in designing and manufac-
turing the necessary parts as the manufacturing processes can be tedious. Hydraulic
systems do promise much stronger robots with a small form factor, and for this, new
manufacturing technologies such as additive manufacturing are now being used in
the manufacturing process of most robotics as more complex and efficient designs
can be achieved at a scale of manufacturing that has never been done before. This
technology is becoming better and more accessible than in the past. From heavy-duty
machinery, exoskeleton robots, to legged robots, hydraulics have come a long way
and will continue to improve actuation in everyday machinery and robotics. On the
other hand, implantation of HRC and EMAS introduces robots that are lightweight
and are more powerful while being compact. The issue that is currently faced with
EMAS is that back drivability is difficult to achieve due to the design principle of
these systems, and as mentioned, back drivability enables ease of use for the robot.

8.4 Conclusion and Future Work

This paper set out to analyze and compare the different actuation methods used to
drive different humanoid robots, as well as realizing the importance of HRC. Though
the debate continues as to which actuation methods are the best for humanoid type
robots, more and more researchers are migrating toward EHAS. These systems bring
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about more capabilities in robots that could not be achieved with electrical systems.
To summarize, more powerful robots with a small form factor could be built as well.
Moreover, with the availability of technologies such as additive manufacturing, new
design method has been achieved to design actuators that could not be designed with
traditional design methods like those designed in [8] and [10]. On the other hand, the
researchers still recommend in-depth research to still be conducted before designing
any form of robot, as requirements may differ from robot to robot. When it comes
to robot control, different researchers are still working to finding more robust and
energy-efficient ways, as well as a user-friendly control system for robots. The future
direction of this study aims at designing more viable and compact hydraulic systems
that can be used for assistive mobility as well as finding better and cheaper solutions
for designing robots that can lift heavy, while having a small foot print and can be
controlled with ease.
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Chapter 9 ®)
Gesture Recognition-Based Interaction oo
with Smartwatch and Electric

Wheelchair for Assistive Mobility

and Navigation

Elisha Didam Markus, Teboho Ntsinyi, and Eric Monacelli

Abstract Smartwatches are becoming increasingly accessible to end users, thereby
placing the power of mobile technology at their fingertips. On the other hand, elec-
tric powered wheelchairs are designed to assist people with mobility impairments
to move with ease. However, people with cognitive difficulties may not be able
to navigate the wheelchair as required and may require additional support from
wearable devices. This paper presents a gesture recognition-based navigation for
the wheelchair using a smartwatch. Users are able to navigate the wheelchair using
gestures that would be easily interpreted by the smartwatch. This capability opens
up new mobility possibilities never before envisaged.

9.1 Introduction

Wearable devices like smartwatches are becoming increasingly popular and more
accessible with improvement in technology and a reduction in their cost. These
watches are equipped with various sensors such as gyroscopes, heart rate monitors,
blood sugar monitors, ECG monitors, etc. As they are interactive in nature, they
enable their users to make calls, send messages, take photos, and just to mention
a few. Recently, researchers are taking advantage of the ubiquitous nature of these
devices to improve on existing technologies such as smart wheelchairs.
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It has been reported that the wearable technology market is growing fast. This is
reflected by a similar rapid growth rate of smartphones and their respective connectiv-
ities. According to the report Universally, the wearable electronics market is expected
to reach US$19 billion in 2020 [1].

This paper presents a study on the use of a smartwatch for assistive mobility.
The next section discusses related work in the area of the use of wearables for smart
devices and also in monitoring systems. Section 9.3 discusses the system architecture
of the proposed design. Section 9.4 presents the results of the study and is followed
by the conclusion of the paper.

9.2 Related Work

In recent times, smartphones have evolved with many capabilities. This is so as
they are now equipped with various sensors and abundant connectivity. These capa-
bilities have endeared many researchers to unravel their potential. In some cases,
smartphones have been used to gather environmental and location data for various
purposes. Smartphones have also been widely used in sports and fitness activities to
record activities in real time. Other studies have reported their use in health care such
as in gathering data for diagnostic and monitoring purposes. Other applications are in
assistive mobility such as to help wheelchair users gather data for health applications.

Early attempts to use smart devices to improve wheelchair use includes [2] where
the authors designed a smartphone application to evaluate and advance accessi-
bility for wheelchair users. Their proposed system employed a dedicated smartphone
application that records many sensor measurements and also allowed for obstacle
avoidance.

Then, the information gathered from accessibility is conveyed on maps which
could compute the most reachable route for the users while of the wheelchair taking
into account their respective personal information and abilities.

Figure 9.1 gives a summary of various wearable devices and their applications.

In this paper, gesture implementation and control are classified into smartphone
and smartwatch use cases.

9.2.1 Gesture Control with Smartphone

Smartphones have been popular in gesture-related control of wheelchairs. For
instance, in [4], a new application of leap motion sensor in wheelchair navigation was
explored. The wheelchair navigation system was designed to assist amputee users,
stroke, and rehabilitation patients. The system was able to eliminate the reliance
on finger movements for patients who are paraplegic. More so, the system did not
depend on the use of gaze and, hence, did not also require voice or gesture control.
This created more independence for the users with specific medical conditions or
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Fig. 9.1 Overview of wearable devices and applications [3]

for those undergoing rehabilitation or treatment. Their results demonstrated a low
latency in wheelchair command to action, which allowed for a better control for
its users, thereby reducing the incidence of control-related accidents. More so, the
wheelchair navigation system did not require Internet connection, which allowed
for more autonomy in range for wheelchair users as compared to other available
cloud-based models.

In [5], a smart wheelchair (SMW) ecosystem for autonomous navigation in urban
environments was designed. The design comprised of two components: a mapping
service used for navigation and the wheelchairs itself used as a client. The SWS
integrated a 3D LIDAR for outdoor mapping of its environments and autonomous
motion without the use of GPS. The drawback here is that the system has high
computational power requirements.

In a similar vein, the authors in [6] presented an android controlled SMW for
disabilities. This system uses a control architecture for the motorized wheelchair as
well as an embedded system for monitoring critical patients. The embedded system
also uses biometric features of the user to monitor critical and hostile scenarios that
may occur. The wheelchair would produce an alert by raising the alarm with the
measurement of the heartbeat at a particular interval.

Furthermore, the authors in [7] addressed the problem of automatic detection of
municipal topographies based on movements of wheelchair users. This is important
in cities as providing navigation directives to people who are

incapacitated involves knowing the topologies and landscapes like curb ramps,
steps or other obstacles that could act as impediments to users. These urban features
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may not necessarily be obtainable from maps and could often change with time.
Initial studies on wheelchair users showed that an automatic crowdsourcing mech-
anism was needed, thereby avoiding users’ participation. In their contribution, they
presented a solution to crowdsource urban features using inertial sensors that have
been connected to the wheelchair. The technique recognized activities based on infor-
mation coming from a set of sensors. Experiments were carried out based on data
assembled from ten wheelchair users moving in an outdoor setting.

Furthermore, [8, 9] designed smartwheels for detecting urban features for use by
wheelchair users. The smartwheels were created by inserting three standalone inertial
sensors to the wheels of the wheelchair. These sensors provided information on the
required urban features. Since these features are not obtainable from maps and can
also vary with time, the authors used crowdsourcing to obtain this information from
the users. This information gathering is required to be automatic in nature. Hence, the
smartwheels were used to detect these urban features by examining data emanating
from wheelchair movements of inertial sensors. These activity recognition methods
were also used to extract data from the sensors.

In [10], a quick response (QR) code localization system was used to provide
localization and navigation for smart wheelchairs. The application was mainly for
indoor use as it was designed to enhance the independence and improve the quality
of life for its users. It provides some form of autonomy for the user where they were
able to navigate to a place of their choice within the room. Meanwhile, the GPS
signal is not available indoors; hence, alternative sensors were essential. The system
was designed based on QR codes. These codes provide the absolute position of the
landmark. Also available is a vision system that recognizes the codes, estimates the
relative position of the robot with respect to the codes, and then calculates the robot
position based on data provided in the codes.

In [11], an android phone was used to connect to a wheelchair using a speech
recognition algorithm. The set up enabled a motorized, speech recognized protocol to
be implemented on the wheelchair. This is required by physically disabled wheelchair
users who are unable to control the joystick of the wheelchair due certain ailments
affecting their limbs such as paralysis, amputations, etc. Such users are not able to
exert external manual force. The robotic system uses raspberry pi for the speech
recognition and Bluetooth interface between the android phone and Raspberry Pi.

9.2.2 Gesture Control with Smartwatch

Other studies have described various control technologies to make wheelchairs more
flexible and easier to use than traditional joystick-controlled ones. Their objectives
are to make the wheelchair smarter for disabled users especially in developing coun-
tries like South Africa. Apart from control using android operated mobile devices,
smartwatches have been tested. Recent efforts on this technique have looked at taking
advantage of the rolling out of these devices for various use cases. In [12], a smart-
watch application was designed to help students who are disabled in an IoT-enabled
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Fig. 9.2 Electric wheelchair
used for the project

campus. It is common in these environments that students with disabilities often
have limited access to various buildings and facilities such as classrooms, libraries,
and this impinges of their learning experience and full participation in university
life. Based on the foregoing, there has been an increasing interest in technologies
that would help to integrate the Internet of Things (IoT) into buildings. The authors
discussed how IoT and wearable technology could benefit these class of students
and improve the quality of their university experiences. They used the smartwatch to
gain access and controlling in-building devices as well as monitoring environmental
conditions.

In another development [13], A smartwatch was used to enhance the navigation
for the visually impaired. The system provided an improved system for the chosen
routes, which were based on distance, luminosity, and noise along the respective
paths. While keeping the user conversant with the path, the study gathered a lot of
environmental data through a smartwatch. These interactions and notifications were
based on the smartphone vibration patterns. These assisted the user to navigate his
path without the need of looking at the device. However, this was just conceptual
and was not implemented on any mobility device.

Similarly, [ 14] presented an autonomous wheelchair navigating under a predefined
environment. The study utilized an inner feedback linearizing loop to formulate the
control problem allowing for real time computationally efficient implementation
(Fig. 9.2).

9.3 System Description and Implementation

Figure 9.3 shows the architecture of the smartwatch gesture-based control. The
system comprises of a smartwatch, a Bluetooth module, Arduino board, and an
electric wheelchair. The smartwatch is worn on the wrist and is equipped with a
gyroscope that is used to measure the X, Y, and Z orientation. The values of each
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Fig. 9.3 Architecture of smartwatch gesture-based control

axis range from -1.00 when tilted in one direction to 4+ 1.00 when tiled in the oppo-
site direction. However, for driving the wheelchair, only two of the axes are needed,
being the X and Y axes. The measured values are sent via Bluetooth to the Bluetooth
transceiver connected on the wheelchair for it to know which direction to drive. The
Bluetooth module on the wheelchair has been configured to be a slave to connect
strictly to the single remote Bluetooth device that is controlling it. The controller on
the wheelchair then converts the values to a voltage level ranging from O to 5 V using
pulse width modulation (PWM). The wheel joystick of the wheelchair has a voltage
of 2.5 V on both the X axis and Y axis to keep it in its halted position. If the voltage
is set to be below the halt voltage on the X axis, the wheelchair will drive backwards,
and if it is set above the halt voltage, it will drive forward. On the Y axis, a higher
voltage will turn it to the right and a lower voltage will turn it to the left. The higher
the voltage difference is to the halt voltage, the faster the wheelchair.

9.4 Results and Discussion

Preliminary results show that the gesture communication between the smartwatch
and the wheelchair via Bluetooth is effective. Different modalities of human robot
interaction were studied. In the first instance, the user of the wheelchair would point
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Fig. 9.4 Acceleration of the wheelchair based on commands received from gyroscope with Y axis
kept constant

to a target like a place or an object instead of driving from joystick. The wheelchair
will move from this movement to the target. Another application is at hospital beds or
athome where the user calls the wheelchair by hand to the bed side. These movements
could be personalized to various needs as may be determined by the user.

A gyroscope was mounted on the wheelchair’s right arm rest to record the move-
ments and acceleration of the wheelchair. The transmitter/controller transmits gesture
movements every 10 ms which is then received by the wheelchair at the same rate.
The gyroscope that is mounted on the wheelchair then records the wheelchair’s
movement every time the information is received. The graph in Fig. 9.4 shows the
acceleration of the wheelchair as it receives the gyroscope commands and executes
them. The Y axis in this instant is kept as a constant on the wheelchair, and the
controlling gyroscope is moved to control the wheelchair in all directions.

Figure 9.5 shows the wheelchair movements with the X axis kept constant. It can
be noticed that some of the movements are lost during transmission as the wheelchair
tends to be oriented in the Y-direction.

The graphs show that the wheelchair responds almost instantly as the commands
are received. The only parameter that is not accounted for is latency in transmission
between the two Bluetooth devices which may range with the transmission distance.

9.5 Conclusion

This paper presented a study on the use of gesture from a smartwatch to steer a
wheelchair for assistive mobility. Results show that the wheelchair is able to move
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Graph of Gyro_Y VS Wheel chair movement

Fig. 9.5 Acceleration of the wheelchair based on commands received from gyroscope with X axis
kept constant

from the gesture commands provided by the smartwatch on the wrist of the user. This
application is useful for users who are not able to use their fingers but can move them
in a gesticular way. These users could include paraplegics or patients with autism.
Another application is at hospital beds or at home where the user calls the wheelchair
by hand to the bed side. These movements could be personalized to various needs as
may be determined by the user.

The future work involves including navigation capabilities for the wheelchair
to make it autonomous. Direction of this study aims at designing more viable and
compact hydraulic systems that can be used for assistive mobility as well as finding
better and cheaper solutions for designing robots that can lift heavy, while having a
small foot print and can be controlled with ease.
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Chapter 10 ®)
OSTBC-MIMO Based Radio st
Propagation System Over Irregular

Terrain in the Northern Cape Province

of South Africa

Elisha Didam Markus and Xolani B. Maxama

Abstract The Northern Cape Province in South Africa, along the Orange River
valley, has radio signal reception challenges due to high mountain ranges. The South
African Electricity Authority- Eskom has assets to monitor in this region. However,
due to radio signal reception challenges in this area, it is currently impossible to
monitor their high-voltage assets. This paper addresses this setback by making use
of the orthogonal space-time block codes, multiple in, multiple out (OSTBC MIMO)
technology. The study further presents simulated results of this technology using
two different OSTBC MIMO transceiver systems over this mountainous area of the
Northern Cape Province of South Africa. The simulation results are generated using
MATLAB, Pathloss 4 and Atoll wireless network software. The results generated
show that employing a low-frequency OSTBC MIMO transceiver system, in rough
terrain environments, can greatly improve radio signal reception and link reliability.

10.1 Introduction

Owing to the high mountain ranges along the Orange River valley in the Northern
Cape Province of South Africa, all forms of radio communication, including the
(SCADA), are not available [1]. As a result, it impossible for the power utility,
Eskom to control and monitor Substations remotely via the wireless communication
network.

This has rendered Eskom incapable of monitoring its substations in this region. It
is therefore a huge challenge and needs to be addressed timeously. This study seeks
to find a way to propagate these radio signals successfully in irregular terrains. If
not addressed, the high voltage equipment, the environment and personnel could be
at risk. The terrain, from Vioolsdrift Radio Site (the transmit site) to Henkriesmond
Substation (the receive site), is an uneven mountainous surface as seen in Fig. 10.1.
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Fig. 10.1 Google earth image of the mountainous terrain in the Northern Cape, South Africa

One of the softwares chosen for this study is the Atoll wireless network because
of its rural environment propagation features to help predict radio propagation over
rough terrains for our area of concern. The model used for the study is the Rayleigh
fading model [2].

The terrain of the area of interest (between Vioolsdrift Radio Site and Henkries-
mond Substation) has been extracted from Google Earth as shown in Fig. 10.1. The
image from Google Earth is imported to Atoll wireless network software to obtain a
coverage plot diagram of the area, as shown in Fig. 10.2.

As seen in Fig. 10.2, there is no radio signal coverage in the area of Henkriesmond
Substation, from Vioosdrift Radio Site. This is so because of the high mountain peaks,
reflecting high frequency radio signals in that area.

10.2 Related Work

This study is a part of an ongoing project on radio transmission in challenging
environments [3]. A lot of study has been done on transmission of radio signals over
irregular terrain. Some of the work involved the use of multiple antennas on both
transmit and receive ends to improve the signal to noise ration and link performances
[4, 5]. Figure 10.3 shows a typical MIMO block diagram.

Therefore, MIMO techniques are known to increase the performance of communi-
cation systems in irregular terrain [6]. In many MIMO systems, the channel capacity
can be increased by using spatial multiplexing. However, to increase the reliability
of the channel, space—time coding (STC) is used [7]. Many diversity and high data
rate schemes for transmitting data via MIMO systems have been proposed [8—10].
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However, OSTBC is receiving much attention due to the simplicity of its signal
decoding and good error probability characteristics.

Alamouti and his colleagues in [11] for instance designed a STBC code for a
MIMO system with two antennas. Others took Alamouti’s work further by designing
STBC codes for more than two transmitting antennas [8]. On the hand, Tarokh
grouped the STBC codes into two categories, namely “STBCs for real signals” and
“STBCs for complex signals”. A complex STBC could also be referred to as an
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orthogonal STBC (OSTBC). Figure 10.4 shows a 2 x 2 MIMO Alamouti code
system diagram.

OSTBC can enhance performance by measuring the average number of channels
used by each data transmitted. The maximum diversity a space—time system has is
(Nt x Nr), which is the total number of channels between Nt transmitters and Nr
receivers.

The use of multiple transmit antennas on OSTBC is to accomplish higher perfor-
mance, less decoding complexity and less coding delay. The following equation is an
example of Tarokh’s complex transmission matrix which can achieve a full diversity
for four transmit antennas [10]:

(3 -S3 80 % =
S4<Z) =| s s —sz—sﬁs,—s,* _S.—s‘,[zusz—s; (10.1)
7 ;)

72 2
83 S5 =SiI=S{+85-85 —Si—=8+8-5]

22 2 2

where

(*) = the complex conjugate of the element.

Sy (%) = the matrix code for complex transmission matrix for four transmit
antennas.

S1, 82, =85, S§ = Transmitted data symbols.

The signal power-to-noise power ratio of a system is essential to be able to predict
its quality and signal reception capability and is measured in decibels [12]. In general,
noise can be anything from atmospheric noise to circuit noise. BER is inversely
proportional to SNR, i.e. low SNR causes high BER [13].
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On the other hand, fading is prevalent in mountainous regions. This poses a chal-
lenge in radio wave propagation of these regions. With fading comes the weakening
of signal strength at the receiver [14]. The most used fading model for irregular
terrain simulations and used in this paper is the Rayleigh fading model.

The remainder of this article is organized as follows. In Sect. 10.3, we present
the method and the proposed OSTBC MIMO transceiver model over a Rayleigh
fading channel used to overcome the propagation challenges in irregular terrain of
the Northern Cape. Section 10.4 presents and discusses the simulation results of
the proposed model. Section 10.5 presents the conclusion and future work. The last
section presents the list of references.

10.3 Methods

To achieve our objectives, the following methodology was applied:

e Literature Review: Existing literature related to factors affecting radio signal prop-
agation and the unique characteristics of the low frequency band; the MIMO
OSTBC technology and its application in irregular terrain environment was
reviewed.

e System Model Development: A mathematical model for an OSTBC MIMO
transceiver applied to a Rayleigh fading channel with added white Gaussian noise
(AWGN) employing a 4 x 4 MIMO system was developed.

e Simulations: After developing the mathematical model, a low band VHF OSTBC
MIMO model was developed and applied in MATLAB/Simulink software. The
behaviour of the model was analysed, and the results of the radio link performance
discussed.

The proposed OSTBC MIMO transceiver model over a Rayleigh fading channel
is shown in Fig. 10.3. The model is simulated using MATLAB/Simulink software.
The following are the different components blocks making up the system:

10.3.1 Random Binary Generator

The random binary generator block generates a binary sequence that is unpredictable.
It uses Bernoulli binary generator to generate the random bits. It is used to simulate
the information to be transmitted over the medium.
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10.3.2 Quadrature Phase Shift Key (QPSK) Modulator

The binary data from the random bit generator is modulated in this block to a QPSK
constellation. In this block, a splitter will divide the binary data stream into two data
streams, dq(¢) and d;(¢). The symbol duration for both dy(¢) and d;(r) streams is
twice the bit duration (T, = 27T3), thus increasing the data rate [10]. The QPSK
modulator has been selected over other low order modulation schemes such as binary
phase shift keying (BPSK) for this reason, that is, its ability to produce increased
data rates, and it gives more efficient results than BPSK or QAM [15].

10.3.3 Orthogonal Space-Time Block Codes (OSTBC)
Encoder

The output of the QPSK modulator which contains data symbols is presented to the
input of the OSTBC encoder stage which encodes the data symbols [11] by using a
complex orthogonal generalized code for three or four transmit antennas [8]. In this
simulation, a 4 x 4 MIMO system with four antennas is implemented [16].

10.3.4 Multiple In, Multiple Out (MIMO) Rayleigh Fading
Channel

The MIMO Rayleigh fading channel block models a baseband multipath Rayleigh
fading propagation channel typical that of a non-line of sight, irregular, mountainous
terrain. The block is configured as a 4 x 4 MIMO channel with transmit and receive
antenna selection.

10.3.5 Added White Gaussian Noise (AWGN)

The AWGN channel block models symbol errors resulting from a noisy propagation
channel.

10.3.5.1 Orthogonal Space-Time Block Codes (OSTBC) Combiner

The orthogonal space—time block codes (OSTBC) Combiner stage will combine the
received signals from the receive antennas and the channel state information (CSI)
in order to recover the information of the symbols encoded by the OSTBC encoder.
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10.3.5.2 Quadrature Phase Shift Key (QPSK) Demodulator

The QPSK demodulator block demodulates the signal recovered from OSTBC
combiner.

10.3.5.3 Frame Error Rate

The Frame Error Rate Calculator works out the system frame error rate by comparing
the demodulated bits with the original bits sent per frame in order to detect errors.
The block also determines the duration of the simulation. The simulation stops when
the pre-determined number of error frames is reached.

10.4 Results and Discussion

The aim of this section is to investigate the validity of the proposed model, which is
typical of the irregular terrain in the Northern Cape. This is done by analysing the
bit error rate (BER) results of a single-in single-out (SISO) system, typical of what
exists in the current Eskom network. Also, we analysed the OSTBC MIMO system
with four antennas employed at both the transmitter and the receiver.

Also, in the simulations, the receive signal strength results of the OSTBC MIMO
system, when used with two different VHF frequencies, were investigated.

Therefore, the following two scenarios in a Rayleigh fading channel were used to
investigate

e Whether the BER could be reduced significantly by employing the OSTBC MIMO
system.

e Whether the receive signal strength (RSS) could be improved significantly by
employing the OSTBC MIMO system in the low VHF frequency band.

The first case scenario showed the BER simulation results of a single-in single-
out (SISO) system employing only one antenna at both the transmitter and receiver.
The second case scenario showed the BER simulation results of a 4 x 4 OSTBC
MIMO system employing four antennas at both the transmitter and receiver. All
the simulation scenarios were performed in a Rayleigh fading channel in the
MATLAB/Simulink software.

10.4.1 The Current Eskom Radio Link Without MIMO
System

First case scenario 1 x 1 SISO system in a Rayleigh channel.
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Fig. 10.5 Proposed model for OSTBC MIMO

The following simulation results show the performance of the existing Eskom
radio link in the Northern Cape Province.

In the area under investigation, the Vioolsdrift Radio Site lies at 870 m above sea
level, while the Henkriesmond Substation lies at 208 m above sea level. The two
sites are 32.8 km apart, with uneven terrain in-between. Figure 10.4 is a line of sight
diagram showing a no line of sight condition between Vioolsdrift Radio Site (TX)
and Henkriesmond Substation (RX).

The high mountain peaks between the two sites make radio communication impos-
sible. As seen in Fig. 10.5, the multipath radio signals are reflected off the moun-
tainous terrain and lost in the medium, resulting in propagation loss terrain with
diffraction loss [17]. It is expressed by the following equation

PLic. = PLy 4 ylog,o(d) + Fo + L) (10.2)

where

PL and y are derived from empirical data, forexample, PLy = 89andy =43 : 5
for rural environmental. Fy is the adjustment factor.

L is the knife-edge diffraction loss.

Table 10.1 shows the performance results of the existing Eskom radio link. As
seen in Table 10.1, the effects of the mountain can be observed at the 9 km mark
towards the receiver (Fig. 10.5), where the path losses increased significantly due to
reflection of the radio signals by the mountain, with Net path loss at 157.07 dBs.

According to the Eskom standard, the receiver level threshold for the UHF
repeaters is between —60 and —90 dB [18]. The simulation results for the Eskom
link show that the receive level is —120.08 dB. This is completely off the working
levels, meaning this radio link will fail. Figure 10.6 shows the simulation results from
MATLAB of BER versus E}, /Ny curve based on the performance achieved across
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Table10.1 Link Parameters Vioolsdrift RS (TX) | Henkriesmond SS
performance SISO results
(RX)
Effective radiated | 12.13 7.92
power (W)
(dBm) 40.84 38.99
Free space loss 115.19 115.19
(dB)
Polarization Vertical Vertical
Net path loss (dB) | 160.74 157.07
RX signal (dBm) | —123.75 —120.08
Fade margin (dB) | —16.75 —13.08
1000
850
£
=
Q
£ 600
&
400
200 J | i i
0 4 8 12 16 20 24 28 32 (km)
Vioolsdrift RS Henkriesmond SS

Fig. 10.6 No line of sight between radio site and substation

the 1 x 1 SISO System. The number of transmit antennas (Nt) and the number of
receive antennas (Nr) used are 1, respectively. Based on (BER, E}/Ny) curve shown
in Fig. 10.6, as the signal (E},/ Ny) increases, the bit error rate (BER) gradually shows
a very slight but noticeable decrease as seen in Table 10.2.

Based on the SISO system in Fig. 10.6, assume that our system is operating
at 100 mb/s and selecting the closest to minimum BER reading in Fig. 10.6, at
15 dB(Eyp/Np) which is 1072, This means that 1-bit error occurs every 102 bits. Thus,
to receive 107 bits, the time taken would be

Number of Bits Sent 102
Bit Rate T 108

=1pus (10.3)

1 wsis the average time it takes before an error can occur in this system. Therefore,
we can see with the use of one antenna at both ends of the system, this radio link
performance is very poor with errors occurring at every micro second.

1. Simulated results with the OSTBC MIMO system employed.
2. Second Case Scenario: 4 x 4 OSTBC MIMO system in a Rayleigh channel.
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g;glgls‘,)r'zB CBI\I;:&‘MV ghs‘szt‘;fna Ep/No(dB) | Bit Error Rate(BER) | Number of bits

(NT = 2) in a Rayleigh fading | 0.0 0

channel 2 0.0 0
3 0.21 3000
4 0.1835 3000
5 0.1581 3000
6 0.1338 3000
7 0.1109 3000
8 0.0881 3000
9 0.0681 3000
10 0.0517 3000
1 0.0386 3000
12 0.0288 3000
13 0.0206 3000
14 0.0145 3000
15 0.01 3000
16 0.0073 3000
17 0.0047 3000
18 0.0030 3000

The second case scenario as shown in Fig. 10.7, are simulation results of BER
versus Ey/Ny curve based on a 4 x 4 OSTBC MIMO System. The number of
transmit antennas (Nt) used is 4, and the number of receive antennas (Nr) used is 4,
respectively. As seen in Table 10.3, as the signal (E},/Np) increases, the bit error rate
(BER) shows a more significant decrease to that shown in the system in Fig. 10.6.

Based on the (BER, Ey/Np) curve shown in Fig. 10.7, again assuming that the
system is operating at 100 mb/s, and choosing the minimum BER reading possible
in Fig. 10.7, at 18 d B(E,/Ny) which is approximately 10~>. This means that 1-bit
€rTor occurs every 10° bits [19]. Hence, to receive 10° bits, the time taken would
be approximately

Number of Bits Sent 10°
- = — =1ms (10.4)
Bit Rate 108

Therefore, 1 ms is the average time it takes before an error could occur in this
system.

It can be seen that the use of four antennas at both ends greatly improves the
quality of the performance of the system. In this simulation, the performance of
scenario two is better than scenario one. The Receive Signal Strength results of the
VHF OSTBC MIMO System uses two different VHF frequencies.
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Fig. 10.7 Multipath propagation diagram

Iaxblz é%%BgEl\z{IVMag‘essy;ifn Ey/No(dB) | Biterror rate (BER) | Number of bits

in a Rayleigh channel 1 0.0 0
2 0.0 0
3 0.1267 3000
4 0.1009 3000
5 0.0784 3000
6 0.0580 3000
7 0.0395 3000
8 0.0252 3000
9 0.0147 3000
10 0.0078 3000
1 0.0032 3000
12 0.0019 3000
13 0.000666 3000
14 0.000133 3000
15 0.0000366 3000
16 0.0000366 3000
17 0.0 3000
18 0.0 3000
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Fig. 10.8 BER curve of a 1
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Figure 10.8 shows a proposed radio link path into Henkriesmond Substation. A
microwave radio link between Vioolsdrift Radio Site and Doringwater Substation
and a VHF repeater at Doringwater Substation propagating towards Henkriesmond
Substation is proposed. The repeater at Doringwater Substation makes use of a 12
element Yagi antenna at a height of 60 m, and two different VHF frequency bands,
namely 135 and 70 MHz, will be used. The distance between the transmitter and
receiver is 11 km. The interfering obstacle (mountain) is 700 m above sea level. This
part of the simulation will only focus on the radio signal propagation performance
of the repeater at Doringwater Substation towards Henkriesmond Substation. The
design of the microwave link from Vioolsdrift Radio Site to Doringwater Substation
will not be dealt with in this study.

1. A4 x4 OSTBC MIMO System Operating at a VHF Frequency of 135 MHz.

Figure 10.9is a simulated MATLAB SiteViewer propagation pattern for a VHF
OSTBC MIMO repeater situated at Doringwater Substation towards Henkriesmond
Substation operating at a frequency of 135 MHz. As seen in Table 10.4, which
contains the performance profile of this repeater, the receive (RX) signal strength
of this system is —96.92 dBm. This reading means that the RTU at Henkriesmond
Substation will fail at —96.92 dBm, because the receive signal strength threshold for
RTU operation at Eskom is between —60 dBm and —90 dBm.

2. A4 x4 OSTBC MIMO System Operating at a VHF Frequency of 70 MHz.

Figure 10.10is also a simulated MATLAB SiteViewer propagation pattern similar to
Fig. 10.9 except that its operating frequency is much lower at 70 MHz. The receive
(RX) signal strength reading of this system has now improved beyond the threshold
to —89.71 dBm, see Table 10.5. This reading means that the RTU at Henkriesmond
Substation will operate perfectly at -89.71 dBm, because receive signal strength is
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Fig. 10.9 BER curve of a 4
x 4 OSTBC MIMO system

Table 10.4 Propagation
profile of the VHF repeater to
Henkriesmond substation at
135MHz

10°
107!
10°2
o
&
1073
1074
1079
o 5 10 15
E,/N, (dB)
Doringwater substation (TX) Parameters
Latitude —29.08333333
Longitude 17.94527778
Frequency (MHz) 135
TX power (watts) 10
Elevation (m) 700
Antenna height (m) 60

Antenna model

Yagi (12 El) Y425_12

Antenna gain (dBi) 16

MIMO array 4 x4
Azimuth (°) 30
Henkriesmond Substation (RX)

Latitude —28.90111111

Longitude

18.13694444

Antenna model

Yagi (12 El) Y425_12

Antenna height (m)

60

RX sensitivity criteria (dBm) —-90
RX sensitivity (dBm) —107
RX signal strength (dBm) —96.92

within the RTU operating threshold standard for Eskom which is between —60 and

—90 dBm [20] (Fig. 10.11).

The OSTBC MIMO technology is very effective in helping reduce the impact of
time dispersion, path loss and interference [21].
The simulation results received in this section confirm that the OSTBC MIMO
system operated at lower frequencies does overcome radio signal reflection, fading
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Fig. 10.10 Google earth image of the proposed radio link path into Henkriesmond Substation

Table 10.5 Propagation
profile of the VHF repeater to
Henkriesmond substation at
100MHz

Doringwater Substation (RX) Parameters
Latitude -29.08333333
Longitude 17.94527778
Frequency (MHz) 100

TX power (watts) 10

Elevation (m) 700

Antenna height (m) 60

Antenna model

Yagi (12 El) Y425_12

Antenna gain (dBi) 16

MIMO Array 4x4
Azimuth (°) 30
Henkriesmond Substation (TX)

Latitude -28.90111111
Longitude 18.13694444

Antenna model

Yagi (12 El) Y425_12

Antenna height (m) 60
RX Sensitivity Criteria (dBm) -90
RX Sensitivity (dBm) -107
Antenna height (m) -90.53

The bold indicates the respective titles
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kr esmond 55, |

Fig. 10.11 MATLAB SiteViewer propagation diagram from Doringwater Substation to Henkries-
mond Substation operating at 135 MHz

and scattering. The OSTBC MIMO system employed in a mountainous terrain can
significantly reduce the bit error rate (BER), thus providing a quality communication
channel than a single antenna transceiver [22].

10.5 Conclusion

This paper has demonstrated through various simulation results that the use of
OSTBC MIMO system at low very high frequency (VHF) frequencies does greatly
improve signal reception in irregular terrain.

Although the MIMO system has been exploited widely for many years especially
in the cellular phone environment, its application in the low VHF band for SCADA
purposes has not been widely investigated as has been in this paper.

Furthermore, the application of the OSTBC MIMO technology in the low VHF
frequency band for improvement of signal reception in irregular terrain has certainly
not been explored in the mountainous Northern Cape in South Africa.

Therefore, the information provided in this study not only presents useful infor-
mation for radio engineers designing and installing radio systems in mountainous
areas but also for the Eskom business to save costs, provide quality service and to
improve safety. This study will also encourage more researchers to identify more
research gaps to improve the system.

Further work involving testing this technique in the field using a real data is
planned at Eskom in the future.
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Chapter 11 ®)
Open Challenges of Communication o
Security in an IoT

Environment—A Survey

Mahsa Mirlashari and Syed Afzal Murtaza Rizvi

Abstract Internet of Things (IoT) is a continuously growing concept in ICT
concerning the progression of ubiquitous computing, machine-to-machine (M2M)
communication, and wireless sensor networks. [oT is the network of physical objects
such as watches and bicycles integrated with electronic equipment, sensors, and soft-
ware. These devices gather and exchange data using network connectivity. However,
with such an enormous number of [oT device connections on the network, the secu-
rity of the data and communication become a major concern. This paper gives an
overview of the IoT and the associated limitations and challenges of applying secu-
rity in IoT devices and the classification of [oT attacks. Furthermore, the paper also
discussed the security issues at different layers. Moreover, it demonstrates some
identified solutions to the existing challenges and provides future direction to tackle
the challenges present in IoT security.

11.1 Introduction

The IoT could mention the capability of connecting objects for transferring data over
a network without H2H (human-to-human) or H2M (human-to-machine) participa-
tion. Due to this reason, a personal computer is not considered as an IoT device. A
smartphone has lots of sensors, but it cannot be considered as an [oT device. Devices
like a smartwatch, fitness band, etc., can be counted under the IoT devices.

In the IoT ecosystem, everything can be connected in the physical world seam-
lessly through the infrastructure of the existing Internet. Data is being collected and
captured by the sensor devices when things interact with each other. IoT is capable
enough to be applied to many domains ranging from automated home equipment to
smart moving devices, etc. Furthermore, IoT can also be utilized for smart manu-
facture, agriculture, healthcare, and other social activities. We can convert physical
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object (device) into an IoT device by simply connecting it to the Internet and control
it. This holistic vision poses security attacks and vulnerability if the IoT gadget or
system is not properly secure [1].

The present paper investigated the various challenges and shortcomings associated
with securing IoT devices. The paper also discusses the feasible solutions suggested
in the existing studies to solve the security issues The other section of this paper is
organized as follows: Sect. 11.2 outlines the challenges in the existing IoT devices.
Security issues in IoT are presented in Sect. 11.4. Section 11.3 provides different
IoT attacks. The possible solutions to the discussed challenges have been explained
in Sect.11.5. Section 11.6 discusses the conclusion.

11.2 Challenges in IoT Security

The steady rise in the growth of IoT-connected devices has introduced several
unique security challenges, and therefore, it has gained the attention of the research
community. We categorize the challenges into eight classes which are discussed in
bellow:

11.2.1 Limitations of Applying Security

The IoT devices are highly dependent on the battery’s power since they are largely
deployed in the environment where there are no charging facilities. The IoT devices
continuously need for replacing batteries. Therefore, this high reliance on the
batteries makes the devices vulnerable to battery-exhausting attacks or battery-
depletion attacks [2]. These attacks are sometimes considered as the special class
of DoS attacks [3]. These attacks attempt to consume more energy of the devices to
destroy their battery life fast.

11.2.2 Limitations of Computing Power

The limited memory space of IoT devices makes them incapable to handle and
execute complex jobs, and thus, it does not support advanced cryptography tech-
niques. Since computing is expensive, low-end devices cannot use encryption algo-
rithms (DH, RSA, DSA) based on an asymmetric key. RFID tags cannot even
use cryptographic algorithms (AES, DES, and 3DES) based on a symmetric key.
Regarding authentication, it is worthwhile noting that authentication based on the
digital signature is not suitable because of requiring the public—private key scheme.
So, the only authentication based on the symmetrical key or other lighter methods
applies to 1oT devices [4, 5].
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Having energy-efficient sensors and communication technology is the major chal-
lenge in designing the IoT devices. Therefore, security solutions are also expected
to consume fewer energy resources such as CPU processing and memory.

11.2.3 Big IoT Data Analysis

In IoT, the ability to analyze huge amount of IoT based data collected from various
sources such as sensors, healthcare applications, social media, and devices is a major
challenge, for traditional database systems which are inefficient to store, retrieve,
process, and analyze a huge amount of data for future access [6]. Not only does the
high complexity of processing big IoT data prevent the simplified and smooth analysis
of available data for the investigation, but also analytical algorithms scalability could
have a major impact on the investigation [7].

11.2.4 Trusted Updates and Management

Management of IoT devices includes monitoring, administration, and recognition of
replication problems and amendatory actions. The important function of IoT device
management encompasses software updates, configuration, and overall control. As
mentioned in [8], trusted updates and management of connected device software are
big challenges in IoT. To grab these issues, it is advised to use blockchain technology,
although blockchain technology having some problems such as efficiency, scalability,
and key collision.

11.2.5 Quality of Service

There are various challenges while developing an IoT network, one of them being
a quality of service (QoS) in terms of data drop, data quality sensing, resource
consumption, etc. The QoS handles all the parameters that can influence the network’s
reliability, availability, and performance directly or indirectly. In this category, some
considered points by the European Commission in 2014 are bandwidth, cost effi-
ciency, capacity and throughput, latency, resource optimization, trustworthiness, and
scalability [9].
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Fig. 11.1 Comparison between IoT security challenges

11.2.6 Secure Communication

The communication channel linking different communicating nodes, such as cloud
services and IoT devices, must be secured against any attack. In most cases, data
is sent by IoT devices without encryption is an easy target for different network
attacks. Therefore, by using an appropriate encryption method or separate networks
for separator devices and creating private communication channels, such attacks can
be reduced [10].

Figure 11.1 highlights a clear trend of the IoT security challenges referenced in
this paper and also demonstrated in [5, 11-17].

11.2.7 System Resilience

If smart devices are compromised, the ability of the system should be sufficiently
efficient to defend other network nodes against any attack. Therefore, the significant
role of the system resilience should not be overlooked in respond to unforeseen
attacks/situations without receding [10].
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11.2.8 Complex System

The numerous heterogeneous devices interact together in the IoT system, but with the
increase of people, devices, interfaces, and interactions in the IoT system, security
breaches risks are increasing as well. Consequently, it seems to achieve the high
security required to manage the large-scale network which is not an easy task due to
time, memory, and energy limitations.

11.3 Different IoT Attacks

The IoT attacks are classified into four major categories such as physical attack,
encryption attack, software attack, and network attack [18, 19].

Physical attacks target the hardware components of the [oT network. For example,
node tampering where the attacker tries to gain access over sensor node, and node
jamming where attacker interferes with radio frequencies in to jam the signals of
the sensor nodes and halt the communication. This attack also includes man in the
middle attack, where the adversary deploys a malicious node between the legitimate
nodes to watch and control the data flow. This attack typically requires the attackers
to be in the proximity of the IoT system. The encryption attack attempts to break
the encryption policy of the IoT system. Side-channel attacks and cryptanalysis are
two main approaches used by the attacker to serve the purpose. In a side-channel
attack, an attacker retrieves secret information from the unusual mechanisms such as
by eavesdropping the power consumption or electromagnetic radiations of a crypto-
graphic device, or by analyzing the running complexity of cryptographic operations.
This little information can assist the attackers in producing the duplicate key of the
encryption process. Side-channel attacks assume that the logic operations of the
encryption show physical characteristics based on the input data. In cryptanalysis,
the attacker aims to attack the encryption keys by exploiting the weaknesses in the
encryption algorithm. These attacks include chosen plaintext attacks (CPAs), known-
plaintext attacks (KPA), ciphertext-only attacks (COA), etc. Software attack exploits
the vulnerabilities that exist in the implementation of IoT applications. This attack
includes buffer overflows attacks, injecting malicious code, etc. The adversary can
leverage the communication interface to installing malware into the IoT network
which is later used to perform various unlawful operations such as distributing a
virus, stealing data, and spying activities. The attacker can also exploit the software
vulnerabilities to launch DDoS attacks. Lastly, wireless communications devices in
the IoT environment are prone to Network attacks. An adversary can capture vital
data by exploiting the RFID’s wireless characteristics. The attacker can spoof RFID
signals or create the clone of the RFID tag to gain access to the system [20]. The
DDoS (distributed denial of service) attack is performed by an adversary with deliv-
ering more packets in the IoT network to make the server denies the client services.



112 M. Mirlashari and S. A. M. Rizvi

Also, the routing information can also be spoofed or altered to create loops in the
route, send false error messages, drop the traffic, etc. [21].

11.4 Security Issues in IoT

IoT security has become the most controversial issue in ICT. Three layers namely
application layer (smart city, smart home, smart health, etc.), perception layer (sensor
gateways, RFID nodes, sensor nodes, etc.), and network layer (mobile communica-
tion networks, Internet, cloud computing) present a reliable and safe environment in
IoT, as shown in Fig. 4. All these issues at different layers are given in Table 11.1
and briefly discussed in the following.

11.4.1 Security Issues at Application Layer

In this layer, the main concern is about malicious attacks that make some problems
in the normal execution of the application program code. Besides, due to the security
challenges, the compromised applications in this layer cannot provide appropriate
services such as authenticated services which are planned for it [22-24]. Common
threats to application layer are briefly explained below:

Malicious code injection is an extreme threat and focuses on physically injecting
malicious code into the IoT node to gain access to the IoT device [25]. Some of
these malicious codes are computer viruses, worms, spyware, etc. It is noteworthy
that some malicious programs are capable to act more than one type of malicious
code. For instance, certain programs may be both a virus and a trojan horse. Access
control attack is an authorization mechanism that gives data or account access to
only legitimate users or processes. Access control attack is a crucial attack on IoT
applications since the entire IoT application becomes vulnerable to attacks if the
access is compromised [26]. Smart meters can get connected and intercommunicate
with network devices inside homes, such as refrigerators and air conditioners. An
attacker who accesses the meter also controls its software, and by checking the power
consumption, the attacker knows whether the house is vacant or not. The security of
the smart grid was a major concern, so an attack on the smart grid has catastrophic
consequences and very high economic cost [27].

11.4.2 Security Issues at Perception Layer

The security issues in this layer, most threats originate from the outside objects
concerning sensors and other data gathering utilities and node level security is a
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Table 11.1 Recent security solution for IoT

Reference | Years | Contribution

[32] 2020 | The authors investigated the main advantages and design obstacles for the
incorporation of blockchain innovations for IoT applications

[4] 2020 | In this paper, the authors defined IoT infrastructure, application, and
protocol. Then, in the IoT model, security vulnerabilities are established.
Besides, several new strategies identify to address IoT security problems.
After a thorough overview, the authors realized that the current solution
approach to solving the security problem in IoT is artificial intelligence,
blockchain, and machine learning

[1] 2019 | To differentiate network activity and to detect network attacks such as
MITM, replay, and DoS and also to detect a multi-stage attack on IoT
networks, the authors suggested a three-layer IDS using a supervised
learning method of machine learning

[33] 2018 | In this paper, the authors review the security model of IoT applications.
Some of the problems in IoT systems, such as access control,
authentication, and trust management, were stated in the paper. Then, some
techniques were discussed as a solution

[34] 2018 | The authors clarified that Al could make the system more realistic by
computing unstructured data, huge quantities, and heterogeneous data in
real-time

[25] 2020 | The authors suggested security solutions for the safety of the smart city,

such as approaches provide shared security monitoring, authentication, and
analysis, as well as privacy and data integrity

[35] 2019 | The authors in a study [35] address the privacy issues and suggested
lightweight protocols and context-aware methods for privacy and most
recent methods of virtualization are used to keep data integrity. Also, the
SDN solution provides an implementation of IoT based lightweight
cryptographic solutions through the conducted centralized routing at the
SDN controller

[36] 2018 | The authors in [36] presented legal adversaries (e.g., active, passive, and
single-malicious active) and also explored smart blub and smart light as
smart home devices. The results indicated that even a passive adversary can
access the information, which determines the actions taken at a particular
time interval

major concern, where sensors are the prime targets of the attacker as well [22-24].
Most common threats in this layer are as follow:

Eavesdropping attacks are easier and can be passive. In this attack, an attacker
can access the received and transmitted data through sensors embedded in smart
homes and healthcare areas by utilizing an unsecured network connection [28]. In
a sniffing attack, a hacker can investigate the network and gain unencrypted data to
crash or capturing the network traffic. It should also be noted that appropriate security
measures are required to prevent unauthorized persons from accessing sensitive user
data [26]. There is a probability that the data may include Noise during transfer
through a wireless network that covers long distances [10]. Not only noisy data can
arise from hardware failures, programming errors, and inaudible inputs from speech
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or optical character recognition (OCR) programs, but also the required storage space
is significantly climbed by the noisy data and as well as can harm the conclusions of
any data mining analysis.

11.4.3 Security Issues at Network Layer

In this case, the prominent security problems are malicious nodes and attacker which
can expose the faulty connected devices in the network. Common threats in the
network layer are briefly mentioned as under:

A DoS attack is a security attack that happens when a hacker sends a large volume
of traffic at the same time and prevents legitimate users from accessing specific
computer systems, devices, services, or other IT resources [4]. End-to-End Security
delivers a safe mechanism for ensuring accurate transmission of data between sender
and receiver. To achieving this aim, data privacy breaches will be the key security
challenge for the IoT network layer [29]. Any access device that is expired, stolen,
revoked, lost, obtained, or cancelled with intent to defraud is called unauthorized
access device [30]. However, devices like pacemaker implants require precise timing
to convey control signals at set times provided, if they left unattended, it might be very
dangerous. Besides, some malicious nodes masquerade themselves as authenticated
devices and could communicate with other connected devices. An attacker in the
MITM (man in the middle) attack interferes with the communication between sensor
nodes by putting a malicious node in between that allows monitoring and interception
of all transmitted traffic and infracts sensor node privacy. This attack is carried out
via the IoT system’s network and does not demand that the attacker be physically
present [31].

11.5 Existing Solutions

In Table 11.1, we are highlighting some of the well-known studies toward the
solutions to different IoT related issues.

11.6 Conclusion

The Internet of Things is becoming a very promising paradigm; however, the related
security and privacy issues hinder the adoption of IoT devices by the users. In this
study, we have discussed the various security issues in IoT faced by the security
experts along with the solutions proposed by the researchers over time. The IoT
security challenges have been categorized into ten classes, namely limitations of
applying security (limited battery), limited computing power, Big IoT data analysis,



11

Open Challenges of Communication Security in an IoT Environment ... 115

quality of service, secure communication, system resilience, complex system, trusted
updates and management, different IoT attack classes, and issues at different IoT
layers. All the classes are discussed in detail in the paper. The survey conducted in
the paper will surely be helpful for the researchers of this domain to understand the
various issues and challenges existing in IoT devices easily and conveniently.
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Chapter 12 ®)
A Compact Ultra-Wideband (UWB) i
MIMO Antenna for K and Ka Band
Applications

Amrees Pandey, Aditya Kumar Singh, Sweta Singh, and Rajeev Singh

Abstract A two port dumbbell shaped multiple input multiple output (MIMO)
antenna of size (30 x 30 x 1.6 mm3) is conceived, designed, and simulated. Ultra-
wideband (24.95-31.31 GHz) at port-1 and a wideband (25.55-30.37 GHz) at port-2
with impedance bandwidths of 22.7% and 17.3%, respectively is observed. Maximum
peak gain of 8.2 dBi (port-1) and 7.9 dBi (port-2) is observed. Simulated isolation is
less than —15 dB, maximum envelope correlation coefficient is 0.0012, and diversity
gain between 9.997 and 9.999 is obtained. Antenna is suitable for K and Ka band
applications.

12.1 Introduction

Ultra-wideband (UWB) technology in recent times is preferred due to quality of
service, high data transmission rate, and other inherent advantages [1, 2]. Modern 4G
technology demands fast and higher data rate for transmission and reception for which
higher diversity gain in broadside direction is desirable. MIMO microstrip patch
antenna system is capable to provide higher diversity gain with trade-off between
reliability and data rate [3]. Focus of researchers is intended to design compact MIMO
microstrip patch antenna which also provide higher isolation between ports. Many
techniques are reported to reduce mutual coupling effect in MIMO microstrip patch
antenna system such as diversity technique, neutralization line, meta-surface, and
symmetrical designs have been used to reduce mutual coupling in MIMO antenna
systems [4]. Mutual coupling between radiating elements can also be minimized by
using defected ground structures (DGS) [5, 6].

In UWB system operating in multipath environment, signal fading is an important
parameter which can be fixed by UWB MIMO antenna as it provides and improved
channel capacity. Small sized MIMO antenna, however, degrades the performance
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of antenna elements [7, 8]. A compact UWB MIMO microstrip patch antenna with
pattern diversity and band rejection characteristics is reported [9].

In this paper, we propose a dumbbell shaped 2 x 2 MIMO patch antenna with
defected ground structure on FR-4 as substrate for K and Ka band applications.
Dumbbell shaped MIMO antenna is designed and simulated by means of electro-
magnetic tool, High Frequency Structure Simulator (HFSS) v13 by AnSoft. This tool
utilizes the mathematical formulation of finite element method. Evolution of antenna
design is presented in Sect. 12.2, result and discussion in Sect. 12.3 and conclusions
in Sect. 12.4 is presented.

12.2 Evolution of Antenna Design

The evolution of the proposed antenna begins with Ant-1. The patch and ground struc-
ture of Ant-1 with two ports MIMO microstrip line feeding is presented in Fig. 12.1a,
b respectively. Further Ant-2 was designed with two ports MIMO microstrip line
feeding with the above same patch and defected ground structure as presented in
Fig. 12.2a, b. Ant-3 is the proposed antenna designed with two port MIMO microstrip
line feeding with the above same patch and defected ground structure as presented
in Fig. 12.3a, b. Radiating patch geometry of all the three antennas is same. All
these two port MIMO antennas were designed using dielectric material epoxy FR-4
with substrate height 1.6 mm and simulated with Ansoft HFSS software tools (Table
12.1).

Port 1 Port 2 Port 1

@ (b)

Fig. 12.1 a Upper and b lower view of ant-1
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¥

Port 1 Port 2 Port |

¥F
3

@ (b)

Fig. 12.2 a Upper and b lower view of ant-2

Port 1 Port 2 Port |

(@) ®)

Fig. 12.3 a Upper and b lower view of ant-3 (proposed)

12.3 Results and Discussion

The showing of proposed antenna is studied in expression of surface current distribu-
tion, return loss, diversity gain, envelope correlation coefficient (ECC), and radiation
pattern.

Ant-1 is without defected ground and its IS};| behavior is shown in Figs. 12.4
and 12.5. We observe simulated impedance bandwidths of 16.51% and 15.66%,
resonance peaks at 26.38 GHz and 26.19 GHz (cf. Fig. 12.5) having peak gains of
—1.2 dBi and —1.45 dBi (cf. Fig. 12.6) at port 1 and 2, respectively.

Impedance bandwidths, resonance peaks, and peak gains are depicted in Figs. 12.4
and 12.5 also for Ant-2 and Ant-3.
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Table 12.1 Specifications of

Geometrical parameters Values
the proposed antenna (ant-3) P

Ls x Wg (Substrate length x Substrate 30 mm x 30 mm

width)

Lpy x Wp; (Patch length; x Patch 8§ mm x 2 mm
widthy)

Lpy x Wpy (Patch lengthy x Patch 2 mm X 6 mm
widthy)

D¢ (Diameter of circle) 10 mm

Dc> (Diameter of circle;) 6 mm

Dc3 (Diameter of circles) 4 mm

Lg1 x Wg1 (Ground length; x Ground 5mm x 5 mm
widthy)

Lg> x W (Ground lengthy x Ground 3mm x 3 mm
widthy)

W3 (Ground width3) 6 mm

W g4 (Ground widthy) 8 mm
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Fig 12.4 1Sy | versus frequency of ant-1, ant-2, and ant-3 at port-1

For Ant-2 (IBW-15.2%, resonating peak at 27.18 GHz, peak gain 9.3 dBi port 1),
we observe an impedance bandwidth of 7.5% at port 2 with same resonating peak
and peak gain as obtained at port 1.

Table 12.2 depicts the values of impedance bandwidth, resonating bands, peak
gains for Ant-3 (proposed) at port 1 and 2. An ultra-wideband having impedance
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Table 12.2 Port characteristics of proposed (ant-3) MIMO antenna

Port Band frequency fy Return loss Gain Impedance BW
(GHz) (GHz) (dB) (dBi) (in %)
Portl 24.95-31.31 27.11 —25.6 8.2 22.7
29.54 —18.9 4.8
Port2 25.55-30.37 27.2 -27.15 7.9 17.3
29.6 —22.32 4.8

bandwidths of 22.7% and resonant frequency (f,) at 27.11 GHz and 29.54 GHz
along peak gains 8.2 dBi and 4.8 dBi, respectively, and isolation less than —15 dB is
observed at port 1. A wideband with an impedance bandwidth of 17.3% and resonant
frequency 27.2 GHz and 29.6 GHz peak gains of 7.9 dBi and 4.8 dBi, respectively,
(cf. Figs. 12.4 and 12.5) and isolation less than —15 dB is observed at port 2 (cf.
Figs. 12.6 and 12.7). However, we observe two resonating frequencies in a single
band at both the ports (cf Figs. 12.4 and 12.7 and Table 12.2), which is termed as
“ringing resonant frequencies” [10, 11]. As given in Table 12.2, we observe variations
in gain (cf. Figure 12.7) between the first resonant peak and the second resonant peak
at both ports. The ringing phenomenon causes variations in the antenna parameters,
such as gain and return loss. Degradation in gain and return is observed (cf Table
12.2) due to “ringing effect.”

At port 1, for the proposed antenna (Ant-3), we observe the current distribution
as two different resonant frequencies is 27.11 GHz and 29.54 GHz as shown in
Fig. 12.8a, b. Surface current densities at 27.11 GHz and 29.54 GHz are 35.25 A/m

)
g
]
2 s
2 =
=1 [--]
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25 26 27 28 29 30 3 32

Frequency (GHz)

Fig 12.7 Simulated Sy, S22, and gain versus frequency for the proposed antenna (ant-3)
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Fig 12.8 Current distribution at port 1 for a 27.11 GHz b 29.54 GHz at port 2 for ¢ 27.2 GHz
d 29.6 GHz

and 40.80 A/m, respectively. Similarly surface current distribution at resonating
frequency 27.2 GHz and 29.6 GHz corresponding to port 2 is 39.37 A/m and 41.23
A/m, respectively, as presented in Fig. 12.8c, d.

ECC and diversity gain (DG) as a function of frequency is shown in Fig. 12.9.
Both the antenna parameters are related as given by Eqgs. 12.1 and 12.2 [8].

Diversity Gain = 10v/1 — ECC? (12.1)

[S11 % Si2 + Sa1 * Sxof
(1= 87| = S5 ) (1 = [S5] = [SR)

From the Egs. 12.1 and 12.2, it is clear that the lower the value of ECC, higher
the diversity gain, and higher data transfer rate. Lower value of ECC in the range of
0-0.5 is considered to be appropriate for a MIMO antenna to operate efficiently, and
when ECC value is close to zero, the efficiency of MIMO antenna is increased as the
mutual coupling and signal interruptions between antenna elements are minimized.

ECC = (12.2)
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Fig. 12.9 Simulated ECC and DG of proposed antenna (ant-3)

ECC for proposed MIMO dumbbell shaped antenna shows a maximum value of
0.0012, which is near to zero which is indicative of minimum mutual coupling effect
between antenna elements leading to higher data rates and diversity gain for the
proposed antenna. The mutual coupling of effect between the ports of MIMO could
be understood with the two scattering parameters S, or Sp;. The scattering parameter
S12/821 provides isolation for the ports between MIMO antenna. The isolation value
is less than —15 dB (cf Figs. 12.6 and 12.10) for the observed bandwidth. Radiation
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Fig. 12.10 Simulated isolation and radiation efficiency of proposed antenna (ant-3)
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efficiency of around 70% and diversity gain response for proposed MIMO antenna
range between 9.979 and 9.999 dB as presented in Fig. 12.9.

The simulated E plane and H plane for the far field radiation pattern of the Ant-
3 as presented in Fig. 12.11a, b (at port 1 at 27.11 GHz and 29.54 GHz) and in
Fig. 12.11c, d (at port 2 at 27.2 GHz and 29.6 GHz). The antenna for all resonating

frequencies shows omnidirectional radiation pattern.
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12.4 Conclusions

Dumbbell shaped MIMIO antenna (cf. Figs. 12.1, 12.2, and 12.3) is evolved through
simulation of different stages and the characteristics are discussed in Sect. 12.3.
Perusal of Fig. 12.4 depicts impedance bandwidth (22.7% at port 1 and 17.3% at
port 2), resonant frequency (27.11 and 29.54 GHZ at port 1, 27.2 and 29.6 GHz at
port 2). Figure 12.5 shows peak gain (8.2 dBi and 4.8 dBi at port 1, 7.9 dBi and
4.8 dBi at port 2) for MIMO antenna (Ant-3). Isolation (cf Fig. 12.6) less than —
15 dB is observed at port 1 and 2 both. Simulated envelope correlation coefficient
is 0.0012, and diversity gain between 9.997 and 9.999 is observed from the perusal
of Fig. 12.9. However, the gain of the antenna varies and degrades as the frequency
is shifted toward higher side. This is attributed due to ringing effect [10, 11]. The
proposed MIMO patch antenna is suitable for K and Ka band applications and in
particular for 4G/5G mobile applications and satellite communications.
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Chapter 13 )
An Improved Algorithm for Analyzing Guca i
Students’ Academic Performance

Anita Mahajan® and Ilyas Khan

Abstract To keep track of educational information of students and keep them orga-
nized is a major task. This information is also useful in predicting the success rate
and hence very important. Excellently working and efficient algorithms are used to
do so. The main motive of this research paper is to propose an advanced version of
C4.5 decision tree algorithm for assessing information easily and accurately. After
carrying out various tests and comparing the accuracy of the existing algorithms with
the advanced version, it was seen that this algorithm is more accurate while assessing
test data and less accurate while assessing train data.

13.1 Introduction

The students’ academic performance depends on various things like social, indi-
vidual, mental, monetary and other different factors. There is a necessary need
of prediction models including all these factors so that academic performance of
the students can be predicted [1]. We can find out the students who are weak and
have less academic performance by our prediction model. The students having low
performance can be taken care of individually by mentors and teachers so that their
performance can get improved later on. The performance measures like their CGPA,
SGPA, test marks and other factors are included as variables to find out the effect
of different courses or activities organized by educational organizations. The perfor-
mance of students is the result of interactions among factors such as age, gender,
capability of grasping, education support, motivation and enthusiasm of learning and
achievement not just the simple cause and effect relationship [2, 3].

Our proposed research will be useful for taking decisions to improve academic
performance of students as well as providing feedback to professors so that teaching
learning methods can be improved. In addition to this, grouping of students as per
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their interest and skills can be done using classification, so that they can be given a
task/project of their interest which will be helpful in improving their performance.

Many research experts have been working on this topic from several years. In
Spain, the most influencing factors of various extracurricular activities, be it related
to study or sport, were noted by [4] J. A. Moriana, F. Alos, R. Alcala, M. J. Pino,
J. Herruzo and R. Ruiz. The outcomes were diverse in forms, for example, the
sport activities were both indoors and outdoors while the academic ones were both
tutored and private. Data of 250 students from 12 different schools was taken into
consideration. By the use of ANOVA, i.e., analysis of variance, it was observed that
students taking part in activities outside of the school had better academic results [5].

The performance of the first and second semester’s bachelor students of computer
science course was predicted by [6] Fadhilah Ahmad, Azwa Abdul Aziz and Nur
Hafieza Ismail, in 2013. They surveyed parameters, methods and tools, the three
elements needed to make prediction on students’ academic performances. The
patterns were extracted using Naive Bayes classifier using the data mining tool,
i.e., Weka. So, the abovementioned framework can have an application in system
implementation and prediction of student’s academic performance in higher learning
institutions.

The main aim of [7] Umamaheswari. K. S. Niraimathi in 2013 was to prepare
the students for interviews. The students were categorized in grade order in all their
education studies. Different social and demographic variables like age, gender, name,
lower-class grade, higher-class grade, degree proficiency and extra knowledge or
skill, etc., were taken into consideration. An examination was conducted to find out
the extent to which these factors help in categorizing the students in the order of
ranks to proceed for the recruitment process [8]. Because of this process, the short
listings of students reduced. Clustering, association rules, classification and outlier
detection had been used for evaluation of the students’ performance.

A student’s future can be predicted by the application of data mining techniques as
proposed by [9] Priyanka A. Patil, R. V. Mane in 2014. Data collected from students
is used in sequential pattern mining algorithms, as it finds most frequent patterns.
The results can be calculated based on the patterns that are more frequent, using the
classification algorithms. Guidance can be provided to those students who are more
prone to failure.

The aim of the paper proposed by [10] Jyoti Bansode in 2016 was to improve
teaching—learning process. One of the major applications of EDM is to predict
student’s performance, and hence, decision tree can be easily used for prediction.
Students who are found poor can be pre-warned and necessary actions can be taken
by the administration to improve the performance of the student.

13.2 Proposed Work

We have collected data of undergraduate students of different streams of bachelor of
engineering during the period (2015-2018). Initially, about 1000 students’ records
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have been collected. Then data preprocessing is done, and duplicate entries have
been removed. The objective of proposed research work is to suggest students for
improvement in academics.

13.2.1 Proposed Algorithm

We have used the concept of the decision tree algorithm in our proposed algorithm.
Any decision tree has a root node in the starting from which we take decisions and
actions. Then as per the decision tree algorithm, further nodes are split from the
first node recursively. In the resultant decision tree, a probable scenario of decision
and its possible outcome is represented by each branch. There are many decision
tree algorithms among which two are widely used: ID3 and C4.5, where C4.5 is an
improved version of ID3 which is developed by Quinlan Ross [11]. C4.5 handles
both continuous and categorical attributes. On the basis of the selected threshold,
C4.5 does the splitting of attribute values into two partitions due to which the child
nodes are decided. The values that are above the threshold value become one child,
and the other remaining values become another child. Decision tree is made on the
basis of decisions made as per attribute selection measure. In C4.5, gain ratio is used
as an attribute selection measure for building a decision tree. Following are the three
equations used for calculation of entropy, gain ratio and split info of the attributes:

Entropy(Decision) = Z —pW) -log2p(I) (13.1)
Gain Ratio(B) = Gain(B)/Split Info(B) (13.2)
SplitInfo(B):—Z|Ej|/|E| x log2|Ej|/|E| (13.3)

On the basis of these values, attribute selection is done and decision tree is made.
We have proposed an enhanced algorithm of C4.5 decision tree algorithm which
overcomes few of the drawbacks of the decision tree algorithm C4.5. We have used
mean, mode, median with fourfold cross-validation so that outliers and data impu-
rity can be handled. We have first collected the data, and then we have done data
preprocessing to eliminate the impurities in data. Then we have prepared a model
using C4.5 and our proposed algorithm. The data is fed as input in the form of .csv
file, and the model is applied on that data. As a result, we get an improvement in
accuracy on test data but decrease in accuracy on train data.
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13.3 Results

We have collected data through our Google form. We have applied data preprocessing
for the collected data; then we have stored it as a .csv file for mining data-related
work. The data preprocessing was a time taking process; an un-normalized database
table was used for storing the original data with a unique row for student name, roll
no., ID, semester, course, CGPA and grade, etc., for each course.

13.3.1 Target Audience

e The main point was to select which will be the target audience for this research
work.

e So, after some analysis, we selected the engineering students of first and second
year, respectively, for this purpose.

13.3.2 Attributes Selection

The second main point was to figure out the various parameters which may affect
the performance of the students.

So, a list of attributes was selected, and the priority order was set for each
parameter.

Following were the attributes which were being used to get the data from the
students (Table 13.1).

13.3.2.1 Data Snapshot

See Fig. 13.1.

13.3.2.2 Practical Setup

Implementation Language Used: R

Language R is a reporting-based programming language mainly used for graphical
representation and statistical analysis. Ross IThaka and Robert Gentleman have devel-
oped R at the University of Auckland and being currently handled by R Development
Core Team. It is a programming language under the GNU General Public License.
This language supports various platforms like Linux, Windows and Mac.

The core of R says that it is an interpreted computer language giving function-
ality of branching, looping and modular programming using functions. R supports
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Table 13.1 Data table Attribute name Data type
Timestamp Datetime
Name Tinytext
Age Double
Mothers education Tinytext
Father’s education Tinytext
Father’s occupation Tinytext
Mother’s occupation Tinytext
Course Tinytext
Department Tinytext
12th percentage Double
12th board Tinytext
10th percentage Double
10th board Tinytext
Year of engineering Double
Languages known Tinytext
Coaching Tinytext
Number of hours spent on study per day Tinytext
Preparing for higher studies? Tinytext
Projects under taken during semester Tinytext
Time spent on social media in a day Tinytext
Hostelite or local Tinytext
Relationship status Tinytext
Social media Tinytext
Time of taking book before exam Tinytext
Type of book Tinytext
Topic clearance Tinytext
First-year CGPA Double
Gender Tinytext

procedures and functions which can be written in different programming languages
like FORTRAN, C, C++, .Net and Python.

R is distributed under a GNU style copy left as a free software, and it is an official
part of the GNU project called GNU S.

We selected the C4.5 classification model and our proposed algorithm and
compared their effectiveness on the basis of a prepared model for performance predic-
tion of students. Based on the previous classes’ results, the model was prepared by
using performance as a class attribute. To finalize the best model, we have computed
the average accuracy in predicting the performance for all students. For each level of
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Fig. 13.1 Snapshot of data

Table 13.2 Accuracy

Algorithm Train data Test data
measures

C4.5 91.59 84.23

Proposed algorithm 75.63 92.93

performance, Table 13.2 gives the performance analysis of the proposed classifica-
tion algorithms and C4.5 algorithm as well as the percentages of accuracy. The table
shows that both the algorithms perform very good; however, higher accuracy was
attained through our proposed model on test data and higher accuracy was attained
through C4.5 for train data.

Based on the results, our proposed algorithm was applied for predicting the perfor-
mances of students. Students are allowed to search for their performance prediction
through the proposed small system. To find the prediction, we have built the classifi-
cation models using training data and specific attributes and on the basis of the records
of students. To construct the model, different attributes are used which includes the
result, CGPA, grade, time spent per day, mother’s education, father’s education,
family background, interests, etc. On the basis of the performance predicted, the
recommendation of the best possibilities for each student is being provided by the
system. The goal is to help the students to make them aware of improvements needed
to enhance their academic attainment level.

Table 13.2 shows the accuracy measures for train data and test data.
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13.4 Conclusion

Decision tree remains in the list of important algorithms used in data mining. There
are different types of decision tree algorithms like ID3, CART and C4.5. Among
this, most popular decision tree algorithm is C4.5 algorithm. The C4.5 algorithm
gives a decision tree as an output. This tree is constructed by data preprocessing and
attribute selection or parameters selection. After building the decision tree, pruning of
the resultant tree is done. Following this, the algorithm then analyzes, estimates and
completes the classified data mining. In this research work, data preprocessing and
mean, mode, median are used for improving the classification accuracy for datasets
including fourfold cross-validation. At first, the data is preprocessed, and then we
analyzed the proposed approach algorithm with the C4.5 classifier and compared the
performance of both. The results show that using mean, mode and median as threshold
values can significantly improve the accuracy results. The accuracy increased for
testing dataset but decreased for training dataset.
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Chapter 14

Designing a Secure Integration of IoT ez
Ecosystem and Intrusion Detection Using
Machine Learning Approaches

Anshul Jain, Tanya Singh, and Satyendra K. Sharma

Abstract The Internet has become an indistinguishable part of human life, and
the number of associated devices is also expanding exponentially. Specifically, the
Internet of Things (IoT) devices has become a regular and indispensable part of
human life which has now intruded in every corner, be it home, office or industry.
However, security is still the primary concern, which is deemed to be solved by
applying different machine learning techniques. Moreover, [oT and machine learning
are adeadly combination and can help achieve many of these security issues. Machine
learning techniques can help find real solutions to the most typical problems faced
in the IoT ecosystem. It can also achieve the result with very high accuracy from
the anonymous data provided to it. Besides, machine learning techniques have solid
generalisability, so that they are additionally ready to distinguish obscure attacks.
The authors here discuss the security issues in [oT ecosystems and how they can be
solved using machine learning techniques. A modular architecture using machine
learning and different intrusion detection techniques is also proposed in this paper.

14.1 Introduction

The end-to-end IoT network security is a critical issue for the fast development of
IoT-enabled devices, business and their ecosystem. Some existing applications and
solutions manage the security, but it has proved insufficient in current circumstances.
Therefore, building an intelligent and reliable solution is the need of the hour. An
intelligent solution that can educate itself parallel to the intruders building destructive
problems could help cater to this challenging situation. All the studies and research
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done in academia and industry show that machine learning solutions can provide
a viable solution to all these problems. Machine learning is a technique that can
learn and unlearn different algorithms that can detect the network’s unusual traffic.
A substantial issue is to detect the interruptions without impacting the entire network
and traffic. An intrusion detection system (IDS) is a methodology that detects the
network’s intrusion at different levels to identify the abnormality. Machine learning
algorithms implemented with IDS can detect these elaborate scenarios and improve
the IoT ecosystem security. However, it requires high-quality algorithms that can
scan billions of devices and the data flowing through it and still consume low power,
memory and processing.

Machine learning algorithms can be re-designed to use in IoT ecosystem to achieve
the perfect result in decreasing recognition time. Machine learning for network intru-
sion detection is a precinct of progress and dynamic exploration. However, regard-
less of the vast amount of work done in IoT and machine learning, not many of
these researches have received far-reaching results to achieve the desired goals. This
paper proposed a modular architecture of the IoT ecosystem, which uses IDS in
all the layers. This architecture further discusses and shows how machine learning
techniques can be combined and used in an IoT ecosystem.

This paper’s organisation is as follows. Section 14.2 discusses different security
issues in the IoT ecosystem. It further explains different modules where IDS can be
deployed in any IoT ecosystem. Section 14.3 explains different IDS methodologies
that can be used within any network to detect intrusions. These IDS techniques can
be combined with different machine learning techniques to make them robust and
comprehensive. These machine learning techniques are discussed in Sect. 14.4, which
are further used in the architecture proposed in this paper. Section 14.5 proposes a
modular and decoupled architecture that shows how IDS can be deployed in different
parts of the IoT ecosystem to enhance its security and utilise machine learning
benefits. Finally, the conclusion is presented in Sect. 14.6.

14.2 Security Issues in IoT Ecosystem

The IoT has already captured a large part of our daily lives. It has built a massive
ecosystem around us including homes, kitchens, cars, medical, sports, entertainment
and our cities. IoT devices easily identify weak areas in real time such as water
for crop, exercises for body, variations in a heartbeat and body temperature. IoT has
already entered a stage where it carries more personal data than ever before; therefore,
it becomes compulsory to ensure the security of the data processed in the IoT’s
ecosystem. However, this vast inclusion of IoT in human life and many positive
impacts and benefits, it has another dark side. Weak cybersecurity implemented in
IoT ecosystem [1] can cause a significant impact on the private data used and shared
among different devices in IoT ecosystems. Figure 14.1 shows some of the security
issues [2]. Security in IoT can be implemented in four types in different layers of its
ecosystem [3]. These four types are defined below.
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14.2.1 Edge Security

IoT is a truly distributed network that provides services to devices and their corre-
sponding network around the globe. These devices can be sharing data for reporting,
analysis or monitoring, which can be either used or misused if it gets into incorrect
hands. Edge devices are used to connect such different networks for the transfer of
data [4]. Therefore, securing such devices is much more important than any other
network component because any impact on such devices can adversely affect the
whole network. EDGE IDS is used to protect such a system.

14.2.2 Endpoint Security

Endpoint security solutions provide organisation-based protection against malware
and botnets hazards. Additionally, the endpoint protection agreements guarantee
that components joined to the network is accepted for interchange and validation.
Endpoint security can also be related to hardware tampering [2], where a malicious
attacker can tamper with hardware to gain access to the network or to push malicious
data to any network.
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14.2.3 Application Security

Application is managed and operated by the end-user at two points, in the front and
backend. The backend application manages the device, whole application and data,
whereas the frontend provides the user interface. Any vulnerability in the application
at either end can be a significant risk to the whole ecosystem. It can expose the most
critical data to hackers. Jain and Singh [2] discusses two of the most critical risks
associated with application or software as challenges with embedded software and
missing dynamic security patch updates.

14.2.4 Network Security

Securing networks and devices operating on the network layer are also as impor-
tant as securing any other network components. This segment is very vulnerable to
attacks like DoS/DDoS, and it can be secured by implementing solutions [5] such as
encryption, VPN and dynamic routing protocols.

14.3 Intrusion Detection in IoT Ecosystem

An intrusion detection system (IDS) is a security mechanism that operates at all
IoT ecosystem levels. We have discussed these levels in 14.2. An IDS designed
for an IoT ecosystem should have the option of investigating packets of data and
progressively reacting on the analysis, breaking down packets of data in different
layers of IoT coordinating with different convention stacks and adjusting to various
conditions applied in the IoT ecosystem. An IDS intended for IoT-based, critical
situations should operate under authoritarian states designed to consume low power
and memory, rapid reaction and high-volume data handling. Usual IDSs may not be
entirely suitable for the IoT ecosystem as they are not designed for low power and
CPU consumption. IoT security is a constant and vital issue; thus, an exceptional
understanding of IoT frameworks security vulnerabilities and advancing relevant
moderation approaches is needed. As shown in Fig. 14.5 of our proposed IoT and
IDS ecosystem architecture diagram, different IDS mechanisms can be applied at
different levels. The data collected at different levels can be processed on a cloud for
detecting any attacks using machine learning techniques. Some of the IDS techniques
are discussed in this section.
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14.3.1 Signature-Based Detection

Signature-based recognition is achieved by comparing the identified data with
the object database [6]. The signature-based detection technique is also called
knowledge-based, where predefined variables/signatures are compared with their
corresponding values stored in the database [7]. Article in [8] discusses how
blockchain can enhance the security of an IoT ecosystem. The author in [9] has
designed an IoT ecosystem for a 5G network where knowledge-based technique is
used to detect any intrusion.

14.3.2 Anomaly-Based Detection

Technique anomaly-based detection technique thinks of current client experiments
against client logs recently stacked. Anomaly is the best technique to detect new
attacks by analysing abnormal activities. Therefore, it generates many false warnings
because of erratic systems and customer behaviour [10]. The anomaly technique is a
best-suited example of machine learning techniques because it learns from the logs
and data generated. Additionally, it requires excellent collections of information to
train the system for typical client profiles.

14.3.3 Hybrid Detection

The hybrid detection technique is the combination of the signature and anomaly
intrusion discovery technique. The concept behind hybrid detection’s use is to iden-
tify both the properties of executives with little recognised human affiliation and
obscure attacks based on mark and identification systems for inconsistencies [11].
Hybrid is the best technique to be used in any ecosystem because it is more knowl-
edgeable than the signature technique. It also enhances its knowledge in real time,
and false-positive alerts generation is also less than the anomaly technique.

14.4 Machine Learning Techniques in IDS

IDS is used to detect abnormal data by scanning massive traffic flow in and out of
any network. Unevenly distributed traffic flows through it with varied types, and it
changes in real time. Therefore, reading real-time logs and detecting abnormalities
is tedious, leading to many false-negative and false-positive alerts. This scenario
makes the task manual and cumbersome for administrators managing it. To overcome
these issues and to achieve IDS inclusion of machine learning techniques becomes
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Fig. 14.2 Random forest
and detection tree
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a necessity. Section 14.3 discusses some of these techniques used to deploy in the
improvement of IDS functioning. This section discusses three of the most common
machine learning techniques and the algorithms used in IDS system development.

14.4.1 Random Forest and Detection Tree (DT)

Random forests consist of multiple single trees, each based on an arbitrary instance
of data planning. They are generally more reliable than trees of one choice. There
is no pruning of trees. Instead, trees are isolated from each other. Figure 14.2 shows
each arbitrary wood tree’s example and an arbitrary arrangement considered for
separation at each centre. The two components make trees of assorted variety [12,
13]. The algorithm used in this technique is as follows:

1. Spot the best data set quality at the tree’s foundation.

2. Divide the preparation into subsets. Subsets should be rendered in such a way
that each subset includes data with a similar quality incentive.

3. Repeat stage 1 and stage 2 on each subset before finding a leaf node in each
tree’s pieces.

14.4.2 Bayesian Network

Bayesian networks are a kind of probabilistic graphic system that can be used to
create data models and expert opinion. In addition, they can be used for a wide range
of errors, including assumptions, detection, evaluation, mechanised intelligence,
reasoning, time scheduling forecast and essential risk leadership [14]. Figure 14.3
shows the flow diagram of the Bayesian network algorithm.
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Fig. 14.3 Bayesian network
algorithm

14.4.3 Neural Network

A neural network is an algorithm progression that attempts to perceive primary
connections in many data through a procedure that emulates the way nature cerebrum
works. Now, structures are alluding to neuronal constructs, either real or artificial.
Figure 14.4 shows the architecture and functioning of the neural network.

Min et al. [15] propose a novel interruption identification framework called TR-
IDS, exploiting both measurable highlights and highlights of payload. Word insertion
and message convolutionary neural network <(text-CNN) is applied to extract from
payloads sufficient information.

Fig. 14.4 Neural network
algorithm
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Fig. 14.5 Proposed IoT and IDS ecosystem using machine learning

14.5 Proposed Architecture of IoT and IDS Ecosystem
Using Machine Learning Techniques

The architecture proposed in this paper is an extension and enhancement to our
previous study done in [2, 8]. Figure 14.5 illustrates the proposed architecture. The
modular architecture of the [oT ecosystem, as discussed in [8], introduces blockchain
in a decoupled environment. This architecture is a joint venture of these two archi-
tectures that utilises both and introduces an architecture utilising machine learning
techniques for intrusion detection.

This paper proposes an IoT and IDS architecture where IDS has been implemented
on each layer to provide overall security to the IoT ecosystem. The bottom-most
module has an endpoint IDS installed on all the individual devices and used to secure
end devices and applications. Next, network IDS is installed above the endpoint and
is used to secure local IP or non-IP networks. It is followed by edge IDS, which
secures the devices connecting two different networks. This module also includes a
cloud where all the IoT data is collected, stored and processed for further analysis.
Edge is a unique module with an inbuilt machine learning module. After performing
an analysis of stored data, the intrusion is detected based on the methodologies
discussed in Sects. 14.3 and 14.4. Like our previous architectures, this is also a
modular architecture that can be modified and used as per end-user requirements.
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14.6 Conclusion

Machine learning algorithms may be feasible in constructing typical profiles and,
subsequently, in IDS planning, depending on the inconsistent location approach.
Therefore, machine learning and data mining algorithms assume significant compo-
nents in planning IoT and IDS ecosystems. In this paper, we have briefly discussed
the different security issues in the IoT ecosystem. We have also suggested the IDS
techniques which can be used to mitigate these security issues. The paper further
throws some light on the machine learning techniques that can be used to enhance
the different IDS techniques discussed previously. A broad overview is provided in
the proposed architecture where a modular approach is presented, combining all the
three aspects of this paper, i.e. security issues, IDS techniques and machine learning
methodologies. This architecture shows how IDS can be implemented in different [oT
ecosystem modules combined with different machine learning techniques. Machine
learning is the future of IoT and is a methodology that requires strict guidance. Unsu-
pervised learning algorithms can “learn” and report abnormalities without a named
data set. It can recognise new kinds of intrusions but is too prone to false-positive
alarms. This paper is a small star in the IoT and machine learning universe. We are
hopeful that machine learning is going to help IoT grow while ensuring its required
security.
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Scaling of Rapid Tests During Pandemics | oo
Using Application: Conceptual Resolving

of Irremediable COVID-19
Circumstances—PRATIDHI

Akshay A. Menon, Ananthu Vasudevan, Arun K. Nair, K. S. Krishna Das,
and T. Anjali

Abstract The spread of COVID-19 contagion has to lead the world on a pause,
because of its alarming rate. The only immediate solution was to practice social
distancing and enforce lockdown. COVID-19 has declared an international emer-
gency because it has been labeled pandemic, and different countries are still devel-
oping their vaccine. As far as now various countries with various governments have
undertaken active plans and emergency measures to protect the public. The govern-
ment and various health organizations are in charge of the survey. In fear of being
affected, people tend to avoid hospital visits and circumvent the COVID-19 test. As
of now, many Web applications are developed to avoid social interaction and commu-
nity gathering. The COVID-19 test booking Web app provides the user to choose
what, when, and where to take the COVID-19 test, it also helps the government
health officials to maintain a safe database. This ensures the increase of COVID-19
test being taken and provides the individual proper safety and assurance.

15.1 Introduction

The current outbreak of COVID-19 has been the debate of the century. This outbreak
has been reported in Nov 2019 in China, Wuhang. In the current scenario, consistent
testing and isolation are the only way to prevent the escalation of COVID-19 further-
more. COVID-19 is a respiratory disease that severely affects the upper and lower
tracts of the lungs. Also known as a “novel coronavirus,” a new strain among the
family of coronaviruses affecting more than 90.2 million persons and also resulting in
1.9 million as reported by World Health Organization (WHO) from the 223 countries
around the world and reported SARS-CoV-2 as a pandemic virus [1, 2].
SARS-CoV-2 is a pathogenic virus that adversely affects the lungs. This virus
can be passed on to another person through direct or indirect contact. When a virus
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passes on to another person through one’s respiratory secretions, this is termed as
direct contact [3, 4]. When a virus spreads onto a person through surfaces, it is
termed as indirect contact. Since no vaccine has been developed for COVID-19,
current precautions taken to prevent the widespread of COVID-19 are through isola-
tion, social distancing, and regular sanitation [5]. The testing phase is a manual
process where the individual sample is taking for testing in certified hospitals [6].
The nasopharyngeal swab is collected from the nasal cavity. This collection is done
in hospitals where a huge amount of people gather for testing COVID-19. This expo-
nentially increases the spread of COVID-19 dramatically. It is also scientifically
proven that community gathering is the major reason for the widespread of COVID-
19 [7]. Taking Kerala as an example, to date Kerala is one of the top states of India
which has the highest number of active cases (64,447). Observing the increase in
cases for COVID-19, the major cause of this rapid increase is a community gathering.
Approximately 90% of the active cases are due to community gathering [8].

Social distancing is the best viable option to date since no vaccination has been
developed which shows 100% succession. Some of the vaccines developed are
COVISHIELD from UK, TOZINAMERAN from USA, Ad5-nCoV from China,
etc.

Even though vaccines are developed still the virus will sustain in our environment
as stated by WHO. This poses a huge chance for another pandemic to occur shortly.
Even if one person has the virus, the characteristics of the virus may enable it to
exponentially spread again.

Some people who have symptoms of COVID-19 may not approach for an antigen
test or PCR test for COVID-19 [9, 10]. This is because of a simple cause, people
show idleness to proceed for a COVID rapid test. Since these people do not show
up, not all are quarantined. This causes the virus to spread even more dangerously
[11]. This is one of the vital reasons for the widespread of COVID-19.

Another way implemented to reduce the spreading of the virus is by using mobile
applications effectively [12, 13].

Papers mentioned in the related works are some of the conceptual papers we used
to develop this idea [14, 15]. These papers are referred to understand the current
existing technologies [16, 17]. Using those papers, we were able to find limitations
in our proposed methods and could effectively tackle them by comparing them with
previous developments in this particular area [18, 19]. This system uses a database
for storing the user’s data in a database by hosting the application in Amazon EC2
as a Software as a Service (SaaS) model [20]. To find nearby hospitals, we use Geo
API in Google Maps [21]. We used tokens for patients affected with COVID, where
tokens represent the availability of accommodation in a particular hospital which
substantially decreases social gathering [22]. We also discuss how social gathering
or community gathering effects or aids in the outspread of SARS-CoV-2 among
the public. Since there has not been a previous method to this idea, this proposed
method is derived from a library of existing methods for different COVID-related
hindrances. The proposed method reduces social contact with one another, and also
people will have no hesitation to apply for a rapid COVID test [23]. The proposed
method provides full privacy of a person’s health situation when undergone COVID
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health examination and can rapidly increase the scale of tests run each day [24, 25].
This will finally ensure the safety and privacy of patients who request treatment for
COVID-19.

15.2 Related Works

Fahim Aslam has proposed the importance of social distancing, by analyzing how
social distancing will limit the reproduction rate (RO) of the virus among commu-
nities, also the implementation of social distancing in previous pandemics and its
effectiveness [1]. Mark J. Siedner and Guy Harling have developed a pretest—post-
test result comparison by implementing social distancing statewide, also mathe-
matical values of pre- and post-enactment of social distancing [2]. Noella Noronha
and Alessia D’Elia surveyed the amount of COVID-19 applications developed and
also how applications reduce the exponential propagation of the virus among the
communities [3]. Patricia Biller Krauskopf has developed a COVID learning app
where virtual sessions for caring patients are assisted by WHO itself [4]. Kannikar
Intawong, Debra Olson, and Suwat Chariyalertsak developed an application that
stores and interconnected databases between patients and hospitals. Implementing a
self-screening to escalate health awareness among the public [5], Ravi Pratap Singh
and Mohd Javaid represented IoT as a technological platform that provides auto-
mated and transparent treatment which substantially reduces the healthcare costs
[6]. Abhuhammad S, Khabour OF, and Alzoubi KH proposed the method of contact-
trace tracking, a method to determine the acceptability of COVID-19 contact-tracing
technology, and a deep study of the ethical concerns for many people [7]. Ali Imran
and Iryna Posokhova with their associates developed an Al-powered screening solu-
tion to scale up the amount of COVID tests, a cough-based diagnosis of respira-
tory disease testing through a smartphone application [8]. Richard 1. Horowitz and
Phyllis R. Freeman proposed a hypothesis for the controlled spreading of asymp-
tomatic or minimally symptomatic infection with COVID-19 among a large number
of individuals which increases global morbidity and mortality [9]. Anna Tsutsui and
Yuko Ohno use Google Distance Matrix API to track healthcare access by imple-
menting SAS and Web API’s [10]. Changrong Xu and Feilun Chen’s research on
W3C Geolocation API tracking of client’s position is based on client-side JavaScripts
analysis which connects to a relational database containing user’s location informa-
tion [12]. Vidya K. Bhise and Ajit S. Mali published documentation in the fourth
International Conference on Computing, Communications and Network Technolo-
gies (ICCCNT) comprising of the importance of storing user’s data and essential
database management using fewer resources on Amazon EC2 which significantly
costs less for the developers of Web applications [13]. Parminder Singh, Pooja Gupta,
Kiran Jyoti, and Anand Nayyar studied the significance of auto-scaling application
set as the future for Web application in cloud platform [14]. Daniel R. Lanning,
Gregory K. Harrell, and Jin Wang, in their study on Dijkstra’s algorithm imple-
mented in Google Map to find the shortest path between the source and destination
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[15]. Heeket Mehta, Pratik Kanani, and Priya Lande worked on algorithms used in
Google Maps to find the shortest distance between source and destination [16]. A
Kumar, D Sathyapalan, A Ramachandran, K Subhash, L Biswas, K V Beena worked
on how antibodies are formed with continuous contact with COVID-affected patients
[17]. Unnikrishnan Payyappallimana, Kishor Patwardhan, Prasad Mangalath, Chris-
tian S. Kessler, Rama Jayasundar, Anupama Kizhakkeveettil, Antonio Morandi, and
Ram Manohar P showed us how important is the usage of ayurvedic medicines for
diagnosing a patient affected with a disease [18]. Bilha Baby, Aswathy R. Devan,
Bhagyalakshmi Nair, and Lekshmi R. Nath proposed the different types of diagnostic
and also about the types of treatment strategy for COVID-induced patients [19]. Shiva
Prasad Kollur worked on how COVID-19 spread through community gathering and
social contacts [20]. Priyadarsini, S Lakshmi, Dr. Suresh M, Huisingh, Donald talk
about the necessary steps and effective methods learnt from previous pandemics to
tackle this particular disease residing in the society [21]. Menon, J. C., Rakesh, P.
S., John, D., Thachathodiyl, R. and Banerjee discuss about how Kerala has tackled
the COVID pandemic and crucial measurements taken to avoid further outspread
of the virus [22]. Sharma, P., Nair, V., and Jyotishi, A show the implementation of
a grocery application which could be a generalized information regarding usage of
applications and its importance in such tough times [23]. Arun, S. S. and Iyer, G.
N. proposed the importance of data managements using machine learning, privacy
of a user’s data [24]. Nayak, A. R., Ayyar, S. C., Aiswarya, O., Mahitha, C. H.,
and Mohankumar, N. discuss about the importance of Surveillance to increase data
collections and related security issues [25].

15.3 Proposed System

Users can book their medical test, and they will be allocated to the respective labora-
tory center based on slot availability and distance priority. Users will have flexibility
in choosing the date and slot timing for their medical test. When the test is taken
by the patient, the appointment slot will be empty, and results would be sent via
e-mail or SMS. Figure 15.1 represents the basic principle behind the working of the
application online.

15.3.1 Application Features

In the built-notification system.

Compatible with any network.

Effective data isolation regarding the time slot of an appointment.
Application size is lower a native app requires less storage.
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15.3.2 Application Configuration

The Web application is hosted in Amazon Web Services (AWS) and configured as an
EC2 instance. Amazon AWS is a cloud platform to host and manage Web applications
using fewer resources and high cost efficiency. For a better user experience, we
offered 8 GB RAM and 80 GB SSD storage. This enables the application to run
faster and smoothly in inadequate network data. The framework used here is PHP
(Hypertext Preprocessor) as itis cost-efficient, easy to perform, better integration, and
compatibility. Since PHP is highly flexible it was easy while building the project. For
the storage of a user’s information, we build a relational database in Amazon using
MySQL. We connected it with the PHP framework. We created a database separately
for tables and scripts. A user module and a booking module were implemented
but configured separately. The booking module has submodules named hospitals,
location, and customer/patient login module. To find the nearby testing center for
the users, we implemented two methods: distance priority algorithm and Geo API
using Google Maps. These both showed high efficiency during the testing phase.
To connect the application server online, we used the Web view module in Android
Studio by embedding a public URL.

15.3.3 Detection of Test Center-Algorithms

Users apply for a new appointment where to find the nearest testing center we use the
simplest algorithm known as Dijkstra’s algorithm which is implemented by Google
Maps. Using the Geo API and with the help of this particular algorithm, we were
able to find the nearest testing center concerning the positioning of the user. By
Geo-mapping, the admin holder which is the respective testing center chosen by
the user can effectively find the shortest path to the user’s location. This is because
Dijkstra’s is a greedy algorithm, so the shortest path is given the highest priority. The
algorithm has a source node and a destination node. The laboratory center location is
the source node and the user’s location is the destination node. Dijkstra’s algorithm
has a time complexity of O(IV2V2l) where V is a node that represents A house,
city, or an intersection in real life. But this complexity can be reduced because
we use a minimum-priority queue then the time complexity reduces to O(IEl +
[VlloglVl). The above algorithm shows the working of Dijkstra’s algorithm. Since
Dijkstra’s algorithm may fail to a huge amount of data, especially dealing with more
number nodes when implemented in Google Maps, another algorithm is used to
support Dijkstra’s algorithm for better efficiency. A* Algorithm is also implemented
as a cutting edge algorithm as it also finds the shortest distance between the source
and destination nodes. A* is similar to Dijkstra’s algorithm, which uses a heuristic
function to navigate a better and more efficient path. A* algorithm assigns higher
priority to the nodes which are supposed to be better (checks for parameters like time
requirement, distance, and other such parameters) than the others, while Dijkstra
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explores all the nodes. Therefore, it is meant to be faster than Dijkstra’s algorithm,
even if the memory requirement and operations per node are more since it explores
a lot fewer nodes and the gain is good in any case [16]. These algorithms were used
to Geo map the nearest testing center.

15.3.4 Slot Allocation

The slot allocation algorithm implemented is as follows:
The slots availability is calculated as (n > = 0) where:

t = total working hours.
p = maximum time for an individual test (15 min).
n = number of time slots available in a hospital (t/p).

After the payment is completed, the allotted slot will be confirmed, thereby the
slots will be reduced (n — 1). If a patient cancels the appointment, the slots would
be incremented (n + 1).

A. Procedure for Booking

According to the user’s choice, COVID-19 antigen test or COVID-19 PCR test can be
selected, and these choices can be made as per the availability of hospitals or clinics
nearby. Select the available laboratory centers and desired date and time slot for the
test. If the desired slot being occupied, the person can put a reserve on it, in which case,
if the latter gets canceled the reservation gets confirmed. In case if the reservation
is not approved, the person should have to book a new time slot. The patient details
must be entered, and the records and the present condition must be specified. Booking
can be confirmed only if the person holds an account, and in such cases, the contact
details and payment method must be entered. Otherwise, a new user account must be
created with a proper e-mail id and verified phone number. The verification can be
done either by OTP or verification code. The payment methods include offline and
online modes. In any case, the verified appointment needs to have a cancelation, and
the payment will be refunded accordingly. After a safe and secure testing procedure,
the results will be mailed and massaged. After and before the test, there is an option
to communicate with the concerned authorities so that recurring concerns can be
rectified to an extent. If the results are positive, adequate measures will be provided
by the hospital and more details have to be acquired. Home quarantine or hospital
isolation is determined by the hospital by taking into consideration the patient’s
condition and the presence of family members. The patient’s details, results, and
condition are updated and displayed on the dashboard.

B. Benefits of Admin Panel

Control over the admin panel of the app is only given to authorized personals in
the testing center as they could manage the appointment details and results of the
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test conducted on a patient. This ensures the privacy of the patient is affected by a
disease. The information regarding the patient’s test results would be handed over
to the government health officials so they could get the number of persons affected
with COVID-19, and they could take effective actions to prevent further outbreak of
the virus, also this would create awareness among the public. The admin panel also
could decline or accept the appointments concerning the slot availability.

III.  User Privileges

Flexibility in choosing dates and time slots for the required medical tests is for a
better user experience. Users can modify the timings for the test if encountered with
any personal emergency. Users have better privacy as the test center will have the
admin panel for the application. For better security and safety of the user and OTP
verification via SMS or e-mail, criteria are implemented. Users will get the nearest
testing center for user’s easiness. A provision to see the results is embedded inside
the application. Offline and online payment is available and if the test got declined
the payment will be refunded to the user’s account.

15.4 Result

Overall, many medical control measures helped us to contain the virus preventing it
from further spreading it into the public. From the control measure, it consisted
of washing hands, social distancing, etc., as some of the preventive measures.
These rules were implemented after seeing the sudden spikes in the statistics of
affected cases. Figure 15.2 shows the number of cases before and after imple-
menting medical control measures. Figure 15.3 compares the results between pre-
and post-implementation of lockdown.

As you can see, the variation in the COVID-19-affected cases before and after
lockdown shows a huge difference. But even though lockdown is implemented,
community gathering is not fully eradicated, even people do not apply for testing their
health because of their hesitations and leak of privacy. This is where the application
plays a major role in decreasing the trend of new cases furthermore. Even now
community gathering is seen in hospitals and many medical centers because the
ingathering of the active cases is important for the government so that they could
take necessary measures. This application tackles this issue too as the information
regarding the active cases can be retrieved from a database which reduces human
effort by a large quantity. This application aids the effort taken by a person to apply
for a medical test.
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Fig. 15.3 Trend of COVID-19 cases before and after lockdown

15.5 Conclusion

This application provides the person a contactless social interaction and increase in
the scale of the COVID-19 test. The person has the option to select the type of test
and a suitable laboratory which ensures a safe and serene testing facility by avoiding
the hospital visit. The person will also be provided with the option to select the
desired slot according to the preferable date and time. Offline and online payment
methods are provided for convenience. Government health officials collect data and
maintain a database by direct human labor which will be solved by maintaining
a database containing patient and hospital information. The privacy of the patient
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will be ensured. The patient details and test results are updated on the dashboard.
The proper communication between the patient and hospital authorities will help in
reducing their concerns. The main aim of this application is staying together by not
standing together.
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Chapter 16 ®)
Binary Duck Travel Optimization ez
Algorithm for Feature Selection in Breast
Cancer Dataset Problem

Krishnaveni Arumugam, Shankar Ramasamy, and Duraisamy Subramani

Abstract To predict if a tumor is malignant or benign is the challenge to all the
researchers achieving efficient prediction of women in breast tumor. Unrestrained cell
expansion in hankies of the breast is called breast cancer disease. Successful detection
of breast cancer in earlier stage is required to secure women against high mortality.
To select the best features among breast cancer classification of benign/malignant
from the input mammogram images originated from Wisconsin dataset is satis-
fying with the new algorithm binary duck travel optimization algorithm (bDTO).
Sigmoid activation function (logistic regression) is used for binary classification of
proposed method. Food forage activation of ducks position is updated by sigmoid
with maximum likelihood function (SMLE) of entire duck flock. Classifying the
given mammogram is cancer or non-cancerous is based on the optimal feature selec-
tion by bDTO through (SMLE). Feature extraction of mammogram Corpus is done
with the aid of sigmoid activation function (SAF) classifier. (bDTO-SMLE-SAF) is
an intrinsic procedure to eliminate irrelevant scope and select the optimal highlights
by using Wisconsin families normal nucleoli, single epithelial cell size, bare nuclei,
uniformity of cell size, uniformity of cell shape, bland chromatin, mitoses, marginal
adhesion, clump thickness features that are evaluated by the quality measures exact-
ness, compassion, specificity, accuracy, evoke, and F-value clearly shows that bDTO
classifier has the maximum accuracy 92% while compared with the DTO and SAF
classifiers. The efficiency of an algorithm is proved by the promising results for
selecting the best feature of malignancy classification through bDTO algorithm.

16.1 Introduction

Bio-inspired computing (BIC) is considered as an interdisciplinary field that connects
computer sciences with natural sciences. It investigates models and computational
techniques inspired by nature. The ultimate aim is to develop new optimization tech-
niques all the way through natural behavior to solve laborious problems. Stochastic
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method follows the trial and error method and classified as heuristic and meta-
heuristic. Heuristic means guidelines/procedures. Metaheuristic consists of simple
procedures and applied in a variety of problems. A metaheuristic strategy, then
again, makes basically no earlier supposition about the issue, can coordinate a
few heuristics inside, and is normally depicted as far as a set (usually known
as a populace) of candidate solutions for the issue. A metaheuristic is officially
characterized as an iterative generation measure which generates best solutions
by using trial and error method of simple heuristics. Independent problems are
solved by metaheuristic algorithms in a single objective/multiobjective, maximiza-
tion/minimization, quantitative/systematic, static/dynamic, deterministic/stochastic,
local/global, with memory/memory less, greedy/iterative, parallel/neutral, and natu-
ralized/hybridized. Genetic algorithm is a most popular algorithm in metaheuristic
which consists of mutation and crossover methods to create genomics.

Recently used metaheuristic algorithms are emperor penguins colony (EPC) and
seagull optimization algorithm (SOA). Apart from that many new algorithms are
introduced by various researchers are duck travel algorithm (DTO) in 2020, bear smell
search algorithm (BSA) in 2020, black widow optimization (BWO) in 2020, group
search optimizer (GSO) in 2020, red deer algorithm (RDA) in 2020, marine predators
algorithm (MPA) in 2020, kernel partial least square (KPLS) algorithm in 2020,
butterfly optimization algorithm (BOA) in 2019, Harris hawks optimization in 2019,
artificial feeding birds (AFB), water wave optimization (WWO) in 2019, donkey
and smuggler optimization (DSO) algorithm in 2019, and crow search algorithm
(CSA) in 2018. Some swam-based optimizers are ant lion optimizer (ALO) 2015,
Harris hawks optimizer (HHO) 2019, sail fish optimizer (SFO) 2019, and multiverse
optimizer (MFO) 2016. Important metaheuristic algorithms which are aid to detect
the breast tumor are ant and bee colony optimization (ACO & BCO), firefly (F)
2008, harmony search (HS) 2001, cuckoo search algorithm (CSA) 2009, bat (BA)
2010, krill herd optimization algorithm (KHOA) 2012, flower pollination algorithm
(FPA) 2012, moth flame algorithm (MFA) 2015, dragonfly calculation (DC) 2015,
glow worm algorithm (GWA) 2009, monkey search algorithm (MSA) 2007, elephant
search algorithm (ESA) 2015, butterfly optimization algorithm (BOA) 2019, runner
root algorithm (RRA) 2015, laying chicken algorithm (LSA) 2017, and killer whale
algorithm (KWA) 2017.

16.2 Related Work

More or less than one in thirty nine ladies (3%) face death issues from breast cancer
and roughly (13%) will be identified with infiltrating breast cancer that is the majority
(81%) breast cancers are invasive. The glands or ducts broke the uncontrolled cells
from nearby breast hankie. Metaheuristics are iterative search method for optimiza-
tion problem solving by using two phases like exploration and exploitation to solve
multidisciplinary and also actual time-independent problems. Many new researchers
have introduced novel metaheuristic algorithm to solve problem easily and quickly.
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A number of works have in recent times been measured applying bio-inspired opti-
mization techniques to picture related optimization procedures such as segmentation
and classification considered as nonlinear and expensive. Based on the input mammo-
gram images, the objective of whether the breast having the tumor or not is classified
according to the specified constraints. Primary objective of image classification is
calculating the constraints using metaheuristic algorithm to reduce high computa-
tional cost. Hierarchy is the base term of software model for defining “usability”
of resources. For dimensionality reduction, feature selection and feature extraction
methods are required and also suggested by all the researchers in the last decades.
Duck travel optimization algorithm is a new metaheuristic optimization algorithm
based on the behavior of duck’s imprinting and foraging activity. Endurance of all
animals does hunting and preventing activity for their flock from predators. In this
research work, feature selection is done by using binary duck travel algorithm (bDTO)
to reduce the dimensionality of breast cancer dataset to classification.

The suitable method of low dimension for feature extraction is principal compo-
nent analysis. But LDA handles easily if randomly generated test cases and uneven
frequencies of class variance. Feature contribution is combined by independent
component analysis. Frequently used classification method is LDA for dimension-
ality reduction. Between class variance and within class variance are maximized
through LDA classifier to achieve the maximal separability. LDA classifier is used
to select the optimal features, and level 4 decomposition features harr, db4, syms,
bior4.4, dmey are used to input images for feature extraction.

16.3 Formulation Using for Making BDTO Algorithm

Feature selection inherits the significant features from parent class to child class of
the obtainable information. Metaheuristic with binary or chaotic performs role play to
minimize the false positive rate, decrease data dimensionality, decline cost expensive,
and maximize the accuracy for best optimal feature selection and extraction. Binary
ABC algorithm for feature selection is introduced in 2014 by Subanya et al., binary
GWO and Binary ALO in 2016 proposed by Emery et al., for extracting best features,
binary PSO-GSA algorithm introduced in 2018 by Sarhani et al., S-shaped binary
WOA by Hussian et al. in 2019, Binary BOA by Arora et al. in 2019, and Binary
GOA by Mafarja et al. in 2019.

16.3.1 Feature Selection Using DTO Optimization Algorithm

Duck traveler optimization is inspired by the behavior of the duck traveler. DTO
is used to select the breast features for classification system. To summarize the
observations from ducks’ foraging behavior, the subsequent tasks are offered.
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Fig. 16.1 Ducks in a row

Task 1: A duck inhabitants comprise of more than a few clusters. Each cluster
containing similar ducks optimize the victuals search activity using their stack of
intelligence.

Task 2: Based on the height of the neck + head, the duck uses that information
to select the hunting region.

Task 3: They traveling as a flock and follow their local guide which has fed on
most food in the last location.

Task 4: After a number of tasks, ducks return on exterior to allocate with its
local colleague, via announcement of exploitation, the position, and profusion of
foodstuff.

Task 5: If the groceries support is less for the ducks of a given group to live on,
part of the group migrates to another place via communication of exploration.
Task 6: Based on the satisfaction of end criteria, output the optimal solution.
Otherwise go to Task 2 (Fig. 16.1).

16.3.2 Feature Selection Using bDTO Optimization
Algorithm

Ducks stick together tiny clusters in static flock, which move through a confined area
and attract other swimming ducks. The key features of a static swarm are spatial
motions and sudden shifts in the moving direction. An enormous quantity of ducks
in dynamic duck flock leads the swimming duck in identical path.

S(t)oo/t
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Movement of each duck in a flock takes diffusion with convection and advection.
In bDTO for binary ducks, imprinting and foraging behavior makes hunting process
efficiently and also quickly. Applying phase rule and Maxwell-Boltzmann rule with
the constraints either the ducklings discontinue moving or the ducklings carry on
moving

I+F=D+1

"= brFme

Probability (P) of a duck will have force (F) to reduce dimensionality (D)
decreasing force (f) with (n) time’s changes of climate (C). The bDTO by the
diffusion is given as follows:

D1 = D; + h x prob() F;

h:\/I/F

I specifies the action of identifying imprinting time period in seconds of a duck
and F denotes the number of ducks involved in the foraging for the same flock in
proportion to time.

F =100 x1I

1 (dimension — duck)?
F, = exp —
hy/2r 2h?

DV(t + 1) = C3DV(¢) + C4r2(DPbest(t) — DPnd(t)) + C5r2(DPGbest — DPnd(¢))

DPnd(# + 1) = DPnd(t) + DV(t + 1)

At each cycle, the classification exactness of each search duck in current populace
is contrasted and the best fitness value in that emphasis. The best arrangements are
put away and DT-pbest grid is framed utilizing DTO with Boltzmann development.
Ducks are likewise made to screens best esteem got so far any duck in the area and
is saved as DT-Gbest. It improves the misuse ability of DTO, and it likewise assists
with getting away from nearby optima.

AD't + 1 = hADti + C1r1 (DPpbest,, — Dti) + C2r2 (DPGpbest,; — Dti)

D't +1= D+ AD!,,
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16.3.3 Feature Selection Using Sigmoid Activation Function

Sigmoid activation function is called as a logistic regression mainly used for binary
classification to return a probability value which can then mapped to two discrete
classes. In this research, the given input mammogram is benign or malignant is
predicted by using sigmoid activation function. Clear predictions through gradient
smoothening give the output values between zero and one. Vanishing gradient issue
makes the slow process but significant results only achieved by using sigmoid
activation function (Table 16.1)

S(af) =1/1+e*

Dy =D+ P

16.4 Experimental Results

The Wisconsin bosom malignant growth determination (WBCD) database is the
product of the endeavors made at the University of Wisconsin Hospital’s attempts to
reliably diagnose bosom masses in the sense of FNA examination. The reason for the
informational index is to classify a tumor based on cell representations assembled
by minuscule evaluation as either benign or threatening. The insightful collection
incorporates ten ascribes like spherical structure, thin tissue, cytology preparation,
cancer cell size, cancer cell shape, uniform texture, mitoses, tolerable sticking, and
muster width. Six hundred and ninety nine patients information base is contained
in which four hundred and fifty eight are considerate models and two hundred and
forty one samples are threatening. Sixteen ascribes values are missed consequently;

Table 16.1 Attributes and its echelon obtained by gain ratio

Badge * Name of the variable W o Echelon Bigind
1-10 9 Spherical structure 2867 3054 1 0.399
1-10 6 Thin tissue 3216 2214 2 0.395
1-10 7 Cytology preparation 3464 3641 3 0.393
1-10 3 Cancer cell size 3134 3051 4 0.386
1-10 4 Cancer cell shape 3207 2972 5 0.314
1-10 8 Uniform texture 3438 2438 6 0.303
1-10 10 Mitoses 1589 1715 7 0.299
1-10 5 Tolerable sticking 2807 2855 8 0.271
1-10 2 Muster width 4418 2816 9 0.210
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Fig. 16.2 Sigmoid
activation function

-

o
4]

we erased all from information base, and four hundred and forty four are utilized
for preparing which contain two hundred and sixty benevolent and one hundred
and eighty four threatening cases. Additionally two hundred and thirty nine utilized
for testing which contains one hundred and eighty four benevolent and fifty five
threatening cases (Fig. 16.2).

16.4.1 Performance Metrics

e Accuracy
Correctly classified occurrences for all instances are measured by accuracy as
below

TOV + TPV

Al =
CCUTY = TOV + TPV + FOV + FPV

¢ Precision
Correctly classified occurrences for those instances are measured as optimistic
value calculated by

TOV

Precision = ———
TOV + FOV

e Recall
Optimistic instances correctly classified are correctly measured by using recall
ratio.
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TOV

Recall = ————
TOV + FPV

e F-Measure
F-measure is the consolidated measurement of precision (P) and recall (R).
It shows how exact the classifier is and furthermore how well the classifier is
powerful.

2% P xR

F-Measure = ——
P+ R

e Sensitivity
Sensitivity means properly classified optimistic occurrences to a total number of
optimistic instances which is measured by

TOV

Sensitivity = m

e Specificity
Specificity means properly classified pessimistic occurrences to a total number of
pessimistic instances which is measured by

TPV

SpCCiﬁCity = TP\/—}——F()\/

16.5 Conclusion

In this paper, a new binary model of the simple duck travel optimization algorithm
known as bDTO to remedy the feature selection problem used to be proposed. To
convert the native version of DTO to a binary version, sigmoid activation features
are employed. In order to investigate the performance of the proposed two binary
algorithms, the experiments are utilized on Wisconsin Breast datasets from UCI
datasets and five assessment standards are performed. The experimental outcomes
revealed that the proposed algorithms have executed foremost results versus the
native algorithm. Furthermore, the results proved that bDTO has accomplished the
smallest wide variety of features with better classification accuracy. For future work,
the proposed algorithm added here will be used with extra common classifiers such
as LDA, SVM, and ANN to affirm the performance (Tables 16.2 and 16.3; Fig. 16.3).

The computational complexity of the DTO algorithm is (fax * 1) and bDTO is
(tmax * n * d) with d dimension. The final result shows that the mdb028 input image
is in the malignant category.
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Table 16.2 Confusion matrix

(CM) for breast cancer

Table 16.3 Metrics involved

in classification

165

Analysis Real Forecasted
Pessimistic 1 2
Optimistic 3 4
Accuracy (ACC) A+4/A+2+3+4)
True optimistic value | 4/(3 + 4)
(TOV)
False pessimistic value |3/(3 + 4)
(FPV)
False optimistic value | 2/(1 + 2)
(FPV)
True pessimistic value | 1/(1 + 2)
(TPV)
Metrics/methods SAF DTO bDTO
Accuracy 0.846 0.886 0.92
Precision 0.804 0.832 0.876
Recall 0.822 0.921 0.939
F-measure 0.81 0.86 0.9
Sensitivity 0.727 0.76 0.84
Specificity 0.73 0.78 0.9

B SAF

m DTO

m bDTO

Fig. 16.3 Comparison between proposed and existing methods
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a) Input Image b) Preprocessed Image c) Black and White Image

Sy o s s e [ e

d) Gamma corrected Image e) Getting the breast and muscle f) Getting only the breast

it bt o

AN,

g) Segmented image h) Region of Interest (ROI) i) Graph
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Chapter 17 ®)
Low-Cost Health Monitoring Pedometer oo
Using IoT

Ujwala Kshirsagar and Priti Shahane

Abstract The pedometer was initially used by fans of sport and exercise. But now,
as a daily exercise measure, it is becoming popular. This paper discusses the idea of
a pedometer as part of holistic approach designed to encourage a healthy lifestyle
through regular physical activity. A paper deals with design and analysis of elec-
tromechanical pedometer which can measure steps in meter on a dial or counter.
IoT-based pedometer using Raspberry Pi is proposed as a product in this paper. This
pedometer is a fitness tracker system that tracks all motions and physical param-
eters with the aid of connected sensors. It links all the sensors data and display it
to related metrics, such as steps count, distance covered, calories burned, heartbeat
ratio, temperature of body, height and weight on one platform. The advantage of
using such a system is, first and foremost, an increase in motivation to enhance phys-
ical activity. These devices are really important for fitness level monitoring. This
wearable system helps us to offer a fitter and healthier experience, as all physical
activities can be easily controlled by our fitness level. If we are getting physically
more active in sports training, measuring our health is going to be easier than ever
with proposed pedometer.

17.1 Introduction

A significant consideration is always well-being. However, numerous potentials yet
risky variables, such as high blood pressure and irregular heartbeat rate, often interfere
with the health of modern people. High blood pressure, also referred to as hyperten-
sion, raises the heart’s strain of pumping blood supply into the arteries. One of the
key risk factors for stroke, myocardial infarction (MI), cardiac failure, aneurysms,
and peripheral arterial disease is hypertension, suggesting a wide variety of normal
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heartbeat rates. The irregular rate of heartbeat can indicate the various underlying
issues that are harmful to the body and harshly affected.

To avoid these problems, exercise (walking the simplest one) can be helpful hence
we have to monitor the walking steps and calories burn. Maintaining such physical
activity levels is necessary to avoid or postpone the onset of many medical conditions
such as diabetes or mental health disorders. Traditional calorie estimating methods
include wearing devices, such as pedometers, smart watches, or smart bracelets,
which continuously track user behavior and estimate the energy expenditure [1]. In
order to track health parameters regularly at home, we built a low-cost “IoT-based
pedometer” health track device that can calculate walking steps, burning calories,
heart rate, and body temperature. Typically used sensors for monitoring the walk are
accelerometer or pedometer [2].

A pedometer is a device that counts each steps of a person by detecting the motion
of the foot’s step, usually portable and electronic or electromechanical [3]. As the
distance of each person’s move varies, an informal calibration performed by the
user is required if presentation of the distance covered in a unit of length (such
as in meters) is needed. For individuals looking to improve their physical activity,
pedometers may be a motivational tool. Phase counters will help you to compete
with yourself to get physically fit and reduce in weight. In clinical trials, pedometers
have been shown to improve physical activity and decrease blood pressure levels and
body mass index. The suggested pedometer measures the number of steps taken by
the individual and multiplied it by the average length of step fed to the individual’s
distance walked. IoT software uses the Android application from a smartphone to
watch walk of a person and also measures a person’s heartbeat rate and displays the
temperature and humidity using Raspberry Pi and communicates with the data from
Raspberry Pi to the smartphone [4]. Mobile applications today can function as a
pedometer or step counter with step sensor, heartbeat sensor, and temperature sensor
to count the number of steps you take when walking, running, or step aerobics and also
demonstrate the temperature and presence of humidity [5]. Figure 17.1 shows loT-
based pedometer using various sensors. [oT-based pedometer architecture consists of
Raspberry Pi, cloud, two-stage sensor, heartbeat sensor, temperature sensor, power
bank, LCD display, and Android application. The concept of IoT using Raspberry Pi
for the implementation of pedometer is based on these health monitoring parameters
to count the steps, calculate the burning of calories, the temperature, and humidity.
The concept of IoT and the Raspberry Pi implementation is based on these health
monitoring parameters.

The step sensor will calculate step counting and the burning of calories. The
heartbeat sensor detects the rate of the person’s heartbeat. The temperature sensor
displays the humidity and the temperature. All this data is stored in a Raspberry Pi.
The Raspberry Pi has uploaded the data to the Android app [5]. And the result is
shown by the Android program. And it also appears on the LCD monitor. Figure 17.1
shows the architecture of IoT-based pedometer.
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Fig. 17.1 Architecture of IoT-based pedometer

17.2 Related Work

IoT-based pedometer implementations have several frameworks and platforms to
build. These concepts are also commonly adopted for use in designing the pedometer
implementation Most of them, however, lack ease of setup and management of
connected devices, problems with accuracy, user-friendly parameters for monitoring
and control, safe network communication between connected sensors, devices, Rasp-
berry Pi, and users. Pedometers are a common way for individuals to check whether
they have completed the 10,000 daily steps recommended. Therefore, the purpose
of this research was to determine the accuracy of four pedometer brands in measure-
ment steps and to determine if the cost of the pedometer is related to the accuracy of
the pedometer [6]. Chelsea G. Bender et al. (2017) presented the paper on Assessing
the Health of Fitness Trackers. This paper compares the different parameters and
experimental related to the fitness tracker in pursuit of the fitness tracker [7]. Ms
Najme Zehra Nagqvi et al. (2012) presented Counting of steps Using Smartphone
Accelerometer [8]. Tang Meiyu et al. (2018) proposed the Concept of a Bluetooth
4.0.0 network pedometer creation that incorporates hotspot movement and Bluetooth
4.0 technology [9]. Wu, Shyi-Shiou et al. (2011) presented the specification of an
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Intelligent-Pedometer using Android. In order to develop its application, Android is
used. The walking motion of the user was detected by the acceleration sensor and
the orientation sensor, and Bluetooth provided voice feedback [10]. Vivek P. Ardeshi
et al. (2017) presented a study on Health Monitoring Systems using IoT Raspberry
Pi. Raspberry Pi and IoT are a master computer in the proposed scheme for which
all other devices such as different sensors are linked [11].

The literature survey shows that there are many issues related to the advancement
of IoT-based technology for the pedometer device, and some of the research papers
presented concentrate on effective basic management, incorporation of different
protocols, monitoring and control of parameters of health monitoring, and commu-
nication range. For smart home systems however, not a single technical solution has
been documented that solves all the problems mentioned above. Therefore, there is
a need for an IoT-based pedometer to develop a technological solution to overcome
all the problems.

17.3 Methodology

For the implementation of [oT-based pedometer, following equipment are being used.

17.3.1 Raspberry Pi Kit

The Raspberry Pi boards are compact and of low cost [9]. It serves as a server
when the Internet is linked to the Raspberry Pi. The server sends data to the cloud
automatically. Therefore, the health monitoring parameters are tracked.

17.3.2 DHTI1

A temperature and humidity sensor integrated with a calibrated digital output
features the DHT11 Temperature and Humidity Sensor. This sensor includes a
humidity measurement component of the resistive kind and a temperature measure-
ment component of the NTC and connects to a high-performance 8-bit microcon-
troller, offering excellent efficiency, quick response, ability to interfere and cost
effectiveness.



17 Low-Cost Health Monitoring Pedometer Using IoT 173

17.3.3 Heartbeat Sensor

The heartbeat sensor is an electronic system used to measure heart rate, i.e., heart-
beat velocity. The most important things that are required to keep us safe are the
measurement of body temperature, heart rate, and blood pressure. There are many
methods of measuring heart rate, and electrocardiography is the most accurate, but
the best way to track heart rate is to use a heartbeat sensor.

17.3.4 Step Sensor

A phase sensor is used as the limit switch. A limit switch observes the actual move-
ment of an object through direct contact with that object. A limit switch will be
in its “natural state” when it is not in contact with anything. Of limit switch has
its own “NO” (normally-open), “NC” (normally-closed), and “C” (common) screw
terminal to link wires. Figure 17.2 shows the flowchart of the IoT-based pedometer.
The embedded system with the Internet of things (IoT) has enabled for development
of environments with highly heterogeneous entities and networks linked together.
This can be seen in the notable growth over the last decade of wearable devices and
applications. The proposed pedometer is focused to monitor and produce physical
activities for health care. That is the case with personal fitness trackers, which provide
new features that require a wide range with confidential user details to be collected
in a single device.

17.4 Circuit Description and Experimental Results

The following experimental setup in Fig. 17.3 shows the output of IoT-based
pedometer. Figure 17.3 indicates overall setup of the device. Due to small form
factor, accuracy, efficiency and easy to use, continuous monitoring system came in
form of wearable devices [12]. The main controlling unit of the device is Raspberry
Pi which is supplied with the battery power. It indicates small heart rate sensor which
can be mounted on the finger.

Two small limit switches will be fitted in the persons’ shoes to count the no. of
steps. DHT11 sensor is used to measure the temperature of the human body, the
reading of heart rate, no. of steps completed, distance covered, and calories burned
are showed with LCD as well as the same reading will be stored on the cloud.

Android app is developed with the help of MIT App Inventor. Here, the app
developed for pedometer shows the reading of all the parameters like no. of steps,
current temperature, presence of humidity, distance covered, and calories burns.
These parameters are fetched from the cloud which is stored by our hardware circuit.
The details output of each and every parameter is indicated by following testimonials.
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Fig. 17.3 Experimental setup

At the very first before performing the experiment, the circuit LCD display and
app display are initialized as zero as shown in Fig. 17.4.

As shown in Fig. 17.5, for performing the pedometer action, firstly, we applied
the inputs like weight in kg and height in centimeter to the program. After running
the program, the step sensor limit switch is being activated for count of the steps
and distance covered and simultaneously heartbeat sensor mounted on the finger for

Fig. 17.4 LCD and pedometer MIT APP display
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Fig. 17.5 Program display—weight in kg and height in centimeter
measuring the heartbeat rate in BPM. Using the DHT11 temperature sensor, after

running the program for 100 times, it will show the temperature and presence of
humidity will be displayed which we experimented as shown in Fig. 17.6.

Fig. 17.6 Temperature and
humidity display
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Fig. 17.7 Final output of loT-based pedometer
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Finally proposed pedometer shown in Fig. 17.7 shows all the expected parameters
like no. of steps, distance covered in meter, temperature, presence of humidity, and
calories as shown in the photograph.

17.4.1 Calculation for Calories Burn

The calculations of calories burned are shown below and same is encoded with
Python coding to calculate total calories burned based on the weight of the person
and distance covered.

Firstly, to measure how many calories you burn in 1 mile of casual walking,
multiply your weight by 0.57. Calories burn per mile equals to 0.57 multiplied by
weight of the person in pound. 1 kg equal to 2.2 pound; therefore, calories burn in
meters’ equals to calories burn per mile divided by 1609.

For example, let the person weight equal to 70 kg.

Calories burn in meters’ equals to 0.57 * 154/1609 equals to 0.054.

Now, total calories burn equals to calories per mile multiplied by distance covered
equal to 0.054 * 42 equals to 2.2 cal.

17.5 Conclusion

In this paper, we implemented pedometer for health monitoring. The novelty of the
proposed pedometer is that the digital display of steps counts, distance covered,
calories burned, heartbeat ratio, temperature of body, height and weight are brought
on single platform with IoT. This technology helps to easily monitor the health of
athletes, senior citizens, and ordinary people. For tracking and calculating the calories
burned and heartbeat rate with a simple mathematical formula, we used a Python
coding. We successfully build an Android application in the healthcare domain using
the concept of Raspberry Pi and IoT device. This pedometer is often easily used by
ordinary individuals at home. For various uses, doctors and trainers may make use
of the collected data of IoT-based pedometer for a long duration of time.
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Chapter 18 ®)
Database Building, Recognition, Gzt
and Categorization of Handwritten

Kannada Words Using Convolution

Neural Networks

Chandravva Hebbi, Y. M. Pradyumna, and H. R. Mamatha

Abstract This work focuses on building the database for handwritten Kannada
words and makes it open source as there are no publicly available datasets online.
The dataset can be used as a benchmark dataset to evaluate the performance of various
recognition, feature extraction methods, and the results of various researchers. The
dataset is rich in variations in writing styles because the data is collected from 370
different people. The words are extracted by the projection profiles. Experimentation
is done to recognize the words using convolution neural networks (CNN) with an
accuracy of 93.20%, and it is followed by category recognition with an accuracy
of 91.90. An exhaustive dataset of 65,378 words and 11 categories is built with
experimentation

18.1 Introduction

Recognition of handwritten characters and words from the scanned document images
is the process of automatic reading of the characters and words from the document
image. Recognition of words and characters is carried by either the online recognition
method or by using the offline method. In the online recognition method, electronic
devices are used for writing. The temporal information of the word or character
like direction, the position of the pen, and pressure is used in the case of the online
recognition system. In the case of offline word recognition, the inscribed words are
first made available and then these words are given for the recognition system. The
inscribed words can be printed or handwritten. Recognition of printed words is easier
than handwritten. Recognition of handwritten words is challenging as these words
come with a different orientation, size, style, pressure with which character is written,
speed of writing, the physical and mental conditions of the writer while writing, and
occlusion. Occlusion may be due to oil stains on the paper, water droplets, and noise in
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the image. Analytical and holistic are the two main approaches to recognition words.
In the analytical approach, the word image is split up into individual characters, and
each character is recognized separately. The holistic approach is segmentation-free;
i.e., the entire word image is used for the recognition. Each word is considered an
indivisible entity, and the features of the entire world are considered for recognition
[1].

The work on the development of OCR for Indic scripts is still in the infant stage.
Researchers are working on different Indic scripts like Bangla, Gurumukhi, Devana-
gari, and also on some of the south Indian languages like Kannada, Tamil, and
Telugu. This has motivated us to work on the handwritten Kannada words and build
the dataset for the same. The aim and objective of the proposed method are to build a
dataset for the handwritten Kannada simple words, recognize these words, and clas-
sify these words into name of the place, animals, and birds using machine learning
techniques.

18.1.1 About Kannada Script

Kannada is the official language of the Government of Karnataka. The script is
derived from the Brahmi script. The character set is large, and characters are similar
and complex in structure. The character set consists of 49 alphabets (aksharas). The
modern Kannada character set consists of 13 swaragalu (vowels) and 36 Vyanjana-
galu (consonants). The combination of consonants and vowels or the consonant,
consonant, vowel modifiers can be done, and these characters are called compound
characters or vattaksharas. The number of combinations that can be done is 36 x 36
x 13. The combination of consonant with a consonant is referred to be vattakshara.
Figure 18.1 shows some of the combinations of the characters with vowels.

When the number of combinations of the characters has increased, the complexity
also increases. In the proposed model, we have considered the entire word for recog-
nition instead of segmenting the words in characters. The rest of the paper is organized
into existing work, proposed methodology, results, and conclusion. Rest of the paper
is organized in related work, proposed methodology, and recognition model.

18.2 Related Work

The research work in the field of document image processing to build OCR for
languages is still an ongoing process across the globe. The research toward word
recognition that has been carried out for languages like English, Arabic, and some

Fig. 18.1 Combination of é
=)
Kannada character 2,2, 05, s383 JSos, 3



18 Database Building, Recognition, and Categorization ... 181

of the Indian languages like Bangla, Devanagari, Kannada, Tamil, Telugu has been
discussed below.

18.2.1 English, Bangla, and Devanagari Word Recognition

Recognition of handwritten English words with data augmentation and normalization
using a convolutional neural network (CNN) and long short-term memory (LSTM)
is presented in [1]. A comparative study with IAM, RIMES, the historical German
database has been carried out. In [2], recognition of Arabic handwritten offline
words using discrete cosine transforms (DCT) features support vector machines
(SVM) with radial basis function (RBF) Kernel is presented. IFNI/ENIT database
of Arabic dataset was used for the experimentation. The authors claim a good
accuracy was obtained. Recognition of handwritten Arabic words using multi-level
local phase quantization, Gabor features, and histogram of gradient using support
vector machines, K-nearest neighbors, naive Bayes is presented in [3]. The dataset
consists of 1000 handwritten words collected from 100 users. An accuracy of 97.84%
was achieved with the mentioned dataset. In [4], authors have presented the work
on the recognition of Bangla handwritten words using the elliptical features. The
extracted features are fed to classifiers like naive Bayes, dagging, bagging, support
vector machines, and multilayer perceptron (MLP). The authors claim with the MLP
method good recognition accuracy was achieved. In [5], the method to recognize
using the histogram of gradient (HOG) features and neural network-based classifier
has been discussed. The authors have achieved good accuracy with a small dataset.
Recognition of handwritten Bangla words using the lexicon reduction technique was
discussed in [6]. K-means clustering algorithm is applied to classify 35,700 words
into 8 classes with an error rate of 3.8%.

In [7, 8], authors have described the methods to recognize handwritten Marathi
characters and letters using geometrical features of the character images and two-
letter words. The geometrical features of the words and characters extracted are given
as input to the classifier neural network. The methods to recognize the handwritten
Devanagari words using scale-invariant feature transform (SIFT) speed up robust
feature (SURF) are discussed in [9]. These methods give scale- and rotation-invariant
features. The experimentation is carried out on 1000 Devanagari words. The features
obtained by the methods are compared with stored features to recognize the words.

Recognition of handwritten Devanagari words using the gradient, structural, statis-
tical features, directional distance distribution, and gradient—structural-concavity
features with classifiers Baum—Welch and Viterbi, SVM, and k-NN classifiers is
discussed in [10-12]. Recognition of Marathi and Hindi handwritten words using
the gradient, cavity, and structural method and binary vector matching in the first
stage and vertical projection profile feature and dynamic time wrapping in stage 2
is described in [13]. The dataset consists of 26,720 words of the legal amount. The
researcher claims very good accuracy for the proposed technique. In [14], recognition
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of offline handwritten Devanagari characters and words of using neural networks is
discussed. An accuracy of 90% is achieved for characters and words.

Recognition of handwritten Telugu words using bidirectional LSTM is presented
in [15]. The experiment was done on 120 K handwritten words collected from 11
users, and the words are labeled. In [16], recognition of Tamil handwritten words
with Gabor, geometric features, an SVM classifier is discussed. The dataset consists
of 4270 words of 217 country names. The words are recognized with good accuracy.
Recognition of online handwritten Devanagari words using versions of recurrent
neural network: long short-term memory and bidirectional long short-term memory
is described in [17]. In [18], the recognition of handwritten Malayalam words using
deep learning is presented. The dataset was built and experimented with deep learning
architecture. Very good accuracy is obtained using the method on a large dataset.
Segmentation-based handwritten Farsi word recognition with neural networks is
presented in [19]. The dataset consists of 17,000 handwritten Farsi words. The rate
of recognition is very high.

18.2.2 Recognition of Kannada Words

Recognition of handwritten district names of Karnataka State using the Euclidean
classifier is presented in [21]. The data was collected from 60 people. Various
preprocessing techniques were applied to remove the noise and enhance the images.

In [22], authors have proposed a method for handwritten Kannada words recog-
nition using locality preserving projection (LPP), and this method is used for feature
extraction and dimensionality reduction. Classification is done with support vector
machine (SVM), and experimentation is done with names of districts and taluks
of Karnataka State. In [23], the methods for words spotting and recognition using
various deep learning models are presented. The feature extraction methods used are
local binary pattern (LBP), HOG, and Gabor. An accuracy of 82% is claimed by the
authors with a dataset of 11000 words written by 100 people using the CNN model
with spatial transformation.

A literature survey reveals that the research work on the recognition of handwritten
words for Indic scripts like Bangla, Marathi, Gurumukhi, Tamil, and Malayalam has
been reported with good accuracy. The work on the handwritten word recognition for
South Indian languages is still in the infant stage. Very few works have been reported
to recognize the handwritten and printed Kannada words. This motivated us to take
up the work on recognizing handwritten words and classify the words into different
categories and publish the dataset online for the other researcher to work on this
domain. This dataset can be used as a benchmark for their findings. The dataset can
be used to build the mobile applications to learn the language or keyword spotting
for the document categorization, scrape the information of the word from the web
after the word is recognized. With these applications in mind, the dataset is built and
will be published online.
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18.3 Proposed Methodology

The proposed system architecture is divided into two phases: building the database
and classification using CNN.

18.3.1 Database Building

The database building phase is divided into data collection and database creation.

Data Collection

There were not many images of handwritten Kannada words which are available
publicly for the researchers to use directly. Hence, there was a need for the develop-
ment of a dataset for the handwritten Kannada words. As a consequence of this data
was collected from the people by handing over the form as shown in Fig. 18.2. Each
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Fig. 18.2 Sample words written by an author
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Fig. 18.3 System architecture for database building

author (writer) was asked to write a total of 210 specified simple (words without
consonant conjugates) words. The words collected are the names of birds, animals,
places, trees, body parts, things, nouns, verbs, and pronouns. Writer information is
also collected by taking their consent in providing their handwritten data for the
research.

Writer Information

The writer’s details such as name, age, gender, profession, education qualification,
and other details have been collected. Data are collected from people who know
Kannada and also from people who do not know the script. Much of the data is
collected from grade 10, grade 12, and degree students.

Dataset creation

All the documents have been scanned in the Kyocera Ecosys FS-6525 MFP scanner
with 300 dpi as color images. The scanned documents were named with authors id
in JPG image format. Figure 18.3 shows the steps involved in database creation.

Preprocessing

The documents are preprocessed by first eliminating the grid lines by using morpho-
logical operations. A median blur filter was used to remove fine noise in the document
image. Binary thresholding and color inversion were performed on the images.

Text Line Segmentation and extraction of words

The text lines and words are segmented using horizontal and vertical projection
profiles [20]. The thresholds were decided after observation of the nature of the
projection profile. Words were segmented using contours after dilating each line to
merge the characters of the words to avoid splitting of characters within the words.
The bounding boxes for each of the contours were used to extract the regions of
interest. We were able to successfully extract and move words to their respective
folders with an accuracy of about 75%. This accuracy of extraction is affected due to
the distortion of the projection profiles and also because of the inconsistency present
in the position of the words in a line. The images are extracted and written to folders
according to the index value. Extracted word images are labeled with file name.

The words are labeled after authors id as the dataset will be further used for the
author identification or forensic analysis. The size of the dataset is 65,378. Figure 18.4
shows the sample dataset containing the word “Ame.” Similarly, a dataset for the other
words is also developed.
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Fig. 18.4 Sample dataset for the word “Ame”

Sample Dataset
See Fig. 18.4.
Words not included in dataset

Some of the words would not be part of dataset as some of the words were wrongly
written, words not segmented correctly due to the spacing between the characters or
no spacing between the words, some of words had distortion and some of the words
had noise in them. Figure 18.5 shows the words that are not included in the dataset.

Words incorrectly
segmented

Incorrectly written words

Words with too much
distortion

Word Images with Noise.

Fig. 18.5 Words with noise
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18.4 Recognition Model

The recognition model consists of training and testing phases. The recognition model
consists of training and test phases as shown in Fig. 18.6.

18.4.1 Training

All the images are normalized with the min—max normalization method before it is
given to the model. A convolutional neural network was used to recognize the words.
The neural network takes a 3 channel 300 x 300 RGB image as input. The model
had six convolutional layers for extracting the features. Each of the convolutions was
followed by a 2 x 2 max pooling layer of stride 1. Batch normalization was used for
each of the convolutional layers to fit the training set well since it has a regularizing
effect on small batch sizes. The extracted features are then flattened and passed to
a fully connected network, with 1800 units for each of the two hidden layers with
dropout regularization were used. (Dropout probability = 0.4). The output layer uses
a softmax activation, and the hidden layers use ReLLU/tanh activation functions. The
final layer of the model has 210 units and a softmax activation function.

The model is trained using a categorical cross-entropy loss between the predicted
probabilities and the one-hot label vectors. An Adam optimizer with a learning rate
of 0.01 was used to rain the model. The raw images are resized 200 x 200 while
training.

A total of about 65,378 images were used for this classification problem, 52,378
images were used to train the classifier, and 13,077 images were used for testing
the trained model. An 80-20 split of the data was used. The splits were stratified to
maintain similar distributions of classes in the train and test sets. This is essential
while training a model on a large number of classes to make sure that some classes
are not underrepresented in the train set.

Training e e 2

Network classifier

Pl teer

Input Image Pre-Processing : .| Convolutional Neural

______________________________________________ ;
Class Prediction

h Input Image Pre-Processing
]

(softmax Output)

Testing

L gy, = S, -

Fig. 18.6 Proposed recognition Model



18 Database Building, Recognition, and Categorization ... 187

Fig. 18.7 Recognized word

"arasa’
“arasa”

a. Input image b. Output

18.4.2 Testing

The trained model was tested with a test set, and it performed satisfactorily with a test
set accuracy of 93.32%. Figure 19.7a and b shows the sample input image and 19.7b
shows the output obtained from the recognition model. After the word is recognized,
its name in English is printed on the console.

18.5 Results and Discussions

The experiment was carried out on the dataset created with the proposed methodology
using convolutional neural network.

The accuracy of sample 10 words is shown in Table 18.1. The accuracy of some
of the words is 100%, and for the word “hogu,” the accuracy is 45%; this was a huge
drop in the accuracy of the word as the style of writing of this word was varying
from each writer. The average accuracy of the proposed model is 93.32%.

The dataset was manually categorized into 11 classes, namely organs, events,
people, birds, animals/reptiles/insects, feelings of people, drinks/time, instru-
ment/device trees, things, places. Figure 18.8 shows the accuracy of the model.

From Table 18.2, it is very clear that authors have worked on their dataset, and
in some cases, the size of the dataset is small. In [23] and proposed methodology,
the classifier model used is CNN and the dataset is handwritten Kannada words. The

Table 18.1 R'e cognition of # Images | # images correctly | # images in the test | accuracy

words and their accuracy recognized set
325 60 65 92.31
320 58 64 90.63
354 63 71 88.73
295 54 59 91.53
328 65 66 98.48
314 62 63 98.41
330 63 66 95.45
286 52 57 91.23
289 54 58 93.10
324 64 65 98.46
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Fig. 18.8 Accuracy of the classifier model

Table 18.2 Comparative study of recognition models

Authors Feature extraction Classifier Dataset size | Accuracy (%)
method
M. S. Patel et al. Freeman’s chain Euclidean distance 1200 92
[21] code (FCC) classifier, Dynamic
Time Wrapping
M. S. Patel et al. Locality Preserving | Support vector 600 80
[22] Projections (LPP) machine (SVM)
Tulika Sureka et al. | KAZE, HoG, LBP, | convolutional 11,000 82
[23] Gabor Wavelets neural network
(CNN)
Proposed method - convolutional 65,375 93.32
neural network 91.90
(CNN)

size of the dataset and images in the dataset is different. The proposed methodology
gave us good results compared to others.

18.6 Conclusion

The paper aims to build the dataset for 210 handwritten Kannada words using projec-
tion profiles. These words are later fed to the convolution neural network to recog-
nize these words. The average accuracy of recognition achieved is 93.32%. We have



18

Database Building, Recognition, and Categorization ... 189

also classified these words into 11 categories, namely animals, birds, words-related
devices/instruments, feelings of the people, words related to person and name of the
person, body parts, events, places, things, plants, drinks, and time. An accuracy of
91.90% was achieved with the proposed method. The scope for further research is to
display the information about the recognized word using web crawlers, translate the
word to English; e.g., the word “arasa” can be translated as king, and voice output
of the word recognized.
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Chapter 19

Future-Oriented Smart Village Model ez
Using Advance IoT Sensors Based

Technology

Dushyantsinh Rathod, Jaykumar Dave, Vijaykumar Gadhavi,
Ramesh Prajapati, and Ghanshyam Parmar

Abstract The thought of Web of Things (WoT) is the rise of innovation. The method
of reasoning of great working of web, versatile, data, and interactions innovation.
It gives an empowers different gadgets in a system to impart and associated with
one another to play out their work in a pleasing manner. The rising populace of
the world makes it major to energize the urban areas and towns to work in a sharp
manner. Hence, the idea of Canny urban areas appeared. It gives a far-reaching see
concerning change inside the personal satisfaction in towns. It is also described the
usage of different sensors for different purposes with its applications.

19.1 Introduction to IoT

The epic difficulties in acknowledgment of a common headway that screens and
planning the entirety of the town establishment and organizations to utilize the aggre-
gate bits of knowledge. The headway of an IoT-based adroit town joins cloud-based
arrange which can give a virtual establishment to deal with and composed the exam-
ination instruments watching equipment, limit, and perception stage inside the IoT
combining which expected to sharp charging and data investigation in imperativeness
organization. Waste assortment structure updated with cloud-based [oT organizations
which enable vigorous arranging and coordinating in a waste assortment system has
all the earmarks of being a gainful framework. The capacities of the Web of Things
(WoT) are evidently endless with potential outcomes. The visualized segments in
each bunch are recorded beneath:
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Mobile clinical administration services.

Education framework.

Sanitation system.

Water executive framework.

Road framework inter-town availability.

Lighting control.

Fleet the board.

Digital literacy and people service centers.
Economic action-based skill advancement program.
Agro-processing, agri-services, storage, and advancement.
Smart cultivating.

Figure 19.1 addresses the for the most part piece graph of the sharp town structure.
The immense IT establishment is required by common improvement next to the epic
budgetary back which is to be combined. Sensors, a large number of arranging
equipment and registering devices are worked in this complex sort out. In the event
of wise water framework organization system, each field must be fitted with a sensors
and data control unit which are extremely capable and strong [1-3].

loT Components
Semantics

Services =
Computation

Communication

Sensing

Identification

Fig. 19.1 IoT architectural components
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Fig. 19.2 Smart village
model

Smart

village

Educati
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19.2 Innovations in Villages

A colossal pace of our masses lives in urban areas. Along these lines, the experts just
as the legislatures focus the possible objective is to attain shrewd house, environment
architecture, instruction, reconnaissance architecture, and keen farm among others.
Figure 19.2 summarizes innovations uses and areas of intrigue in the village [4].

19.3 Types of IoT Sensors

See Fig. 19.3.

A.

Accelerometer Sensor

An accelerometer is a gadget that estimates changes in gravitational speeding
up in a gadget and to detect movement in numerous ways, an accelerometer
must be planned with multi-pivot sensors or different straight hub sensors.
Proximity Sensor

This specific kind of light-sensing is generally applying in many applications
which requesting guard with adequacy. Diverse applying regions such a sensing
are fight disclosure, count many number of things, estimating aggregate insur-
gency, texture revelation, estimating development heading, stopping sensors,
and so on [5].

Infrared Sensor

Infrared light recognizes infrared waves so as to detect a couple of attributes of
specific articles. They can additionally degree warm transmission.
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Top sensor types in loT
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19.3 Top sensors in [oT

Temperature Sensor

Temperature lights are obliging in distinguishing estimating warm imperative-
ness. Makers in [6] used temperature lights for the checking of ecological states
of nature [5].

Chemical Sensor

A synthetic sensor is an informative contraption used to gauge the compound
piece of nature. Examine quality checking should be possible utilizing a distant
compound sensor organize by observing synthetic tufts inside the earth [5, 7].
Motion Detection Sensor

A development finder might be a contraption used to detect all the active and
physical improvement inside nature. An application for watching homes inside
the nonappearance of property [5].

Gas Sensor

Gas sensors are electronic gadgets that identify and recognize diverse sorts of
gasses. They are commonly utilized to identify poisonous or hazardous gasses
and degree gas concentration.

Smoke Sensor

A smoke finder may detect smokes, fire, and flame or a few finders on the off
chance that there are different smoke locators interlinked.
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Fig. 19.4 Smart future farming

19.4 Applications of IoT in Smart Village Model

19.4.1 Smart Future Farms

As farming is spine everything being equal, the farmers should advantage the premier
from the structure of IoT and Shrewd towns. Additionally, lights recognize devel-
oping fruits characteristic items then alarm vehicle benefit suppliers to maintain a
strategic distance from any delays. From that point, appropriate courses of action
can be made within the showcase to offer the deliver [4]. These days ranchers can
use IoT to enhance their cultivated productivity such as water system, fertilization,
collecting information, and climate estimate by checking with sensors to progress
their choice making [8] (Fig. 19.4).

19.4.2 Smart Irrigation System

Keen water system frameworks can make utilize of sensors within the areas and
farther adherent information to guarantee the ideal utilize of accessible water assets.
Provincial water framework water is getting the chance to be scared not so to speak in
completely dry and semidry areas yet in addition inside the tall precipitation districts.
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Fig. 19.5 Smart irrigation system

Since of the lopsided scattering of precipitation plan the vast majority harvests [9],
current-day stream water framework (SDI) has a pivotal influence for insightful use
of water according to the essential of the alter. In any case, this structure despite
everything needs to keep up by the administrators [8] (Fig. 19.5).

19.4.3 Advance Education System

Guidance is the principal infers to execute all the degrees of progress throughout
everyday life. Educating people approximately utilize the modern innovations moti-
vate superior execution. Dealing with children and youngsters gets to be less
requesting show. learning premium the greater part of the kids and can offer to
help them learn in a keen route as opposed to scrutinizing the reading material inside
the homerooms. Web of Things converts schools into Savvy cluster [10] (Fig. 19.6).

19.4.4 Smart Healthcare System

Keen wellbeing administrations are required to make strides the personal satisfaction
inside towns. The town apothecary and clinics require progressed gadgets which are
related to one another (Fig. 19.7).
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Fig. 19.6 Smart education system

Fig. 19.7 Smart healthcare system

Another fruitful commitment of IoT in human services system is “Audemix
gadget,” This device catches and gathers the patient’s data for review in an agree-
able manner through powered by voice order for reducing specialist’s work [11]
(Fig. 19.8).
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Fig. 19.8 Smart Skydio Drones

19.4.5 Advance Dairy System

The assistant control of an enormous many farmers are raising cows dairy things.
The use of sensors inside the territories can abstain from crafted by management by a
human, and it tends to be done distantly by the agriculturists. It is the strategy of recog-
nizing the most excellent classifier from each unlabeled and labeled data. By utilizing
unlabeled information, it exchanges tall execution of classification (Fig. 19.9).

-

Fig. 19.9 Smart dairy system
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Fig. 19.10 Smart home and surveillance system

19.4.6 Smart Home and Security System

Protection could be a significant worry in towns. Because of these factors, keen
perception systems are required in towns. These will take a shot at the premise
created by sensing nearby crisis catches found in a few pieces of the town. The
information can too be analyzed to maintain a strategic distance from such episodes
within the future (Fig. 19.10).

19.4.7 Smart Drinking Water and Canal Management System

In spite of monitor water steam, there is prompt necessity of quality checking as well
as affirmation of spillage (in case any). For this purpose, a remote framework has
to be built up to guarantee client inviting framework; thus, Web of Things (WoT)
shows up as a boon to the framework.

Presently days, in canal water conveyance framework, there is a parcel of debase-
ment at water conveyance focuses. To dodge such debasement, we must be creating
a computerized system, which is able to grant the correct conveyance of water to the
agriculturists and dodge the debasement. As per the necessity indicated by ranchers,



200 D. Rathod et al.

the computerized framework will open the valve for given time span as per rancher
ask, and after the time bound, the valve will be near consequently. It ought to be done
by keen IOT technology [12] (Figs. 19.11 and 19.12).

Fig. 19.11 Smart drinking system
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Fig. 19.12 Smart canal system



19 Future-Oriented Smart Village Model Using Advance IoT ... 201

Table 19.1 Smart IoT real-time applications and light sensors

IoT applications

Type of sensors

Smart city

Velocity, light, accelerometer, position, temperature, proximity,
humidity, pressure, infrared

Smart environment

Light, temperature, humidity, chemical, gyroscope, bio-sensors,
chemicals, accelerometer, optical

Smart water Temperature, humidity, occupancy, water quality

Smart building Light, accelerometer, chemical, gyroscope, magneto

Smart health Light, gyroscope, biosensors, chemicals, magneto, accelerometer,
pressure

Smart home Light, gyroscope, biosensors, chemicals, magneto, accelerometer,

temperature, proximity, position, infrared

Smart transport

Gyroscope, pressure, chemicals, magneto, accelerometer, temperature,
motion, infrared

Smart security

Light, gyroscope, chemical, magneto, accelerometer, temperature,
infrared

Smart agriculture

Temperature, humidity, water quality, chemical, proximity, position

19.5 IoT Real-Time Applications and Light Sensors

Sensor lights are used in full IoT real-time applications. Subsequent to breaking
down various kinds of lights sagacious uses the IoT [5] (Table 19.1).

19.6 Conclusion and Future Scope

Internet of things is the concept in which the virtual world of information technology
connected to the real world of things. The technologies of Internet of things such as
RFID and sensor make our life become better and more comfortable in village, so
that in the future the village will become the smart village using IoT-based sensors
technology. The limitation is only the expenses and maintenance.

References

1. Davies, A.: IOT, smart technologies, smart policing: the impact for rural communities. Smart
Village Technology. Springer (2020). ISBN: 978-3-03-037794-6. https://doi.org/10.1007/978-

3-030-37794-6

2. Soorjani, M., Bhagyeshree, M., Pragya, N., Siddhartha, S., Shrikant, P.: Smart village initiative:
an overview. Smart Village Technology. Springer (2020). ISBN: 978-3-03-037794-6. https://
doi.org/10.1007/978-3-030-37794-6

3. Gayatri, N., Kumar, L.: Implementation of IOT based smart village for the rural development.
IJMET, SCOPUS INDEX (2017). ISSN: 0976-6359


https://doi.org/10.1007/978-3-030-37794-6
https://doi.org/10.1007/978-3-030-37794-6

202

10.
11.

D. Rathod et al.

. Kaur. K.: The idea of smart villages based on IOT. IRJET (2016). ISSN: 2395-0056
. Deepti, S., Nasig, G.: Smart sensors: analysis of different types of IOT sensors. In: IEEE

ICOEI-2019 (2019). ISBN-978-1-5386-9439-8

. Zafar, S., Miraj, G., Baloch, R., Murtaza, D., Arshad, K.: An IoT based real-time environmental

monitoring system using Arduino and cloud service. Eng. Technol. Appl. Sci. Res. 8(4), 3238—
3242 (2018)

. Tapashetti, A., Vegiraju, D., Ogunfunmi, T.: IoT-enabled air quality monitoring device: a low

cost smart health solution. In: Proceedings of 2016 IEEE Global Humanitarian Technology
Conference (GHTC), pp. 682—685. IEEE (2016). Available Online: https://doi.org/10.1109/
GHTC.2016.7857352

. Ahmad, V., Mehmood, N.: Smart farming: an overview. Smart Village Technology. Springer

(2020). ISBN: 978-3-03-037794-6. https://doi.org/10.1007/978-3-030-37794-6

. Pereira, L.S., Oweis, T., Zairi, A.: Irrigation management under water scarcity. Agric. Water

Manag. 57, 175-206 (2002). https://doi.org/10.1016/S0378

Giovannella, C., et al.: Scenarios for active learning in smart territories. IXD&A 16, 7-16 (2013)
Srabanti, C., Pransenjit, D., Sauvik, P.: IoT foundations and it’s application. IoT and Analytics
for Agriculture. Springer (2020). ISBN: 978-981-13-9177-4. https://doi.org/10.1007/978-981-
13-9177-4

. Antonio, S., Karla, P.: Water management through smart water management system. Smart

Village Technology. Springer (2020). ISBN: 978-3-03-037794-6. https://doi.org/10.1007/978-
3-030-37794-6


https://doi.org/10.1109/GHTC.2016.7857352
https://doi.org/10.1007/978-3-030-37794-6
https://doi.org/10.1016/S0378
https://doi.org/10.1007/978-981-13-9177-4
https://doi.org/10.1007/978-3-030-37794-6

Chapter 20 )
Impact of HR Matrices on HR Analytics e
and Decision Making

Maria Afzal and Amirul Hasan Ansari

Abstract For several years now, HR analytics has been a widely researched field.
Researchers around the world have researched and evaluated various variables that
impact HR analytics. This is important since this approach assists in HR decision
making and better selection. We identify basic parameters in this paper, namely
organizational nature and organizational tenure, in order to research their effect on
HR analytics. The parameters are further divided into sub-parameters, such as talent
management, quantitative literacy and adaptation of innovation. Data is collected via
a questionnaire from the Delhi/ NCR, India, IT market. To conduct data analysis, the
paper utilizes the SEM model. The suggested structure satisfies research hypotheses
and research questions after evaluating the data.

20.1 Introduction

In a number of ways, HR analytics has been named and identified. Alternatives
such as talent analytics, predictive analytics, people analytics and workforce intel-
ligence are used in its labeling. First, the concepts suggest that HR analytics is
not simply about metrics intended to measure the human resource performance or
effectiveness of an enterprise. Second, the incorporation of information from both
inside and outside the company consists of HR analytics. Third, the use of informa-
tion technology to collect, manipulate and publish information is involved. Finally, it
includes connecting human resource decisions to the organization’s overall priorities
and results. The presence of vast volumes of data due to the nature of the informa-
tion era is among the characteristics of the current business climate. In particular,
since it is typically raw, the organization and analysis of this information are a major
challenge. The need to turn this knowledge into usable data has contributed to the
advent and rapid growth of HR analytics. In an enterprise, the capacity and resource-
fulness of HR have become major components of business performance. Competing
firms are therefore engaged in a big fight for HR expertise. Different techniques and

M. Afzal (X) - A. H. Ansari
Jamia Millia Islamia, New Delhi, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 203
T. Senjyu et al. (eds.), IOT with Smart Systems, Smart Innovation,
Systems and Technologies 251, https://doi.org/10.1007/978-981-16-3945-6_21


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-3945-6_21&domain=pdf
https://doi.org/10.1007/978-981-16-3945-6_21

204 M. Afzal and A. H. Ansari

methods of assessing HR have arisen to recognize the best HR talent. This principle
of HR evaluation, ranking and aggregation of intelligence is known as HR analytics
[1-5]. The effect of organizational parameters on HR analytics is studied in this
paper. Contributions from the author are as follows:

e Paper studies the impact of parameters such as organization’s nature and
organization tenure on HR analytics.

e Detailed data is collected through well-defined questionnaires from IT sector of
Delhi/NCR, India.

e The paper uses SEM model for data analysis, and we finally draw a conclusion
on the impact of organization’s parameters on HR analytics.

The chapter is subdivided into five parts. Introduction is explained in
Sect. 20.1. The research hypothesis is explained in Sect. 20.2, research method-
ology is explained in Sect. 20.3, data analysis is carried out in Sect. 20.4, and the
paper is concluded in Sect. 20.5.

20.2 Research Objectives and Hypotheses

The aim of the study is to establish the relationship between organizational features
and HR analytics, while exploring the dimensions of the use of HR analytics in
organizational features. Furthermore, the relationship between the implementation
of HR analytics and the pattern of features of the company is also studied. It analyzed
the dimensions of the function pattern of the company, i.e., talent management,
quantitative literacy and adaptation of creativity to HR analytics implementation.

To give answer to the research questions mentioned in Sec 20.2, below mentioned
objectives and hypotheses have been formulated:

1. To examine the relationship of organization feature on application of HR
analytics and its dimensions among the different level of managers at orga-
nization separately.

Corresponding Hypotheses:

Hypothesis 1: Talent management has a positive relationship on application
of HR analytics.

Hypothesis 2: Quantitatively literacy values have a positive relationship on
application HR analytics.

Hypothesis 3: Innovation adaption has a positive relationship on application
of HR analytics.

2. To examine the relationship decision-making pattern on application of HR
analytics and its dimensions among the different level of managers at orga-
nization separately.
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Corresponding Hypotheses:

Hypothesis 4: Effort expectancy has positive effect on application of HR
analytics.

Hypothesis 5: Fear appeal has a negative relationship on application of HR
analytics.

Hypothesis 6: Self-efficacy has positive relationship on application of HR
analytics.

3. To determine the relationship of organizational tenure on application of HR
analytics

Corresponding Hypothesis:
Hypothesis 7: Older the organizational tenure, greater the application of HR
analytics.

4. To determine the relationship of organization features on application of HR
analytics.

Corresponding Hypothesis:
Hypothesis 8: Better the organization features, greater application of HR.

5. To study the relationship of organization’s size on application of HR analytics.

20.2.1 Proposed Research Question

1. What different factors affect use of HR analytics in an organization and up to
what extent the human resource analytics has been used by professionals?

2. Do the ‘talent management’, ‘quantitatively literacy’ and ‘innovation adaption’
related to the ‘use of statistical methods’, ‘functions dedicated to HR’, ‘data
collection’ and ‘degree of application’ of HR analytics?

3. Do the HR analytics, ‘use of statistical methods’, ‘functions dedicated to HR’,
‘data collection’ and ‘degree of application’ anyway related to the decision-
making pattern of managers varied among the different levels of organization?

4. Does the organization tenure help in inculcating the ‘attributes’ of authentic
leadership?

5. Do the organization tenure such as ‘effort expectancy’, ‘fear appeal’ and ‘self-
efficacy’ affect the relationship between HR analytics and decision making? A
research model is shown in Fig. 20.1.
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Independent Variable (IV) Dependent Variable (DV)Independent Variables
aw

Organization Features Job Position Organization Tenure
Talent Management ~ | Data collection | J Effort Expectancy |

Quantitative Literacy - + -

Innovation Adaption |-~

| Statistical Methodology | Fear Appeal |

Organisational

Self Efficacy |
Embeddedness

Functions of HR |

Fig. 20.1 Proposed research model

20.3 Research Methodology

20.3.1 Data

To gather more data on the results from the review of records, a questionnaire was
circulated. The questionnaire includes questions that reflect on the effect on HR
analytics of genuine leadership and decision-making trends.

20.3.2 Questionnaire Design, Analysis and Measurement
of Variables

Although there are several intangible HRM findings, some scholars have established
the key ones (Huang, H. C., and Chao, R. R. 2009). The same methodology has been
taken by this report. Data collection is done by using questionnaire with targeted
professionals created and implemented in accordance with the nature of the data
needed for this analysis. The target population for the study is IT sector HR managers
in Delhi, NCR, India. For data analysis, the thesis utilizes snow ball sampling. In
this report, the sample size was chosen based on the criteria of SEM, which is the
primary form of data analysis used in current research. Based on the complexity
of the proposed conceptual model, a sample size of 250 is therefore considered
acceptable for this analysis, which was drawn from the actual population of IT sector
HR managers. In each of Delhi’s IT sector organizations, NCR in India (the target
population), the researcher explained the intent of the study to the human resources
director and gave them questionnaires to be distributed among middle/line managers
and other staff. After ten working days, the questionnaires were collected.
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20.3.3 Data Analysis Tools

Exploratory Factor Analysis (EFA) Exploratory factor analysis (EFA) puts
together and categorizes inter-correlated variables under a common factor. The goal
of the factor analysis is the reduction of dimensions, which reduces the dimension-
ality of the original space and produces a new space with less dimensions. Factor
analysis not only provides the possibility of obtaining a comprehensible view of the
results, but also the probability of using the output in consequential studies. In this
analysis, by calculating the number of factors needed to explain correlations between
the products, the EFA is used to assess the uniformity of all factors [6—10].

Confirmatory Factor Analysis (CFA) CFA tests and develops proof of adequate
validity of the construct. It also checks whether the research construct’s measure-
ments are compatible or suit the validity of the research model. CFA is an initial step
for a full test of a structural model as a special kind of factor analysis. It consists
of a sequence of different research steps. The establishment of construct validity,
convergent and discriminant validity and goodness of fit include these levels. The
validity of the construct guarantees the suitability of inferences taken on the basis of
observations to verify whether the expected construct is assessed by the test. To test
the validity of the construct, there are two aspects: convergent validity and discrim-
inant validity. The things that are indicators of a specific construct should converge
or share a high share of variance in general under convergent validity. The construct
reliability and the average variance extracted will be determined by (AVE). Discrim-
inant validity is the degree to which one concept is truly distinct from others. By
testing if the square root of AVE is greater than the coefficient of correlation between
the construct discussed and other constructs, it can be assessed [11-13].

20.4 Data Analysis and Outcome

20.4.1 Results of Descriptive Statistics

The results of the data analysis are developed in detail in this chapter. In order
to test the construct’s validity, discriminant and convergent validity are evaluated.
It also describes the study of data by structural equation modeling (SEM) using
SPSS17/Amos18. In addition, to determine if the proposed models and data match
well together, the proposed model is evaluated by the fit indices. Last, it also addresses
an alternative model (Tables 20.1, 20.2, 20.3 and 20.4).

From all respondents, the highest mean score was statistical methodology with
lowest, followed by data collection and effort expectancy. This standard deviation
(S.D. = 1.549) indicated that felt obligation was one of the most important factors
of employee attitude and behavior.
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Table 20.1 Descriptive statistics of observed variables
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Construct Observed variables Min |Max |Mean |S.D.
Organization features Talent management 1 6 3.22 1.234
(OF) Quantitative literacy 1 6 4.22 1.543
Innovation adaption 1 6 3.11 1.096
Job position (JP) Data collection 1 6 3.44 1.342
Statistical methodology 1 6 3.77 1.432
Organizational embeddedness | 1 6 5.11 1.343
Functions of HR 1 6 5.65 1.567
Organization tenure (OT) | Effort expectancy 1 6 4.41 2.231
Fear appeal 1 6 4.17 1.745
Self-efficacy 1 6 4.76 1.876
Table 20.2 Summary of the mean of all constructs
Construct Mean S.D.
Talent management (TM) 4.54 1.231
Quantitative literacy (QL) 3.74 1.562
Innovation adaption (IA) 4.12 1.634
Data collection (DC) 3.14 1.540
Statistical methodology (SM) 4.87 1.547
Organizational embeddedness (QE) 3.32 1.648
Functions of HR (FHR) 4.16 1.549
Effort expectancy (EE) 3.09 2451
Fear appeal (FA) 4.65 1.387
Self-efficacy (SE) 4.43 1.368

Table 20.3 Constructs and reliability analysis (Cronbach’s alpha)

Constructs Cronbach’s alpha
Talent management (TM) 0.878
Quantitative literacy (QL) 0.812
Innovation adaption (IA) 0.904
Data collection (DC) 0.716
Statistical methodology (SM) 0.808
Organizational embeddedness (QE) 0.798
Functions of HR (FHR) 0.865
Effort expectancy (EE) 0.834
Fear appeal (FA) 0.756
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Table 20.4 Construct measurement model

Factor Standardized loading?
Talent management (TM) 0.542 (5.104)
Quantitative literacy (QL) 0.645 (5.657)
Innovation adaption (IA) 0.456°

Data collection (DC) 0.867 (9.341)
Statistical methodology (SM) 0.796°
Organizational embeddedness (QE) —0.723 (—5.451)
Functions of HR (FHR) 0.434 (7.657)
Effort expectancy (EE) —0.756 (—5.154)
Fear appeal (FA) —0.638 (—5.965)
Self-efficacy (SE) —0.553 (—4.659)

‘a’ signifies composite reliability
‘b’ is average variance extracted (AVE)

20.4.2 Reliability Analysis

The Cronbach’s alpha of these constructs suggested that since all constructs were
higher than 0.7, ranging from the lowest reliability of 0.716 (performance) to the
highest reliable construct of 0.878, all constructs were highly reliable.

20.4.3 Convergent Validity and Discriminant Validity

20.4.3.1 Convergent Validity

Factor loadings in the range of 0.3-0.4 are deemed to reach the minimum threshold
for structure understanding, according to Hair [ 14]. The association between an initial
variable and its factor is expressed by a factor loading. The sample size needed for
significance will be 250 with a loading factor of 0.35. The loading factor value must
equal or exceed 0.30, according to Wanichabuncha [15].

Reliability is also a measure of convergent validity, as Hair [14] has suggested.
In combination with the SEM model, build reliability (CR) value is also used. The
calculation of reliability is that 0.7 or higher implies good reliability. Reliability
between 0.6 and 0.7 might be appropriate given that other construct validity indicators
of the model are fine.
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20.4.3.2 Measurement Model 1 (CFA)

The author makes use of a reflective CFA model with constructs. Self-awareness,

moral and ethics, openness, balanced processing, diligence, hyper-vigilance, procras-

tination, buck passing, data collection, statistical methodology, organizational

integration and HR functions were observed in the following constructs (Fig. 20.2).
NFI = 0.903, TLI = 0.945, RMSEA = 0.045.

©O0.
d13|E

oYoYeXa
Hl213]3

®
]3] 7!

D

Fig. 20.2 Construct measurement model
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Fig. 20.3 Structural model

First-ordered frameworks have been tested for self-awareness, moral and ethics,
openness, balanced processing, vigilance, hyper-vigilance, procrastination, buck
passing, data collecting, statistical methods, HR functions and organizational
embeddedness (Fig. 20.3).

Hypothesis testing and approval are shown in Table 20.5.

20.5 Conclusion

This paper analyzed the factors or structures influencing HR analytics and described
them. To explain how the knowledge matches with the proposed models, the
hypotheses have been checked with empirical evidence. According to the results
of this analysis, both hypotheses were endorsed by the empirical test one, based
on the data on the respondents. Effort expectancy and self-effectiveness affected
talent management, creativity adaptation and organizational embeddedness. More-
over, the control variables of demographics were also included in this research, i.e.,
age, gender and teaching. The author used the structural equation modeling method-
ology in order to evaluate the model, where all relationships in the model were
evaluated simultaneously. Therefore, the findings of the study fulfilled this aim.
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Table 20.5 Hypothesis acceptance
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HI: Talent management has a positive | A significant path coefficient = 0.663 (p | Accepted
relationship on application of HR <0.06)

analytics

H2: Quantitively literacy values have a | A significant path coefficient = 0.660 (p | Accepted
positive relationship on application HR | < 0.06)

analytics

H3: Innovation adaption has a positive | A significant path coefficient = 0.623 (p | Accepted
relationship on application of HR <0.06)

analytics

H4: Effort expectancy has positive A significant path coefficient = 0.658 (p | Accepted
effect on application of HR analytics < 0.06)

HS5: Fear appeal has a negative A significant path coefficient = 0.656 (p | Accepted
relationship on application of HR < 0.06)

analytics

HI1: Self-efficacy has positive A significant path coefficient = 0.642 (p | Accepted
relationship on application of HR < 0.06)

analytics

H7: Older the organizational tenure, A significant path coefficient = 0.622 (p | Accepted
greater the application of HR analytics | <0.06)

HS8: To study the relationship of A significant path coefficient = 0.644 (p | Accepted
organization’s size on application of HR | < 0.06)

analytics
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Chapter 21 ®)
A Neural Network Based Customer Guca i
Churn Prediction Algorithm for Telecom

Sector

Kamsali Mani Teja Achari, Sumitra Binu, and K. T. Thomas

Abstract For telecommunication service providers, a key method for decreasing
costs and making revenue is to focus on retaining existing subscribers rather than
obtaining new customers. To support this strategy, it is significant to understand
customer concerns as early as possible to avoid churn. When customers switch to
another competitive service provider, it results in the instant loss of business. This
work focuses on building a classification model for predicting customer churn. Four
different deep learning models are designed by applying different activation functions
on different layers for classifying the customers into two different categories. A
comparison of the performance of the different models is done by using various
performance measures such as accuracy, precision, recall, and area under the curve
(AUC) to determine the best activation function for the model among tank, RelLU,
ELU, and SELU.

21.1 Introduction

Customers are very important for an organization to achieve profitable outcomes.
Churn obstructs the profitable growth of a business. In the telecommunication
industry, customer churn is a major problem and it might lead to bankruptcy of the
industry. Retaining existing customers for business growth is imperative because the
cost of acquiring new customers is much more than maintaining existing ones. When
customers switch to another competitive service provider, it results in the instant loss
of business for the service provider. Customers classically choose to switch providers
when they are no longer satisfied with their existing service provider [1]. Hence, it is
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crucial for the telecom sector to develop some means for predicting customers who
are likely to churn and take measures to retain them. So to retain the customers, it
is necessary to build a churn prediction model. In this paper, four artificial neural
network models have been proposed.

The paper is organized as follows: The first section explains the notion of churn
prediction model; the second part describes the literature survey on churn predic-
tion models. The data preprocessing steps have been explained in the third section.
The methodology has been explained in the fourth section. In the fifth section, the
experimental results are discussed and finally the conclusion and future work.

21.2 Related Work

Sundarajan et al. [1] have compared the classification models on the telecom dataset.
The data reveals that attributes and features such as tenure group, contract, paperless
billing, monthly charges, and Internet service seem to play a role in consumer churn.
Also, there seems to be no affiliation between the gender and the churn rate. The
data also says that the customers having a service plan of month-to-month contracts,
with paperless billing, and within 12-month tenure are more likely to churn. In the
work [1], random forest classifier achieved 93.5% accuracy and SVM achieved 81%
accuracy.

Bharadwaj et al. [2] have proposed two nonlinear models, viz., alogistic regression
model and an artificial neural network model to predict churn in the telecommuni-
cation industry. As part of preprocessing, feature extraction is done to eliminate
irrelevant features and feature scaling is done to normalize the data. The models
are trained on telecom churn prediction dataset available in Kaggle repository. The
logistic regression model when applied to the test data achieved an accuracy of
87.52%, and the artificial neural network model obtained an accuracy of 94.19%.

The study done by Spiteri et al. [3] reveals that random forest algorithm is an effec-
tive technique to foresee customer churn for a motor insurance company, reaching an
accuracy of 91.18%. Feature analysis was conducted to give perception into the most
relevant features for this application. They used the ROSE algorithm for oversam-
pling the dataset, and they have selected features. Survival analysis was employed
to model time until churn, and it was found that approximately 90% of the policy-
holders remain with the company for up to five years, whereas the majority of the
policyholders do not dismiss the policy before the expiry date.

Sagir et al. [4] evaluated different versions of neural network-based individual
classifiers for churn prediction. These classifiers include neural network (NN), multi-
layer perceptron (AutoMLP), and deep learning (DL). Results are computed and
evaluated using various performance measures such as accuracy, precision, recall,
and f-measure and statistical measures such as kappa, absolute error, relative error,
and classification error. When applied on the dataset, DL achieved 91.42% accuracy,
NN achieved 93.94% accuracy, AutoMLP achieved 93.91% accuracy, bagging DL
achieved 91.51% accuracy, AdaBoost DL achieved 91.09% accuracy, bagging NN
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obtained 94% accuracy, AdaBoost NN obtained 93.07% accuracy, bagging MLP
achieved 94.15% accuracy, and AdaBoost MLP achieved 93.88% accuracy level.

Patil et al. [5] focused on the area of retail business, and the data they used is
available in the University of California Irvine (UCI) machine learning repository.
The dataset is preprocessed by removing values that are not available, validating
numerical values, and removing erroneous data points, and variable churn is attached
to each data point. The models trained on the dataset are RF, SVM, and gradient
boosting, and they performed cross-validation on the data. When the models were
applied to test data, RF achieved accuracy of 65%, SVM achieved 70% accuracy,
and extreme gradient boosting (XGB) achieved 71% accuracy.

Mishra et al. [6] used dataset from the University of California Irvine (UCI)
Web site which has machine learning (ML) repository, and dataset consists of 3333
records. They compared different algorithms, viz., bagging, boosting, random forest,
decision tree, SVM, and Naive Bayes algorithms. The accuracy for bagging is
90.83%, boosting is 90.32%, random forest is 91.66%, decision tree is 90.97%,
SVM is 90.12%, and Naive Bayes is 86.53%. The performance metrics they have
used is accuracy, sensitivity, and specificity. Random forest got specificity of 53.54%
and sensitivity of 98.89%.

Laila et al. [7] used a dataset comprising 24 attributes including churn and 3334
records. The testing-to-training ratio used for the research was 60:40. The models
were trained using a decision tree, Naive Bayes algorithm, and rule induction.
However, the decision tree failed to classify churners accurately but the non-churners
were classified with commendable accuracy whereas Naive Bayes algorithm has
classified churners accurately but failed to classify non-churners accurately.

Semrl et al. [8] in their work focused on predicting customer churn in the gym,
and dataset used for the study has approximately 30,000 observations. They used
two factors whether the gym contract ends or customer behavior changes to end the
contract. They used a binary classification task based on gym attendance from the first
month of contract. Azure ML’s best performing calculation is the logistic relapse with
the AUC of 0.734. Neural network achieved an area under the curve (AUC) of 0.732,
and the decision-based random forest algorithm yields a fundamentally lower area
under the curve (AUC) of 0.675. The best performing was the neural network with
the accuracy of 74.6%, and the most noticeably awful performing was the choice tree
with the precision of 70.8%. Big ML offers a hyperparameter improvement choice
for choice forests, called sequential model-based algorithm configuration (SMAC)
down concept.

Ithas been proven that, in the case of machine learning models, feature engineering
and feature scaling are necessary for improving accuracy and performance. However,
the works discussed in the reviewed literature fail to consider this aspect. Also, a few
datasets used for churn prediction have more non-churners compared to the churners
which makes the dataset imbalanced. This may lead to under-sampling of data, which
isnot addressed by the works which are making predictions based on such imbalanced
datasets. Activation functions which take into account the interaction effects play a
major role in deep learning neural networks. So, we need to use efficient activation
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function in hidden layers and output layer to maximize accuracy which some of the
papers did not focus upon.

This paper attempts to address the above-mentioned gaps identified in the litera-
ture. The work attempts to build a neural network model for customer churn predic-
tion that takes into consideration the interaction effects of various parameters by using
different activation functions which contributes to better classification accuracy.

Figure 21.1 shows the steps of process for all neural network models. At the end
of step, performance is evaluated using evaluation metrics such as AUC score, recall,
precision, and accuracy.

21.3 Data Preprocessing

The telecom customer churn dataset used in this model is fetched from Kaggle. It
contains attributes pertaining to customers of the telecom industry and contains 21
attributes and 7043 rows.

Figure 21.2 shows the data types of the columns present in the dataset. Figure 21.3
shows the summary of column maximum of monthly charges is 118.75 and minimum
is 18.25. The maximum of total charges is 8684, and minimum is 118.75.

Data preprocessing phase of this work included removing null and missing values,
converting data into a format suitable for process and standardization of the data.
There are null values in the column “total charges” in the dataset, and there are 11
missing values in the same column. The “total charges” column is numeric, and so
the missing values are replaced using the mean value of the column using the “Fill
na” function from Pandas library.

There are many columns with different categorical values represented in different
formats. These values are converted into a standard format by replacing the values
with Yes or No. The attributes such as “Online Security” and “Online Backup” which
are assuming categorical values are replaced with a value “No.” Replace function is
used from Pandas library to replace different categorical values.

The data is standardized using a minmax scaler from the sklearn library so that
the data will remain on the same scale. Then, the scaled data may converge faster.

During the training phase, the data is split into training set and test set as per the
80:20 split ratio. Thus, 80% of the data is chosen for training and remaining 20%
is chosen for testing the new observations and for determining the class. A higher
percentage of training data makes the model learn better.

As the target column of telecom customer churn dataset has imbalanced classes of
churners and non-churners, the data needs to be balanced. In this work, the dataset is
balanced using Synthetic Minority Over-Sampling Technique (SMOTE) algorithm
and thus the minority class is oversampled. Otherwise, model will learn more from
majority class, viz., non-churn.

Feature selection is the process, wherein you automatically or manually select
those features which contribute most to your prediction variable or output. It reduces
the complexity of a model and makes it easier to interpret the output for the model. It
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gender object
SeniorCitizen object
Partner object
Dependents object
tenure int64
PhoneService object
MultipleLines object
InternetService object
OnlineSecurity object
OnlineBackup object
DeviceProtection object
TechSupport object
StreamingTV object
StreamingMovies object
Contract object
PaperlessBilling object
PaymentMethod object
MonthlyCharges float64
TotalCharges float64
Churn int64
tenure_group object

dtype: object

Fig. 21.2 Data types of columns

tenure MonthlyCharges TotalCharges Churn

count 7043.000000 7043.000000 7032.000000 7043.000000
mean 32371149 64.761692 2283.300441 0.265370
std 24559481 30.090047 2266.771362 0.441561
min 0.000000 18.250000 18.800000 0.000000
25% 9.000000 35.500000 401.450000 0.000000
50% 29.000000 70.350000 1397.475000 0.000000
75% 55.000000 89.850000 3794.737500 1.000000
max 72.000000 118.750000 8684.800000 1.000000

Fig. 21.3 Summary of columns

improves the accuracy of a model if the right subset is chosen. Mutual_info_classif
function is used to select the features for the model. This method basically utilizes
the mutual information [9]. It calculates mutual information value for each of the
independent variables with respect to dependent variables and selects the ones which
have the most information gain. It basically measures the dependency of features with
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Fig. 21.4 Bar plot of important features

the target value. The higher score means more dependent variables and the percentage
of important features is selected by applying a select percentile function.

As shown in Fig. 21.4, the important feature for classification of churner and non-
churner is tenure column which has maximum importance followed by contract_from
month_to_month and so on. The least important feature is streaming_movies_no
column.

21.4 Methodology

During the model building phase, hyperparameters such as number of hidden layers,
batch size, dropout rate, and learning rate are tuned to reach optimal values on
different architectures. The optimal values are found using random search and grid
search from scikit-learn library.

21.4.1 Model 1

The neural network model designed for customer churn prediction is a fully connected
model containing 3 hidden layers. The number of neurons for first hidden layer is 40
and second hidden layer is 20. The tank activation function is shown in Eq. (21.1)
and having the gradient shown in Eq. (21.2), and it is used for both the hidden
layers. The final output layer has sigmoid activation function because it is a binary
classification process. The weights are initialized using Glorot normal initializer.
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To reduce overfitting, dropout is added between hidden layers with a ratio of 0.3.
The learning rate is set to 0.005 using the optimizer ADAM. The model has “binary
cross-entropy” as loss function and 20% of training data split for validation.

Z —Z

Tanh(x) = - 21.1)
ann(x) = —— .
et +et
which has the gradient:
Tanh(x) = 1 = tan(x)? (21.2)

21.4.2 Model 2

For the second architecture, there are 3 hidden layers and 1 output layer in the
architecture. The number of neurons for first hidden layer is 40, second hidden layer
has 20 neurons, and third hidden layer has 10 neurons. All the hidden layers have
the activation function ReL.U, whose equation and gradient are shown in Eqgs. (21.3)
and (21.4), respectively. The final output layer has sigmoid activation function. The
weights are initialized using he_uniform initializer. To reduce overfitting, dropout
is added between hidden layers with a ratio of 0.2. The learning rate is set to 0.001
using the optimizer ADAM. The model has “binary cross-entropy” as loss function
and 20% of training data split for validation.

relu(x) = max(0, x) (21.3)
which has the gradient:

0ifx <0

d
Erelu(x)z{lifx>o

(21.4)

21.4.3 Model 3

For the third architecture, there are 3 hidden layers and 1 output layer in the archi-
tecture. The number of neurons for first hidden layer is 40, second hidden layer has
20 neurons, and third hidden layer has 10 neurons. All the hidden layers have the
activation function ELU, whose equation and gradient are shown in Egs. (21.5) and
(21.6), and the final output layer has sigmoid activation function. The weights are
initialized using Glorot normal initializer. To reduce overfitting, dropout is added
between hidden layers with a ratio of 0.3. The learning rate is set to 0.005 using the
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optimizer ADAM. The model has “binary cross-entropy” as loss function and 20%
of training data split for validation.

Elu(x) = alexp(x) — 1) ?fx <0 (21.5)
X ifx >0
which has the gradient:
d _Jelux)+ oxifx <0
&t = { 1 ifx>0 (21.6)

21.4.4 Model 4

For the fourth architecture, there are 2 hidden layers and 1 output layer in the archi-
tecture. The number of neurons for first hidden layer is 40 and second hidden layer
is 20. The equation and gradient are shown in Egs. (21.7) and (21.8), SELU is used
for both the hidden layers, and the final output layer has sigmoid activation function.
The weights are initialized using LeCun normal initializer. To reduce overfitting,
dropout is added between hidden layers with a ratio of 0.3. The learning rate is set
to 0.001 using the optimizer ADAM. The model has “binary cross-entropy” as loss
function and 20% of training data split for validation.

selu(x) = 2} & ©PW) — Difx <0 21.7)
X ifx >0
which has the gradient:
d .
9 elur) = selu(x)+X1 ¥fx <0 (21.8)
dx X ifx >0

21.5 Results and Interpretation

The models are trained on the training data with 100 epochs, validated to ensure the
goodness of fit and the trained models are tested on unseen data to evaluate the best
performing model from four architectures.

The various performance measures used to evaluate the model are as follows:
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21.5.1 Confusion Matrix

Table 21.1 shows the confusion matrix of model 1. 864 non-churners and 229 churners
are correctly predicted by the model. 171 are false positives which means that they
are non-churners, but the model predicted them as churners. 145 are false negatives
which means that they are churners, but the model predicted them as non-churners.

Table 21.2 shows the confusion matrix of model 2. 893 non-churners and 209
churners are predicted correctly by the model. 142 are false positives which means
that they are non-churners, but the model predicted them as churners 0.165 that are
false negatives which means that they are churners but the model predicted them as
non-churners. Model 2 has less false negatives which is better than other models in
this case.

Table 21.3 shows the confusion matrix of model 3. 828 non-churners and 245
churners are predicted correctly by the model. 207 are false positives, which means
that they are non-churners, but the model predicted them as churners 0.129 that are
false negatives which means that they are churners but the model predicted them as
non-churners.

Table 21.4 shows the confusion matrix of model 4. 863 non-churners and 241
churners are predicted correctly by the model. 172 are false positives which means
that they are non-churners, but the model predicted them as churners 0.133 that are
false negatives which means that they are churners but the model predicted them as
non-churners.

Table 21.1 Confusion matrix of model 1

Actual (0) Actual (1)
Predicted (0) TN = 864 FN =171 1035
Predicted (1) FP = 145 TP =229 374
1009 400 1409

Table 21.2 Confusion matrix of model 2

Actual (0) Actual (1)
Predicted (0) TN =893 FN = 142 1035
Predicted (1) FP = 165 TP =209 374
1058 351 1409

Table 21.3 Confusion matrix of model 3

Actual (0) Actual (1)
Predicted (0) TN = 828 FN =207 1035
Predicted (1) FP =129 TP =245 374
957 452 1409
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Table 21.4 Confusion matrix of model 4

Actual (0) Actual (1)
Predicted (0) TN = 863 FN =172 1035
Predicted (1) FP =133 TP = 241 374
996 413 1409

21.5.2 Evaluation Metrics

As shown in Table 21.5, the precision for model for class 0 is better compared to
model 2 and precision for class 1 is lower compared to model 2. Compared to models
3 and 4, precision for model 1 for class O is the least. The precision for model 2 of
class 0 is lower compared to all models, and for class 1, it is higher compared to
other models. The precision for model 3 of class O is higher than model 1 and model
2, and for class 1, it is lower compared to all other models. The precision for model
4 for class 0 is higher compared to model 1 and model 2, and for class 1, it is higher
than model 3. Model 4 can precisely classify non-churners from churners and reduce
false positives.

As shown in Table 21.5, the recall for model 1 of class O is higher compared to
model 3 and lower compared to all other models. The recall of class 1 for model 1
is higher compared to model 2 and lower compared to all other models. The recall
of model 2 for class 0 is higher compared to all other models, and class 1 is lower
compared to all other models. The recall of model 3 for class O is lower compared
to other models, and for class 1, it is higher compared to other models. The recall of
model 4 for class 0 is lower compared to other models, and for class 1, it is higher
compared to model 1 and model 2. Model 2 has higher recall, so it can reduce false
negatives.

As shown in Table 21.5, class 0 has the highest f1 score for model 1 compared to
class 1. Model 2 has the same f1 score as model 1 for class 0 and class 1. Model 3
has less f1 score compared to model 1, model 2, and model 4. Model 4 has same f1
score for class 0 and has higher f1 score for class 1 compared to other models.

Table 21.5 Evaluation metrics for all models

Model name Class Precision Recall F1 score AUC score
Model 1 0 0.86 0.83 0.85 0.72
1 0.57 0.61 0.59
Model 2 0 0.84 0.86 0.85 0.71
1 0.60 0.56 0.58
Model 3 0 0.87 0.80 0.83 0.727
1 0.54 0.66 0.59
Model 4 0 0.87 0.83 0.85 0.739
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Table 21.6 Comparison of training and testing accuracy

S. no. Model name Training accuracy Testing accuracy
1 Model 1 83.3 77.6
2 Model 2 86.6 78.2
3 Model 3 85.4 76.2
4 Model 4 79.5 78.4

As shown in Table 21.5, the model 1 has better AUC score compared to model
2. The model 2 has lower AUC score compared to all models. The model 4 has
highest AUC score which indicates that it can classify churners and non-churners
more accurately as compared to other models.

21.5.3 Training and Testing Accuracy

As shown in Table 21.6, the modell has training accuracy of 83.3 but the testing
accuracy of 77.6is low compared to model 2 and model 4. There is high generalization
errorinmodel 1. Model 2 has training accuracy of 86.6, but the testing accuracy is 78.2
which is slightly high compared to model 1 and model 3. There is high generalization
error in model 2. Model 3 has training accuracy of 85.4, but the testing accuracy of
76.2 is very low compared to all 3 models. Model 4 has training accuracy of 79.5
which is low compared to all 3 models and testing accuracy of 78.4 which is high
compared to all 3 models. Model 4 has very low generalization error compared to
all 3 models.

21.6 Conclusion and Future Work

Customer churn prediction which aids in devising strategies for retaining existing
customers is very much imperative for the service providers in the telecom sector,
to avoid revenue less. This research has implemented four different neural network
models each using different activation functions and optimizers to predict whether a
customer will churn or not. The first model using tanh activation function has better
training accuracy but lesser testing accuracy. The training accuracy for first model is
83.3%, and testing accuracy is 77.6%. For the second model using ReLU activation
function, training accuracy increased slightly but has lesser testing accuracy. The
training accuracy for second model is 86.6%, and testing accuracy is 78.8%. For the
third model using ELU activation function, training accuracy decreased slightly but
has lesser testing accuracy. The training accuracy for third model is 85.4%, and testing
accuracy is 76.2%. For the fourth model using SELU activation function, training
accuracy decreased but has lesser error rate compared to other models. The training
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accuracy for the fourth model using SELU activation function is 79.5%, and testing
accuracy is 78.4%. Thus, compared to other models SELU has less generalization
error. The model can be trained with huge amount of data, and model architectures
can be built with different layers, activation functions, epochs, and regularization
techniques for achieving better performance.
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Chapter 22 )
Wavelets and Convolutional Neural ek
Networks-Based Automatic

Segmentation and Prediction of MRI

Brain Images

P. Muthu Krishnammal, L. Magthelin Therase, E. Anna Devi,
and R. M. Joany

Abstract In clinical research, precise image segmentation and image prediction
(classification) of MRI brain images has become a very crucial and challenging
task as the pathological study and analysis of anatomical structures of brain is very
complex. Moreover, processing of data amounts of dataset manually will also be
the most challenging and time-consuming and produces inaccurate delineation of
images, and making decisions on treatment planning will become difficult. Hence an
automatic segmentation and classification algorithms based on convolutional neural
network (CNN) is developed to predict brain tumors in the dataset if it is present. In
MR images, the structural information varies as that of a non-periodic signal, and an
efficient tool like wavelets which is a multi-resolution technique can be used for the
characterization of complex signals. The isotropic features that may occur in spatial
locations and scales can be detected by using wavelets. This paper presents a three-
phased work wherein the significant features extracted by Wavelet transform, the
image classification or the prediction of tumor classes is done by CNN and images
are segmented by Spatial FCM and watershed segmentation algorithms.

22.1 Introduction

MRI is one of the most widely used methods in neurology and neurosurgery proce-
dures and it provides excellent brain, spinal cord and vascular anatomical informa-
tion. In addition to that, anatomy of the internal organs can be perceived in all three
planes namely axial, coronal and sagittal [1]. The MRI scans can be used throughout
the body as an extremely accurate means for detection of diseases and provide
sufficient information to begin treatment for the patient. Other commonly found
abnormalities include brain aneurysms, brain tumors, stroke, or spinal inflammation.
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A brain tumor is a cluster or development of abnormal cells in the brain. It is also
known as an intracranial tumor in which cells expand and 8 spread in uncontrollable
manner, apparently uncontrolled by the regulation mechanisms of the normal cells.
The two major brain tumor groups are: primary and metastatic (secondary) [2].

A multi-resolution transform, wavelet transform is used for the effective noise
removal as well as feature extraction. The statistical features represent the intensity
variations [3] and homogeneity property of images can be described by the texture
elements with specific scale, directions and the analysis of local spatial variations
are helpful for the problems in the pattern recognition [4]. For the better description
of textural characteristics, GLCM, gray-level co-occurrence matrix is one among
the best statistical approaches which are extensively used in the different phases of
image processing such as image recognition, feature extraction, and classification
[5, 6].

The purpose of image classification is to group of classes that have similar features.
Computer vision and machine learning are the recent hot topics of research. Identifi-
cation of cars exceeding the speed limits, tagging features used in Facebook are some
of the realistic examples of image classification procedures where it strongly relies
on the creation of labeled database. This image classification strategy using deep
learning algorithms can also be extended for the classification of clinical images to
classify them based on their anatomical structures. The tradition methods of classi-
fiers fall into two categories: Supervised and unsupervised methods. In this paper,
deep learning-based classification methods are presented and their performance is
analyzed.

The image segmentation in clinical images is another daunting task in computer-
assisted diagnostic processes which involves pattern recognition. The image segmen-
tation is very important strategy which can be used for the study of pathological
study, volume estimation for the detected objects, visualization by parts and surgical
planning. Automatic segmentation is preferred because manual segmentation is a
complicated and time-consuming operation.

22.2 Materials and Methods

22.2.1 Phase I: Feature Extraction

In general, the image features usually represent the distinctive properties of an image
or object that has to be segmented. The shape descriptors and quantitative analysis
of features are helpful to discriminate the interested structures and their relevance.
The performance of image segmentation significantly depends on proper selection
of features and precise extraction of features [7]. In MR imaging, feature extraction
is a quantitative method used for the detection of structural anomalies present in the
tissues of the brain. Since the brain tissues are very difficult to classify using the gray-
level intensities or shape, textural feature extraction is very significant for further
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segmentation and classification. The visual pattern which contains the important
information is defined by the texture that is represented by the spatial distribution
of neighborhood gray levels [8]. The statistical approach is generally used, where
the texture in a multidimensional feature space is represented as a vector. Statistical
features are derived using the first-order and second-order gray-level intensities.
The first-order features such as mean, median, and intensity are derived from the
histogram [7]. Since any information regarding the pixel’s spatial distribution is not
included in the first-order features, these are generally used in combination with the
second-order features which are computed using gray-level co-occurrence matrix
(GLCM).

22.2.2 Extraction of Features by Discrete Wavelet Transform
(DWT)

The major drawback of FT is that it can be used only for the stationary signals.
Another transform, called the short-term Fourier transform (STFT), is used to find
the frequency spectrum over a short period of time, but perhaps the size of the
window limits precision. To analyze the non-stationary biomedical signals such as
ECG and EMGQ, it is required to represent both time and frequency of the signals
simultaneously [9, 10]. The wavelet transform adopts variable windowing method
that provides time—frequency information which also adopts ‘scale,” thereby provides
the view of the signal in timescale and it is a multi-resolution technique [11].

The discrete wavelet transform (DWT) that makes use of positions and dyadic
scales can be defined in the following manner: If x (¢) is a square-integrable function,
the continuous wavelet transform of x(¢) with reference to a given mother wavelet
¥ (¢) can be defined mathematically as,

o0

Wy (a, b) = /x(t)gﬁa,b(t)dt (22.1)

—00

where

_1 t—a 9
Wa,b(t)—ﬁ< 5 ) (22.2)

Here, ¥ (¢) is the mother wavelet and ¥, ; (¢), the wavelet is calculated from the
given mother wavelet by using dilation factor (@) and translation parameter (b), both
positive real numbers. Discretizing the equation by keeping under control of ‘a’ and
‘b’ to a discrete lattice (¢ = 2" anda > 0), the resulting DWT is defined as,
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Caji(n) =| Zx(n)g;f(n — 2jk) (22.3)

Cdji(n) =4 | > x(mhs(n — 27k) (22.4)

where Ca; denotes the approximation coefficients and Cd, ; denotes coefficients
of detail components; g(n) represents the LPF and h(n) represent the HPF; j —
the wavelet scale and k — translation factor and | denotes the down sampling
process. This decomposition process can be iteratively decomposed with successive
approximations and by this kind of repeated decomposition, wavelet decomposition
tree results [9, 10, 12] which is shown in Fig. 22.1.

22.2.3 GLCM Feature Extraction

GLCM is the statistical method wherein the spatial relationship among the pixels
is considered. The GLCM functions determine the image texture by computing the
frequency of occurrence of a pixels pair with specific intensities in a predetermined
spatial closeness. In general, the spatial relationship is defined between the specific
pixel of interest and the immediate horizontally adjacent pixel at the right. Feature
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extraction is helpful in identifying where the brain tumor is exactly located and helps
to predict the next stage. The features can be extracted by transforming the input
data into the set of feature vectors [13]. With GLCM, the most commonly used
features known as Haralick features can be extracted. By using the criteria such as
joint probability distribution and local correlation of pixels, the feature extraction
using GLCM can be done and the value of the texture features is calculated. The
different Haralick features used in this work are described in the results section.

22.2.4 Phase I1: Image Classification by Convolutional
Neural Networks

In deep learning, a CNN or ConvNet is the most commonly used deep neural network
which finds its applications in various domains such as image and video recogni-
tion systems, image classification problems, natural language processing, medical
imaging, and time series applications [14]. It is an algorithm in deep learning where
the input image is taken, and the learnable weights and biases are assigned to the
different objects in the image. Comparing to other traditional classification algo-
rithms, CNN requires less pre-processing because of its self-learning capabilities.
CNN s are generally composed of many convolutional layers. The feature map which
represents the higher-level abstraction of the input data is generated by each of the
layers in a CNN. By having very deep hierarchy of layers, it is possible to achieve
superior performance [15].

22.2.5 Typical CNN Architecture

In the generalized CNN architecture, there are a series of feedforward layers, convo-
Iutional layers, and pooling layers. After the final pooling layer, there are many fully
connected (FC) or dense layers that convert the two-dimensional features from the
preceding layers into one-dimensional vector (flattening) for classification. The deep
learning CNN models are used to train and test, where each input is fed through a
series of kernels, i.e., convolutional layer with filters, pooling layers which together
performs the feature extraction, fully connected layer (FC layer) that maps the
extracted feature maps to the output ‘y’ to classify the images by converting the
two-dimensional feature maps into one-dimensional map. Finally, a softmax func-
tion is applied at the end to classify the objects with probabilities between 0 and 1
[16, 17] (Fig. 22.2).

(a) Convolutional Layer: CNN is a unique neural network architecture which is
designed for 2D or 3D data. Convolutional layer is the central to the CNN, and
hence, it has got this name and the convolutional layer performs the stack of
mathematical operation called ‘convolution.” Performing convolution on the
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input image (whose pixel values got stored in a 2D array) with a kernel (convo-
lutional filter, an optimizable feature extractor), a feature map is produced
[16—18]. It performs an element-wise (point-wise multiplication) multiplica-
tion between input vector and kernel’s elements at every location and then
summing up, results in the output tensor, the feature map. This convolution
operation generally reduces the dimensions of the feature map at the output,
and hence, zero padding is adopted in order to retain the in-plane dimensions.

(b) Strides decide the number of pixel shifts over an input matrix. For example,
if the stride = 3, then filters are moved to three pixels at a time.

(c) Padding is used to preserve the dimensions of the input. There may be two
possible results-either the dimensionality of the convolved feature is reduced
in comparison with the input (valid padding) or the dimensionality is increased
or remains the same (zero padding or same padding) where zeros are added to
outside of the input and number of zeros padded will depend on the size of the
kernel.

(d) Activation functions: The output of the convolutional layer is passed through
the nonlinear activation unit which is used to introduce nonlinearity into the
deep neural networks [18]. The conventional activation functions used are:
rectified linear unit (ReLU), hyperbolic tangent, and sigmoid and functions.
The activation unit gives the maximum value as the output, and it is computed
as,

S (y) = max(0, y). (22.5)

(e) Pooling layer involves in dimensionality reduction in order to minimize the
computational complexity involved of data processing. It also extracts the
dominant features. The two types of pooling are: max pooling and average
pooling. Max pooling produces the maximum value and average value is
produced as a result of average pooling.

(f)  Fully Connected (FC) Layer: Flattening of the 2D feature maps to 1D vector
is performed by densely connected layers in order to map the final output of
the network. The flattened output is now fed to a feedforward network and
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applying backpropagation to every iteration of training phase. Now, the model
is able to distinguish the dominant features.

(g) The network’s final layer is typically a softmax layer for the classification of
the image, and it is activation function is given mathematically as,

. IC (22.6)

31 exp(a))

Training the network, using the regularization constraints, focuses on minimizing
the cost function (loss function), i.e., difference between the ground truth labels
and predictions. For multiclass problems, cross-entropy is typically the last layer
of CNN. By using Eq. (22.7), we can calculate the consistency between the ground
truth labels and predictions.

n k
E@) =-) Y t;lny;(x.0) (22.7)

i=1 j=I

22.2.6 Phase III: Image Segmentation

The image segmentation methods work with an objective to divide the image into
semantically meaningful information, homogeneous regions, and non-overlapping
regions containing similar characteristics such as pixel color, intensity, or textural
features [7]. The result of segmentation is either a labeled image to identify the
homogeneous regions or a set of contours representing regional boundaries. These
results are further used in the analysis of anatomical structures, pathological studies,
visualization, and the surgical planning.

22.3 Segmentation Algorithms

22.3.1 Fuzzy C-Means Clustering

The FCM method is an improved variant of k-means segmentation algorithm,
proposed by Bezdek. Assigning a membership function to the data points or pixels
depending on the similarity to the specific class with respect to the other classes, the
objective function is modified as:

In(pav) =YY i (x). v) (22.8)

i=1 j=1
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where
C
D iy =1
i=1
where X = (x1,x2,...,%,...,x,) describes a data matrix (p x n), where p holds

the dimension of x; feature vector and n is the number of pixels in the image pixels.
The distance ‘d’ is calculated using Euclidean norm as described in Eq. (22.9), and
it the gives the similarity between v; and x; in the feature space.

d*(xj,v) = |x; — v (22.9)

A high membership value is assigned to the points which are closer to the centroid
and low membership values for the points that are farther from the centroid. The
objective function can be minimized and this process can be continued in an iterative
manner until a solution is reached [10]. The major drawbacks of FCM algorithm are:
There is no prior knowledge on the number of clusters, and spatial information is
not accounted and highly sensitive to noise and other artifacts due to the imaging
environment.

22.3.2 Spatial Constrained FCM (SFCM)

Modifying the FCM by incorporating the spatial constraints, Ahamed et al. [19], the
objective function can be reformulated as,

C n c n
Jrem s = ZZMZL |xj = i H2 + Nik ZZ“?} Z”xk — v ”2

i=1 j=1 i=1 j=1 keN;

where Ny is the number of pixels in every window and N; is the neighborhood
window of ith pixel. For smoothing being better, « is bigger, and smaller o emphasizes
more detailed information of the given image. The major drawback is that calculation
of theterm ), e — ;| ? will be time-consuming and it has to be carried out for
every pixel in every iteration [20].

22.3.3 Watershed Algorithm

Vincent and Soille [21] introduced the concept of watershed segmentation, and it is
a morphological gradient-based segmentation technique [22]. Watershed is built on
the terms of watershed lines that is connected to topography and water source basin.
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The gray values and borders of the objects are defined by taking advantage of the
topological structure of the object in an image [23]. The rainfall simulation procedure
is repeated for all the unlabeled pixels that are along the path of steepest descent.
The paths reaching a common minimum adopt the same label as that minimum, and
thereby a catchment basin is constituted, which refers to a partition in the image
and thereby the image is segmented. It is a fast algorithm but suffers from severe
over-segmentation problems.

22.4 Simulation Results

Dataset: The 150 digitized images of 256 x 256 DICOM MRI images were taken
from the publicly available sources, and 60% of images were used for training
and remaining for testing. Table 22.1 gives the Haralick features for the images
of different classes of tumors such as normal, malignant, and benign cases that have
been extracted using wavelet (DB wavelet with 4-level decomposition) and GLCM.

22.4.1 Feature Extraction

22.4.2 Classification

In this paper, a pre-trained CNN architecture with 25 layers is used. Figures 22.3
and 22.4 depict the performance in terms of batch accuracy, batch loss, and the time
elapsed for the CNN at training and testing phases. The maximum number of epochs
taken for the analysis is 100. It is observed that not only the CNN is getting trained
well but also accuracy of CNN increases when the number of epochs is increased,
and hence, the loss error function decreases. The network learns at the rate of 0.0004.

Table 22.1 Features extracted

Image Feature Energy |Contrast | Correlation | Homogeneity | Entropy
(1.0e+04)

Normal image Max 0.0000 |0.4906 0.0000 0.0000 0.0006
Min 0.0000 |1.1106 0.0000 0.0000 0.0006

Benign image Max 0.0000 |0.7206 0.0000 0.0000 0.0005
Min 0.0000 | 1.0945 0.0000 0.0000 0.0005

Malignant image | Max 0.0000 | 1.1890 0.0000 0.0000 0.0005
Min 0.0000 | 1.4593 0.0000 0.0000 0.0005
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Fig. 22.4 CNN testing stage: a Minimum batch accuracy. b Minimum batch loss. ¢ Time elapsed

22.4.3 Segmentation Stage

After the classification of tumor images, localization of tumors and segregation of
tumor were done which was aided with the segmentation algorithms, namely K-
means, FCM, spatial FCM and watershed segmentation algorithms and the outputs
are depicted for the various classes of tumor such as normal, malignant and benign
and cases. Figures 22.5, 22.6, and 22.7 show the simulated results for the different
categories of tumor classes for the different methods of segment methodologies used
in this paper.

(c)

Fig. 22.5 Experimental results for normal image: a Input image b Test image ¢ 4-level wavelet
decomposition
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(a) (b) ((,) (d)

Fig. 22.6 Segmentation results of benign image: a Input image b 4-level wavelet decomposition
¢ FCM. d Spatial FCM e Watershed

@ (b) ©) d)

Fig.22.7 Segmentation results of malignant image: a Input image b 4-level wavelet decomposition
¢ FCM. d spatial FCM. e Watershed

22.5 Conclusion

In this paper, a 4-level Daubechies wavelet is chosen as it has less complexity in
computation, and feature extraction is done in combination with GLCM in order to
extract the features accurately. The CNN, which is a pre-trained 25 layered AlexNet
architecture, is used for the process of prediction of tumor classes, i.e., classification
problem, and it provides impressive outcomes by processing the feature set obtained
using DB-DWT and GLCM,; it is observed from the simulation results that 100%
batch accuracy can be achieved during both training and testing phases of CNN
classification and batch loss decreases when it is trained with large training dataset
and also at the increased number of epochs. The self-learning and generalization
capabilities of CNN help to achieve greater accuracy. Next, the traditional segmenta-
tion algorithms used in this paper also produce better results and as SFCM produces
optimal results by having overhead on processing time in comparison with other
clustering-based segmentation algorithms as it includes spatial constraints and the
drawback of watershed algorithm is that it suffers from over-segmentation. From the
results, it is perceived that the CNN offers superior performance for classification.
Working with GPUs, the computational time efficiency and high accuracy can be
maintained as it is very helpful in handling larger datasets.
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Chapter 23 ®)
Effect of Meditation on Human Emotion Geda

Based on EEG Signal

Dinesh Datar and R. N. Khobragade

Abstract Mindfulness and wireless communications in various sectors such as
education, self-regulation, manufacturing, marketing, internal security, and also
interactive games and entertainment have their specific fingerprint. This paper
discusses the natural style of meditation with the neurophysiological effect of the
brain. The main aim of this study is to review the existing research and chal-
lenges of EEG signals on meditation effects. Although current studies demonstrated
the effectiveness of mindfulness in relaxing stress and anxiety, generating mental,
emotional well-being, more comprehensive investigation is needed for better design,
consider user attributes like physical features to minimize bad impacts, randomized
constrained measures, and broad sample sizes.

23.1 Introduction

Brain—computer interface is a highly growing field of research with a variety of
medical application systems. Its medical achievements range from the prevention
of traumatic injury to neuronal regeneration. Patients with serious neuromuscular
conditions such as stroke, amyotrophic lateral sclerosis, or spinal injuries may regain
control of their environment with BCI devices. Brain signals record the EEG or from
inside the brain, ECoG from the skull was used as guidance for contact, movement,
or controlling of connected devices [1].

Two key components are used in an entire BCI system: The first system to obtain
and interpret the input signal, then create a command to operate the devices; and
the user who generates the brain signals to send to the system. BCI technology
developments concentrate primarily on these two components, improving higher
output devices, such as higher data acquisition rates or advanced signal processing
methods, and improving user training methods to generate steadier and also more
reliable brain signals. Existing studies have indicated that factors can influence the
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output of the BCI, such as exhaustion, anger, focus as well as other behavioral and
emotional variations [2].

People may build meta-cognitive reasoning to foresee the difference between
what should be thought and what is being thought. In [3], different neurophysiologic
improvements have been theorized during meditation on cognitive, hormonal, and
autonomic systems. Evidence demonstrates the beneficial effects of mindfulness as
it raises the brain regions’ level of monoamines, parasympathetic involvement, and
gray matter density (reflecting regulating emotion) and decreases negative impacts.
The removal of stress-mediated depression results in these symptoms. In investi-
gating these modifications, more study needs to be conducted with large samples in
mind. EEG’s spectral power and coherence describe bands of delta, theta, and alpha
frequencies to categories various states of meditation.

The several investigations have been carried out to clinically examine that various
neurological activity in the brain during mindfulness and meditation. Quite limited
number of mindfulness medical procedures has been reported, and also, there are
several missing in the control and synchronous group of antipsychotic medications
including shortened time [4, 5].

The organization of this paper is as follows. Section 23.2 discussed the quanti-
tative analysis of brain signal activity and its effects on various meditation styles.
Section 23.3 describes the various brain wave frequency differences corresponds to
different behavior and mental states of the brain. Section 23.4 presents the recognition
of human emotion based on EEG signals needs more advanced and powerful machine
learning techniques/algorithm that shows the high level of abstraction. Section 23.5
describes major challenges of EEG are associated with alpha, and theta power gives
the maximum proficiency. Finally, Sects. 23.6 and 23.7 outline the future work and
conclude this paper, respectively.

23.2 Electroencephalogram in Meditation

Itis hard to make inferences from the different research looking at reflection and EEG
signals, for the most part because of contrasts in the kind of meditation conjured,
disparate practical conditions, and unmistakable investigation users. The general
result of these investigations is that various parts of EEG are influenced diversely by
various meditation types. This implies every meditation influences mind movement
states that brain can adopt the stable changes. In this section discussed a quantita-
tive analysis of brain signal activity and effect of meditation in various meditation
positions.
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23.2.1 Mindfulness Meditation

Meditation is the process of reducing physiological stress and improving psycho-
logical capabilities. It can be used for examining the BCI performance based on
the short-term meditation program [6]. In self-referential development, mindfulness
meditation can cause neural activity in the initial phase and maintain attention to
physical stimuli. Kozasa et al. [6] measure the attention abilities between the medi-
tators and non-meditators based on his/her age, year, and gender using fMRI adapted
Stroop word-colored task. The main limitation of this study was the author cannot
be suggested any kind of way to activate the brain region for non-meditators. Chow
etal. [7] improved the meditation research on mindfulness meditation and EEG alpha
neurofeedback (NFB). They show that improvement in attentional performance and
observed that full EEG alpha amplitude with sub-band amplitude in 15 min session
was raised. The study was limited to the upper sub-band of EEG alpha rhythm
and neurocognitive. Another mindfulness meditation technique of integrative body—
mind training (IBMT) and triarchic body pathway relaxation (TBRT) have been
proposed but have limited information and need expert meditators for considering
these techniques on large scale [9, 10].

23.2.2 Buddhist Meditation

Buddhist meditation practices become accompanied by high amplitude gamma oscil-
lations based on active analysis [11-13]. The study is based on Samatha and Vipas-
sana meditation is a core concept of long-term Buddhist meditation practice to
develop attention and concentration based on neurofeedback technique. Samatha
technique has the potential to increase the degree of resilience to seizures in epilepsy
sufferers. B. Rael Cahn et al. found that Vipassana meditation increased gamma
power of meditator with daily practices of above 10 years [13].

23.2.3 Mantra Meditation

Usually, mantra meditation consists of a repeated specific word, phrase, or sequence
of vowel sounds while actively completely ignoring any internal and external stimuli.
Over recent decades, the number of research investigating the effect of mantra therapy
on psychological health metrics has increased; with significant reduction, the effects
of fatigue, tension, depression, anxiety, and mental distress are frequently reported
[14]. Julie Lynch et al. study about mantra meditation and suggested regular prac-
tices of mantra meditation relieve the stress, exciting educational, occupational, and
psychotherapeutic potential, providing an individual solution to the general public
that avoids the side effects of drugs, the stigma of care, and obstacles to cost and
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accessibility issues. Susan Thomas et al. studied the effect of Gayatri mantra medi-
tation on the brain region based on EEG and fMRI. They found that the maximum
brain region was activated superior temporal, lobe, right insula, left inferior lobule,
culmen of the cerebellum, etc., after continuously listening to the Gayatri mantra
[15].

23.2.4 Qi Gong

After the Qigong meditation, EEG brain signal action can be significantly increases
and also to increases the frontal theta and posterior alpha. Using the Qigong technique
to increase the fronto-central midline theta activity and the brain of alpha power
increases with the same intensity level [16].

23.2.5 Tai Chi and Yoga

The Tai Chi meditation improves the brain activity and function in adult person [17].
The existing study shows that the tai chi meditation improves the theta activity in
brain and decreases the nervousness of person and person get to relax after the tai
chi and yoga [18]. The yoga is legitimately affecting our state of mind by making
a few vibrations in breathing which changes the EEG signals recurrence in positive
manner [19] (Table 23.1).

23.3 EEG Signal Characteristics

Primarily EEG signals can be classified with the help of their frequency, the amplitude
of the signal and shape as well as where electrodes are placed on the scalp. Hertz
(Hz) is the basic unit of frequency to determine normal and abnormal rhythms. The
EEG waveform can be classified into alpha, beta, gamma, theta, and delta which is
based on their frequency. The continuous rhythms of the brain signal are categorized
by frequency bands. Brain wave frequency differs corresponds to different behavior
and mental states of the brain (Table 23.2).

23.4 EEG-Based Emotion Recognition

Human emotion analysis is one of the most challenging tasks. To recognize the
human emotion based on EEG signals needs more advanced and powerful machine
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Table 23.1 Summary of effect of meditation style

247

Authors

Style of
meditation

No. of
participants

Techniques

Results

Yin-Qing Tan
et al.

Mindfulness

5

Improvement in
BCI performance

Elisa H. Kozasa
et al.

Mindfulness

38

fMRI adapted
Stroop Word-Color
Task

Activate more
brain region and
increase the
efficiency of brain
of regular
meditator as
compared to
non-meditator

Theodore Chow
et al.

Mindfulness and
Neurofeedback

74

Increases EEG
alpha amplitude

Paul Dennison

Samatha
(individual study)

Self-Directed
Neurofeedback

Strong alpha and
delta

Decrease the beta
activities

B. Rael Cahn
et al.

Vipassana

16

Independent
component
analysis

Power:

* Increases alpha

¢ No effect in
theta

* Gamma
increases frontal
or parietal
region

* Decreases
bilateral frontal
delta

Rahul Ingle et al.

Vipassana

50

Time—Frequency
analysis

Support vector
machine

Increase alpha
and theta power in
occipital and right
temporal

Ankita Tiwari
et al.

Yoga

37

Increase alpha
after yoga

Susan Thomas
et al.

Gayatri Mantra

20

fMRI, fast Fourier
transform

Gamma and Beta
increase after
listening Gayatri
mantra

Diana Henz et al.

Qigong

75

Discrete fast
Fourier transform

¢ Increased
midline
fronto-central
theta

e Increased
posterior
alpha-1 and
alpha-2 activity
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Table 23.2 Summary of brain wave characteristics

Brain wave with

Frequency

Characteristics

Summary

frequencies classification (Hz)
Delta (0.5-4 Hz) 0.5 Total relief of headache (1) Focal delta
and relaxation activity: abnormal
0.5-1.5 pain relief through indicating lesions
endorphin release (2) Lower delta
power: complex
0.9 Euphoric condition depression,
Feeling of well-being; continual
stimulation of pituitary migraine, closed
glands to release growth posterior
hormones head/neck damage
N . (3) Excess delta
erve regeneration . .
activity: learning
25 Further pain and migraine disability,
relief from the production Alzheimer’s
of endogenous opiates. disease, edema
Natural sedative effect
1-3 Restorative sleep and
profound relaxation
34 Restful sleep
3.5 Feeling of calmness,
reducing anger and
irritability. Retention of
languages
4 Enkephalin release for
natural stress and pain
reduction. Improved
memory, subconscious
learning, and
problem-solving
Theta (4-7 Hz) 4.54.9 It is also called as Tibetan | In normal awaken
state of meditation adults, very small theta
Induced relaxation, activity but a high
meditation, introspection, | value accounts for
and a deeper sleep pathological
5-5.35 Solve unconscious conditions
problem, release
endorphin to relief from
pain, deep breathing, lung
relaxation
5.5-5.8 Develop feeling of
intuition, reduction of fear
6-6.5 Improvement in

long-term memory,
reduces unwillingness,
and waking dreaming

(continued)



23 Effect of Meditation on Human Emotion Based on EEG Signal

Table 23.2 (continued)

249

Brain wave with
frequencies

Frequency
classification (Hz)

Characteristics

Summary

6.5-7

Activate frontal lobe,
reduces fatigue, increase
peace

Alpha (7-13 Hz) 7.5-8 Increase the interest in Alpha coma, a diffused
music, art, research, alpha in EEG occurs in
easily finding the solution | coma which does not
Increases addition level | respond to external

8-14 Qi Gong meditation stimuli

8-10 Increase learning power,
memorize

10-12 Improves the mind, body
connection

Beta (13-39 Hz) 13-27 Improve the attention, (1) Decreased beta
alertness activity: focal

13-30 Easy to solve problem, lesions, .stroke, or
active conscious tumor diffused
— encephalopathy
15-18 Increased mental ability, such as anoxia
alertness, focused (2) Excess beta
18-24 Released high serotonin activity during
20-40 Released ideal meditation alf:(;hé)hsm ali)ing
frequency for stress with decrease
alpha and theta

Gamma 40 Hz+ 40 Creates a good memory, | Sometimes of no
problem-solving, clinical interest and
high-level information filtered out in EEG
processing recordings

55 Tantric yoga which
stimulates the “kundalini”

40-60 Release of
beta-endorphins and give
anxiolytic effects

62 Feeling of physical vigor

learning techniques/algorithm that shows the high level of abstraction [20] (Table

23.3).

23.5 EEG Signal Processing Challenges

This section can add the signal processing part to this study. The scalp electrode can
be placed on the human head issues the brain activity with the help of electric poten-
tial, give brain signal can be processed using various signal processing techniques and
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methods to research on various brain activities and brain cognitive tasks. The EEG
can be used to understand the internal activities of the brain based on electromag-
netic activity [27, 28]. The EEG patterns contain the signal which is associated with
encouragement, feeling, emotion, awareness, and other cognitive activity [28]. The
characterize of the EEG signal can be described in the above section. The complete
description of the delta, alpha, beta, theta, and gamma is in Table 23.2. The major
challenges of EEG are associated with alpha, and theta power gives the maximum
proficiency. However the dynamically updating of these brain waves in continuous
meditation practices is depends on the specific brain region. To classify the EEG
patterns based on various meditation techniques, advanced mindfulness studies need
tobe done. It’s a very complex job to effectively observe nonlinear and non-stationary
EEG raw information in the time—frequency domain. As such, different methods of
linear and nonlinear signal processing and their correlation with physiology have been
suggested [29]. For preprocessing the EEG raw signal require powerful algorithms
for feature extraction. Observation of time frequencies is suitable for investigating
rhythmic relevant data in EEG signals. In each frequency spectrum, spectral time
series or cohesiveness includes sequence consistency evaluation among both signal
sequences. Preprocessing is a non-trivial operation, as the removal of any unneces-
sary components integrated with the EEG signal is performed. Good preprocessing
leads to an improvement in spectral efficiency, which in effect results in improved
distinction of features and efficiency of classification. The key efforts to modulate
samples is determined the EEG are basic low, high, and band-pass filtering [30].

23.6 Future Work

In this study, it is clearly observed that the specific EEG system component needs
to change the research direction is either raising or reducing for different meditation
techniques. Many research works have been conducted by systematically examine the
fundamental neuro-electrical function of the cerebral cortex after mindfulness prac-
tice, although meditation’s neuro-psychological impact is now an ongoing problem.
Some of the research is based on the psychological and neuroscientific approach
[32]. Although it has been observed that even the theta, and alpha power can be
reduced in at most alpha frequency and transmitted of alpha coherence around the
brain has been increased by EEG pattern of mediation, its recognition requires more
study [31].

23.7 Conclusion

Today, alternative treatments such as mindfulness are beginning to be used during
diagnostic procedures. An important contribution of this study is clarifying the neuro-
electrical impacts of mindfulness, particularly various applications of mindfulness
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meditation in medical care and treatments. Research into EEG brain activity has
shown that health, meditation, and relaxation methods can be adapted to increase
mental ability, depending on the region of the brain. A wide range of cognitive
concepts under different styles of mindfulness has been discussed in this study. The
detailed summary of various meditation styles such as Vipassana, Yoga, Gayatri
Mantra, Qigong, Samatha, and Mindfulness has been described as that means of
EEG signal and coherence. Particularly in comparison to task-free relaxing during
meditation practices, it has been reported that enhanced autonomous brain functions
are observed. Concepts of signal processing in the area of cognitive neurology were
explored. The categorization of EEG samples with respect to various procedures
needs a qualitative study. As discussed in the previous section, there are systematic
limitations in design, research methods, and other key factors that contribute to the
quality of research.
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Chapter 24 )
Design and FPGA Implementation e
of Vedic Notch and Peak Filters

Meenakshi Agarwal and Madhur Garg

Abstract These days, in digital filters, high speed and low complexity are the key
requirements. In this paper, notch and peak filters are proposed to design using
high speed Vedic multipliers. Vedic multipliers are designed using high speed carry
save adders and carry select adders. A design example is included to analyze the
effectiveness of the proposed filters using direct form II structure and has been tested
and verified on Xilinx ZYNC field programmable gate array (FPGA) device. The
performance of the proposed Vedic notch and peak filters (VNPF) is compared in
terms of utilized hardware and power dissipation. It is shown that the proposed VNPF
is consuming less power and occupying small hardware compared to the conventional
notch and peak filters.

24.1 Introduction

In the smart world elegance eon, a major role is going to be played by the wireless
fifth generation (5G) technology and the Internet of Things (IoT). Signal process-
ing is a major component of evolving technology. In considerable signal processing
relevance, it is required to pass or stop a specific component of frequency of a sig-
nal. However, at the same time, broadband or narrow signals are maintained to be
unmodified. Generally, peak and notch filters are a perfect choice for this task and
find applications in the fields of control systems, audio processing, communication,
biomedical engineering, etc. [1]. To remove powerline interference in a straightfor-
ward example of an electrocardiogram (ECG), notch filters are frequently used [1].
On the other hand, to stop the single-frequency interference, a notch filter is tuned
at that appropriate frequency [2]. Peak filter finds applications in graphic equalizer
for audio [3]. In case, if interfering frequencies are more than one, multiple notch
filter is required to get rid of these prescribed frequencies [4]. To design these filters
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either finite impulse response (FIR) or infinite impulse response (IIR), filters can be
chosen [5, 6]. Digital filter design using non-recursive as well as recursive structures
have been largely investigated by several research groups around all over the world
[7, 8]. In applications where phase linearity is foremost concerned, FIR filters are
employed. It is notable that the IIR filter has better statistical performance and is
computationally efficient compared to the FIR filter. It has an additional advantage
while realizing low cost and low power circuits. Therefore, in the applications where
the phase should not be strictly linear, the IIR filters are recommended as it requires
lower order to realize the filter with the same specifications [9—11].

In FIR and IIR filters, multiplication is the most essential arithmetic operation.
Additionally, in multiplication, speed is always a constraint. Therefore, reduction
of the computational steps results in improved speed. For quick mathematical cal-
culations, Vedic mathematics have been practiced in India for thousand of years. It
has offered different Sanskrit sutras (sutras are pearls of wisdom) [12] and has been
validated to be a vigorous technique for different mathematical operations such as
addition, subtraction, multiplication, and division [13]. Furthermore, Vedic Maths
has significantly contributed to solve the complex problems also where a consider-
able number of mathematical operations are involved. In literature, Vedic multipliers
have been used in numerous domains such as the design of image processing, less
power hungry, small area circuits [14], and in the signal processing domain [16]. S.
Sharma et al. have delve into novel design of Vedic multiplier and its implementation
using 90 nm technology [17]. Sivanandam et al. have modified the basic Vedic multi-
plier using 3-1-1-2 compressor and implemented in FFT applications on FPGA [18].
In other applications such as encryption/decryption, Vedic multipliers are used, and
IIR filters with floating-point coefficients have been investigated [19-21] and imple-
mented on FPGA. However, notch and peak filter design using fast Vedic multipliers
is still an unconquered area.

The objective of this work is to show an easy way to design and implement
notch and peak filters simultaneously using Vedic multipliers. The presented work
shows that Vedic multiplication reduces the complexity and enhances the speed of
the multipliers. In this paper, the implementation process is divided into two steps.
To begin with, in first step, first and second-order notch and peak filters are obtained
using allpass filters (APF). APF are realized using direct form II structure. The
adder, multiplier, and delay components of the notch and peak filters are replaced
with minimum number of adders, Vedic multipliers, and registers, respectively. In
the second step, these filters are implemented on Xilinx Zync XC7z007sclg400
FPGA device with speed grade —1. The coding of the proposed filters is written
in Verilog HDL. For simulations and verification of the coded filters, all possible
input vectors are applied. The comparison results show that the notch and peak filter
designed using a modified Vedic multiplier are more efficient than their conventional
IIR counterparts in regards of used hardware and dissipated power.
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The rest of the paper is organized as follows. The existing notch and peak filters are
described in Sect. 24.2. Section 24.3 explains the architecture of Vedic multipliers.

In Sect. 24.4, a design example of FPGA implementation of the proposed VNPF is
demonstrated. Result analysis is executed in Sect. 24.5. Section 24.6 concludes the

paper.

24.2 Notch and Peak Filter

The notch and peak filters are easily designed using allpass filters and shown in
Figs.24.1 and 24.2 [22]. Q(z) is the transfer function of notch filter and shown as

1
0@) = 5[1 + A(2)] (24.1)

and W (z) is presenting the transfer function of a peak filter, given below.
1
W(z) = 5[1 —A(@)] (24.2)

where A(z) is an allpass function. Therefore, the notch and peak filter design are
turned into an allpass filter problem. For all frequencies, the magnitude response of
an APF is equal to unity, that is,

|[A(e’®))? =1, forall w (24.3)
and the frequency response is given in Eq. 24.6.
A(ej“’) — /0@ (24.4)
In the above expression, 94 () is the phase response. It is observed that for stability,
the phase response 6,4 (w) varies from 0 to —27 when w changes from O to 7.

Compared to the conventional methods, this structure offers a mirror image sym-
metry relation in allpass filter; i.e., the numerator and the denominator polynomials

Fig. 24.1 Digital notch filter ;
=

(a)

Fig. 24.2 Digital peak filter :

(b)
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of A(z) can be utilized. As shown in Figs.24.1 and 24.2, the only difference in the
notch and peak filter pair is an output adder or subtractor; therefore, these filter pairs
can be easily implemented as a single filter.

24.2.1 Notch and Peak Filter Design Using First Order APF

The notch filter can be obtained by utilizing the first order APF A (z) in the design
as shown in Fig.24.3. The notch filter transfer function using first order allpass is
given by

Qo = %[1 +271A1(2)] (24.5)

where -
M@ = T (24.6)
with k; = — cos wy where wy is the notch frequency. In the above equation, A;(z)

is multiplied by z~! in order to change the phase of the second term. For the first

order notch filter, Z is the fixed value of rejection band width, and it does not depend
upon the notch frequency [6]. It is observed that the first order peak and notch filters
are interchangeable by simply replacing the adder with subtractor in Fig.24.3. The
transfer function of peak filter using first order APF is given by

1
Wo = 5[1 -z A(@]] (24.7)

24.2.2 Second-Order Notch and Peak Filter

It is observed that the second-order allpass filter can also be used to implement notch
and peak filter pair and provides control over frequency and bandwidth of notch
or peak filter [2]. The second-order allpass function is chosen, which results into
change in phase of A(e/®) for w ranges from O to 7 is —27 radians. The notch filter
frequency response is as follows

0% = 0(e’™) =1

Fig. 24.3 Notch filter using
first order allpass - }
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Q) =0

where the angular frequency is wy. The allpass filter provides a phase shift of =
radian at wy. The notch filter transfer function using second-order allpass is written
as

1
0@) = 5[1 + Ay(2)] (24.8)

where
ky + k(1 +k)z ™' +272

1+ ki (14 ky)z™! + koz ™2

Ax(z) = (24.9)

The second-order allpass filter allows autonomous tuning of the notch frequency wy
and the 3-dB attenuation bandwidth £2 [22] and given as follows.

ki = —coswy (24.10)
1 —tan %
(24.11)

2= 4%
1+tan%

The peak filter transfer function is given by

1
W(z) = 5[1 — Ax(2)] (24.12)

The implementation of the complementary notch and peak filters is shown in
Fig.24.4. Two filters are said to be complementary if the passband of one match
the stopband of the other. Notch and peak filers are power complimentary as they
satisfies the condition

10(?™))> + [W(/)|> =1, forall w (24.13)

Complementary filters are used in discrete signal processing applications where
specific frequency bands are processed separately. All the above-discussed realiza-
tions are structured using direct form II and implemented using registers, Vedic
multipliers and different adders on FPGA. The proposed Vedic notch and peak filters
are consuming less power and small hardware compared to conventional notch and
peak filters.

Fig. 24.4 Complementary

1
2
notch-peak filter as a sum ~F) = NOTCH
and difference of APF T
3
) — i
1
\—_:_—} {;—?-— PEAK
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24.3 Vedic Multiplier Architecture

In this paper, the multipliers are based on a Vedic sutra ‘Urdav Tiryagabhyam’ (ver-
tical and crosswise). In Vedic multiplication, the generation and additions of partial
product are done in parallel. It results into enhanced speed of multiplier. As depicted
in Fig.24.5, the Vedic algorithm generates the partial products for 2-bit binary num-
bers. The lines indicate multiplication which is achieved using AND gates. The
partial products are then added using adder circuit [17]. A 2-bit multiplier shown
in Fig.24.6 is designed using above-mentioned Vedic sutra. Similarly, a 4-bit Vedic
multiplier is designed using 2-bit multiplier and shown in Fig.24.7 [17].

24.3.1 High Speed Vedic Multiplie

In conventional designs of multipliers, ripple carry adders (RCA) are used. When
implemented for large word-lengths, RCAs contribute a large delays. Therefore,
several architectures have been proposed to where RCAs are replaced with high
speed adders [23]. It results in reduced delay of overall multiplier. In presented work,
4 x 4 and 8 x 8 fast Vedic multipliers are used to design VNPF and implemented on
FPGA. The generation of the partial outputs from the low order multipliers occurs
concurrently. Their performance is analyzed in terms of power and area (hardware
utilization) attributes. The high speed 4 x 4 and 8 x 8 Vedic multipliers are depicted
in Figs.24.8 and 24.9, respectively. The adders referred in figures can be replaced
with any high speed adder of their respective lengths.

Fig. 24.5 Vdic Sutra al a0 al a0 al a0
Urdhva Tirakabhyam for ’ N /S
2-bit binary numbers X

Yy / .

b1 b0 bl b0 bl b0

Fig. 24.6 2-bit Vedic albl alh] albo a0bi
multiplier using Urdhva
Tiryakabhyam | HALF ADDER

l

HALF ADIDER

=] 2 rl vl
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Fig. 24.7 4-bit Vedic - B2 T I A10]
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24.4 Hardware Implementation of Proposed Notch
and Peak Filters

24.4.1 Example

In this example, implementation of proposed Vedic notch and peak filter is shown
by an example. Verilog HDL language is used to code the proposed VNPF, and
implementation is carried on Xilinx Zync XC7z007sclg400 FPGA board. The input
signals are a global clock, the parallel bits, and a reset. The notch and peak frequency
specifications and band width of notch and peak filter are selected as:

wo = 50 Hz or 0.667x radians/sample, f; = 150 Hz 24.14)

0 =20 and BW = % — 0.0333 (24.15)

The normalized frequency is calculated as

(O] .
< ) x 7 radians (24.16)
2% fy

The numerator and denominator coefficients obtained from the above specifica-
tions are depicted in Table24.1.

The transfer function of the allpass shown in Eq.24.17 is utilizing the coefficients
specified in Table 24.1. The magnitude versus frequency response of the correspond-
ing VNPF is presented in Fig.24.10. In addition, pole-zero analysis is also made to
check the stability of both the notch and peak filters and depicted in Figs.24.11 and
24.12, respectively. As the poles are lying inside the unit circle, therefore, the above
shown filter is stable.

0.9567 + 0.97887! + 772

A =
@) = 137097881 1 0956722

(24.17)

Table 24.1 Numerator and denominator coefficients of allpass filter

Numerator coefficients

Decimal value

8-bit binary

bo 