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Preface

Data-Driven Computing is the process of computational analysis using available
database in any form to derive predictive output. Data-driven computing needs to
be explored more extensively with theories and principles other than mainstream
computing. A structured database obtained by various processes can be used for
further predictions after computational analysis and intelligent manipulation.

The next step is going to be Data-Driven Manufacturing/Industrial Computing,
wherein industrial manufacturers will be able to make decisions based on the predic-
tion after data-driven computing. Industries are expected to utilise Internet of Things,
Artificial Intelligence, Machine Learning and other technologies to make manufac-
turing more automated, autonomic, smart and data-driven. Internet of Things (IoT)
and the use of sensors in big data and analytics have evolved a new dimension for
next generation manufacturing.

This Book on Emerging Trends in Data Driven Computing and Communica-
tions—Proceedings of DDCIoT 2021 addresses design, development and algo-
rithmic aspects of artificial intelligence, machine learning, deep learning, edge
computing, communication and networking. A variety of peer-reviewed papers
related to wide applications in various fields like industrial IoT, smart systems, health-
care systems, autonomous systems and various other aligned areas are included. The
book is a compilation of papers presented in the International Conference on Data
Driven Computing & IOT-DDCIoT-2021, Organised by Department of Electronics
and Communications and Department of Computer Science Engineering of Geetan-
jali Institute of Technical Studies, Udaipur, and Rajasthan Technical University, Kota,
during 20-21 March 2021. The Conference was sponsored by AICTE and TEQIP-III,
India.

The conference was focused to encourage various scholastic revolutionary
researchers, scientists and industrial engineers from all around the world and provides
them a platform to present the proposed new technologies, share their experiences
and discuss emerging trends in Data-Driven and Industrial Computing and IoT-based
Smart Systems

In the conference, 130 papers were received; we have selected 30 papers on the
basis of blind reviews, quality and originality of the work and research study. All the
papers have been carefully reviewed.
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This book could be referred to by academicians, researchers, programmers, system
infrastructure designers and industrial hardware developers. This book could also be
very useful for manufacturers, entrepreneurs and investors.

Udaipur, India Prof.(Dr.) Rajeev Mathur
Windhoek, Namibia Prof. Dharm Singh Jat
Kota, India Dr. C. P. Gupta
Bengaluru, India Dr. Vaibhav Katewa
Hamirpur, India Dr. Neha Yadav

May 2021
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Chapter 1 ®)
Hybrid Deep Learning Model e
for Real-Time Detection of Distributed

Denial of Service Attacks in Software

Defined Networks

Auther Makuvaza, Dharm Singh Jat, and Attlee M. Gamundani

Abstract The growth of network devices has brought a lot of problems in managing
the networks. The ill-managed networks create different vulnerabilities which
attackers can exploit. The attackers take advantage of open-source tools and low-
priced Internet to use the networks. Software Defined Networking (SDN) is a good
networking architecture that can be managed centrally. The decoupled SDN architec-
ture has the flexibility of programming network devices from the central controller.
There is no doubt that SDN addresses the problem of network management; however,
SDN comes with a security concern. SDN controller has a vulnerability of a single
point of failure. This vulnerability makes the controller vulnerable to different
network attacks, including Distributed Denial of Service (DDoS) attacks, among
others. To get the best out of SDN, the controller needs security that can protect it
from cyber-attacks. The Deep Learning (DL) approach enhanced the selection of
the relevant features from the dataset for classification in an unsupervised manner.
This paper proposed the hybrid DL model that utilises Long Short-Term Memory
(LSTM) and Convolutional Neural Network (CNN) for DDoS attack detection. The
proposed hybrid model produced a detection accuracy of 99.72%.

Keywords CNN - Long short-term memory * IDS + Deep learning - DDoS - SDN

1 Introduction

As new technology redefines the digital world, attackers also have their attacking
methods by using multiple attacking vectors [1]. Novel technology has changed the
human lifestyle and security landscape; this change threatens the security of different
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networks and other Information Technology services. According to [2], the privacy
challenges come with novel technologies and can endanger and disturb everyday
activities in the networking environment. The legacy network lacks the scalability,
which is required by the ever-growing networks; however, SDN has proven to be the
future of networking because of its centralised controller which is used to program
the whole network. The decoupled SDN architecture has attracted a lot of cyber-
attacks [3]. Cyber-attackers target the SDN controller to bring the network down
because of the single point failure vulnerability.

With the advancement of technology, DDoS attacks can be launched by different
computers within a botnet. Attackers can attack the SDN controller by launching
DDoS attacks. According to [1], DDoS attacks are currently the most sophisticated
network threat to organisations, and they are difficult to detect and prevent. According
to [4], attackers are now using multi-vector attacks to attack the complex network.
Attackers can automatically or dynamically change the attacking vectors based on
the defence mechanisms they encounter during the attack. According to [4], multi
vector attacks are increasing by 13% every year, which brings the debate on which
DDoS attack detection mechanism organisations should use. Figure 1 below shows
the relationship between artificial intelligence, machine learning and deep learning.

Intrusion Detection Systems (IDS) are used to detect network attacks; however,
to detect anomaly-based attacks, the IDS should be trained, tested and evaluated.
Cybersecurity is the leading driving force of Artificial intelligence [5]. Deep learning
has proven to be one of the best methods cybersecurity officers can use to detect DDoS
attacks in SDN. However, DL cannot do the job alone, a flow-based dataset is needed
for the SDN environment. CICIDS 2017 dataset is a flow-based dataset, and it has
more than 11 different network attacks, with DDoS included.

Deep learning models come with problems of false positives and false negatives.
A model can incorrectly predict a positive and negative class [6]. To get the correct
accuracy from deep learning models, accuracy should be measured by comparing the
model results with the ground truth. According to [1], confusion matrix and standard
evaluation parameters can be used to measure the accuracy of a model. This paper
will discuss the background of the study and related work, methodology, results
analysis and conclusion.

Fig. 1 Relationship between
artificial intelligence,
machine learning and deep
learning

Artificial Intelligence

Machine Learning

Deep Learning
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1.1 Background and Related Work

Software-defined networks have changed the game of networking with their flow-
based protocol and decoupled architecture [7]. Previously, intrusion detection
systems were implemented based on traditional network protocol which is the
Internet Protocol (IP). With SDN using OpenFlow protocol, the IP-based intrusion
detection systems faced some challenges in detecting DDoS attacks in the SDN
environment because of the volume traffic and attack vectors [8]. SDN simplified
networking by having a centralised controller where all devices can be programmed
and configured from one point [2]. According to [9], recent cybersecurity experts
and researchers have designed anomaly intrusion detection systems to detect various
network attacks. This direction has seen neural networks being used in this direction
of intrusion detection systems.

According to [10], the best way to protect software-defined networks is through
intrusion detection systems. Deep learning intrusion systems can provide the last
line of defence to software-defined networks. They went on and stated that CNN
intrusion systems produce an accuracy of 95% when detecting DDoS attacks in SDN.
Reference [11] state that SDN architecture attracts a lot of cyber-attackers because
of the vulnerability of the controller. However, an anomaly detection method was
used to detect DDoS attacks in SDN. Reference [12] proposed DNN deep learning
model for DDoS attack detection in SDN. The proposed DNN intrusion detection
system produced an accuracy of 87%.

1.2 Deep Learning

Deep learning has emerged as an effective approach that enables the use of datasets
to detect network intrusions [13]. According to [14], deep learning approach has
become popular in the field of cybersecurity. Studies have shown that deep learning-
based intrusion detection system has surpassed tradition methods [14]. According to
[15], deeplearning has received a lot of research attention in different fields, including
network security. Deep learning has the potential to secure computer networks and
information systems [15]. According to [16], traditional machine learning security
mechanism faced some difficulties in detecting DDoS attacks due to the high volume
of network traffic; however, deep learning has come as a solution to machine learning
problems and has shown success in different big data sections.
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Fig. 2 IDS placement

Figure 2 shows the proposed model placement and traffic flow of the SDN.

Figure 2 shows how the hybrid deep learning IDS was used to detect DDoS attacks
in SDN. The communication between the controller and SDN switch was facilitated
by OpenFlow protocol. The model has two inputs, one for feature extraction and one
for SDN switch. The model has one data output at the SDN switch.

2 Methodology

Feature selection, data distribution, training and testing the classifier and evaluation
will be discussed in this section. The proposed model used CICIDS 2017 dataset.
The study used literature review [1] to select four best features out of 86 features.
Figure 4 shows the hybrid deep learning model block diagram.

Figure 3 shows the proposed model flow diagram. The first step is training, then
followed by testing. On the training side, the first step is normalisation. Training of
the model follows normalisation. During training, they are forward propagation and
weight updates. After training, the model is then tested to detect DDoS attacks.

Figure 3 shows the proposed model flow diagram. The first step is training, then
followed by testing. In the training side, the first step is normalisation. Training of
the model follows normalisation. During training, they are forward propagation and
weight updates. After training, the model is then tested to detect DDoS attacks.
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Training
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Normalization Testing
R |
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X
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Weight Updates

Fig. 3 LSTM and CNN block diagram

For the proposed model to accurately detect DDoS attacks, only relevant features
were used to train and test a hybrid DDoS intrusion detection system. According
to [1], the following features are the four best features used to build the classifier:
[Backward Packet Length Standard Deviation, Flow Duration, Average Packet Size,
Forward Inter Arrival Time Standard Deviation].

2.1 Data Distribution

The dataset distribution of the proposed algorithm used an 80:20 ratio, where 80%
is the training set and 20% is the testing set.
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2.2 Algorithm

Input: Four best features
Splitting (Training set 0.8 and Testing data 0.2
Train LTM model
Train CNN model
Merge the predictions from LSTM and CNN
Test the model
Decision using decision tree
Evaluation
Benign traffic
Else

DDosS traffic

2.3 Proposed Deep Learning Model

The study proposed a hybrid deep learning model of LSTM and CNN for real-time
DDoS attack detection in SDN. Below is the layout of the proposed model (LSTM
and CNN).

The hybrid LSTM and CNN model has five layers; the input layer has an input
of 64 neurons for CNN and four input neurons for LSTM. CNN has an output of
64 neurons and LSTM has an output of four neurons. The output of CNN, which
is 64 neurons, is loaded into the second layer, which produced an output of 32,
and LSTM produced an output of 64 neurons. Thirty-two neurons of CNN are then
loaded into the next hidden layer, which produced an output of 32 neurons, and the
input of LSTM 64 neurons produced 128 neurons. The fourth layer of CNN moved
the output of 32 neurons to the next layer, which produced one and 128 neurons of
LSTM, then moved to the next hidden layer, which produced the output of one. At
this stage, the two models were then joined to form a hybrid model. The input is one
and the hybrid produced the result, which is either 0 or 1, where 0 is benign traffic,
and 1 is DDoS traffic.
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2.4 Evaluation

The study used accuracy, precision, recall and F1-Score as standard evaluation
parameters of the hybrid DL distributed denial of service attack detection in SDN.
Accuracy—is used to find the portion of correctly classified values, and it tells
how often the classifier is suitable [17].
Precision—The ability of the model to classify positive values correctly [17].
Recall—used to calculate the ability of the model to predict positive values. It
shows how often the model predicts the correct positive values [17].
F1-Score—is the average of recall and precision. It is useful when both recall and
precision are being used [17].

3 Results

The results section presents and interprets the results of the experiment. Accuracy,
Precision, Recall and F1-Score are calculated as:
Accuracy (%)

TP+TN
*
TP+TN+FP+ FN

Accuracy = 100

Accuracy = 99.72%
Precision (%)

o TP
Precision = —— % 100
TP+ FP

Precision = 99.75%
Recall (%)

TP
Recall = ————— % 100
TP+ FN

Recall =99.82%
F1-Score (%)

2%« TP

F1Score = ———— x%
2%«TP+FN

100

F1Score =99.9%
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Fig. 5 Proposed model loss LSTM CNN Model Loss
1.0 — Train
- Test
0.8
0.6
vi
0
i
0.4
0.2
0.0
0 2 4 6 8
Epoch
3.1 Loss

Figure 5 shows the epoch vs loss graph for the proposed model. The training loss of
the proposed model is 0.3, and the test loss of the proposed model is 0.2.

3.2 Accuracy

The accuracy of the proposed model is shown in Fig. 6, and it was compared with
models which are already in the market.

Fig. 6 Accuracy of the LSTM CNN Model Accuracy
proposed model 1.000

0.975

0.950

o o
=3 o
o [}
(=} w

Accuracy

0.875

0.850

0.825

Epoch
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Table 1, Accuracy Model Accuracy % | Reference
comparison table

LSTM and CNN (Proposed model) | 99.72 -

RNN 68.55 [14]

GRU and RNN 89 [18]

RNN 84 [19]

KNN 98.3 [20]

CNN 97.2 [21]

Figure 6 shows how the proposed model performed in detecting DDoS attacks in
SDN. The proposed model produced 99.72% accuracy.

Table 1 and Fig. 7 show the comparison of the proposed model and other existing
models. The proposed model (LSTM and CNN) achieved 99.72% accuracy, which
is better than existing models.

Figure 8 shows the confusion matrix of the proposed model. The model detects
12,724 instances classified as true positive for benign attacks and 58 instances
misclassified as DDoS attacks. The model detects 41 instances of misclassified false
positive for DDoS as benign attacks, and the model detects 23,172 instances classified
as benign attacks.

Figure 9 shows the value of the evaluation parameters of the proposed model. The
proposed model achieved an accuracy of 99.72%, precision 99.73%, recall 99.52%
and F1-score 99.9%.

Accuracy
99.72% 98.3%

89%
68 55% |
RNN KNN

GRU and RNN CNN

97.2%

LSTM and CNN

Fig. 7 Comparison graph
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Fig. 8 Confusion matrix of LSTM CNN Model Loss
the proposed model
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Conclusion

Software-defined networks have shown great potential in changing the networking
architecture. Its decoupled architecture has become a significant target of cyber-
attacks. To protect SDN architecture from cyber-attacks, the proposed hybrid deep
learning DDoS intrusion detection system has shown a strong ability to detect DDoS
attacks in SDN. The model is cost-effective and has a high accuracy detection
rate. The flow-based dataset CICIDS 2017 has been utilised in this model. This
proposed model has shown great potential by producing 99.72% accuracy using less
computation power and less training time.
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Chapter 2 ®)
CP-ABE Scheme with Decryption Keys ez
of Constant Size Using ECC with

Expressive Threshold Access Structure

Rakshit Kothari, Naveen Choudhary, and Kalpana Jain

Abstract With the rapid development of cross-organizational application systems
that are geographically distributed, the notion of Virtual Organization (VO) is indis-
pensable. The inevitable existence of global information infrastructure in every field
has forced virtual organizations to gain importance as a fitting model for making a
large-scale organization of distributed nature. Virtual organization mainly deals with
the devolution of responsibilities to other organizations and providing goods and
services by having mutual cooperation among organizations. An ancient mechanism
is essential to have controlled access to shared resources and proper participation
policies. However, this controlled access is challenging in the case of VO because of
its distributed nature. Thus, a mechanism which can handle complex access policies
is needed. The mechanism is also required to be reasonably scalable and efficient.
In this paper, we propose a threshold access structure implemented using Elliptic
Curve Cryptography, which is much better in terms of efficiency. Our main contri-
bution is that we propose a threshold access structure that uses ECC and provides
constant-size secret keys for the Ciphertext Policy Attribute-based Encryption (CP-
ABE) scheme. In essence, we suggest a formal procedure to share secret information
using encryption, where secret messages are associated with a policy, and only the
users who have this specific attribute set that fulfils the specified policy will be apt
to successfully decrypt and gain access to the secret message/information.
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1 Introduction

Today, distributed computing systems, deployed over the large geographical area,
are used as a model to achieve a single task by many different organizations work-
ing together with mutual cooperation. These characteristics can be appropriately
sketched by Virtual Organization (VO). Virtual organizations can be thought of as
both organizationally and geographically distributed organizations [11] which can
aptly satisfy the needs like cooperative resource sharing. Virtual organizations can
also be thought of as a model for designing distributed systems for an organization
that requires complex resource sharing rules, expressive access structure and tangled
inter-process interaction. However, the task of defining and enforcing the access
scheme is hard because each organization participating in VO can delegate a large
number of representatives, who in turn are at different hierarchical levels. Because
of accountability and liability issues, the access of users to shared resources should
be controlled with a proper access structure, which is flexible enough to facilitate the
required functionality. Therefore, the control over sharing of resources using proper
and flexible access structure is an extremely important and challenging task in case
of VO.

As an illustration, we present a scenario in which VO is an appropriate model
to achieve required goals. The outbreak of Coronavirus in the World led to the
establishment of epidemiological and virological surveillance and controlled task
forces to combat and find the source of infection. In order to control and combat the
spreading of this infection, it is required to closely monitor all the key factors that
led to the spreading of this infection. For example, it is mandatory to keep track of
records of patients who have COVID-19 symptoms, we may also need to retrieve the
immigration records of such patients to exactly locate the origin point of infection.
COVID-19 is lethal which spreads through droplets generated when the COVID-19
patient coughs, sneezes or speaks. In order to control and combat the spreading of this
infection, it is required to closely monitor all the key factors that led to its spreading.

An appropriate encryption scheme is CP-ABE in which the access policy is asso-
ciated with the plaintext message by the encrypter and only the users who fulfil the
specified policy will be able to decipher the ciphertext. The users are related with
attributes based on which organization they belong to and what their designation is in
that organization. The policy is also specified by a set of attributes. Hence, CP-ABE
is acutely appropriate and suitable for implementing controlled resource sharing in
Virtual Organizations because it enables the encrypter to decide and impose access
policy while encrypting confidential or sensitive information.

1.1 Related Work

In the literature, ABE [25] is an important encryption scheme given by Sahai and
Waters, which can be applied to any role-based system to provide data confidentiality
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[10]. Identity-based Encryption [5], in particular, changed the classical way of think-
ing for public key encryption by letting the public key be some string associated with
the identity of a receiver, for example, the email address of the receiver. There exist
many identity-based encryption schemes that provide shorter keys for decryption,
for example, multi-identity single-key decryption [14, 15, 17] and identity-based
encryption with traitor tracing [16].

Sahai-Water’s seminal work [25] was followed by the development of several KP-
ABE schemes[1, 12, 24, 25] and CP-ABE schemes [3, 7, 10, 18, 21, 22, 25, 26]. CP-
ABE permits the user to decide the policy of access during execution of encryption; it
is more suitable for access control applications which require implicit authorization.
CP-ABE schemes come in two flavours, one with constant-size ciphertext [9, 10, 28],
and another with constant-size secret keys [10, 13, 23]. All these schemes are built
upon bilinear maps and provide an expressive access structure. Bilinear maps are
far less efficient when compared with ECC because they require large-sized security
parameter. Thus, ECC is more suitable and a better choice as compared to bilinear
maps [2, 20, 29].

Except EMNOS scheme [10], no other scheme facilitates constant-size cipher-
text along with constant-size secret keys. EMNOS scheme [10] facilitates (n, n)-
threshold structure which can be restrictive for some practical applications. GSWV
scheme [13] provides an access structure of AND-gate and facilitates secret keys
of constant size. However, both GSWYV scheme [13] and EMNOS scheme [10] are
based on computationally expensive bilinear maps. ODG scheme [23] uses ECC
instead of bilinear maps, thus achieving efficiency, but provides expressive AND
gate access structure which is again too restrictive in some practical instances.

The scheme which we propose in this paper is the only one, which achieves thresh-
old access structure and is based on ECC instead of bilinear maps, thus promising in
terms of efficiency, while keeping the secret decryption key size constant. Threshold

Table 1 Comparing various CP-ABE techniques

Scheme LSK LCT Access structure

Waters [26] A+2)G QP+ 1H)G + G, LSSS

ODG [23] 2 x 0(G) n—1P+3)G+L AND gates

Ours 2 x 0(G) @2n —|P| — Al + Threshold
)G+ L

Note LSSS: scheme on linear secret sharing; LSK: user secret key length; LCT: ciphertext length;
L: length of message of plaintext M; G and G, : groups of prime order paring; G: base-point of the
curve group which is elliptic; O(G): order of base point of the elliptic curve group



18 R. Kothari et al.

access structure is flexible and general enough to meet the needs of some practical
problems like resource sharing in the case of virtual organizations. A comparison of
different attribute-based encryption is presented in Table 1.

1.2  Our Contributions

Our main contribution are summarized below.

1. We propose an efficient mechanism using CP-ABE and Elliptic Curve Cryptogra-
phy with an expressive (n, k)-threshold access structure. This is the first scheme
that provides a provably secure (n, k)-threshold access structure using ECC.

2. Another major contribution of this paper is that it uncovers an error in the KeyGen
phase and Decrypt phase of the ODG scheme [23]. We show that the ODG scheme
will not work as expected and we also give appropriate changes to make it work
correctly.

3. Our proposed CP-ABE technique also achieves secret keys which are of constant
size, i.e., user decryption key size is not dependent on the cardinality of universe
attribute set U.

4. Ttis shown that the achieved (n, k)-threshold access structure is secure under the
given model.

2 Definitions and Preliminaries

The section provides an outline of the basic preliminary concepts along with the
computational hard problems associated with our scheme, which are used in this
paper. The representation used throughout this paper is mentioned in Table 2. In the
end of this section, we draw a basic CP-ABE technique for a selective game that
defines the selective-security against a chosen ciphertext attack.

2.1 Access Structure and Attribute

We represent the Universe attribute set by U consisting of n number of attributes.
Let U ={A, A», A3...A,}. We represent the ith attribute by A;. The attribute set
corresponding to a user is denoted by A € U. In this paper, attribute set is denoted
by n-bit string of binary aayas...a,; also, this binary string is defined by

aizliffA[EA
a,=01ffA,¢A
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Table 2 Notation used

Symbol Description
o Security parameter
p Numbers which are prime and large (160 bits)
Ey(a,b) y2 = x3 + ax + b(mod p) represents Elliptic curve
G Order of 160-bit number at point of base in E(a, b) in Z,,
xG G+ G+ --- 4+ G (x times), Elliptic curve multiplication by scalar,
G e Ey(a,b)
P+Q Point addition for the curve which is elliptic, P, Q € Ej(a, b)
G Group of curves which are elliptically generated by G
Z’; {1,2,3,..., p— 1}, p is the prime number
)4 Order of the point of base G in E,(a, b)
MSK Secret key of master
MPK Public key of master
o, B,y Random numbers which serve as master secret key. «, B, y € Z),
H,, H>, H3, Hy Collision-resistant for functions which are hash
KDF Function of Key Derivation
Universe attribute set Ay, Ay, A3, ..., A, for n number of attributes
n Cardinality of U
A A C U, user attribute set
a; ith bit in the bit representation of attribute set A. ¢; = 1iff A; € A
P Access Policy, P C U
b; ith bit in the bit representation of attribute set P. b; = 1 iff A; € P
1X] Cardinality of the set X.
S* Cartesian Product of S, x times, S* =S xS x S x -+ x S (x times)
M Plaintext message
C Ciphertext corresponding to M
Iy Length of string which is random
I Length of the message which is plaintext M
&) Bitwise XOR operator
{0, 1}* String which is binary and of arbitrary length
{0, 1}/ String which is binary whose length is represented by /
n
[ P) [0+ Hy(j)' i
j=
fi Coefficient of x/ in f(x,P)
F(x, A P) T G + Ha()>r"

j=1
Coefficient of x/ in F(x, A, P)




20 R. Kothari et al.

Similarly, we have defined the policy of access by P C U specified in U with the
attributes, thus representing the access policy by n-bit string of binary b;b;,bs...b,,.
We define the binary string for access policy as follows:

blzllffA,G]P)
b;=0iff A; ¢ P

Algorithm 1: Algorithm which checks whether the attribute of user A fulfils
the policy of threshold access structure
function CheckThresholdPolicy (A, P, k);

Input : User attribute A, access policy [P, and a non-negative integer & denoting threshold
Output: True if threshold policy is satisfied, otherwise False

—

matching_attributes = 0;

fori =1..ndo
if a; == 1 AND b; == 1 then
‘ matching_attributes = matching_attributes + 1
end
end

if matching_attributes < k then
‘ return False;

else
| return True;

end

e N AR W N

o
N -

2.2 Assumption

We assume that policy set [P associated with ciphertext is never an empty set. The
policy set contains at least one attribute from the attribute universe U. Formally, we
assume that we will always have an i, such that b; = 1. Also by this assumption, we
can logically conclude that the attribute set A corresponding to a user should never
be a null set. If this happens, it means that this particular user is not allowed to access
any of the encrypted ciphertext. So it makes no sense to have a set of attributes of
users as an empty set.
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Table 3 Phases with inputs and outputs of different schemes

Phase Input Output

Setup phase U, p MSK,MPK

Encrypt phase P,MPK, M C={P,R;,ST,6Cy,, Cp}
KeyGen phase A, MSK,MPK ky = (k1, k)

Decrypt phase C,P,k,,A,MPK M or ¢

3 The Proposed CP-ABE Technique with Threshold Access
Structure

The intended scheme provides expressive (k, n)-threshold access structure along
with constant-size secret keys not depending on number attributes. Figure 1 gives
a brief outline of the architecture and working of our protocol. Table 3 shows the
phases with inputs and outputs of different schemes.

Data
Owner
3. Encrypt Phase
: Decides the access policy
R RS LAIAR AL TR ! and executes the encryption
: 1. Setup Phase : algorithm and outsources the :
: Generates MSK and MPK : encrypted data H
: and gives MPK to all other R e S R
: entities
Trusted
Central
Authority
: : 4. Decrypt Phase
: 2. KeyGen Phase :  Executes the decryption
: Generates Decryption - algorithm and obtains the
: Keys for user corresponding : original message if the
: to his/her attributes 3 Cipher :+  attributes possessed satisfies :
Text . the access policy specified by :
e : data owner :
\§ Data
: Decrypter

Fig. 1 Architecture and working of proposed scheme
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3.1 Setup Phase

Step 1: Selecting a Group based on Curve which is elliptic G = {p, E,(a, b), G},
G denotes the point of base on the curve E,(a, b) determined over Z,,.

Step 2: Choose the private keys «, 8 and y uniformly at random in Z,,

Step 3: Now, compute the vectors X, Y and Z as follows:

Xi=d'G (D
Y, =Ba’G )
Zi=ya'G 3)

forall j =0,1,2,3,...,nandi =0,1,2,3,...,2n.
Step 4: Choose four collision-resistant of one-way Hy, H3, H, and H; functions of
hash, mentioned as follows:

H], H4 : {O, l}* d Zp

H, : {0, 1}* — {0, 1}
Hy 1 {0, 1}* — {0, 1}’

here, I, [,,, M are as described in Table 2.
Step 5: Finally, output M SK and M PK are as follows:

MSK = {a, B, v}
MPK = {Gs X[, Yjv Zja H19 H21 H37H4}

forall j =0,1,2,3,...,n,i=0,1,2,3,...,2n.

3.2 Encrypt Phase

The plaintext message M is to be interrelated with an access policy P, and by
using MPK, ciphertext C will be generated. So the input to encryption algorithm
is access policy P € U where |P| # 0, plaintext message and M P K, and it returns
C={P,R;,S,T,C,,, Cy} using the following method:

Step 1: Random number has to be picked r,, € {0, 1} and compute h,, = H{ (P,
M,r,) and k,, = KDF (h,,G).
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Step 2: Let P = by bybs3...b, be the policy under access string. Calculate the corre-
sponding function of polynomial f(x,P) in Z,[x] having degree at most
(n — 1), where p’ is the group of order achieved by base point G, described
as follows:

FeP) =] [(x+ Hal@))' ™" )
i=1

In f(x,P) polynomial, let f; be the coefficient of x'.
Step 3: Computation of the parameter of ciphertext is done as described below.

Ri=h,X;fori=1,2,3,...,2n — [P| — |A] (5)
S=hpn Y fiYi =huBf (@, P)G 6)
i=0
T=hyY fiZi=hnyf(@P)G 7
i=0
Crrm = H2(km) D rn (8)
Cn = H3(rm) ® M ©)

Step 4: Output the ciphertext C as C = {P, R;, S, T, Cs,,, Cin}.

3.3 KeyGen Phase

Step 1: Let A = ajayas...a, be the attribute string of the user. Compute the corre-
sponding polynomial function f(x, A) in Z,[x] which is having a degree
of at most (n — 1), where order of the group obtained by base point G is p/,
as described below

n

SO A) =[]+ Ha)' ™ (10)

i=1

and now compute the value of above polynomial at x = «, i.e., f(a, A)
which is given by the equation:
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fl, A = (e + Ha@))' ™ (1)

i=1
Step 2: Random numbers have to be picked say x, and z,,. Obtain s, by the following
equation:

1
Su = E(f(a, A) — yx,)(mod p') (12)

where the order of the subgroup generated by the curve which is elliptic at
base point G is denoted by p’.
Step 3: Now calculate the two user keys k; and k, as follows:

kl =x, + IBZu(mOd 17/) (13)
ky = s, — yzu(mod p’) (14)

Step 4: Output the secret user key k, = (k1, k2).

3.4 Decrypt Phase

The decrypt phase takes the key which is secret to the user k, = (k;, k») for the
user attribute set A along with ciphertext C = {P, R;, S, T, C,,,, C,,} for the access
policy P, and the threshold value k, and produces the original plaintext message if
decryption keys are valid.

The detailed steps to be executed along with the explanation for decryption algo-
rithm are as follows:

Step 1: If the user attributes A = ajaa3...a, do not satisfy the access policy P =
b1bybs...b, then output ¢ and abort. If user attributes satisfies the policy,
execute the following steps.

Step 2: Compute

U=kS (15)

V=kT (16)
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Algorithm 2: Algorithm for Decryption
1 function Decrypt (C, P, k,, A, MPK, k)

2 if CheckThresholdPolicy(A, P, k)==False then
3 return ¢
4 abort
5 end
6 U=kS
7V =KT
8 if A== UAND P == U then
9 \ hnyG=U+V
10 else

2n—|P|—|A|
1 W= Y FR;

i=1

_ (w+v)-w)
12 hG = R
13 end

14 k;,, = KDF (h,, G)

15 r;, = Ha(k),) ® Co,,
16 M' = H3(r},) ® Cp,
17 h), = Hi(P, M',r})
18 if h,,G == h,,G then
19 ‘ return M’

20 else

21 ‘ return ¢

22 end

U=kS=(su—vz)hnpf(a,P)G
V=kT =+ Bz)(hwyf(a,P)G
U+V=(u—vz)hwBf(a,P)G + (xy + Bzu) (hny f(a, P))G
su(hmBf (2, P))G — yzu(hwBf (o, P))G
+ Xy (hmy f (2, P))G + Bzu(hmy f (o, P)G
= su(hwBf (@, P))G + x,(hpy f (o, P)G
= hy(syB +x,7) f(a, PG
=hyf(o, D) f(a, PG
=h,F(a, A,P)G

Step3: f A=Uand P =T, then F(x, A,P) = 1.
U+V =h,G

We don’t need to calculate W in this case. So skip Step 4, 5 and go to Step
6.
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Step 4: Given A = ayazas...a, and P = bb,b3...b,, compute the corresponding
polynomial function F (x, A, IP), of degree at most (2n — 2) in Z,/[x], where
p' is the order of group obtained by the point of base G, which is as follows:

F(x,A,P)=f(x,A) x f(x,P)

= l_[((x + H4(i))17a,- x (x + H4(l~))17b,v)

i=1

= [T+ H@)* ™"

i=1

Consider F; in polynomial function F(x, A, IP) is the coefficient of xt.

Now, compute
2n—|P|—|A|

W= Y FR (17)
i=1

2n—|P|—|A|

W= ) FR
i=1
2n—|P|—|A| '
= hy, ( > Ea’) G
i=1
2n—|P|—|A| '
=hm( > Ea’+F0—FO>G

i=1
= hn(F (2, A, P) — F)G
= hyF(a, A,P)G — h,, FoG

Step 5: Now, calculate the temporary key %,,G as follows:

h G = Ww+v)y—w
Fo
(hpF(a, A,P)G — (h,, F(a, A, P)G — h,, FyG))
= T
= h,,G

Step 6: Use the above value of 4,,G and compute the following parameters in the
below mentioned sequence:
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(@) ki, = KDF(h,,G).
(b) ri,n = Hz(kt/n) ® C(fm
(© M = HS(V;;1) @ Cp
(d) ), = Hi(®, M',r},)

After computing the above parameters, check whether the condition 4,,G =
h,,,G holds or not.

M'ifh,G = h,G

Output = {qs if hwG # 1, G

4 Analysing the Parameters Based on Security

Here, we provide the verification of security for the given CP-ABE technique for
constant-size secret keys, with (n, k)-threshold access structure against some feasible
recognized attacks. The pre-eminent aim of security which is selective is to capture
the collision resistance of decryption keys and the indistinguishability of messages.
We have already defined the computational hard problems in Sect.2 that we adopt
for security reductions.

4.1 Surety Across Attack of Collusion

We examine the case where [ attacker, which is having authentic keys for secret
interrelated with attributes, coordinates as well as collaborates to provoke the keys
of the system which are private (8, y).

Proposition 1 Leta;x + b;y = c; fori = 1,2, ...,1 be equations with one degree,
that is, linear in two variables, x and y, where b; = bj also a; = aj only when j = i.
Considering the above linear equations, we have following three cases:

1. Ifvalue of b; as well as a; are familiar, then x and y are two unknowns of linear
equations that form a system of I. Then the system has a solution which is unique
and is solvable for x and y.

2. If any one of b; or a; is not known, then the mathematical statement has | + 2
unknown variables, namely a; for i = 1..1, x and y. Then the system has many
solutions which are infinite and, however, the system is solvable.

3. Ifb; and a; are not known, then the mathematical statement has 2l + 2 unknown
variables, namely a; and b; fori = 1..1, x, y. The system is solvable and we can
say that the equation has solutions which are not finite.

Theorem 1 The technique is protected across collusion attack by adversaries who
desire at acquiring the pair of private keys (B, v) of the system.
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Proof: Consider a bunch of adversaries who wish to collaborate with each other
and derive a new pair of user secret key. Suppose that we have / such adversaries.
Let the adversaries be u' fori = 1,2, ..., and the corresponding attribute set of
adversaries be A’. Assuming that all the adversaries have their valid secret keys, let
their secret keys be k,; = (ki, k}) where

ki = x. + Bzl (mod p') (18)
Ky =s! —yz (mod p') (19)

From Egs. (18) and (19), it is clear that there are 2/ + 1 unknowns with [ linear
equations. As it is known from Proposition 1 that it endures no unique solution, there
are infinite solutions satisfying these / equations. So until the adversaries make a guess
for zi and x! to solve for B, and guess of z/, and s’ to solve for y, they are unable
to recover anything. Hence, / corrupted users, who collaborated, cannot recover the
system’s private keys (B, y), and the random numbers x and z/, along with s/ are also
unknown to the adversary. This in turn implies thatas f (o, A) = 5,8 + x,, (mod p’)
adversaries after collaborating cannot recover f(«, A) also. Thus, « in turn cannot
be derived. So, («, B, y) are all unknown to the collaborating adversaries. O

4.2 Security Against Key Recovery Attack

The analysis of the proposed scheme makes an attempt to generate a key which
is valid, and the secret corresponding to the set of attributes A is discussed in this
section.

Theorem 2 This scheme is defended across an adversary who tries to procure an
authentic key of user secret k, = (k1, kp) corresponding to A attribute set.

Proof: From Theorem 1, it is computationally impractical for A who is an adver-
sary to enumerate the system private key pair (8, y). This signifies that it is also
computationally absurd for A adversary who derive the authentic pair of user secret
key k, = (k1, k») correlative to the set A. So even if the adversary makes a guess
for random numbers x, and z,, he will not be able to calculate s, that satisfies the
condition f(a, A) = s,8 + x,y (mod p’), because B, y and f(«, A) are unknown,
and until he/she know s,, he/she is unable to calculate k;, and similarly, he/she will
not be able to calculate k, without knowing y. Therefore, obtaining the valid USK
k, remains a computationally infeasible problem for the adversary .A. O
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4.3 Adversary Without Secret User Keys Deriving Original
Message Against Security

The subdivision elaborates what the adversary could derive without significantly a
legitimate key of a secret user.

Proof: A C ciphertext corresponding to P access policy abides by the following
criterion:

Ri=h,X;fori =1,2,3,...,2n — |P| — |A]
S =h,Bf(a, P)G
T =h,yf(a,P)G

Co,, = Ha(km) ® rm

Cn = Hs(rn) ® M

Itis hard to compute &, G using R;, S and T due to the hard problem, namely elliptic
curve discrete logarithm problem. The following is the explanation. As the adversary
has access to the ciphertext, he can compute

2n—|P|—|A| 2n—|P|—|A|

Yo fiRi= ) filhaX)
i=1 i=1
2n—|P|—|A|
:hm( > a"ﬁ)G

i=1
= hy(f(a, )G — f0)G
= hmf(as ]P)G - hmeG

Now the adversary has access to h,, f (o, P)G — h,, oG, h,,Bf (e, P)G and
hmyf (o, P)G, but to deal with discrete logarithm drawback for elliptic curve there
are more obstacles; thus, he/she is unable to derive 4,,G. O

Consider another scenario, where given R; = h,,X; = h,,a'G fori = {1, ...,
2n — |P| — |Al}; we need to calculate £, G. We can bring this problem to problem
of (¢ — 1)-DHI as mentioned. Let Q = ah,, G; we can rephrase the parameter R; =
hwXi = h,,a!G = a'~' Q. Now we have modelled this problem as a (g — 1)-DHI
problem as mentioned below.

The adversary has access to &' ! Q, and he/she is required to calculate the value
of (1/a)Q in order to derive h,,G. This means that the adversary should have the
aptness to resolve the problem of (¢ — 1)-DHI in order to get 4,,G. Once he gets
the value of &,,G, he can directly execute Step 6 of the Decrypt phase and get the
original message. But as getting the value of 4,,G is as hard as solving the (g — 1)-
DHI problem, the adversary cannot successfully decipher C ciphertext.
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5 Comparing Performance

We analyse the execution of the proposed CP-ABE technique for threshold access
structure and compare it with other existing techniques in this section.

Table 1 gives a comparison of ciphertext length and size of decryption keys for
existing CP-ABE schemes. It can be concluded from this table that the EMNOS
scheme [10] achieves perpetual size of the ciphertext along with keys which are secret,
and it anticipates barely (n, n)-threshold; also, it is not difficult to plan such a scheme,
as constructed by the ODG scheme [23]. GSWYV scheme [13] provides an efficient
technique with expressive AND gate access structure, but it works efficiently only
for shorter secret keys. This scheme is the only scheme which does not use bilinear
maps and achieves threshold access structure, thus providing promising efficiency in
contrast to other CP-ABE techniques that use bilinear maps. ODG scheme [23] also
achieves the same secret key size, but it provides only AND gate access structure,
which is restrictive in nature. As bilinear maps require larger size security parameters,
they are not preferred over ECC because of efficiency requirements. The key size
which is secret in our technique is |k,| = O(G) x 2 = 320 bits, and 163-bit ECC
imparts the 80-bit security [20]. The secret key size of the GSWV scheme [13],
lky| = |G| + |G, | = 160 x 2 + 512 x 2 = 1344 bits achieves security of 80-bit,
where G, G, are bilinear groups of curve which are elliptic as described in [13].

6 Implementation Details

To verify the above-stated claims regarding the performance and to show the cor-
rectness of our scheme, we have implemented the proposed technique in C++. For
this, we used Crypto++ as the cryptographic library whose source code is available
and therefore the Crypto++ library is freely available and contains the execution of
various cryptographic schemes and formulas.

The bottleneck will be in calculating the ith coefficient f(x, ). To calculate the
coefficient of x’ of these polynomials, we have the following approaches:

1. Dynamic Programming approach
2. Divide and conquer approach

(a) Karatsuba Method (modified)
(b) Fast Fourier Transformation.

Figure 2 shows the execution time for various phases with cardinality of attribute
universe set U as 1000. To avoid trivial cases in the decryption algorithm, we have
considered that the policy set P and the user attribute set A are equal and none of
them contains all the attributes from U. This assure that the A attribute set will always
satisfy the [P policy. In Fig. 2, we have used the dynamic programming approach.
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Fig. 2 Comparing different phases with execution time—calculating coefficients of f(x) =

n

[T (x + cx) using dynamic programming for |U| = n = 1000
k=1
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Fig. 3 Comparing different phases with execution time—calculating coefficients of f(x) =

n

[T (x + cx) using Karatsuba algorithm for |U| = n = 1000
k=1

Figure 3 shows the execution time for various phases with same parameters and
conditions as in Fig. 2. The only difference is that we have used a modified Karatsuba
algorithm instead of dynamic programming for computing the coefficients.
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6.1 Description of Dynamic Programming Algorithm

The strategy in all dynamic programming solutions is to store the solution of sub-
problems when computed and to reuse these solutions to avoid re-computation. Let
the table that we use to store the solutions to sub-problems be denoted by Table,
which is a 2-dimensional table. Let the polynomial be denoted as f(x) of degree n’

n
defined as f(x) = [](x + cx). We have the following interpretation for the (i, j)th

k=1
cell of this table corresponding to the polynomial f(x).

In polynomial (n(x + ck)> the coefficient of x' ™/ = Table(i, j)
k=1

fori,j=0,1,2,...,n.

The multiplication of the first i terms of f(x) is represented by ( [T+ ck)>.
k=1
We proceed in bottom-up fashion for filling the table, with base cases and recurrence
relation as follows:
0if j#0

Table(i, j) = { 1 otherwise

And then we incrementally update the table as follows:
Table(i, j) =c; x Table(i —1,j — 1)+ Table(@ — 1, j)
fori = 1..n" and j = 1..i.
As at each point of calculation we just need the solution to sub-problems from

the previous row of table, we can reduce the space complexity from O(n?) to O(n’),
however, the complexity of time is still O(n'?).

6.2 Divide and Conquer Approach

We will discuss two divide and conquer approaches which are classically used to
multiply two polynomials and describe how these approaches are used as building
blocks for solving our original problem efficiently.

6.2.1 Karatsuba Algorithm

Here, we discuss how the Karatsuba algorithm [19] for multiplication of two n-bit
numbers can be modified to multiply two polynomials as described in [27]. Time
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complexity for the algorithm can be calculated by using the recurrence relation
mentioned as follows:
T(n')=3Tn/2) + O

Therefore, the complexity of time by the Karatsuba algorithm for multiplication of
polynomial is O (n"?¢>®) where the degree of polynomials is denoted by n’.

6.2.2 Fast Fourier Transformation

Fast Fourier Transformation is a divide and conquer approach which is used to obtain
the product with degree n’ of two polynomials with time complexity O(n'log(n’)).

Using the above two stated algorithms for polynomial multiplication, we can
n/

compute the coefficient of x’ in f(x) = [T (x + ¢x). Algorithm 3 describes the algo-

rithm to compute the coefficients. It callg tllle function Polynomial Multiply which
is assumed to take two coefficient vectors corresponding to two polynomials and
return the coefficient vector of resultant product polynomial. The complexity of
time of Polynomial Multiply is intended to be O(n'log(n’)) if FFT is used, and
O(n'"°823) if the Karatsuba algorithm is used.

If we use Karatsuba for Polynomial Multiply, the recurrence relation for Algo-
rithm 3 will be

T(n') =2T 1 /2) + On"°8).

So, the overall time complexity is O(n8®),

Dynamic Programming Method
204 ! ! ! | 1 1 . - %——w—— Karatsuba Method

Time (in seconds)

0 200 400 500 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800 3000
Cardinality of Policy and Attribute set

Fig. 4 Comparison of dynamic programming approach and Karatsuba algorithm with execution
time for decryption phase for |U| = n = 3000
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And similarly if we use FFT for Polynomial Multiply, the recurrence relation
for Algorithm 3 will be

T(n')y=2T "' /2) + On'log(n)).

So the overall complexity is O(n'log(n’)) when FFT is wused for
PolynomialMultiply.

Figure 4 illustrates the comparison of the execution time of the Decryption phase
with |U] = 3000 for the Dynamic programming approach and modified Karatsuba
algorithm.

Algorithm 3: Algorithm to get coefficient vector for f(x) = [](x + ¢x)
k=1

1 function GetCoefficients (cx; k = 1,2,3,...n');

’

n
Input : a vector of n’ elements: ¢, corresponding to f(x) = [ (x + cx)
k=1

Output: coefficient vector for f(x)

2 if n’ == 1 then

3 | return<cp, 1>

4 else if n’ == 2 then

5 coeffi =<cy, 1 >

6 coeffr=<cz, 1 >;

7 return Polynomial Multiply(coeff1, coeff2)

8 else

9 | coeffi = GetCoefficients(cy;k=1,2,3,...,n'/2—1);
10 | coeffr = GetCoefficients(ck;k=n"/2,n'/2+1,0n"/2+2,...,n);
1 return Polynomial Multiply(coeff1, coeff2)

12

7 Conclusion

We have proposed and formalized a novel CP-ABE technique based on ECC with
constant-size secret user keys with a threshold access structure. Notably, the scheme
we have implemented is not based on bilinear maps, which are computationally
expensive when compared to ECC. The proposed scheme for threshold access struc-
ture offers secret user keys of constant size and is as meagre as 320 bits and provides
equivalent security of 80 bits. Each existing technique in the literature provides an
access structure with an expressive AND gate that is very restrictive. Besides, our
scheme makes the access structure more flexible by providing a threshold access
structure. Therefore, the technique which is proposed is much adaptable for sce-
narios where devolution of responsibilities and complex access structure is to be
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achieved. The analysis showed that our scheme is the only scheme that provides a
threshold access structure based on CP-ABE in which decryption keys are smaller
when compared to other techniques that exist in the literature, and can be stored in
lightweight devices. We have also shown that our technique is impregnable under
different available known attacks like recovery of key attack, collusion attack along
with message recovery attack. It is the foremost CP-ABE technique based on ECC
which provides threshold access structure with constant-size secret user keys.

Future research work will include optimally handling the problem of realign-
ment of the attributes corresponding to a user, allowing the user to decrypt data in
accordance with his/her current attribute. More importantly, the scheme should take
care of revoking the access for data which should now not be accessible by the new
attribute set but was previously accessible by the user. Thus, we would like to handle
the revocation of user secret keys also. Furthermore, we would like to extend our
scheme for providing constant-size ciphertext along with a constant-size secret key
to improve the efficiency and to extend the applicability of the scheme. Another
major extension can be to optimally extend/introduce a traitor tracing scheme with
a flexible access structure.
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Chapter 3
Facial Expressions Recognization Based e
on DRLBP and CNN Classification

Surbhi Singh, Akhil Pandey, and Vishal Shrivastav

Abstract Facial expression appreciation typically can be a distinct one of significant
investigation in the field of Al or example appreciation. The facial expression contains
rich imperceptible information, which can appreciate human emotions or intentions,
which extensively investigate value. Facial expression analysis is a compelling and
challenging trouble that affects essential purposes in various fields such as human—
computer interface and data-driven animation. Developing useful facial expressions
from original face images is a necessary step in realizing face recognition. The
actual evaluation is based on local statistical traits; Dominant Rotated Local Binary
Patterns (DRLBP) facial expressions. Several machine learning methods have been
thoroughly observed in various databases. Researchers typically use the DRLBP
function, which is efficient and capable of face recognition. Cohn Canada is the
current work database or programming language used in MATLAB. First, divide
the face area into small areas, drag the histogram, Dominant Rotated Local Binary
Patterns out of the area, and connect it to a single function vector. This feature vector
outlines a well-organized face illustration and helps determine the similarity between
images. It is still a severe face recognition problem to create powerful and unique
features, while increasing interpersonal differences. In this article, the researchers
explained how to use Dominant Rotated Local Binary Patterns (DLBP) for feature
extraction and Convolutional Neural Networks (CNN) for image classification to
enhance the face recognition capabilities system. The post-workout correspondence
helps CNN converge faster and achieve better accuracy. Compared to other tradi-
tional methods, it has also been significantly improved to evaluate this new method’s
completion.
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Keywords DRLBP - CNN - Face detection - Facial expression + Machine learning
(ML)

1 Introduction

In the last few years, many FER algorithms have been proposed in the literature,
including face appreciation from frontal or non-frontal facial imagery. Compared to
frontal FER, non-frontal FER is more difficult or more suitable for the actual setting.
In the various proposed methods, however, only a small part of the algorithms solve
this problem. For positive and non-positive FER issues, there has been a common
recognition framework in most previous cases. The work can be separated into two
main steps; one is features of extraction, or the other is classification structure. To
remove facial skin texture, different image functions were used in before papers,
such as Dominant Rotated Local Binary Patterns (DRLBP) local phase quantization,
direction gradient histogram, and scale-invariant function transformation (SIFT).
SIFT has shown encouraging presentation among diverse facial appearance due to
its powerful presentation on image scaling, rotation, occlusion, or light differences.
Communication between two or more individuals can take place in oral or non-verbal
language. Non-verbal communication involves many different aspects as well as near
meaning (physical and interpersonal space: distance and location), kinematics (body
orientation: posture, body movements, and gestures), appearance (physical attraction
and clothing), touch (touch), Paralanguage (voice, intonation, speech speed, pitch,
and volume), and facial expressions. These non-verbal communications need to be
explained and occupy more than 60% of the position in the communication process
(Foley and Gentile 2010). This non-verbal communication plays a significant role
in the transmission of emotions, attitudes, and feelings. Emotions stem from the
psycho-physiological process of any event or object related to a person’s mental state,
characteristics, and character of conscious and unconscious consciousness (College
et al. 2014). Emotions play an essential role in communication between individuals.
Personal feelings can affect relationships with others, such as family, relatives, friends
in the family, the workplace, or other environments where you can connect with
others. Emotions are expressed through tone, gesture, and posture, with the most
common being facial expressions [1, 2].

Automatic face recognition aims to use pattern recognition technology to recog-
nize people in photos or videos. Automatic face recognition has become widespread
in applications ranging from social media to advanced authentication systems.
Signaling technology is very serious. In today’s world of timelessness, recognizing
the face automatically with a digital camera s still very difficult as there are significant
changes in business relationships, appearance, and character change. Therefore, the
biggest challenge in this field and the advanced solutions and applications based on
image processing and machine learning technology are the introduction of automatic
computer face recognition. Face Acceptance Problems of the FACE research plat-
form is attractive and challenging in computer vision and biometric technology, with
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theoretical methods and software systems for machine recognition based on digital
photos of people. Many academic researchers and industrial designers need to work
harder at this. Face recognition can be used for security applications (access to autho-
rized areas, computers, airports, etc.), surveillance equipment in public places (such
as playgrounds, stations, stores), forensic applications (verification/management of
information, identification of victims), identity in photo/video archives, contact
requests with human—computer, best-in-class card solutions (improved ATM secu-
rity, biometric passports, also called e-passports), and targeted advertising. Signaling
technology uses knowledge in many fields of research, such as image processing (IP),
pattern recognition (PR), machine learning (ML), visual acuity, psychophysics, and
neuroscience. And one of its most successful fields is biometric research. The other
two are identified by fingerprints and iris. Although fingerprints and iris recognition
are mature technologies that can be implemented in real-world submission, although
many systems have been anticipated to do our best, face recognition still has many
challenges that need to be addressed with more effective methods. And this is the
most prominent challenge for it [3].

Machine learning. In the last two decades, with the emergence of large data
sets in various fields of science, technology, business, and everyday life, my second
research area focuses on machine learning, aiming to improve the understanding
of data and the patterns. And, use it to solve non-trivial and challenging problems,
such as diagnosis, prediction of the event, or detection of events, face recognition.
My work covers the development of new machine learning algorithms and their
interdisciplinary applications in biomedicine, multimedia, video surveillance, and
technology [4].

1.1 Facial Expression Recognition System

The most popular application of emotion recognition systems is face recognition
systems. Most studies of facial expressions have cited Professor Paul Ekman’s work.
He proposed the Facial Action Coding System (FACS) encode facial expressions
extracted from thousands of photos and thousands of photographed and recorded
facial expressions (Ekman 2003) [5-7]. FACS can be extracted from the face and
used as a function for facial expression classification. The facial expression recog-
nition system can be realized in a similar manner using biometric design. The facial
expression recognition system uses the following more specific steps: The first step is
to use sensors to collect physiological signals about humans’ facial expressions. For
this purpose, a camera can be used to generate a still image of the face. Alternatively,
to continuously monitor facial expressions, video or webcams will be more suitable
for different conditions and environments. In the face recognition system, the essen-
tial part is the process extraction process. The right process extraction process will
provide a better recognition system and achieve more accurate results. Algorithms for
extracting facial features can be divided into two categories, namely, geometry-based
methods that collect function points or point movements by tracing function points
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from facial images or classifying expressions based on traced features. Appearance
method, this method gathers all or part of facial marks, arranges them in a wide
range of function vectors, and applies them in the classification process. Compared
to geometry-based methods, appearance-based methods have several advantages [7].
Objective The main goal of this work is to develop practical algorithms for face
recognition. In the current research work, the main focus is on face recognition’s three
main problems through the lighting variance in the image, the expression variance,
and the moderate attitude change. Since it may not be possible to get more images of
a person for training in most practical situations, attempts have been made to design
algorithms to minimize the number of images required for face recognition.

2 Related Work

Emotion recognition Understanding emotions has become the essence of successful
communication with others. However, sometimes misinterpretation of feelings
between two or more individuals occurs, making communication unsuccessful.
Sometimes, this event can aggravate the situation and thereby affect the relation-
ship between the communication partners, for example, relationship with family,
relatives, or friends. It can affect the relationship between workers and employers,
students and teachers, and even doctors and patients in a more formal context. These
situations triggered the development of a system that can recognize human emotions
to minimize misinterpretation of emotions. Since then, emotion recognition systems
have become very popular in recent years and have made significant contributions to
many applications that can interpret human emotions based on various physiological
signals. It can also be monitored with teachers, therapists. Chao [7] in his paper offers
a new way of accepting language based on knowledge and binary maps.

First, the method is based on the LBP operator to exploit face. Second, the facial
area is divided into six small regions in shape by using a pseudo-3D model. In
this case, the image in part and the world’s form use the LBP mapping method
for feature origin. The supporting machine and the two classification softmax are
two models of emotion organization, namely, the basic sensation model or rotating
emotion model. Finally, we conducted a relative experiment on Cohn-Kanade (CK
+) facial response and test data composed of ten volunteers. The results show
that this method can efficiently confiscate disturbing elements in the image. Also,
the results of using emotional models are much better than traditional expressive
models. Through research related to human knowledge, we have confirmed that
eyes or mouth are more sensitive to emotions [7].

He Jun et al. [8] for recognizing facial features, consider LBP function as an
important method of color design. Still, the whole image is usually considered as a
mining area, and the values of facial expressions are not considered. Based on the
preceding LBP form extraction method and the division of facial expressions, it is
suggested how to accept words based on the fusion combination of the key areas of
the LBP. Multiple sections: eyes, eyebrows, eyebrows, nose, mouth, and then, we get
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the essential areas for independent shape appearance, which means that the global
shapes are preserved. The shapes are also removed from an entire face. After that, the
two functions are combined to form a new function called a fusion of mixed fusion.
Then, the combined categories are SVM and NN categories to identify the different
languages. This article has conducted experiments in the JAFFE database, or fallout
shows that the rate of acceptance of the form factor has improved [9].

According to Swapna Agarwal et al. (2019), to confuse the proper forms of those
who express emotions, we need to define success in pure form (as unexpected)
and mixed (as random). In this post, we have trained emoticons (XM) that can
be used effectively to express emotions. We present an algorithm that uses XM
to coordinate the expression of the stimulus according to the facial constitution of
the target object. The methods planned can also control the different divisions of
this emotional language, and when they are mixed, they can lead to emotionally
charged forms. Unlike several existing techniques, our expression-synthesis model
only requires a target human form with nothing to do with language. The qualitative
and qualitative experiments in the four data groups showed encouraging results.
On average, we verified the integrity of the language adopted by our method by
92.4%. We also offer that the way we work may result in better speech details for
basic emotional expression and mixed emotional similarity compared to the latest
technical work [10].

According to Yiming Wang et al. [10], the main reason for creating a face shape
is to combine the front face shape with the non-front image. In official terms, how to
evaluate the front shape is a big but challenging problem. Most existing techniques
use a single-form model to adapt to the external form, which will result in the loss
of speech-related sequence. In this work, we present a new way of seeing facial
expressions, which directly studies the relationship between non-frontal and adjacent
shapes. Find a supportive door to train to develop a developmental model. Assuming
that the relationship between the couple is not related, a cascade method is used that
could design and improve the model. Using the front design, the exterior design is
streamlined through the design process to solve simple problems for improvement.
The proposed method was validated in an unobstructed viewport. The experiments’
results show that the visual effects of the restoration of the form factor and the
acceptance of the form factor are good [11].

Facial expressions are modified by those kinds of facial expressions that reflect a
person’s personality, purpose or public conversation. When it comes to appearance
changes, all human faces are the primary means of conveying and defining emotional
states. Eye contact has become a significant research area because it plays an essential
role in computer and human communication. Face recognition has essential appli-
cations in social relations and social intelligence. This article presents the various
technologies used in conjunction with the form control system [12].

Zhang Haifeng et al. [12] have shown that the acceptance of form is closely related
to human nature. This paper presents a network of state mixing solutions to address
the significant differences between form recognition topics. The model aims to learn
the functions of identity and the processes related to expression through two branches
to include identical images. The bilinear model has been introduced to combine the
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two aspects and understand the relationship between them. Experimental results show
that personality-related processes can improve the effectiveness of the recognition
of the form factor. Our style is superior to most of the latest technologies. In the
two popular facial expression data (CK + and Oulu-CASIA), our method reached
96.02% and 85.21%, respectively [13].

3 Facial Expression Database

For the attainment of facial expressions information sets in this paper, we use a
Cohn-Kanade Dataset to obtain facial expressions. Then examine, remove the data in
order, or lastly save data information. By capturing network image data, 35,887 facial
appearance images were together, counting 28,709 images from the preparation set,
3589 images from the public test set, or 3589 images from the private test set. Each
image consists of 400 * 500 grayscale images with fixed pixel sizes. There are seven
expressions: anger, disgust, fear, contentment, sadness, surprise, or impartiality. We
map them to digital marks 0-6, correspondingly. Figure 1 explains the types of
dataset.

Therefore, the quality (such as completeness) (including facial expressions, facial
details, changes in light) and accuracy (including aging status) of facial data set
characteristics (different image file formats and colors/grayscale, face resolution,
Limited/Unlimited Environment) are crucial to the AFR process. Also, several facial
databases have been urbanized for public purposes and are in public obtainable [14].
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Fig.1 Shows seven emoticons
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4 Proposed Work

FER technology requires a usable, reliable, and dependable face search database.
Also, several facial databases have been residential for public purposes and are
publicly obtainable. For the actual recognition step of the face recognition proce-
dure, the organization is often used, as shown. This is a machine learning technology
whose job is to learn first, and then use it to map a person’s facial features on one of
them. The predefined category marks, namely, category 1 (person’s face) or category
2 (not person’s face), the classifier can be applied to the whole set of unpacked facial
skin texture or some detailed facial features, such as facial expressions. Gender, age,
race, etc., lately, methods such as neural complex have been used as classifiers.

CNN-based expression classification algorithm—Due to the computer’s excellent
performance, deep learning has become widespread in many areas. A deep neural
network based on CNN is used for the classification problem with expressions.
Teachable Convolution cores involve high-level expression functions in each folding
layer, high-dimensional expression function output to low convolution Floor. The
calculation formula for the expression function card is as follows:

Gi = f(Gi + Wi + Bi) (1)

In formula (1), Gi is the output of the i-th layer of neurons. Gi-1 is input of the i-1
layer of neurons, wireless is the weight vector of the one in the neuron’s degradation
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nucleus, Bi the displacement vector, or f is foundation meaning. To some point, the
pool layer can keep the function zoomed out or condense the function card’s size.
The combination formula is:

Gi = Pooling (Gi — 1) 2)

Among them, GI is a minor example layer or braid is a fusion function. A signif-
icant part of the neural system foundation can add non-linear factors to simulate
the human body arrangement neural network and store or map items. The complete
connecting layer attaches neurons in the upper layer or each neuron in this layer. To
achieve the purpose of produce or extracting functions, it is also called a multilayer
perception. The computation formula is as follows.

Fx)ofx *WoeB) 3)

F (x) is a fully associated layer, f is regularly called a creation purpose, W is
typically called a weight vector, and B can be called a displacement vector. The
SoftMax meaning is typically used to explain several organization troubles. In this
article, the SoftMax function is used to map outputs from many neurons to values
from O to 1.

System Implementation

Image Acquisition
Pre-processing

Face Detection

Feature Extraction
Expression Recognition
Performance Estimation.

Image Acquisition:

The read command is used to read the image into work area. This example reads one
of the examples that comes with the toolbox, the image, and saves it in a matrix named
I. Image read derives from the file that the graphic file format is “Tagged Image File
Format (TIFF)” Im show function See the image in “Image Viewer” application.

Pre-processing:

Noise reduction is the process of removing noise from the signal.

All recording devices, including analog and digital recording devices, have char-
acteristics that make them susceptible to noise. The noise can be random or
white without coherence, or it can be coherent noise introduced by the device’s
processing mechanism or algorithm.

Face detection:
Face recognition is a computer technology used in applications to recognize faces
in digital images. The Viola—Jones object detection framework is the first object
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detection framework proposed by Paul Viola and Michael Jones in 2001, which aims
to provide a competitive real-time object velocity. Although he may be trained in the
discovery of different kinds of objects his primary motivation is facial recognition.

Feature extraction:

Pattern recognition is a branch of machine learning that focuses on pattern recognition
and data regularity; although in some cases, it is considered almost synonymous with
machine learning. Unlike LBP, it does not limit the pixel threshold to 0 and 1, but
uses a threshold constant to limit the pixel threshold to three values. The result of
using k as the threshold constant, c as the value of the central pixel, and using the
adjacent pixel p as the threshold.

Convolutional ~ Neural  Network:  Convolutional =~ Neural = Network
(ConvNetal/CNN) is a deep learning algorithm that can absorb input images,
assign meaning (learnable weights and deviations) to different aspects/objects in the
image, and can distinguish them from each other. Compared to other classification
algorithms, the pre-processing required in ConvNet is much lower. In the original
method, filters are manually designed, and after adequate training, ConvNets can
learn these filters/features. The architecture of ConvNet corresponds to the connec-
tion pattern of neurons in the human brain, which is inspired by the organization
of the visual cortex. A single neuron responds only to stimuli in a limited field of
vision called the receptive field. The collection of these fields overlaps to cover the
entire visible area.

5 Experiments and Results

Acceptance of form can be divided into two stages: removal of structure and clas-
sification of form. This experiment obtained 150 imagery of each facial expression
or used the expanded Cohn-Kanade data [3] as experimental data. We first divide
this data into two sections, of which 50 imagery is used as a test case, or another
part is used as a training series. On the other hand, as part of the face shape, we
use the DRLBP mapping method to condense the dimensionality of work on the
image or use neural networks to match the shape. On the other hand, we use two
categories: CNN for organization and acceptance. In the experiment, the image must
be placed in advance, and the Cohn-Kanade expression data contains a series of
motion pictures from the beginning of the speech to the mature expression. For more
accurate results, select the image for the face moving forward and not be blocked
or shaken. This research introduces the facial expression recognition method, which
can semi-automatically extract and classify facial expressions from an image dataset.
In this study, the data set is first used, and the quality of the extracted expressions
is evaluated. Then the digital representation of the extracted facial expressions is
presented to the machine learning algorithm, and the ability to automatically predict
is evaluated [14].
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In the experiment, the image should be preprocessed initially, or the Cohn-Kanade
phrase folder is poised of a series of exploit images from the opening of appearance
to the phrase of mature as shown in Fig. 3.

Noise diminution is the procedure of confiscating noise from a signal. All
recording equipment, counting analog, or digital cassette, has features that make
them vulnerable to noise. The noise can be haphazard or white noise without consis-
tency or rational noise established by the tool mechanism or indulgence algorithm
shown in Fig. 4.

A lot of data is used to represent images, so image analysis needs a lot of memory
and therefore requires more time. To reduce the amount of data, a series of functions
are used to display the image. The exploitation of features is a kind of original
pattern acceptance, which is very important in pattern recognition. This process
brings out some features, such as color, shape, and structure. The feature contains
the information related to the image and will be used in the image shown in Fig. 5.

This quality describes the structure of the image. This component also detects the
object’s face in the identify face county or changes or resizes the face. As shown in
Fig. 6.

The feature extraction component is used to create face illustration, here, DRLBP
is used to feature extract as shown in Fig. 7.

This means we need to reduce the size of the DRLBP code. In the high-dimensional
space, we can use some mathematical transformation methods to convert the original
high-dimensional space into a low-dimensional subspace. As this sample density
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Fig. 5 GUI Window Filter Image
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increases, the distance calculation is in this way more convenient and easier to
learn, and the distribution or embedding of the low-dimensional sub-area is more
closely related to the learning task. There are some limitations to the robustness
of monotonous grayscale changes and computational efficiency. For example, it is
sensitive to noise and only takes into account the difference in character characteris-
tics between the center pixel and the neighboring pixel. And the size of the difference
will not be taken into account. Therefore, it will inevitably lose some information.

Feature extraction is a primordial nature of pattern appreciation, or it is essen-
tial for pattern recognition. The last assurance compute module is committed to
recognizing whether gratitude product is exact or not pursued by classifier shown
in Fig. 8. Our approach is more reasonable and avoids the irrationality of dividing
a whole organ into small pieces in a fixed-size block. Our approach also solves the
problem of small size block method which will ignore the information of the local
expression. Then, in order to discuss the correspondence between the local region
and the facial features, we select different expression areas for the experiment. Under
the condition of only retaining eyes and mouth regions and covering other regions,
the specific situations of identification.
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6 Performance Analysis

Process performance is measured by performance indicators such as accuracy,
sensitivity, specificity, or time expenditure.

TP—is a total number of properly confidential prospects (true positive).

TN—is a total figure of pre-classified prospects (true negative numbers).

UN is a total number of false negatives and accounts for the wrong number of
forefront pixels confidential as background (false negatives).

FP—is the entire number of false positives, which means that the pixel is imper-
fectly confidential as foreground (false positive). The presentation value is considered
for each image of the input video based on the above indicators.

Accuracy: Accuracy in arrangement troubles is the number of accurate predictions
made by the model over all kinds of calculations made.

Accuracy = (TP 4+ TN) / (TN + TP + FN + FP)
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Sensitivity: A test’s ability to correctly identify those with the disease (true positive
rate). Measures the proportion of actual positives that are correctly identified.

Sensitivity = TP/(TP 4 FN)

Specificity: The ability of a test to acceptably recognize those without infec-
tion (true negative rate). Measures percentage of actual negatives that are correctly
identified.

Specificity = TN/(TN + FP)

F-measure: F metric (F1 number or F-number) is measured by the test’s validity
and is defined as the mean of the similarity and memory of the test.

f_measure = 2 x ((precision * recall)/(precision + recall));

The results show that eyes and mouths can distinguish expressions better than
other areas, especially when they are angry and disgusted. As shown in Table 1, the
classification number of each facial expression after adding the area to the left cheek
is described in detail. Similarly, Table 2 shows that when the forehead is expressed,
the forehead area is different from the cheek area. This result also supports the
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Table 1 Confusion matrix and automatic facial expression recognition performance

Classification Accuracy Specificity Sensitivity

Proposed work SVM 85 99.83 99.63
Previous work CNN 94 100 90.32
Table 2 Comparison of the results obtained with existing solutions

Normal Cool Surprise Closed Mouth Smile
Normal 20 05 0 0 0
Cool 2 25 0 1 0
Surprise 0 25
Closed Mouth 1 0 24 4
Smile 0 0 1 25

conclusion that people in cognitive neurology mainly recognize expression through
their eyes and mouth.

This part of the expression is not among the seven discrete expressions. Volunteers
say this is a complex outcome composed of different emotions. Table 2 shows that
the forehead area is different from the cheek area in terms of expression of emotions.
This result also supports the conclusion that people in cognitive neurology mainly
recognize facial expressions through their eyes and mouth.

7 Conclusion

This paper mostly studies the technique of recognizing facial expressions based
on difficult neural networks. By building a difficult neural network model, facial
expressions can be standard or confidential. According to unique expression sets,
face recognition applications can call singular model files for emotion recognition,
providing theoretical and practical references to face recognition research. Experi-
ments show that the satisfaction rate in this face shape is higher than 70% when used
in training and higher than 80% when it is possible to apply a test with good results.
The main emphasis has been given to face recognition problems via clarification
variance in images, expression variance, and moderate pose variations in the present
research work. As multiple images of a person may not be available for training in
most practical scenarios, attempts have been made to design algorithms in such a
way that a minimal number of images of a person is required for face recognition.
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Chapter 4 )
Post-Stroke Readmission Prediction Guca i
Model Using Machine Learning

Algorithms

Lavanya Kommina, Prasannavenkatesan Theerthagiri,
Yogeshwari Payyavula, Prudvi Sai Vemula, and Gurram Deekshith Reddy

Abstract Heart Stroke or Ischemic Stroke occurs whenever the blood flow in the
brain is interrupted. Stroke is one of the major causes of disability and even mortality
in India. The patients who are already affected with the stroke have the chances of
readmission. Readmissions after stroke leads to several problems to the patients and
to the hospitals. The problems for patients can be anything like medical costs, health
risks, any disabilities, or mortality to the patients. The main problem for the hospitals
is availability of resources to treat patients. We were considering various risk factors
to predict the chances of post-stroke readmission for the patients. The factors include
age, gender, body mass index, hypertension, average glucose level, resident type. The
total of 40,000 individuals was considered in the analysis. The main objective of this is
to analyze the stroke patient’s details, based on that we will predict which algorithm is
giving the best result. The algorithms used for predicting this model are Naive Bayes
classifier (NBC), K-Nearest Neighbor algorithm (KNN), Support Vector Machine
algorithm (SVM), Logistic Regression algorithm (LR), Random Forest algorithm
(RF). The algorithm which is giving highest accuracy will be considered as the best
suitable algorithm for predicting this model. When compared to all the algorithms,
SVM algorithm has given the highest accuracy which is 98.10%. And, the algorithm
which is giving the least accuracy is Naive Bayes which is 93.90%. And, the scores
of SVM for precision, recall, F1 score, and AUC score are 0.45, 0.5, 0.49, and 0.5.
This analysis helps to reduce the mortality rate.
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1 Introduction

Stroke is one of the leading diseases which causes disability and even mortality to
many of the people worldwide. In many of the stroke survivors, it leads to recurrence
of stroke. This increases the burden on affected patients as well as on the health care
system [1].

Stroke is similar to heart attack, but when the blood supply in the brain is inter-
rupted, then it occurs. According to WHO, 15 million people are suffering from the
stroke worldwide. And, 5 million people die every one year. So, after-stroke read-
mission not only leads to disability of the patients and mortality but also leads to
an increase in their overall medical costs. So, predicting readmission after stroke is
very important [2].

Also, for hospital performance, readmission and mortality are the important indi-
cators. Stroke will last only for a few minutes. But several symptoms last only for
one day. These include the paralysis in faces, legs, etc. Readmissions to different
hospitals admission within 30 days or 90 days and also it can occur either at the
same hospital or different hospital. So, the models should be implemented by using
hospital-specific methods with hospital-specific information [7, 10].

For determining the efficiency and quality of hospital healthcare system, readmit-
ting to the hospital after discharging is one of the important factor. Readmission rates
are more in stroke patients worldwide. So, we have to concentrate on this [3]. So,
reducing readmission has become one of the active areas in medical literature. And
also, health care administrators have been developing several health care policies for
proper decision making in the hospitals [4].

And, there are many machine learning algorithms which have been used to
improve patients’ health by early detection of the patient’s condition and giving
treatment to them [5].

And, there can be a number of variables which can be incorporated because all the
calculations in machine learning can be performed by computer. So, these all advan-
tages made machine learning most suitable for the medical field. This project makes
use of machine learning algorithms in order to accomplish the accurate predictions
[6]. Machine learning algorithms give accurate results.

Several risk factors are responsible for the heart stroke. Some of the risk factors
can be controlled and some of the risk factors cannot be controlled. The risk factors
which cannot be controlled are age, heredity, gender, etc. The factors which can be
controlled are lifestyle choices and health conditions like high blood pressure, excess
weight, smoking, alcohol consumption, etc.

And, also there are several risk factors that were identified from several years; they
are socio economic factors, alcohol consumption, drug usage, etc. And recognizing
all these factors can be used to decrease the stroke [7]. The main contribution in this
paper is to develop a best suitable method for stroke prediction of patients.
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2 Related Works

In recent years, there were different works published based on Machine Learning
algorithms for stroke prediction. Ling-Chien Hung et al. [8] in the paper A Machine
Learning Approach to Predict Readmission for mortality in patients hospitalized for
stroke or ischemic attack stated that Now-a-days heart stroke is the major cause of
death and it leads to disabilities for many people. So, they proposed readmission
after stroke leads to several problems to the patients and to the hospitals. It increases
the mortality and disability rate and also medical costs for patients. Predicting the
risk for readmission and also the factors which are responsible for readmission are a
must needed for quality treatment and resources required for that treatment. Several
factors included in this research paper are age, visits, BMI, severity, etc. The model
is predicted using several algorithms like CART, KNN, LR, MLP, NB, RF, and
SVM. In many of the health-related data sets, the class is imbalanced, so many cost-
sensitive learning and data resampling methods are used to balance. In this study,
they compared several prediction models using various machine learning techniques.
And, among these, data resampling methods under sampling method has given better
performance for prediction of ML techniques. Smote has given lesser performance.
While compared to other models, “Naive Bayes and logistic regression” algorithms
have given more accuracy [8].

Yu-Ching Chen et al. proposed a model named Machine learning algorithms to
predict 30-day readmission in patients with stroke. The main purpose of this research
is to find the accuracy of the Artificial Neural Networks (ANN), K-nearest Neighbor
(KNN), Naive Bayes Classifier (NBC), Support vector machine (SVM). Among all
these algorithms, ANN has given the highest accuracy. And also, it suggested that the
patients before discharging from the hospital should be known about their recovery
factor and possible outcomes. This analysis helps to reduce the mortality rate as
well as disability rate. The main idea is to find the risk factor of the person who
is already affected with the stroke and also finding the accuracy of the algorithm.
Previous analyses were mainly performed using a single medical center data set, but
this study used data from several other medical institutions so that it provided a much
more accurate result. Using the KNN model, we can get accurate results from noisy
data sets as well. If we use several other predictive factors or attributes with the ANN
model, we will get much more accurate models [4].

Joon Nyung et al. proposed a model named Machine learning-based model for
prediction of outcomes in acute stroke. The main purpose of this research, which is to
predict the outcomes of long-term Ischemic Stroke patients, helps us to make several
decisions, so the machine learning techniques are adapted because they give high
accuracy results. Favorable outcomes were mainly defined by ranking scale score.
They developed three models by using machine learning techniques named Deep
Neural networks, Random Forest, Logistic Regression. And, they should compare
the predictable outputs of those and should find which has the highest accuracy. By
this, it is proven that unpredictable solutions can also be predicted by using Machine
Learning algorithms. Models are trained with all variables to classify patients to
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get favorable outcomes. Among all the three techniques, Deep Neural networks
gave better performance when compared to other models. So, the main purpose of
this study is to predict the outcome of Ischemic stroke patients by applying several
Machine Learning techniques [6].

Pattanapong et al. proposed a model named Long Short-Term Memory Recurrent
Neural Network for Stroke Prediction. EHR (Electronic Health Record) gives more
details about patient’s physical, mental, lab results, etc. And also, there is a code
(ICO-10) for each and every patient. Several data mining techniques are used for
analyzing patient’s records. RNN (Recurrent Neural networks) is used in machine
learning bioinformatics. Firstly, they included the (ICO-10) code and other important
risk factors into the model for prediction. In this EHR, they consider the factors such
as gender, DOB, clinical operation, operation date, diagnosis, code, diagnosis type.
Here mainly, they predicted using EHR and Deep learning techniques. Accuracy rate
mainly depends on the size of sample. The result is more reliable if there are large
data sets. So, the LSTM algorithm is more suitable for predictive analysis of stroke
[9].

Pattanapong Chantamit et al. proposed a model named A Case based reasoning
framework for prediction of stroke. They stated Now-a-days stroke is the 3rd common
disease of death all around the world. And patients who are surviving also face so
many problems. There are several health conditions and lifestyle factors that have
been identified as the risk factors. They can be changed, less well documented, and
some are unchanged like age, heredity, race, gender, prior stroke etc. Recognizing
these types of factors, like diabetes, smoking, alcohol consumption, location, either
rural or urban, can reduce the occurrence of stroke. CBR (Case-Based Reasoning)
Algorithm is used for solving this problem. It has four steps, retrieve, reuse, revise,
retain. From this CBR, it will determine the cases that develop the stroke so that the
burden can be reduced on patients. And also, it compares the stroke patient’s risk
factors like BP, smoking, etc. And also, it gives suggestions, warnings to patients,
because strokes do not have warning signs. For complex data, CBR is applied by
using Machine learning and data mining techniques. And, it uses KNN algorithm
with weighted-feature technique to compare and retrieve previous cases and new
cases. It has six main framework processes, clustering, retrieval, reusing, prediction,
retain, revise [7].

Ashan Rao et al. have proposed a paper named Systematic Review of hospital
Readmissions in Stroke Patients. This paper stated that the main aim of this study
is identifying the common causes and patterns which are responsible for stroke
patient’s readmission by using hospital patients’ stroke patient’s data. They collected
2,126,627 individuals’ data. They found that some of the common and important risks
are age, infection, cardiac conditions, and history of heart disease, diabetes, and high
blood pressure. This study investigated causes and their sequence of readmission
among strokes. Kidney and urinary tract infections and other gastrointestinal discards
are more common in stroke patients [1, 20].

Domenico et al. have proposed a paper named Machine Learning to predict
mortality after rehabilitation among patients with severe stroke [21]. They stated that
this stroke is the leading disease which causes death worldwide. The main aim of this
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model is to identify the performance of machine learning tree-based algorithms and
by using a logistic regression algorithm, Random Forest. The model which has been
developed by using LR has achieved 0.745 of AUC and total accuracy achieved was
75.7%. RF has achieved 0.928 of AUC and total accuracy of 86.3%. So, among all the
three algorithms, RF algorithm has achieved the higher AUC and highest F measure.
They stated that approximately (20-25)% of stroke-attacked patients have severe
disabilities. And also, ML algorithms may also be used for screening, diagnostics,
prognosis, purpose [3].

Damien Echevin et al. have proposed a model named Hospital Readmission is
highly predictable from DL. They stated that readmission is very costly and existing
models which have been developed are moderate in predicting readmission of stroke
patients. They thought of developing a model which has a better chance for readmis-
sions. They have taken 1,633,099 individual data between the year 1995 and 2012.
They measured the performance by using AUC. They have developed the model using
five algorithms, namely, Simple Logistic Regression, Decision Trees, Naive Bayes,
Random Forest, Deep Learning. Among all the above algorithms, Deep learning has
given the highest accuracy. Random Forest also almost reached the accuracy of Deep
learning. The AUC reached 78% of hospital admission for these two algorithms [7].

3 Introduction

3.1 Data Sources

We have collected the stroke dataset from Kaggle repository [18]. Our dataset
contains a total 43,400 individual’s patient information of which 17,724 are male
and 25,665 are female, and others are 11. The dataset contains a total of seven
features. The list of attributes of our stroke dataset is given in Table 1. The attributes
in our dataset are age, resident type, BMI, hypertension, glucose level, gender, and
stroke. It is very difficult to find a symmetric dataset.

Table 1 List of attributes of the Stroke dataset

Attributes Description

Age Age of the patient

Hypertension Blood pressure of the patient

BMI Body mass index is a measure of body fat based on height and weight of
the patient

Gender Sex of the patient (Female or male)

Average glucose level | Glucose levels of the patient

Residence type Where the patient lives (urban or rural)

Stroke The patient is affected with stroke or not
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3.2 Classifiers

In this proposed work, we used five algorithms to prepare a model and to predict
whether the person is affected with stroke or not. The algorithms which we have used
are KNN, LR, SVM, NB, RE.

KNN Algorithm (K-Nearest Neighbor) is a ML algorithm which is related to
supervise learning. It is used for both classification, regression, and also for missing
imputation [13]. It is the simplest one when compared to all other ML algorithms [5].
It is a simple, valid, and non-parametric algorithm [12]. It is also known as “Lazy
learner algorithm.” It stores the trained data, whenever a new instance is given to test
based on the similarity, it will put the new instance into the most suitable categories.
So, at last prediction can be done by using searching the entire training data [16].
There are several distance metrics that can be used for KNN. In our model, we used
Euclidean distance. In our model, KNN algorithm is used to classify whether a person
or patient is affected with stroke or not i.e., (yes/no). It takes the distance in test data
and calculates its distance with trained instances by using the Euclidean distance
formula.

Naive Bayes Classifier is a machine learning algorithm which is related to super-
vise learning. It is mainly used for solving the classifier problems. For making quick
and fast predictions, this is the simplest and effective algorithm [11]. Based on the
probability, it predicts the output. It is mainly related to Bayes theorem. The main
advantage of using NB is it can handle the dataset which contains many attributes or
columns [14]. In our model, it is used because it gives high scalability. And, Bayes
theorem is mainly used to find out the conditional probability of occurring event to
the probability of an event occurred [5]. Why do we choose NB to be our model?
Because the data set is large and we want to get more effective output. In our model,
we will give the new instance or record of the patient. Then, it will calculate the
probability of each and every attribute in the record. Then it decides the record of
the patient belongs to which class, i.e., (yes/or).

Logistic Regression is a ML algorithm which is related to supervise learning
technique. The outcomes of LR are discrete or categorical values [5]. LR is mainly
used for solving classification problems. There is a logistic function which is used
in LR to predict which has the maximum value (either O or 1, yes/no, etc.). The
curve is used to predict those outputs. In our model, the logistic function is used to
predict whether the person is affected with stroke or not. Here, we use the concept
of threshold value, the new instance, or record of what we have given will appear in
the form of a curve; if the curve falls above, then it is yes, if it falls below then it is
no, with respect to stroke [16].

Random Forest is a ML algorithm belonging to supervised learning. It is used for
both classification and regression. It is an ensemble learning method [5]. It has many
numbers of decision trees, and it takes an average of all to predict the accuracy of
the dataset. RF tables a prediction from each tree and considers the votes of all. And
which has more votes, then it will predict according to that. If there are many numbers
of trees, then it gives the highest accuracy [16]. In our model, RF is used because it
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takes less time for training. RF has succeeded in many real-time applications [15].
As our dataset is very large, this algorithm predicts output with the highest accuracy.
As our dataset is having many missing values, it works well for that. Firstly, we will
give new instances, and then it will make the prediction for each decision tree, then
it assigns the data points to the new category, then based on the votes of all decision
trees, it predicts the output [16].

Support Vector Machine (SVM) is a supervised ML algorithm. It is used for both
classification and regression problems. Here, hyperplanes are used. Hyperplanes are
nothing but these are the decision boundaries which helps us to classify new instances
[17, 19]. So, it finds a hyperplane in a N-dimensional space that classifies our data
points. In our model, we will give the new instance for testing, then it outputs the
hyperplane. This line is a decision boundary, it will classify whether the person is
affected with stroke or not. If the new instance falls under one side, then it is classified
as a person affected with stroke. If it falls on another side, then it is considered as a
person not affected with stroke.

3.3 Data Preprocessing

Our dataset contains string values and integer values. For processing the data, the
values should be only integers. We will convert all the string values to integer values,
like in gender, we will replace “male” with “1” and “female” with “0,” and in resi-
dence type, “rural” as “1” and “urban” as “0.” We have also replaced null values
with mean values. After preprocessing, we will use the preprocessed dataset to find
the accuracy of machine learning algorithms. The given Fig. 1 represents the overall
flow of the proposed model.

e Firstly, we have collected the dataset of patients who are already affected with
stroke.

e And, we have done data preprocessing for the dataset what we have collected,
i.e., cleaning and preparing the dataset for model prediction.

e We have trained five different prediction models using five different algorithms
(KNN, SVM, LR, NB, RF).

® And, then we tested the training model.

And, we have calculated the accuracy of models by using different performance
metrics to validate the models.
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Fig. 1 Flow of proposed model

4 Experimental Results

To evaluate the performance of our model, we have used several performance metrics
such as Accuracy, Precision, Recall, Confusion matrix, F1 score, and AUROC score.
Classification accuracy is nothing but the number of correct predictions made as a
ratio of all predictions made [17].

Accuracy = TP 4+ TNTP + FP + FN
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F1 score will give us the harmonic mean of precision and recall. Mathematically,
F1 score is the weighted average of the precision and recall. The best value of F1
would be 1 and worst would be 0. We can calculate F1 score with the help of the
following formula:

F1 Score = 2 x (precision * recall) /(precision + recall)

Precision, used in document retrievals, may be defined as the number of correct
documents returned by our ML model.

Precision = TP/ (TP 4 FP)
Recall may be defined as the number of positives returned by our ML model.
Recall = TP/ (TP 4 FN)

A confusion matrix is nothing but a table with two dimensions viz. “Actual” and
“Predicted,” and furthermore, both the dimensions have “True Positives (TP),” “True
Negatives (TN),” “False Positives (FP),” and “False Negatives (FN)”” as shown below
Actual Predicted. It is the easiest way to measure the performance of a classification
problem where the output can be of two or more types of classes. Figure 2 illustrates
the confusion matrix.

Performance of all the five algorithms is shown in Table 2. From the above table,
we see that accuracy of KNN algorithm is 97.9%, random forest algorithm is 98.08%,
NB algorithm is 93.90%, logistic regression and SVM have 98.10% (Fig. 3). Figure 3
illustrates AUROC score for the algorithms.

Confusion matrix of all algorithms:

Figures 4, 5, 6, 7 represent the confusion matrix of the algorithms SVM, LR, RF,
KNN, and NB, respectively.

TP: Predicted result is positive and it is true. The proposed model predicted that
the patient is affected with stroke, and actually, he is affected with stroke.

Fig. 2 Confusion matrix Actual Values

Positive (1) Negative (0)

Positive (1) TP FP

Negative (0) FN N

Predicted Values
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Table 2 Detailed performance of all five algorithms

L. Kommina et al.

Algorithm Accuracy Precision Recall F1 score AUC score
SVM 98.10 0.532 0.5 0.49 0.54
KNN 97.99 0.536 0.502 0.501 0.502
RF 98.08 0.657 0.506 0.507 0.506
NB 93.99 0.539 0.604 0.552 0.604
LR 98.10 0.53 0.5 0.495 0.5
Fig. 3 AUROC score for all
the algorithms AUROC Score

Fig. 4 Confusion matrix for

support vector machine
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TN: Predicted result is negative but actually it is true. The proposed model
predicted that the patient is not affected with stroke but actually he is affected with

stroke.
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Fig. 5 Confusion matrix for
K-nearest neighbor

Fig. 6 Confusion matrix for
random forest classifier

Fig. 7 Confusion matrix for
Naive Bayes algorithm
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FP: Predicted result is positive but actually it is false. The proposed model
predicted that the patient is affected with stroke but actually he is not.

FN: Predicted negative and actually it is false. The proposed model predicted that
the patient is not affected with stroke, and he is actually not affected with stroke.

True positive for all the algorithms is high when compared to TF, FP, and FN.
And, among all the algorithms, SVM has given the highest result for True Positive.

The SVM algorithm predicts the 7881 True positives, and it is high when compared
to all the other algorithms.

5 Conclusion

In this paper, a large dataset of stroke-attacked patients has been analyzed. Five
different classifiers such as KNN, RF, NB, SVM, and LR were used for detection
of the stroke disease. Based on the performance analysis of all the algorithms, SVM
performed better than all the other models. And Naive Bayes has given the least
accuracy among all the other models. The proposed model suggests that it might help
people to know prior to being affected with stroke. In this paper, we have analyzed
several parameters of the stroke patients, based on the patient details and past disease
history. Moreover, this work has analyzed larger patient records with the patient
attributes such as age, gender, hypertension, resident type, average glucose levels,
and BMI. Even though a large number of patient records and several attributes were
analyzed, the proposed model produces 98.10% of accuracy and higher true positive
rate. Further, the result shows that among all analyzed algorithms, the SVM algorithm
for stroke readmission gives accurate results. And, also this model helped the patients
to find the risk factors which are mainly responsible for re-occurrence of the stroke.
In future work, this model will be extended to analyze several other parameters of
the patients using deep learning algorithms with optimization techniques.
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Chapter 5 ®)
Handwriting Recognition Using Deep oo
Learning

Shubh, Muskan Agarwal, Fardin Hassan, Garima Pandey,
and Soumalya Ghosh

Abstract Handwritten figure recognition, whether it has characters or digits, has
been a problem for a very long time in the department of design/pattern recog-
nition and their classification. There are traditional techniques that have created
Optical Character Recognition (OCR) systems in the 1950s, which were more costly,
platform-dependent, and heavy in size. With the active contribution, it becomes
possible to develop more efficient techniques. Now, it is also possible to use and
contribute at the same time. One of the most prominent modern techniques is focused
on segmenting individual handwritten text, i.e., Convolutional Neural Network
(CNN), a technique of deep learning. In this experimental analysis, our motive is
to spot the impression of the deep learning technique, and predict written digits and
characters from O to 9 and a/A to z/Z when a set of lakhs of samples of EMNIST
are given as an input. The major goal of this paper is to contribute to this topic,
providing efficient and steady procedures for the identification of handwritten alpha-
numerals. As we all know that everyone has a different form of writing digits and
characters, humans will acknowledge simply except for the computer; it’s relatively
a troublesome task. Therefore, the neural network-based approach comes into the
picture, which is a technique based on how humans recognize any imagery. The
machine can recognize too and become much more accurate from its experience.
The model is trained by using convolutional neural networks. The general system
accuracy obtained was 99.40% (digits) and 94.45% (characters).

Keywords Optical Character Recognition (OCR) - Handwriting recognition -
Convolutional Neural Network (CNN) - Deep learning
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1 Introduction

Handwritten characters or digit recognition can be used within the fields of medicine,
schools or colleges, banking, and in other different fields in the form of the ability
to store, read, write material, access, etc., and to ease up many processes. Earlier
machine learning techniques such as Neural Network, Support Vector Machine
(SVM), Random Forest, etc., are used as classification techniques. As the tech-
nology is advancing day-by-day, new advancements within the field of component
and economic analysis in the computer science field also came to the limelight, where
the booming field of data science gave emergence to Deep Learning. As per the latest
published articles, the use of deep learning techniques for character/digit or pattern
identification is becoming much more popular. The reason behind its popularity is
the improvements in its performance within the field of pattern recognition.

There has been lots of research on the recognition of handwritten characters
and digits, but still, this problem has persisted due to a variety of handwritings
or data emerging day by day, which intern affects the effective accuracy. During
this experimental analysis, the written character recognition is going to be done
by employing a convolutional neural network and TensorFlow. Analysis within the
handwriting recognition field is targeted with deep learning techniques as weapons
helped many to achieve breakthrough performances, within the past few years. Still,
the growth in the number of written facts and therefore the requirement or availability
of better processing model power remains in demand, though for more improve-
ment in recognition accuracy, it deserves further investigation. Convolutional neural
network (CNN) is a special deep learning technique by which one can detect the
design of the written symbol such as digits and characters. in ways that facilitate the
automation in the field of extraction, giving distinct choices and producing the fore-
most appropriate solution for finding handwriting recognition problems. The goal is
to test the CNN model on larger datasets to lookout different patterns and work on
its accuracy conjointly.

2 Dataset

The MNIST or Modified National Institute of Standards and Technology [1] is the
collection of handwritten numbers with many different handwritings in the form of
structured data. Here, we have used EMNIST or Extended-MNIST, which is the
bigger picture of the collection, having handwritten numbers as well as handwritten
alphabets. These structured collections are derived from the NIST Special Database-
19. In these collections, the image of a handwritten symbol is transformed into a size
of 28 x 28 (length x breadth) layout, and a dataset shape that immediately suits
the dataset is used. The set of structured data used in training a model has 697,932
images and to test the model it has 116,323 uppercase and lowercase alphabets and
numeral images from O to 0039 that are labeled. The testing set and the training set
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Fig. 1 Types of images used in this research

are to be had withinside the shape of the listing inside a listing. Each object of the
outer listing depicts an image and the internal listing shows the depth value of 784
pixels (due to the fact that the scale of the image is 28 x 28 pixels) starting from O to
255. The testing images and training images are generally used as grayscale images.
Both the testing images in addition to training images are turned horizontally by
rotating at 90 degrees clockwise. Y train and Y test are formed arrays that comprise
numbers ranging from O to 61 depicting a particular symbol. Here, 0-61 numbers
represent 10 numbers from O to 9, plus 26 alphabets both in uppercase and lowercase
(Fig. 1).

3 Methodology

3.1 Convolutional Neural Network (CNN)

CNN is a special category of deep learning that has attracted a great deal of interest
in current studies. It can routinely extract high-degree features from the raw input,
which is a great deal with greater effect. Hence, it further added bigger upgrades in
some parts of its process—like image partitioning [2] and identification [3]. In the
prediction part, CNN has already been hired in lots of working segments, and its
performance has exceeded it in large part already.
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Let’s begin from the start, from where CNN came into the picture, a compa-
rable framework which consists of learning from their labels (or teacher) commonly
referred to as supervised, followed by the machine learning (ML) models. CNN
was born from this learning pattern technique. Illustrative models like DNCON2
[4], DeepContact [5], RaptorX [6], etc. These models’ capabilities can be divided
dimensionally as the features that got extracted from both horizontal and vertical
planes.

The former traits were related with the rest of the series and encompass HMM
profile produced from Hhblits, expected another layout, and worthy readiness. Final
capabilities have speculated effects of unsupervised learning models, together with
PSICOV and mfDCA. Later to get a tridimensional matrix ‘m’ for convoluting action,
the unidimensional attributes of remains, ‘a’ and ‘b’ withinside the series are merged
to the structure of the latest unidimensional function tuple that is then localized in
‘m(a, b)’. Through this, the 1-D features of remainder enclosed by the association
of the remainder a and b are taken into consideration through the convolution opera-
tion while predicting whether a and b are in touch. Later, the bidimensional features
are merged with ‘m’ alongside the passage size to produce the last tridimensional
matrix. The deep learning architectures hired withinside the prediction models are
specifically residual networks (ResNets) [7] that are broadly utilized in the disci-
plines like image analysis and NLP. Because of the top-notch capabilities of CNN
in attribute detection and pattern identification, the overall improvement of these
models is remarkable (Fig. 2).

3.2 Callback APIs

A callback [8] is an objective that may carry out different movements at diverse
degrees of training (e.g., on the beginning or cease of an epoch, and earlier than or
after a single batch).

You can use callbacks to

e Write TensorBoard logs after each batch of education to reveal your metrics;

e Periodically keep your version to disk;

e Do early stopping to get a view on inner states and data of a version at some stage
in training...and more.

Here, we’ve got used to ModelCheckpoint, EarlyStopping, and ReduceLROn-
Plateau.

ModelCheckpoint [9]. It is a callback API, used to preserve the model that
shows the best performance among the rest. Generally, the word ModelCheckpoint
comprises two words model and checkpoint. In combination, we can say that it
marks the checkpoints on the basis of the performance of the model. The checkpoint
represents the best performance of the model recorded across multiple epochs. To
maintain and to declare whether the model is good in comparison to others, this API
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Fig. 2 CNN architecture
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maintains a file to cross-check the best one out. A few alternatives this callback gives

include

e FEither it simply preserves the model that has shown great accuracy so far, or may
not keep the model on the cease of each repetition of the learning cycle no matter

what is efficient.

e The frequency has to store. Currently, the callback helps to save, on the cease of
each repetition of the learning cycle, or after a set range of training blocks.

e Either best weights are preserved, or the entire version is preserved.

EarlyStopping [10]. It is a callback API used to stop the training of the model
when it stops to improve in its judging terms such as validation accuracy in our case.
Not only does it help in getting the output on time but also helps the model to not
overfit the data, as the aim is to decrease the loss also. For instance, the metric to
be monitored is ‘loss’, which should be minimum. When we train the model, it will
make count of loss on each epoch of the phase. If it seems on further epochs the value
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is not changing or minimum value is already being evaluated, then it will terminate
the training.

ReduceLROnPlateau [11]. It is a callback API used to lower the rate of learning
while the model’s performance seems to be constant or no change after a certain
level of patience mentioned by the user. The word ReduceLROnPlateau consists of
four words, namely reduce, learning (L), rate (R), on (On), and plateau, which in
combination means that reduce the learning rate after reaching a certain condition.
Generally, models get benefitted from lowering the learning rate, as it allows the
training in a better manner. Here, we’re going to monitor validation accuracy.

3.3 Confusion Matrix

A Confusion matrix [12] is a square matrix of an N x N dimensions, used for
comparing the overall performance of a class model, wherein ‘N’ is the range of
goal classes. The matrix compares the real target values with the ones anticipated via
the way of means of the machine learning model. The rows constitute the anticipated
values of the goal variable. Confusion matrices are usually used to verify and visualize
important predictions to analyze recall, specificity, accuracy, and precision. Confu-
sion matrices are beneficial as they supply direct comparisons of values between
True-Positives (a), False-Positives (b), True-Negatives (c), and False-Negatives (d).

Accuracy =(a+c)/(a+b+c+d) (D)
Precision = a/(a + b) 2)
Recall = a/(a + b) 3)

When an element in a matrix is not a part of its diagonal elements, then it leads
to an error.

Error Percentage = (errorx100)/(a + b+ c + d) 4)

As per the learnings, we have calculated accuracy and error percentage on the
basis of the confusion matrix so that we can have a much clearer picture of our
model. For the first one, we got on the basis of our original model and the second
one is depicting its improvement. From Figs. 3 and 4, we can see that it has exceeded
the accuracy from 99.0476 to 99.4047%, by addition of approximately 0.4%, and
reduced the number of errors from the validation set.
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Fig. 3 Confusion matrix Confusion Matrix:
before image augmentation
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Fig. 4 Confusion matrix Confusion Matrix:
before image augmentation
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3.4 RMSprop and Adam

As our purpose is to decrease the cost function with the aid of locating the optimized
cost for weights, we additionally wanted to make sure that the set of rules generalizes
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properly. This will assist in making a higher prediction for the statistics that changed
into now no longer visible before.

Optimizers replace the load parameters to decrease the loss function. Loss function
acts as a route to the destination (value), tells the optimizer if it is shifting too far
from the original value, to attain its minimum value. Here, we’ve used RMSprop and
Adam optimizers.

RMSprop [13]. The core of this optimizer:

e Sustaining the active state of the mean of (gradients)?.
e Dividing the gradient by the mean’s root.

This application of this optimizer is to make use of undeniable momentum, now no
longer Nesterov momentum. The targeted model moreover keeps a shifting common
of the gradients and makes use of that common to estimate the variance [14].

e, = pe, — 1+ (1 — p)*st’ (5)
Aw, = _(lr/(et+€)1/2)*sz (6)
Wi = wy + Awy, @)

Ir: learning rate

e;: Exponential mean of quad of the slope

s;: slope at time t along parameter wi.

In Eq. (5), we calculated an exponential mean of the quad of the slope. Seeing that
we perform it one after the other for every criterion, slope s, right here correlates with
the estimate or factor of the slope alongside the course acted for via the means of the
criterion we’re upgrading. To do that, we increase the radial growth mean calculated
until the closing replaces from a hyper-parameter, depicted via the symbol ‘z’. We
then produce the quad of the latest slope with (1-z). After that, we upload them
collectively to obtain the exponential mean until the modern time-step. The reason
why we are using exponential mean is due to the fact as we are seeing, momentum
example, it facilitates us to contemplate the extra latest slope updates other than the
much least latest ones. The additives of the slope alongside weight-1 are much larger
than those alongside weight-2. Since we make their quad and include them, they do
not cancel out, and the exponential mean is massive for weight-2.

In Eq. (6), we determined our step length. We flow withinside the course of the
gradient, however, our step length is laid low with the exponential mean. We selected
a preliminary learning rate Ir, after which we divide it with their mean. In our case,
for the reason that the common of weight-1 is much larger than weight-2, the learning
step for weight-1 is much lesser than that of weight-2. Hence, this could assist us to
keep away from bouncing among the ridges and flow closer to the minima.

Equation (7) is simply the replace step. The hyper-parameter p is normally selected
to be 0.9, however, one would possibly need to track it. The ¢ in Eq. (6) is to make
sure that we no longer turn out to be dividing via way of means of zero and is
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usually selected to be 0.0000000001. It’s additionally to be stated that the optimizer
absolutely plays replicated tempering. Suppose if we are heading towards the minima,
and we want to slow down so as to not to overshoot the minima. This optimizer
robotically will lower the inclination of the slope closer to minima while the steps
are too big.

Adam [15]. It is an optimizer, known for a hypothetical slope-drop approach that
is primarily rooted in the supple assessment of first-order and second-order instant.
The approach is computationally efficient, has little reminiscence requirement, is
invariant to the crosswise resizing of the slope, and properly appropriate for troubles
that can be big in terms of statistics/parameters.

er=blxe_; —(1—bl)xs (8)
i =byxci_y — (1 —by) *s? ©)
Aw, = —(Ir xe;/(c; + €)% x5, (10
W1 = Wy + Awy, (11)

Ir: Initial Learning Rate

s;: Slope at time t along parameter w/

e,: Exponential mean of slope along parameter w!

¢,: Exponential mean of quad of slope along parameter w

by, by: Hyper-parameters.

Here, we have calculated the exponential mean of the slope, plus, the quad of the
slope for every parameter (from Eqgs (8) and (9)). To determine our getting to know
the step, we multiply our learning charge mean of the slope and divide it by quad of
the exponential mean of a quad of the slope [16].

4 Workflow

In this analysis, we have used methods that are already stated above and now let’s
understand the workflow of it. Figure 5 given below is illustrating about the flow of
the work, beginning from data gathering to obtaining the results.

4.1 Image Acquisition

For this research, we had acquired the images from the NIST database and Kaggle
website [17].
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Fig. 5 Workflow
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In the lemman language, pre-processing [18] is a method of cleaning the data. Here,
cleaning refers to the extraction of the required field out of the data gathered. Cleaning
depends on the requirements of the person. For instance, in this analysis we wanted a
28 x 28 shape of images, but we have the bigger one, so in the stage of pre-processing
we would reshape the image, in order to fulfill the requirement. Similarly, many other
tasks can also be performed such as normalization and binary conversion as per the

requirement.
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4.3 Segmentation

This is a process in which the partition or segmentation [19] of images takes place.
As a CNN model cannot process the whole image at once, it takes several repetitions
for scanning an image, which at the end results in some features. There are some
chances of skipping certain features which may lead to better results. So, to cope
with this behavior, one can feed segments as an input so that there may be no lag
in the result. In this process, various layers were created in order to filter out the
prominent features of the image, in order to learn about it.

4.4 Feature Extraction

Itis a process by which prominent features of an image are extracted out. To discover
the prominent feature out of the image, one must understand the numeric nature of
an image. Images are taken as an input in the form of an array, having number or
pixel values depending upon the intensity of the pixel. A small filter in the form
square matrix traverses over the array of an image and pools out of it the maximum
number or intense pixel. Here, we used pooling layers and activation functions to get
a clearer picture by extracting out the important features [20].

4.5 Classification

This is the process by which it determines whether the image is what, as per the
training on the data. It is also called the decision-making stage. Here, CNN itself is
a class of deep learning which works as a classifier [21] to make predictions.

4.6 Post-processing

This is the process of gathering results for a better lookout. Generally, in this final
stage, the results are being finalized [22].

5 Result

The experimental outcomes on the EMNIST handwritten digit and character dataset
and the usage of distinct parameters of CNN four-layer structure are recorded and
analyzed in Table 1. An EMNIST dataset having sample images is made into the form
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Fig. 6 Accuracy curve

of a 1-D array of 784 floating values representing 28 X 28 size of an image, ranging
values from O to 1, where O stands for black and 1 stands for white. The calculation of
the receptive area is completely rooted in the fields, input, output, and kernel length
of the function map, stride, dilation, padding, and the accuracy to recognize, which
is displayed in Table 1, using CNN structure with 4 layers. Learning rate of 0.01 and
epoch counts of 20 are being used. The maximum recognition accuracy completed
in case 5 is 99.4% for digits and 94.45% for characters.

In Fig. 6, Accuracy Curve is having a plot of learning accuracy (in blue), and
validation accuracy (in yellow). In Fig. 7, Loss Curve is having a plot of learning
loss (in blue), and validation loss (in yellow). After 30 epochs, it is visible that both
the accuracies would be the same, which tends to be a good fit.

6 Conclusion

In this research, we practiced different techniques using deep learning and trained
different models in order to get better recognition of handwritten text and better
accuracy in predicting these alphanumeral symbols. Handwritten character recog-
nition is a more complex problem than recognizing handwritten digits because of
a variety of characters in different styles as different people have different hand-
writing styles. The complex architecture of characters is another major reason that
makes the handwritten character recognition task tough. Research in this direction
focuses on segmentation procedures, feature extraction procedure, and classification
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algorithms. With the goal of bringing improvement in the discipline of recognition
methodologies, we had carried out multiple evaluations on different variants of CNN
models and as a result to avoid complex methods of a traditional recognition system.
Further, we have verified this accuracy by extensively evaluating through changing
different layers of the CNN architecture, and finally obtained 99.40% of accuracy
for digits and 94.45% of accuracy for characters.
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Chapter 6 )
A Theoretical Approach e
to Reinforcement Learning Algorithm

and Nash Equilibrium to Maximize

the Score in Imperfect Information Game

Ruchi Vyas and Alok Singh Gahlot

Abstract Computers have just overshadowed the degree of human play in imper-
fect information games like Scrabble, yet there remains an opportunity to get better.
Specifically, there is a lot to be acquired about the rival’s tiles and moves. Reinforce-
ment learning is one of the parts of Machine Learning. It is tied in with making an
appropriate move to increase reward in a specific circumstance. The Nash Equilib-
rium is a hypothesis in game theory that communicates that a player can achieve the
ideal outcome by not wandering from their initial strategy. Reinforcement learning
algorithm and game theory would be best technique for training the agent. It will
learn from as much as it plays, such that our agent can play and win the game with
different persons with their different playing strategy they use for Scrabble game.
To do this, our agents need to find out about other players’ strategies and win every
time they play against the human.

Keywords Reinforcement learning - Nash equilibrium - Decision-making *
Machine learning

1 Introduction

Scrabble is an imperfect information game, that is, the current player is unknown of
the rack of other player, making it elusive out of the rival’s best course of action until
the finish of the game. Additionally, there is innate arbitrariness present in Scrabble
as arbitrary letters are being chosen from the pack to the current player’s rack at each
round [1]. Our main motive is to provide training to the agent every time it plays
against the human and gets itself skilled and ready for the next game.

In supervised learning, an agent is trained to play by gaining knowledge from the
data sets provided by the trainer but in reinforcement learning an agent gets rewards
whenever it wins so the main objective of the agent is to maximize its rewards and
according to our implementation, the agent will be learning how to win the game
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irrespective of the letters of the opponent’s rack; our agent will be concerned about
the words being placed at the board and which combination will give the maximum
score, and whenever it plays it will learn new words from its opponent so that it gets
trained and becomes more powerful with its dictionary words scoring more rewards

[2].

2 Scrabble Overview

A standard Scrabble comprises cells that are situated in a huge square framework
which is a 15%15 matrix. There is a bag of 100 tiles that are being used in the game
where 98 of them contain letters and points, 2 blank tiles can be used as wild tiles to
be used in place of any required letter [3]. At the point when a blank is played, it will
stay in the game as the letter it fills in for various letters in the game will have different
points, and this will rely upon how uncommon the letter is and how troublesome it
could be to lay that letter. Blank tiles will have no points. The essential test of Scrabble
is it is a round of defective data as each rack of tiles is stowed away from the rival.
Because of this missing data, it is difficult to foresee the specific progressive move
of the adversary as its state is obscure to the player; what’s more, the ideal move
isn’t characterized [4]. Furthermore, the machine ought to rapidly create promising
up-and-comer moves for a given rack and current board state (Fig. 1).

2.1 Basic Strategy

We have a bag of 100 letters with 98 letters with point values and two blank tiles
which could be made any letter as per the requirement of the player; there are n racks

Fig. 1 A Scrabble board ABCDEFGHIJKLMNDO
game. The red-colored tiles 1 [ 1 [ ] ' 1
specify triple word score, 2| g @5 |2
dark blue specifies triple 3 &2 £ |ex % 3
letter score, turquoise 4 g2 gz £ & | £ 4
specifies double letter score, 51 | | | |5
and pink specifies a double 6 6
word [14] 7 (2] & B ts 7
8 & * & | 8
9| [ |8 €| |68 (] 9
10 10
11 IS 85 | 11
12 # = 12
13 2x x 2 13
14 = | - 14
15 15
BC El';s‘ 1’_“(':r ?TlTLK EL; H‘W@
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for n players where seven letters could be placed, and rearranging of those letters
could be done for making a meaningful word as per the Scrabble dictionary. There
are total 3 modes for playing the game which are easy, medium, and hard; when a
human wants to play the game, he/she is asked for the age and on the basis of age out
of 3 one mode gets activated; after entering the game, the player is asked whether to
play against a single player or multiple players on the basis of selection [11]. Nash
equilibrium has to be used or not will be decided as if human selects multiplayer
(multi agents), the equilibrium stage would be required to take a common decision
so that every time it would be required so that agents can achieve desired outcome
without changing the strategy. We will be using Reinforcement learning to identify
the strategy of our agent to give the best possible move every time it plays with
humans. Since we are using Reinforcement learning, our agent has no idea of what
to play so when our agent is having his first turn to play the Scrabble game, he makes
any word from the combination of letters on the rack and letters present on the board,
while checking that word in Scrabble dictionary whether it is a valid word or not.

When our agent plays several games, he will be learning through the experience
which word has to be played against which word to maximize the score; after gaining
experience while playing several games, the agent will now be able to differentiate
between all the three modes that he will be placing the word with a minimum score
if he is in the easy mode; similarly, if he is in the medium mode, he will be playing
the word with median score word, while if he is in hard mode, he will be placing the
word with a maximum score or trying to make a word from all the letters in the rack
for getting bonus points. It will also compare maximum score word and bonus point
word as agent will keep word with maximum score.

One more thing our agent will be learning through experience is the word which
the human makes; our agent will be placing all the words in its dictionary so that it
can use those words next time; as initially our agent’s dictionary is having no words,
he just makes random words from the letters of rack and while checking them against
Scrabble dictionary [10]. Through experience, our agent also gathers information as
to which place will give more score as Scrabble has a double letter score, double
word score, triple letter score, and triple word score. So, this implementation requires
a model-free Q learning which trains the agent through a network which is built by
playing as many times as it can to gain better knowledge on what word to place and
where to place to maximize the score.

2.2 Reinforcement Learning

Reinforcement learning (RL) is a zone of Artificial Intelligence which is concerned

about how smart agents should make moves in an environment to amplify the total

reward. Reinforcement learning is one of the three Machine Learning techniques;

two other techniques are supervised learning and unsupervised learning [5] (Fig. 2).
Some of the terms used in reinforcement learning are as follows.
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Agent takes decisions so it has to be trained for taking decisions which has to
be trained for taking decisions. Environment refers to the place where the agent
gets trained and takes decisions according to the strategy. Action is the step agent
takes to fulfill the task. State of the agent is the position of the agent in a particular
environment. Reward for each action performed by the agent in the current situation
provides a reward [6]. It is a scalar value usually. Policy is the decision-making
function of the agent, which maps situations to actions. Value function maps from
states to numbers, where the value of a state is the prolonged reward achieved starting
from the initial state, and by using a specific policy. Function approximator refers to
the issue of a function value from training examples [12].

3 Literature Review

There are several research being done on imperfect information games like Scrabble
to date, and some of them have already been recognized and are being used by gaming
platforms.

While Computers are undeniably the most capable Scrabble players, itisn’t by and
large realized which Scrabble-playing program is awesome. The Brian Sheppard’s
Maven program unequivocally vanquished human World Champion Ben Logan in
a 1998 display coordinate. Since that time, the National Scrabble Association has
utilized Maven to clarify title games. Expert’s design is laid out in (Sheppard 2002).
The program partitions the game into three stages: the endgame, the pre-endgame,
and the midgame. The endgame begins when the last tile is drawn [4]. Expert uses
B*-search (Berliner 1979) to handle this stage and is probably almost ideal. Little
data is accessible about the strategies utilized in the pre-endgame stage; however,
the objective of that module is to accomplish a good endgame circumstance.

Most of the game is played under the direction of the midgame module. In its
turn, Maven creates all conceivable lawful moves and positions them as per their
prompt esteem (focuses scored on this turn) and on the capability of the leave.
The qualities used to rank the leaves are processed disconnected through broad
re-enactment [11]. For instance, the estimation of the space QU is controlled by
estimating the distinction in future scoring between a player with that space and
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his rival; what’s more, averaging that esteem more than a huge number of games in
which it is experienced.

When all lawful moves have been created and positioned by the static assessment
work, Maven utilizes reproductions to assess the value of those moves concerning the
current board arrangement and the excess inconspicuous tiles. Since it isn’t excep-
tional to have a few hundred lawful plays to browse on each turn, a profound inquiry
isn’t manageable. Sheppard recommends that a profound hunt may not be essen-
tial for superb play. Since master players utilize a normal of 3—4 tiles in each turn,
the total turnover of a rack can be considered typical for each two to four turns
[6]. Reproductions past that level are of problematic worth, particularly if the pack
actually contains numerous letters. Experts by and large use a two-to four-employ
look in their recreations. After the distribution of (Sheppard 2002), rights to Maven
were bought by Hasbro, and it is presently appropriated with that organization’s
Scrabble programming item. Since its commercialization, extra insights regarding
its procedures and calculations have not been freely accessible.

Jim Homan’s CrossWise is another business programming bundle that can be
arranged to play Scrabble. In 1990 and 1991, CrossWise won the PC Scrabble rivalry
at the Computer Olympiad [9]. (In ensuing Olympiad rivalries, Scrabble has not been
challenged.) The algorithmic subtleties of CrossWise are not promptly available.
Shockingly, Expert and Crosswise have not been set in opposition to one another in
an authority rivalry, so it isn’t realized which program is unrivaled. In light of freely
accessible data, Maven would likely have the edge. Homan claims that CrossWise
created more than US $3 million in deals, which shows that there is an extraordinary
interest in amazing Scrabble PC programs [13] (Table 1).

The second recognized work done was on five unique Als having diverse move age
and reproduction strategies. Expert Al with Q-Sticking lethargic endgame method-
ology was required to outscore the Quackle Al, and it ended up being the best PC
player Al in our undertaking. It can impede the problem areas just as procuring extra
focuses by catching an adversary utilizing the lethargic endgame procedure. Expert
Q- Sticking Al additionally had an important move age heuristic and outscored the
Quackle adversary. In any case, the heuristics were not as ideal as Maven Q-Sticking
sluggish endgame Al

Expert sluggish endgame Al didn’t perform well for endgames, and the Al lost to
Quackle commonly. Quackle AI could just outscore Maven moderate endgame Al
[7]. Atlast, No Q-Sticking Al was discovered to be a promising Al during midgames.
Be that as it may, this Al didn’t perform well during endgame situations. The signif-
icant downside of our task was the execution time taken by the three-handle look-
ahead re- enactment. For instance, our venture burns through 100-255 s to complete

Table 1 Comparative study I

of Quackle with inference With inferences Quackle

[14] Wins 324 306
Mean Score 427 422
Biggest Win 279 262
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Table 2 Average mean score Player Mean score
[14]
Maven Q-Sticking slow-endgame 479.9
Without Q-Sricking 415.1

100 reproductions of Quackle while initially the Quackle title player just requires
around 19-50 s for a move age. If there should be an occurrence of Maven Al the
execution season of a solitary move age was around 0-2000 ms; in any case, initially
Maven Al devoured just 0-30 ms. The time utilization of unique Maven Al was
processed utilizing a stopwatch. As a future upgrade, we will decrease this execution
season of the recreation motor and will actualize an intelligent graphical UI for the
task. Besides, we understood that Quackle isn’t only a Scrabble play motor; it is addi-
tionally an investigation apparatus that can recreate up to multiple times and gives
an alternative to the player to admire 6 utilizes profound which could be tedious. So,
we will attempt to consolidate these highlights into our Al [8] (Table 2).

4 Conclusion and Future Scope

The empirical implementation suggested above will improve the intelligence of
computers playing imperfect information games like Scrabble and will definitely
increase the number of times our agent wins against humans as when we are applying
reinforcement learning, our agent will become more proficient as much as it plays
against humans. As we have seen many of the previous researches on Scrabble board
game are working on predicting opponent rack letters while we are focusing on
learning experience and making our agent more skillful and winner as many times
it plays against human or against agents.

Since our agent is rewarded whenever it wins, the main goal of the agent is
to maximize its rewards and according to our implementation, the agent will be
learning how to win the game irrespective of the letters of the opponent’s rack and
our agent will be more focused about the words being placed on the board and which
combination will give the maximum score, and whenever it plays it will learn new
words from its opponent so that it gets trained and becomes more powerful with its
dictionary words scoring more rewards.
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Chapter 7 )
A Review Paper on Sign Language oo
Recognition Using Machine Learning
Techniques

Ritesh Kumar Jain and S. K. Rathi

Abstract Correspondence is a significant piece of our lives. Hearing disabled indi-
viduals who can’t talk experience various issues while bantering with regular people.
These individuals locally can’t speak with others without any problem. There are
numerous manners by which individuals with incapacities attempt to convey. Sign
language is one of the most natural and sensible ways for the disabled. Since deaf
people cannot speak like normal people, they often have to rely on some form of
visual communication. It has been shown that they sometimes find it difficult to
communicate with ordinary people with their hands, as very few of them are recog-
nized by most people. Communication through signing is a significant method for
correspondence with the hearing impaired community. Gestures come in numerous
structures, for example, hand gestures, two hands, and face movements. Gesture-
based communication can be partitioned into two classifications: static and dynamic.
Static signs are a hand setup and a particular shape, addressed by a single image. The
dynamic sign is a moving action, represented by a sequence of images. Accordingly,
the requirement for an intelligent computer-based program is in desperate need for
deaf and dumb people that will empower them to convey all the more successfully
with any remaining individuals utilizing their normal hands. This paper presents a
top-to-bottom audit of Sign Language recognition techniques, a report related to
those methods, and identifies challenges. The various methods and algorithms that
have been used in sign language recognition projects have been refined and compared
in terms of their advantages and disadvantages.

Keywords Sign language recognition *+ Convoluted neural networks + SVM - Hand
gestures + Hand detection - Classification
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1 Introduction

The gesture is an activity that can be characterized as movement, hand or face
frequency that communicates thoughts, sentiments, or feelings, for example, raised
eyebrows; shoulder movements are a portion of the activities we use in our day-to-day
lives.

Gesture-based communication is a more formal and expressive type of correspon-
dence where all words or letters are given a particular activity.

Gesture-based communication is an all-around coded demonstration of code; each
activity has an appointed significance. Communication through signing is the solitary
method for correspondence for the hard of hearing. There are different classifications
of communications via gestures: accessible, Indian Sign Language (ISL), British
Sign Language (BSL), American Sign Language (ASL), and so on. In American
Sign Language (ASL), every English letter in order, A—Z, is given an alternate action
word. Correspondence through signs is most commonly used by deaf people.

Two techniques are utilized for gesture-based communication acknowledgment;
one depends on vision and the other depends on the sensor. The advantage of systems
that support the idea more than their counterpart is that users do not have to use sophis-
ticated equipment but in the pre-processing phase, it requires sufficient calculation
instead of cameras used in vision-based systems, sensory systems use sensor-enabled
gloves tool.
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Fig. 1 Indian sign language
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Nonetheless, there are a large number of hard of hearing and deaf individuals
around the planet, and verbal correspondence is incomprehensible for these indi-
viduals. Likewise, speaking with others is a significant test in their everyday lives
because a great many people don’t comprehend gesture-based communication.

It is our social obligation to make this general public more autonomous in life
with the goal that it also can be a piece of this becoming a technological world. With
the progression of science and innovation, numerous strategies have been created
not exclusively to reduce the issue of hard of hearing yet additionally to apply it to
different organizations.

Not at all like speaking with a discourse that utilizations sound to communicate
one’s considerations; communication through signing utilizes outward appearances
and lips developments, motions and non-verbal communication, and signals. Like
communicated in language, communication via gestures differs all around like Indian
Sign Language (ISL), British Sign Language (BSL), and American Sign Language
(ASL).

2 Literature Review

A great deal of work has been done on creating frameworks for various communi-
cations via sign languages. In [1], the author used Convolution Neural Network to
recognize American Sign Language. They worked on 26 English Alphabets and 10
Numerals. The dataset consists of 2524 Images. The author achieved 96% recognition
rate.

In [2], the creator utilized Hidden Markov Model to perceive communication via
gestures utilizing various sensors. The creator utilized a multi-sensor system for Sign
Language acknowledgment utilizing the joint alignment of two profundity sensors,
in particular, Leap movement and Kinect. The dataset comprises 25 powerful hand
motions. This model doesn’t chip away at different hand information. The creator
accomplished 90.80% recognition rate.

In [3], the creator utilized versatile skin shading demonstrating and a help vector
machine to perceive American Sign Language (ASL) and Chinese Sign Language
(CSL). The creators purposed a vision-based gesture recognition system which can
be utilized in conditions with complex background. The dataset comprises 39,000
pictures of 26 letter sets. The creator accomplished a 100% acknowledgment rate for
CSL and 94% acknowledgment rate for ASL.

In [4], the author used Neural Networks and KNN Classifier to recognize Indian
Sign Language. The authors purposed a gesture recognition system that is capable
of only numerical Indian Sign Language (ISL) static signs. The dataset consists of
5000 images of numerical signs (0—10). The authors used Direct Pixel value and
Hierarchical Centroid Feature extraction methods to extract the features. The author
achieved 78.63% recognition rate using KNN and 97.10% using Neural Network.

In [5], the creator utilized Artificial Neural Network to perceive Indian Sign
Language. The creator proposed a vision-based methodology for naturally perceiving
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static and dynamic hand signals utilizing an Artificial Neural Network. They worked
on 10 Static and 10 Dynamic hand gestures. The author achieved 99.98% recognition
rate for static hand gestures and 99.51% for dynamic hand gestures.

In [6], the creator utilized the Support Vector Machine to perceive Vietnamese
Sign Language. The creators purposed Vietnamese Sign Language Recognition
System (VSLRS) can perceive completely Vietnamese letters in order communi-
cation through signing including static and dynamic signals. They worked on 23
dynamic hand gestures and 6 dynamic gestures. The creator accomplished 90%
recognition rate.

In [7], the creator utilized Artificial Neural Networks and Support Vector
Machine Indian Sign Language. The creators built up an acknowledgment frame-
work for Indian Sign Language (ISL) numerals (0-9). The creator accomplished
93% acknowledgment rate utilizing SVM and 99% recognition rate using ANN.

In [8], the creator utilized KNN and Back Propagation Technique to perceive
Indian Sign Language. The creators purposed a gesture recognition system for single-
and double-handed ISL to perceive English letters and numbers. They worked on 26
letters (A—Z). The creator accomplished a 100% recognition rate utilizing KNN and
94-96% recognition rate utilizing the Back Propagation Technique.

In [9], the creator utilized Principal Component Analysis (PCA) and Support
Vector Machine (SVM) to perceive Sign Language. The creators purposed a profi-
cient arrangement of sign acknowledgment of 15 hand motions and the dataset
comprises 200 pictures. The creator accomplished 94.5% acknowledgment rate.

In [10], the creator utilized the Hierarchical Clustering Classification Method
to perceive ongoing Sign Language. The creators purposed a vision-based motion
acknowledgment framework which can be utilized in conditions with a complex
foundation. The authors plan a system to adaptively revive the skin concealing model
for different customers and distinctive lighting conditions. The dataset comprises
7800 pictures of 26 letter sets and 5200 pictures of 26 letter sets of ASL. The creator
accomplished a 99.8% acknowledgment rate for CSL and a 94% acknowledgment
rate for ASL.

3 Steps of Sign Language Recognition

The flowchart in Fig. 2 is clarifying the total framework in which all the impor-
tant advances are thought of. The flowchart has the accompanying advances: image
acquiring and pre-preparing, skin color detection, background removal, and after-
ward edge detection and separating an important motion and in the wake of perceiving
and removing the specific motion, it changed over into an indication of that specific
signal has been effectively perceived.
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3.1 Data Acquisition

In a vision-based touch see, the data obtained is an image layout. The commitment
of such a program is assembled using pictures that get contraptions like a standard
camcorder, a webcam, a sound framework camera, a hot camera, or more powerful
techniques like Kinect and LMC. Sound system, Kinect, and LMC cameras with 3D
cameras can accumulate all-around nuances.

3.2 Pre-processing

This stage is done to change the image or video commitment to improving the overall
presentation of the system. As the data is acquired and made under different lighting
conditions, pictures have assorted comparative characteristics.

Consequently, there is a need to change the pixel thickness esteems before contin-
uing. The histogram of the picture with the low difference is little and has bars
confronting the focal point of the grayscale. Dispersing the histogram to a wide
scope of Median channel quality and Gaussian channel is probably the most broadly
utilized techniques to diminish the commotion in pictures or video found.
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3.3 Segmentation

Segmentation is the path toward isolating pictures into different parts. It is a stage
where the Region of Interest (ROI) is detached from the rest of the image. The
procedure for a course of action can be content or non-content.

Relevant partition considers spatial connections between factors, for example,
edge-discovering methodologies. While non-all-out developments don’t consider
nearby connections yet bunch pixels depend on worldwide images.

3.4 Feature Extraction

The image classification gives us a binary image that contains a hand shape addressing
aspecificimage. In the partition of this isolated activity, there is a need to avoid certain
parts of the picture that might be needed to distinguish the image. A functioning
shape can be an indispensable piece of the picture, as make-up is the fundamental
resource of any article. There are just two kinds of status descriptions: region-based
descriptions and string-based depictions.

In the proposed study, Hu-fixed occasions were utilized to include extraction. It is
a well-known kind of string-based depiction that was first acquainted by Hu in 1962
to the pattern recognition community. A bunch of transitory symmetrical irregular
installers (for example, Revolution) were acquired from the impacts of mathematical
aggressors’ vision. This is determined by making ordinary orders up to three orders.
This can be utilized to recognize the scale, position, and revolution design.

e Translation consistency is gotten at typical PC times about the territory of gravity
with the goal that the focal point of dissemination size is of the source (transitional
occasions).

e Minimum size times are gotten from arithmetical data sources, however, these
can be demonstrated to be the consequence of typical size.

e From the second- and third-request orders for the standard middle-of-the-road
times, a bunch of seven variable occasions can be determined freely thus.

3.5 Classification

Classification can be isolated into supervised and unsupervised ML methods. Super-
vised machine learning technique is a procedure that shows a framework to see a
specific information design, which is used to envision future data. It takes a lot of
striking getting ready data and is used to incorporate work from data-checked plan-
ning. Untreated machine perusing is utilized to draw non-existent from informational
indexes with non-marked info information. Since no name reaction is remembered
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for the separator, there is no prize or punishment weight where the information ought
to have a place with classes.

4 Conclusion and Future Scope

Hand acknowledgment has been the ceaseless investigation of its extraordinary force
of utilizations, for example, communication through signing recognition, controller
robots, and human interaction with the PC. Notwithstanding, the obstructions to
acquiring an exact and hearty framework remain, in particular hand conclusion, the
presence of relative factors, dataset debasement, unmistakable foundation lighting,
and high computational expenses.

There are a developing number of arising advancements, for example, EMG,
LMC, and Kinect, that catch activity subtleties without any problem. The stan-
dard preparing technique utilized is the Median and Gaussian channel and picture
decreases before the following stages.

Skin shading partition is perhaps the most broadly utilized division technique. The
strongest shading space in the lighting climate is CIE Lab, YCbCr, and HSV. Ongoing
exploration utilizes a mix of explicit spatial highlights and displaying strategies to
improve part usefulness.

Normal component-based insight strategies fuse SIFT, SURF, PCA, LDA, and
DWT. Model-based approaches fuse both imaging and solid showing systems and
convexity failure modes. The Hybrid method for the extraction technique has been
comprehensively used to give a solid affirmation feature.

From past works, HMMs have been distinguished as promising techniques in
agreement hand signals as they have been utilized effectively in numerous exami-
nations. From a static point of view, SVM is the most well-known strategy as it has
appeared to work best in a few examinations. There are a few varieties proposed
about the current strategy, and financing costs are generally utilized as they can beat
the deficiencies of a solitary technique. There are significant holes that should be
filled for contact recognition to be successful. Future tasks utilizing benchmark data
are encouraged to permit direct correlations between the calculations utilized.
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Chapter 8 ®)
Deep Learning Methods e
for the Prediction of Chronic Diseases:

A Systematic Review

Gunjan Sahni and Soniya Lalwani

Abstract Deep learning (DL) is a machine learning optimization technique that
has represented amazing performance in identifying obscure structures in high-
dimensional data to find the most optimal settings. Thus, DL has been effectively
applied in many diverse fields in image and speech recognition, visual art, natural
language processing, and bioinformatics. Other than this, lots more are still needed to
be investigated. This paper systematically reviews publications used in deep learning
methods for the prediction of chronic diseases more accurately. In medical science,
itis always challenging to analyze chronic diseases before the major damages. Some
of the chronic diseases cannot be recognized in primary diagnosis until they put a
drastic impact on health, as some of them have no treatment. Hence, to avoid such
an awful condition, there is a sturdy requirement of some models that can predict
disease more accurately in an early stage. Different models have been designed
using deep learning’s multilayer approach and provide better result in the prediction
of some chronic diseases that comprises Coronary Heart disease, Alzheimer disease,
labeling of multiple chronic disease, Diabetic Retinopathy, Breast cancer, Autoim-
mune disease, and skin diseases. This paper summarizes all of these DL models for
predicting the mentioned diseases.

Keywords Deep learning methods - Chronic diseases - Autoencoders

1 Introduction

Deep learning (DL) provides efficient methods to process raw or unstructured data
using neural networks. Therefore, DL is an eminent trend in the present research
period. Technical growth is futile until it works for concern of humanities. In this
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contaminated and overexerted lifestyle, people are more prone to suffer from chronic
disease, some diseases do not have any effective treatment yet. Early diagnosis can
reduce the impact of the disease. Artificial intelligence (AI) and machine learning
(ML) brought incredible performance in predicting chronic diseases, simultane-
ously improving related algorithms and processes for more accurate results. So
there is a requirement for more accuracy in the prediction process due to the high-
dimensional data of medical images. Since different techniques have evolved through
DL, researches provide a great impact on signal processing, information processing,
speech recognition and audio recognition processes, language modeling, and natural
language processing.

This paper addresses different researches that proposed the models using DL
network, supervised or unsupervised algorithms to process unlabeled or raw patho-
logical data with the purpose of predicting chronic disease. Performance evaluation
of the proposed method is also discussed.

The classification of the manuscript is as follows: Sect. 2 presents the details of DL
and its comparison with ML. In this subsection, different algorithms and functions of
DL are discussed. Section 3 is based on defining the summary of studies performed
on different research models, along with presenting the different techniques of DL,
used for analyzing data and providing results as possibilities of diseases. Lastly,
comparative analysis represents the performance of the proposed models in Sect. 4
followed by the conclusion of the presented work in Sect. 5.

2 Deep Learning

As the name states, DL is itself learning of system in bottomless. Discussion about
automation is never complete without Artificial Intelligence (AI), and neural network
(NN) is the step towards achieving Al. A neural network works similarly to a human
brain, as it has series of different algorithms to find out relationships in a set of
data. NN can adjust for varying input values. In this way, it can generate the best
possible results without the need for any output criteria. Whereas ML can construct
machines that can process data and learn itself with or without supervision. So the
main features of DL are:

1. DL depends on the layers of artificial neural network (ANN).

2. DL networks do not require human intrusion because of the nested layers present
in the neural networks, which set data through hierarchies of concepts, which
have self learning properties as they learn through their own fault.

3. In DL network, the quality of input data finally decides the quality of
the outcome.

4. DL networks are best suited for complex data and complex calculations with a
huge amount of data. DL networks can recognize edges or concepts, and also
the differences within layers of neural networks when exposed to over a million
data points (Fig. 1).



8 Deep Learning Methods for the Prediction of Chronic Diseases ... 101

Input Traditional Machine learning
Feature =
Classifier
extraction ' .

Deep Leaming
Deep Convolution neural
network

Fig. 1 Traditional machine learning versus deep learning [11]

Prediction

Some of the important features related to DL are illustrated below.

2.1 Sparse Autoencoders

Autoencoders (AE) are techniques of unsupervised learning. They influence neural
networks to achieve representation learning. As there is a need to design a neural
network architecture that can enforce a bottleneck in the network, basically work to
force a compressed knowledge image of the original input. This compression and
reconstruction would be a tedious job if input features were independent. But if any
correlation exists between features, then it can be learned and accordingly controlled
at the time of forcing input through the bottleneck of the network as in Fig. 2.
The sparse auto encoder provides alternative methods for introducing information
bottleneck without reducing counts of a node in the hidden layer as it is a type of
competitive learning. It is a neural network method whose target output is input. This
encoding technique provides linear and nonlinear transformation.

Sparse AE are types of encoders that contain a greater number of hidden units
than input units. But the type of input decides which hidden units will work and
which will remain dumb [12]. By using this sparsity, the constraint model is forced
to react to the exclusive arithmetical properties of the input data, which is applied
for training.

So, for sparse AE, training criteria contain a sparsity penalty €2(g) on layer g.

Z(y.y) + Q).

Here, g = f(Cy + d), where C represents the weight matrix and d represents the
bias vector.
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Fig.2 Basic diagram of a single layered sparse AE (Nodes in bright red represents activated nodes,
and nodes in the green are dumb) [8]

2.2 Softmax Regression

Softmax regression (or multinomial logistic regression) is a simplification of logistic
regression in situations for which there is a need to process multiple classes. In
the case of general logistic regression, the labels were binary k(i) € {0,1}. Softmax
regression has an extraordinary property as has a redundant set of parameters. K(i)
€ {1.....M}, where M represents a number of classes.
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2.3 Convolution Auto-encoders

Convolution auto encoder (CAE) is an AE neural network. It applies convolu-
tion layers and pooling layers to take out the hidden patterns of input features in
encoding and to reconstruct the hidden pattern’s features applies deconvolution layers
and unpooling layers. Convolution of the continuous case classifies as the integral
operation applied on the product of two functions or signals after one of them is
reversed and shifted. It is a commutative operation, therefore, used in encoding and
decoding.

2.4 Sparse Filtering (SF)

It is an efficient algorithm having one hyperparameter that has basically multiple
features to learn. SF optimizes a simple cost function. SF uses scaling to handle
high-dimensional inputs, and the greedy layer-wise stacking technique, used for
learning major features [13].

2.5 Stochastic Gradient Descent (SGD)

SGD is basically used for optimizing the target function. It provides apposite smooth-
ness properties as differentiable or sub differentiable. It is an iterative process. It can
be assumed as an arbitrary estimation of gradient descent optimization, which is
calculated from the entire data set, and here SGD is calculated from a randomly
selected subset of the data. This approach results in the reduction of computational
complexity and provides faster iteration in big data applications [2].

2.6 Gradient Boosting (GB)

GB is a machine learning technique. It can be applied for regression and classi-
fication problems [10]. It provides prediction model as a group of weak prediction
models, normally decision trees. Here, the models can be built in a stage-wise manner.
At the time of generalization, it allows optimization of a random differentiable loss
function.
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2.7 Decision Trees Classifier

These are a type of supervised machine learning. The main process of this is to
divide data continuously based on some parameters. It contains basically two entities:
decision nodes and leaves. Here, leaves represent final result, whereas nodes are the
points where the data is divided [16].

2.8 Spatial Pooling

Spatial pooling is the process when local features are grouped mutually from spatially
adjacent pixels. This is usually done to recover robustness to slight deformations of
objects, and is now one of the standard “tricks” of computer vision. Pooling is one
of the most important features of convolution neural network, split the input map
into a set of rectangles, and outputs the maximum for nonlinear down-sampling. The
pooling layer decreases the resolution of the feature map. It saves map’s features that
are required for cataloging through translational and rotational invariants [18].

3 Deep Learning for Prediction of Diseases

3.1 Alzheimer Disease (AD)

Alzheimer disease’s accurate diagnosis in the early stage can be very beneficial in
effective treatment. Siqi Liul et al. [9] worked on an early diagnosis model for
AD, which was based on the deep learning model. This research method having
stacked sparse autoencoders and softmax regression in the network, can reduce the
dependence on the previous idea about the data. By using a semi-supervised approach,
unlabeled training samples can also be used. The AE achieve deep demonstration
of the actual input, whereas the softmax regression layer categorized the instance
by choosing the maximum probability of the labels that are predicted. Training of
the hidden layers of sparse AE was performed once and then piling of layers was
performed to figure out an absolute neural network, by eliminating the provisional
output layer.

Ehsan Hosseini-Asl et al. [7] applied a deep 3D convolution neural network
(3DCNN) in the prediction of AD. The proposed method was for unsupervised
generic and transferable feature extraction based on 3DCAE. The proposed network
combines a pertained 3DCAE in the source domain, such adaptation of prelearned
generic features allows for calling the proposed classifier a 3DACNN.

FirouzehRazavi et al. [15] proposed a two-stage method to provide solutions for
the high dimension by processing the limited number of samples in the investigation
of brain images. At an early stage of sparse filtering learning, a two-layer network like
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system was used. It learns the features that represent AD. This algorithm minimizes
the impact of features that consist of low or no information at all. In the first step,
the sparse filtering was skilled to obtain the weight matrix. In the second step, sparse
filtering was processed to collect the local features from each of the samples. At last,
averaging of the features was performed. Now, after the features collection from each
sample, the next step of learning was SoftMax regression method, performed so that
it can classify healthy and unhealthy conditions automatically.

3.2 Coronary Heart Disease (CHD)

To predict coronary heart disease, different researches have been taken place. Juan
Wang, Huanjun Ding et al. [17] proposed the method of analyzing mammograms by
DL, to predict CHD in women. Here, breast arterial classification (BACs) was used
as a risk marker. They formulated the predicament as a pixel-wise, patch-based two-
class classification problem. An image patch around the pixel was used to analyze
the pixel under concern. These image patches are input to a deep CNN. This deep
CNN had the capability to dig out features automatically. These were already trained
to categorize the central pixel, whether it belongs to the BAC class or not.

Ryan Poplinl, Avinash V. Varadarajan et al. [14] proposed a novel approach
of predicting CHD from retinal fundus photographs by applying DL. They used
Inception-v3 neural-network architecture37 to calculate the labels of classes.

3.3 Diabetic Retinopathy (DR)

DR is also an impact of chronic disease that needs accurate and timely diagnosis.
After a study of different models for predicting DR using the multilayered structure
of the DL network, one of the findings is that most of them are considering retinal
fundus photographs as raw data.

Varun Gulshan et al. [5] proposed a system to automate the DR screening process
that can be very useful in diabetic retinopathy. The proposed algorithm does not
explicitly detect graze, but it learns about it by learning from local features as DL
concepts. This system used a convolution neural network, it utilized a function that
first grouped nearby pixels into local features, and then combined those into global
features. Here, stochastic gradient descent implementation is used to train the network
weights. The training process can be speeded up by applying batch normalization
and pre initialization. Through this training process, a single network was ready to
perform multiple binary predictions.

Gargeyaand Leng [4] proposed a method of automated prediction of DR by using
the theory of deep residual learning to build up a convolution network (CCN), which
involve learning discriminative features for DR prediction. In the proposed model,
a convolution visualization layer is also implemented at the end of the network to



106 G. Sahni and S. Lalwani

check whether the network learning takes place as per process. The average pooling
layer and a traditional softmax layer was introduced after the visualization layer. In
the process of generating a final diagnosis, a second-level gradient boosting classifier
was trained on a feature vector of 1027 values.

3.4 Breast Cancer (BC)

Akselrod-Ballin, A., et al. [1] proposed a novel method to predict BC by analyzing
mammography (MG). MG analysis is always exigent because of not only the faint
close-grained visual grouping, as well as large inconsistency in the appearance of
anomalies, making them complex to detect and classify. The tenderness of the breast
and unstable viewing setting result in considerable intra-expert and inter-expert
inconsistency. They used here deep fully convolution network to provide a solution.
The proposed system was composed of two main components: A region proposal
network (RPN) and fast region convolutional neural network (R-CNN) detection
network. RPN was trained to detect windows on the input image and capture objects
of interest, at the same time, it works to predict object bounds and abjectness scores.
Fast R-CNN detection network was also skilled to categorize candidate object of
windows, output of RPN. These windows were categorized either as a class of interest
or refused class.

3.5 Autoimmune Disease

Indirect immunofluorescence (IIF) is a common tactic to find out the occurrence of
any type of autoimmune disease by discovering antibodies in the patient serum. Han
et al. [6] proposed a DL model supposed to automate prediction and analyze IIF. In
the proposed method, the convolution layers in the deep CNNs was used. This method
opted for the use of a sliding window that essentially convoluting their input with a
much smaller size kernel when compared to actual input, so for these layers, fixed
size of input was avoided. K-support pooling was used in CNN. It was performed
by combining the maximum activated magnitude and magnitude of response for the
comparatively stimulated patterns of a neuron within a spatial region together.

3.6 Skin Disease

Deep neural network ‘s application in the categorization of skin lesions has consid-
erable performance, as the programmed categorization of skin lesions using images
is a challenging task due to the fine-grained inconsistency in the different types of
skin lesions. Esteva et al. [3] proposed a novel technique for the categorization of
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skin cancer using deep learning. A recursive algorithm was proposed to control the
taxonomy that provides training classes for diseases that are difficult to identify or
differentiate. At the time of implication, the deep CNN gave outputs as a proba-
bility distribution over the different classes of defined categories. The probability of
inference node is the summation of offsprings training classes’ probabilities.

4 Result and Discussion

About 25 research papers related to different models of DL in disease prediction have
been studied. Most of the models are taking pathological images as raw data that have
multiple features to extract, but complex algorithms of computer vision’s provide
efficient performance in converting visual images into raw data. All of the proposed
models are dealing with features extraction and labeling of features. AD prediction
by using the DL approach [9] applied a semi-supervised approach and created an
average accuracy of 87.76%, which is better than SVM. AD prediction based on
unsupervised learning as 3DCNN, achieved performance greater than 90% for AD
and other brain diseases. In the proposed method [15], DL-based AD prediction
performed better than the % value of 3.4, 4.8, and 3.9. For the proposed research
[17], TP rate = 57.43% and FPs = 0.4198 cm2, which is quite better results achieved
through DL. Performance sensitivity of 97.5% to 96.1% was achieved in the method
[5] of predicting diabetic retinopathy using DL. The model of research [4] achieved
a sensitivity of 90% with a specificity of 97% using external data. In the breast tumor
detection work research [1] using the DL approach, the performance is about 77—
78%. DL-based work for the prediction of autoimmune disease [6] attains 99-96%
performance. Prediction of different types of skin cancer using DL related proposed
research [3] accomplished performance about 72.1% in case of three way accuracy
and 55.4% in case of nine way accuracy (Table 1).

5 Conclusion and Future Scope

The exotic lifestyle increases the chances of chronic disease and they need to be
treated straight away. Most of the pathological images cannot directly be analyzed
by a machine because of the lack of absolute structure of data. A single image data
contains multiple features that need to be extracted and categorized. DL multilayer
structure provides a magnificent model that can analyze multidimensional data of
enormous size without requiring any specific format of input data. This has encour-
aged researchers to apply DL models in the prediction of diseases and the results of
these researches astonished the medico technical system.

In the concurrence of the predefined results, this paper involves the work that has
been done in the prediction of most common diseases or sub diseases due to that
chronic diseases. Then, all the related algorithms or mathematical approaches used
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Table 1 Analysis of publications on deep learning in prediction of diseases
S. no | Year | Author Algorithm Objective Performance
1 2014 | Liu, S., Liu, S., Cai, Sparse auto Diagnosis t AD 87.76
W., Pujol, S., Kikinis, | encoders, Softmax | using DL
R., & Feng, D regression
2 2016 | Hosseini-Asl, E., 3DCAE( 3D Diagnosis of AD | 90%
Keynton, R., & Convolution with 3D-CNN
El-Baz, A autoencoder)
3 2019 | Razavi, Firouzeh, Sparse auto Diagnosis of AD | More by
Mohammad encoders, Softmax | using 3.4%, 4.8%
JafarTarokh, and regression unsupervised and 3.9% than
MahmoodAlborzi feature learning | ML
4 2017 | Wang, J., Ding, H., Convolution layer | Detecting TP rate =
Bidgoli, F. A., Zhou, | followed batch Cardiovascular 57.43% and
B., Iribarren, C., normalization Disease from FPs =0.4198
Molloi, S., & Baldi, P | layer and a Mammograms cm?
nonlinearity layer
5 2018 | Poplin, R., Stochastic gradient | Prediction of Sensitivity
Varadarajan, A.V., descent, cardiovascular 97.5% with
Blumer, K., Liu, Y., Inception-v3 NNA | risk factors from | specificity
McConnell, M.V., retinal fundus 93.4%
Corrado, G.S., Peng, photographs
L. and Webster, D.R
6 2016 | Gulshan, V., Peng, L., | Stochastic gradient | Detection of 97.5% to
Coram, M., Stumpe, | descent Diabetic 96.1%
M. C., Wu, D., Retinopathy
Narayanaswamy, A.,
... & Kim, R
7 2017 | Gargeya, Rishab, and | Gradient boosting, | Automated Sensitivity of
Theodore Leng Spatial identification of | 90% with
pooling,tree based | diabetic specificity of
classifier retinopathy 97%
8 2016 | Akselrod-Ballin, A., | Faster-R-CNN Breast tumor 77-78%
Karlinsky, L., Alpert, detection and
S., Hasoul, S., classification
Ben-Ari, R., & using R-CNN
Barkan, E
9 2016 | Han, Xian-Hua, K-support spatial | Predict 99-96%
Jianmei Lei, and pooling, Slide autoimmune
Yen-Wei Chen window disease
10 2017 | Esteva, A., Kuprel, Inference Classification of | 72.10%
B., Novoa, R. A., Ko, | algorithm skin cancer with

J., Swetter, S. M.,
Blau, H. M., &
Thrun, S

deep neural
networks
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in DL in the addressed work, are addressed with their specific role in the proposed
model. This article provides an outlook to the researchers about the main functions
used in DL related medical solutions.

In future, there is a need to look for more applications of DL in the medicinal field.
Data processing time is needed to be reduced as the data mass incessantly increases.
More researches are needed to be formulated, that can provide better performance
in automation of prediction of disease, using multilayered structure of DL having
complex function and ML algorithms. There may be the scope of using DL network
in the cloud to work on vast data clasp by the cloud, due to the availability of
pathological data on it. It is now the beginning of an exploration of DL network
application and exercises it for civilization.
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Chapter 9 ®)
Cyberinfrastructure for Advanced oo
Research with High Performance Edge
Computing

Dharm Singh Jat, Arpit Jain, and Kamwayamunzi Fortune Sepo

Abstract The technological revolution brings rapid change in scientific and compu-
tational approaches. A huge amount of data is generated due to concurrent request-
response processes and computation on real-time data. And this data requires to
store as historical data for future reference and data analysis. For the computational
work with intelligent and dynamic algorithm processes in communication networks,
the infrastructure requires many scientific and networking equipment such as High
Performance Computing (HPC) cyberinfrastructure. Researchers working with the
complex problem need a small, state-of-the-art HPC system for their research.
Researchers also require HPC administration expertise and identify and install the
required tools, system software. Most of the time, the researcher would install the
required tools and software that will be expensive. Undoubtedly, there is a need for
a fast and low-cost ready-to-use HPC system that can be straightway put to utilisa-
tion by researchers and users. This paper presents a comprehensive literature review
about the high performance edge computing (HPEC) technologies of cyberinfras-
tructure and other existing related initiatives around the world. Further, the paper
also presents a case study of an affordable supercomputing solution named PARAM
!ARUB which offers ready-to-use supercomputing facility based on edge computing
and Al technologies hardware resources for complex problems. This provides a
support research tool for analysis, design and development.
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1 Introduction

High Performance Computing (HPC) Systems are usually extensive systems that
require big space and specialised infrastructure. Due to several reasons HPC systems
are unaffordable and inaccessible for researchers when needed for short duration [1].
The HPC will strengthen the application development of packages in smart, secure
environments such as Climatology, Bioinformatics, Agriculture, Preventive health
care system, Astrophysics and Transportation systems required in smart cities. This
will accelerate research and development (R&D) in the war against global diseases
such as COVID-19 through faster simulations, medical imaging and forecasting.

High Performance Computing (HPC) can process data and perform complex
calculations at extremely high speeds [2]. The HPC is to combine multiple proces-
sors to create a unified system that can process a tremendous amount of work within
a short period. To cope up with the fourth industrial revolution, nations must build
infrastructures that will handle the big data associated with the resulting technolo-
gies. However, for most developing countries, the HPC facilities that support artificial
intelligence and big data analytics are limited or non-existent. The lack of HPC facil-
ities poses a severe problem in the research fraternity and the entire community. As
we approach the era of the Internet of Things (IoT), more and more data will be
generated daily. Figure 1 shows a prediction by the international telecommunication
union (2015) for the expected data traffic in exabytes per month from 2020 to 2030
[3].

The figure shows the traffic will be growing at an annual rate of around 55% in
2020-2030. The global traffic per month is estimated to reach 607 exabytes (EB) in
2025 and 5016 EB in 2030. Thus, the major challenges are the facilities that will store
and process such a large traffic volume. It is required to build widespread available,
affordable and accessible communication networks with enhanced hardware HPC

6000 Traffic per month (EB)
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Fig. 1 Estimates of global traffic from the year 2020-2030 [3]
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infrastructure to meet edge’s current demand for intelligent services. High Perfor-
mance computing (HPC) takes on challenges that will not fitin a single desktop/server
configuration or be solved by a simple system in an acceptable time frame. In the
HPC setup, multiple computers known as cores are clustered together to function
in unison as a single high processing machine. This setup is highly needed for a
researcher who collects and processes big data that requires large storage and rapid
processing power.

There is multiple software that makes an HPC run effectively, efficiently and
securely. HPC software’s can be broken into system software and application soft-
ware. The system software is used to build and manages the HPC system, while the
application software supports the various application running on the HPC system.
Mostly HPC infrastructure are developed to serve multiple and concurrent users in
a cloud platform, thus there are unique softwares required for each set of users.

The general profile of HPC applications is constituted by an extensive collec-
tion of compute-intensive tasks that need to be processed in a short period of
time. Historically, HPC was only available and used by key institutions such as
scientific laboratories, university research and the military. Today, HPC is used to
solve a range of problems, including applications in Bioinformatics, Climatology,
Astrophysics, Computational Fluid dynamics, Computational Chemistry, Molecular
Dynamics, Finite Element Analysis, Agriculture, Big data analytics, Artificial Intel-
ligence, Internet of Things, etc. HPC applications are always provisioned using cloud
computing.

2 Related Works

In this study, autotuning tools are emphasised to facilitate High performance
computing, which helps the programmer write a set of codes efficiently without
putting many efforts. It eliminates the manual efforts in the implementation of low-
level architecture, which results in programmer productivity. The study analyses
the powerful features of autotuning such as forecasting, predictability and integra-
tional aspect into the applications running in HPC. The autotuning tools are much
suitable for heavy computational aspects like deep learning, data exploration, data
visualisation and data analytics for a huge number of datasets [3].

As the concurrent processes and computational overhead are executing in High
performance computing components like clusters, base nodes, master nodes and
clouds, where complex problem-solving and decision-making algorithms consumes
much energy in continuous or longer execution. To optimise the energy consumption,
the study proposed a novel energy scheduling algorithm based on the concept of
maximum execution time with respect to minimum energy consumption. In this
study, the optimised scheduling algorithm is tested with statistical analysis of variance
followed by post hoc analysis to verify the energy efficiency and effectiveness [4].
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The study analyses the challenges and techniques to overcome these issues in
communication. It also introduces the efficient technique in edge AI communica-
tion system with an intelligent algorithm and inferences computational task at edge
network. Further, the study presents an efficient solution in edge Al applications to
train the Al models at the edge layer with several order optimisation algorithms. It
also summarises the types of edge-based Al model architecture includes data parti-
tion and model division training approach. The study concludes with an analysis
of computational latency, offloading and inference at edge node with an Al edge
framework [5]. In this study, the intelligent system, coupled with edge computing, is
analysed in the cyber human evolution and concludes with the Edge Al environment’s
challenges. The study analyses Edge Intelligence’s fabric with critical components
like sensing substrate, edge network with Al functionalities complimented by HPC.
This study is also focussed on the investigation gaps in edge intelligence infrastruc-
ture of smart-city scale. Also shown are the negative aspects due to complexity in
Al applications and machine learning processes for which new efficient techniques
are required [6].

In this study, the singularity container-based technology is investigated to analyse
the CPU’s performance, memory and bandwidth of the network. Through this
container-based technology, user and HPC data centres have the flexibility to utilise
and distribute software environment. According to the given analysis, the study shows
compatibility, mobility and security in the computing environment [7].

The study shows the vulnerability and security challenges in High Perfor-
mance Computing systems, which have increased due to advanced integration and
computing techniques. Further, the study employs three-dimensional integrated
circuits with case studies to analyse the latest security threats. The study also high-
lighted the security measure to cover up the loopholes and provide approximations
on computing. 3D integration plays a vital role in HPC with the added advantage of
high device density, low power consumption and high bandwidth. The study shows
the security threats on the hardware like 3D chips, specifically hardware trojans, with
many other types of attacks [8].

The study proposed a framework named Edgent for Deep Neural Network (DNN)
inferences with Edge Computing. To optimise the DNN inference latency, the study
introduced two forms of design. One is the partition between device and edge
computing. Another is the right-sizing design to describe the exit mechanism. The
study designed collaboration aspects with different modes of networks. The fluctu-
ation in bandwidth can be stable using a regression-based forecasting or prediction
model known as a static network environment. The bandwidth changes rapidly, called
dynamic. Further, the study implements to achieve the low latency edge intelligence
with the help of a prototype developed in Raspberry pi [9].

The study shows the integration of blockchain technology with edge computing
and implemented in blockchain-based architecture, which keeps track of the users
accessing the data stored in distributed databases in the form of data analysis.
This data analysis is concluded with edge artificial intelligence using the Ethereum
blockchain technology. Further, the study emphasises the secure database and
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distributed trust with AI at the edge with the reduction in resource consumption
[10].

The study analyses the limitations and advantages of working with edge archi-
tectures compared to cloud computing to execute Al algorithms or applications.
With the help of a hardware edge accelerator, the edge-based Al workload is tested
with benefit analysis of distributed or split processing, including model splitting and
model compression. Split processing enables the deep learning process to be split
across multiple nodes, whereas compression is the alternative method that provides
the smaller compressed form of split processing with the lowest memory and least
resources. Further, the study concludes with two analyses: firstly the edge accelerator
can serve the concurrency of multitenant applications and secondly the disadvantage
of isolation mechanism required for the edge computing environment [11].

3 HPC Edge and Al

The study shows the deployment of edge-based Al applications characterised by face
recognition video analytics using machine learning and open-source infrastructure.
The application is built using machine learning and artificial intelligence algorithm
with many accelerators, which has limited software infrastructure. Further, the study
shows the pre and post-processing code integration with multiple inferences stage.
It reveals the system level implications on Al application which expose Al tax for
overall computing for CPU performance. The study concludes with the analysis of
upcoming challenges of accelerated Al [12].

Figure 2 shows the edge computing environment in which the High Performance
Computing device interacts with edge devices and cloud computing. The HPC edge
node is equipped with the data analysis machine learning algorithm, through which
the real-time decision-making and resource management task can be achieved. The
collaboration of edge computing and Al concludes the term edge Al, which enhances
the system by learning the intelligence with data and programs. The various benefits
of edge computing like optimised bandwidth and low latency make the added advan-
tage to Edge nodes’ designed algorithm. With the help of many datasets, Al can take
out the inferences and make decisions according to the business requirements.

Due to the high demand for applications using IoT devices, the cloud extension
in the form of edge computing can serve with Al components. The real-time data is
used for predictive analysis from the sensors and IoT devices through this computing
enhancement. To ensure the quality of Edge Al model inference results, it is required
to evaluate the performance with such parameters as communication delay or latency,
privacy and integrity of data, the accuracy of the transaction and communication
overhead. The advancement in technology results in benefits and some challenges
associated with the current system [13].
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Fig. 2 HPC edge computing environment

4 PARAM !'ARUB Architecture

An affordable supercomputing solution for a complex problem named PARAM
!ARUB [14], which offers ready-to-use supercomputing facilities based on edge
computing and Al technologies hardware resources is hosted in the Namibia Univer-
sity of Science and Technology (NUST). This provides a support research tool for
analysis, design and development. PARAM larub system is based on processor
Intel Xeon Gold 6130. The cluster consists of compute nodes connected with
INTEL OPA 100Gbps interconnect. The PARAM !ARUB Supercomputer aims
to provide a computational resource in Namibia with edge artificial intelligence
and other advanced technologies to perform complex tasks for industry, academic,
scientific, technology, engineering programmes. PARAM !ARUB high performance
edge computing (HPEC) is an affordable supercomputer facility with pre-installed
required software, and the various applications from selected engineering and scien-
tific domains are ready-to-use. Edge and artificial intelligence (Al) based PARAM
!ARUB HPC system is designed at an affordable cost to perform complex and
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high-end computations for the scientific, technology, engineering and academic
programmes to solve the complex problem by using modelling, simulation and data
analysis.

Most researchers working with complex problem need a small state-of-the-art
HPC system for their research. Researchers also require HPC administration exper-
tise and identify and install the required tools, system software. Most of the time,
the researcher would consume time to install the required tools and software and
be expensive. Undoubtedly, there is a need for a fast and low-cost ready-to-use
HPC system that can be straightway put to utilisation by researchers and users.
The PARAM !ARUB supercomputing solution provides scalability and power effi-
ciency. This paper presents a comprehensive literature review about the HPEC and
other existing related initiatives around the world.

4.1 Machine Learning/Deep Learning Application
Development

Most of the popular python based machine learning/deep learning libraries are
installed on PARAM larub system. While developing and testing their applications,
users have the option to choose virtual environment-based python libraries or conda
runtime based python libraries [14] (Fig. 3).

Fig. 3 PARAM !ARUB architecture at NUST, Namibia [15]
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5 Conclusion

Today, a huge amount of data is generated from the Internet and other various sources.
For the experimental work in communication networks research, the experimental
setup requires many scientific and networking equipment such as high performance
computing cyberinfrastructure. These equipments are normally geographically scat-
tered with different capabilities around the nation, region and globe. For most of
the researchers, this experimental setup is unavailable or hardly accessible. This
paper explores how to enable wider accessibility of the HPC platform to potential
researchers and learners and provide an affordable HPEC system named PARAM
!ARUB.
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Chapter 10 ®)
A Literature Review on Machine ez
Learning Techniques and Strategies

Applied to Stock Market Price Prediction

Pankaj Rambhau Patil, Deepa Parasar, and Shrikant Charhate

Abstract Forecast of financial exchange price and patterns is considered as a signifi-
cant challenging task and is of extraordinary consideration as anticipating stock costs
effectively may prompt alluring benefits by settling on appropriate choices. Because
of non-stationary, blasting, and noisy information, stock market price prediction is
one of the major challenges, and the expectation among financial specialists is there-
fore difficult to contribute to profit making. This work of literature review presents
the survey of more than 100 research papers proposing the various philosophies
of machine learning methods as well as SVM classifier, Random forest, Neural
Network, Bayesian model, Fuzzy classifier, Artificial Neural Networks, etc., in
view of stock market price prediction. Among the cutting-edge techniques, various
machine learning approaches and models due to their ability to identify complex
patterns in a number of applications are studied. The review works are investigated
utilizing certain dataset parameters, forecast technique used, and results achieved by
various procedures. It can be observed that the stock market forecast is a very compli-
cated activity. Various parameters should be considered to predict the market more
accurately and effectively. This review shows that in financial market forecasting,
machine learning algorithms continue to outperform most conventional stochastic
methods.
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1 Introduction

One of the most interesting inventions of our time is the finance markets. They had a
massive effect on many sectors, such as production, education, housing, infrastruc-
ture, and hence the economy Hiransha [1]. Investors and analysts have focused on
researching and developing models of stock price performance over the years Fama
[2]. Investors have aimed to achieve a strategic gain over other market players since
the early days of the financial markets, and a persistent area of concern for market
participants is the ability to reliably predict time series [37].

The study of stock market movements and price behaviors is highly difficult due
to the complex, non-linear, non-stationary, non-parametric, noisy, and disorderly
existence of the markets [3]. As per Zhong and Enke [4], several highly interrelated
factors influence financial markets. More essential than else is constant and consistent
decision-making.

Although many strategic analysts and research efforts are made, no method has
proved to correctly predict the movement of stock prices. Machine learning algo-
rithms provide an extremely attractive choice for forecasting the financial time series
[14, 44]. The difficulty of prediction lies in the complex and dynamic nature of
market. They got some successes, with a lack of consistent methods. Two important
investing methods, fundamental and technical methods, usually comprise of stock
market research. In fundamental research, price fluctuations in the stock market are
assumed to originate from the relative data of stability. As per Hu et al. [5], the three
major elements of fundamental analysis are focused primarily on.

1. Macroeconomic data.

2. Analysis which estimates the company’s value focused on status and prospects
of the industry.

3. Study of a company’s current activity and financial position to determine its
intrinsic worth.

There are various approaches to valuation for fundamental analysis. In order
to assess future predictions, fundamentalists use numeric details such as profits,
balances, and organizational development. Market timing is crucial and an important
element in technical analysis. Specialists use pattern charts and different analytical
models to define stock price movements. Despite a growing number of papers being
published in this research field, the literature is struggling to have a convincing
overview of various algorithms and their findings. Our literature research therefore
conducts a thorough, systematic analysis of current trade forecasting algorithms
work to close the gap in research. The majority of this paper is arranged as follows.
Section 2 identifies a need for stock market forecasting. Section 3 enlists different
analysis methods. The literature review is mentioned in Sect. 4. Abstract analysis on
analytical approaches is given in Sect. 5. Challenges and open problems are addressed
in Sect. 6. The paper concludes with Sect. 7.
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2 Need of Stock Market Prediction

Due to various advanced techniques, the stock market has gained investor and traders
appeal, where prediction can contribute to a strong economic projection. The forecast
of stock trends is entirely dependent on trading stock data. The methods of deter-
mining market will analyze, forecast, and monitor the market which can be used to
make the appropriate decisions [6]. Sale transactions and delivery activities along
with various stock information are to be adjusted by experts. An effective way of
collecting data is to extract valuable information [7]. A predictive algorithm capable
of steadily gaining profits above market indices over time would not only be signifi-
cant proof against the EMH, but will also allow substantial financial operating profits
to be made. This concept will help several investors and organizations invest their
money in the right way as well as getting a comprehensive look at their assets and
their potential investment scope.

3 Stock Market Analysis Approaches

Various theories are available for predicting the stock market prices. Specifically,
there are two important theories of stock market prediction.

4 Efficient Market Hypothesis (EMH)

This hypothesis states that share prices reflect all information and consistent alpha
generation is impossible. According to the EMH by Malkiel and Fama [38], stocks
are still trading on exchanges at their market price, making it difficult for investors
to buy undervalued stocks. Adherents of the Efficient Market Theory argue that
investors will do well by investing in a low-cost, passive portfolio. Three forms of
EMH:

1. Weak Form: all past information is considered.

2. Semi-Strong Form: all public information is used in the calculation of a stock’s
current price.

3. Strong Form: both public and private information is used in the calculation of a
stock’s current price.

4.1 Random Walk Theory

The random walk hypothesis argues that stocks take a random and unpredictable
course. This makes it useless in the long term for all methods of forecasting stock
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prices. Statistics, pattern recognition, ML, and sentiment analysis are four types of
stock analysis technologies. These categories include two conventional approaches.

e Technical Analysis
e Fundamental Analysis

Many machine learning approaches blend technical analysis with fundamental
analysis.

4.2 Review of Machine Learning Techniques

ML is an aspect of artificial intelligence (Al) that allows systems the ability to auto-
matically learn and enhance from experience without being programmed directly.
Commonly, ML Techniques are divided into three categories [42].

Supervised Learning: Supervised learning is where you have input variables (x)
and output variables (Y) and use an algorithm Y = f(x) to learn the mapping feature
from input to output (X). Linear regression, logistic regression, and neural networks
comprise the algorithms [43].

Unsupervised Learning: Unsupervised learning is where an algorithm is supplied
with input, as a training set, without equivalent output values. There are no
performance measurement values or trainers, as with supervised learning. Instead,
algorithms are able to work and learn about the data and results independently.

Reinforced Learning: It is the training of ML models to make a sequence of
decisions. The agent learns to achieve a goal in an uncertain, potentially complex
environment.

5 Literature Survey

Supervised learning methods such as SVM, Decision Trees predict on the basis of
historical prices and patterns and give effective historical price evaluation [45]. Echo
State Networks (ESN), the subset of RNN was introduced by Bernal et al. [8, 84]
to forecast S&P 500 stock prices using size, simple moving averages, and volume
as characteristics [8]. The method surpasses with a marginal 0.0027 check error by
Kalman Filter technique. Milosevic (2016) applied a set of manual features among
financial ratios to understand how optimum features are found [9]. He conducted a
manual collection of functions, chose 11 basic ratios, and applied ML algorithms to
market prediction. It implies that the highest F-Score of 0.7511 against methods like
SVM and Nave Bayes was achieved by Random Forest. Dey et al. [10] used eXtreme
Gradient Boosting (XGBoost) to predict direction of stocks [10]. LSTM network has
made other expectations for predicting the time series; Roondiwala et al. [11] have
applied the LSTM network to forecast Nifty prices with attributes such as OHLC.
Here, in view of frequent percentage changes, LSTM produces an RMSE of 0.00859
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for the test results. Di Parsio and Honchar (2017) introduced three NN models,
RNN, LSTM, and Gated Recurrent Unit (GRU) to Google stock prices. Here, LSTM
surpassed other models on a five-day timeframe with 72% precision [12]. Ensemble
of Chinese stock prediction feed-forward networks that used training algorithms
such as back propagation and Adam was suggested by Yang et al. (2017). It achieves
satisfactory precision, consistency, and recall [13]. Zhang et al. (2018) [14] suggested
the movement of stock prices and their growth interval (or reduction) rate under
predefined forecast periods using the stock market trend prediction method. Hybrid
model based on deep learning was trained using S&P 500 time series consisting
of LSTM and GRU architecture by Hossain et al. (2018) [15]. In expectation, the
authors obtained 0.00098 MSE, outperforming past NN methods. Lv et al. (2019)
studied separate ML algorithms and examined in depth the S&P 500 Index and CSI
300 Index Component Stocks (CSICS) stocks’ daily trading outcomes between 2010
and 2017 [16].

Unsupervised learning aims to classify associations including financial markets
in an unorganized dataset. Powell et al. in 2008 differentiate between the SVM and
the K-means by the Principal Component Analysis for feature reduction, the data
tested on S&P 500, and the analysis shows that both methods have close similarity,
SVM reaches 89.1 percent and K-means reaches 85.6%, respectively [17]. In order
to quantify the short-term impact after the release of financial results, Babu et al.
(2012) introduce a clustering method called HAK through a mixture of Hierarchical
Agglomerative Clustering and reverse K-means clustering [18]. The results indicate
that the approach suggested exceeds SVM in terms of precision. Peachavanish [20]
suggests a clustering approach to classify the category of stocks with the strongest
patterns and traction at a given time [20].

Sentiments are a significant portion of capital markets and can induce instability
in the short-term market. Schumaker and Chen (2009) assessed, rely on textual inter-
pretations, the effect on stock markets of breaking news. To analyze stock dynamics,
Bollen et al. [22] analyzed Twitter info. In order to explain the correlations and esti-
mate DJTA closing prices, the Twitter data was analyzed using the Google Profile
of Mood States (GPOMS) and Opinion Finder. The Emotion Finder and GPOMS
time series are also cross-validated against typical occurrences such as presidential
elections. A causative study of Granger was done. When calculating daily values
[22], they achieved an accuracy of 87.6%. Based on the work of [22], Mittal and [23]
implemented their process, but opted for a massively greater datasets. Their strategy
obtained a precision of 75% [23].

Lee et al. in (2014) suggested a method to forecast when the stock price will
increase, decline, or remain as it is by conducting 8-K data sentiment analysis of
securities, which would boost the prediction accuracy by 10%, but would be sufficient
for short-term predictions [24]. To extract sentiment from news stories and feed
output into two ML algorithms, [25] suggested a model based on sentiment analysis
[25]. Results have shown that with an accuracy of 60%, the ML model using gradient
descent has predicted the feeling of a news article. The ML model, in reality, was
81.82% correct.
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Cakra et al. (2015) predict the price, cost variance, and percentage of margin
from Indonesian stocks [26], using a basic estimation investigation, combined with
classification methods and a linear regression forecasting model. StockNet architec-
ture for estimating market volatility from tweets and historical prices was introduced
by Xu and Cohen (2018) [27]. Markowska-Kaczmar and Dziedzic (2008) devel-
oped a supervised NN feed-forward technique to classify patterns of stock data and
minimize attributes using PIP [28]. A fascinating hybrid model was introduced by
Tiwari et al. [29], combining the Hidden Markov Predictive Model with the 92.1%
accuracy of the supervised learning approach [29]. An algorithm with mathemat-
ical and SVM hybrid methods was suggested by Shen et al. [30]. The findings of
this analysis indicate a prediction performance of 77.6% on the DJIA and up to
85 percent longer-term [30]. The Hybrid Model (PHM) suggested by Wang et al.
[31] involves the ESM, Backpropagation Neural Network, and ARIMA. This shows
70.16 percent directional precision [31]. Focused on Bollen’s (2011) work, Mittal
and [23] suggested their solution, but preferred a much bigger dataset. A precision of
75% was obtained by their methodology. Ding et al. (2015) on the S&P 500 index,
introduced a technique that combines NN, sentiment analysis, and simulations that
achieves 64.21 percent accuracy and 65.48% accuracy on the specific stock price
forecast [33]. Rather et al. (2015) presented a hybrid model of ARIMA, ESN, and
Recurrent NN models combining both linear and non-linear approaches [34]. The
initial research of [31] was generalized by Creighton and Zulkernineine’s use of the
hybrid method for daily prediction [35] (2017).

Models such as the ARIMA and ESM, like the hybrid PHM ensemble, can be best
predicted over longer periods of time, but, when applied to regular predictions, they
rely on market volatility. Table 1 summarizes in depth all the alternative methods.
Most of the literature articles apply neural network. How- ever, the SVM used by
Kim [46] and Random Forest is another algorithm that are very current in prediction
articles. Kumar and Thenmozhi [47] predict frequent returns by combining ARIMA,
ANN, SVM, and RE.

Sentiment research based on Twitter data has recently been given a specific
emphasis. Social network results can be unreliable and impossible to manage. The
quarterly or annual reports submitted by the organizations would be an acceptable
alternative to these or complementary tools. Even if it is suggested that prepro-
cessing improves the predictive efficiency of neural networks in the collection of
variables. Chen et al. [49] introduced the Fuzzy logic theory for time series in human
linguistic terms [49]. From the overall literature, it can be noted that Neural Networks,
RF/Decision Trees, SVM/SVR, Sentiment Analysis, kNN, ARIMA/GARCH, Fuzzy
Logic, Fuzzy Logic, are the key and relevant forecasting strategies used by analysts
and researchers as a priority and quality of performance.
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Table 1 Literature review
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Authors Methods Dataset Result Metrics Time series
Accuracy
(%)
Kimoto et al. NN, GA Japan 65-70 Direction Monthly
[74]
Kamstra and NN Multiple 60-70 Volatility Daily
Donaldson [71]
Fernandez-Rodriguez | Neural Spain 70 Direction Daily
et al. [66] Networks
Kim and Han Neural Korea 60-70 Direction Weekly
[73] Networks
Leung et al. NN, LDA USA, 65-70 Return Weekly,
[78] UK, Japan monthly
Leigh et al. NN, GA USA 70-75 Prices Daily
[77]
Chen et al. NN, GMM | Taiwan 80-90 Return Weekly,
[60] monthly
Cao et al. Neural China 65-75 Return Weekly,
[56, 57] networks, monthly
CAPM

Kyoung-jae SVM Koreacom- | 52-54 Accuracy Daily
[46], 89] positestock

priceindex

(KOSPI)
Kyoung-jae GAand Koreacom- | 60-64 hit ratio Daily
Kim, Won ANNs positestock
BooLee [90] price index
Armano et al. NN, GA USA & Italy | 80 Sharperate, Daily
[52] Prices
Enkeand Neural USA 60-70 Direction Weekly,
Thawornwong [65] networks monthly
Pai and Lin SVM USA 85-90 Prices Daily
[82]
Angand NN, TA Singapore 89.5 Return, Weekly,
Quek prices monthly
[51]
Bo ANN, KNN, | Dow Jones | 60-65 Accuracy Daily
Qian [91] DT Industrial

Average

index

(continued)
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Authors Methods Dataset Result Metrics Time series
Accuracy
(%)

Hassan et al. Analysisof | USA 80-85 Prices Daily
[69] sentiment,

Neural

networks,

GA
Leigh et al. Template NYSE 3.14.59 Average Daily
[85] Matching profits
Changand kNN, DWT, | Taiwan 90 Prices Weekly,
Fan fuzzy logic Monthly
[58]
Li and Kuo regressions | Taiwan 85-90 Prices Daily
[79] DWT, SOM
Chang et al. Neural Taiwan 80-90 Direction Weekly,
[59] networks, Monthly

CBR
Huangand SVR Taiwan 60-70 Prices Daily
Tsai
[70]
Schumaker and Bag of News 2.57 (Noun | Returns, DA | Daily
Chen [21] words articles, phrases)

, noun S&P 500

phrases, and

noun entities

to SVM
Tiwari et al. HHMM + | Sensex +3 |92.1 Accuracy Daily
[29] Decision stocks

Trees
Kara et al. Neural Turkey 80-90 Direction Weekly,
[72] networks, Monthly

SVM
Bollen et al. Mood DIIA, 87.14 Accuracy Daily
[22] Indicator to | Twitter

SOFNN data
Bernal et al. ESNRNN | S&P 500 0.0027 Test error Daily
[86]
Wang et al. ESM + DIJIA and 70.16 Directional Weekly
[31] BPNN + SJT accuracy

ARIMA Index
Shen et al. Auto,cross Indices, 77.6 Accuracy Daily,
[30] correlation | commodities monthly

+ SVM

(continued)
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Table 1 (continued)
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Authors Methods Dataset Result Metrics Time series
Accuracy
(%)
Hjek et al. Neural USA 80-90 Return Weekly,
(2013)[68] networks, Monthly
SVR,
Lee et al. Ngramto 8-K Reports, | 10 Accuracy Daily long
[24] Random Stock prices, | (Increase term
Forest volatility in
accuracy)
Kalyanaraman Dictionary | News 81.82 Accuracy Daily
etal. Approach articles
[25] toLinear (Bing API)
Regression
Rather et al. ARIMA + | NSE stocks | 0.0009, Avg MSE, Daily
[34] ESM + 0.0127 MAE
RNN
+ GA
Ding et al NN(event S&P 500 64.21 Accuracy& | Weekly,
[33] embeddings) MCC Monthly
+ CNN
AlNasseri Analysisof | USA sentiment | Direction Return
[50] sentiment
Ballings et al. NN,SVM, Europe 65-75 Accuracy, Di- | Weekly,
[53] kNN, and rection Monthly
RF
Laboissiere et al. decision Brazil 75-80 Maximums, | Daily
[76] treesNeural minimums
networks
Patel et al. NN,SVM, India 75 Direction Weekly,
[84] RF, NB Monthly
Milosevic RF, SVM, 1700 + 0.751(Ran- | Precision, Classification
[87] NB, Logistic | individual dom Recall, and (good vs.
Regression | stocks Forest) F-score bad)
Deyetal XGBoost vs | Apple, 80-85(XG- | Accuracy Daily
[10] SVM vs. Yahoo Boost)
ANN
Chen and Chen Pattern USA, APEranged | Return Weekly,
[62] recognition | Taiwan between Monthly
1.5%
and 9.6%
Chiang et al. Neuralnet- | Multiple 86 Direction Weekly,
[64] works Monthly
Gorenc Novak SVM USA 80-90 Direction Weekly,
and Veluk [67] Monthly

(continued)
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Authors Methods Dataset Result Metrics Time series
Accuracy
(%)

Pagolu et al. Ngram + MSFT price, | 70.1 Accuracy Daily
[88] wordvec Twitter data

ToRandom

Forest
DiPersio RNNvs Google 72,5day |Log loss, Daily,
and Honchar [12] LSTMyvs. Stock (LSTM) accuracy Weekly

GRU
Yang [13] DNN Shanghai 71.34 Accuracy, rel- | Daily

Ensemble composite ative error

index

Barak et al. NN, Iran 65 Return and Weekly,
[54] SVM, risk,Accuracy | Monthly

decision

trees
Bezerra and decision Brazil, Japan | 80-90 Volatility Daily
Albuquerque [55] trees,SVR,

GARCH
Chen et al. SVM, kNN | China 90 Direction Weekly,
[61] Monthly
Krauss et al. NN, RF USA 80-90 Returns Weekly,
[75] Monthly
Zhang Random Shenzhen 75.1 Returnper Classification
[14] Forest GE trade (up,down,

Market flat)
Mo and Wang NN China, USA | 85-90 Correlation Weekly,
[80] Monthly
Oliveira et al. NN, SVM, | Multiple 85-90 Return, Daily,
[81] RF volume, weekly
volatility

Panetal SVM USA 85-90 Prices Daily
[83]
Mojtaba Nabipour, RNNand Tehran stock | 80-88 Volatility Daily
Pooyan Nayyeri LST™M exchange
[92]
Sahil Bhatia, LST™M GOOGL 50 epochs Daily
Srishti Kishore [93]

6 Discussion

Economic benefits may not be seen as a metric of progress, as not all practice relies
on implementing market plans. Some of the identified works suggest and check
models for predicting factors in the financial market, regardless of whether those
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forecasts can be used for benefit. These models clearly turn into trading strategies.
Direction prediction can definitely be viewed as a tactic for buying or selling signals.
Models are designed, built, updated, configured, or hybridized. Creating a model for
machine learning does not inherently require designing an entirely new algorithm.
Customizing and refining possibly the best models will contribute to better results
in forecasting.

7 Challenges and Open Problems

Share price analysis and prediction is still a significant and complicated task. When
more details are released, in order to generate information and determine market
values, we face new obstacles in the gathering and distribution of data. These
challenges include problems relating to live monitoring, algorithmic trading, self-
defeating, long-term estimates, and study of opinion for market filing. The analysis
of these algorithms and efficiency poses yet another problem, with new algorithms
targeting the markets on a daily basis. In the medium term, capital prices are usually
more predictable. Several recent ANN methods, such as LSTM and RNN, SVM, RF,
etc., are being experimented [36].

8 Conclusion

Stock markets have a strong exchange and investing environment in which any
computer that can connect to the Internet can be exchanged. With many positives,
such advances bring fresh opportunities and machine learning strategies, but they
also bring a whole new multitude of problems. This article presents a categorization
of computational methods of stock market research and evaluation, and also presents
a comprehensive literature summary of the existing algorithms and techniques used
to forecast stock markets. A fruitful direction for study is to investigate algorithms’
effectiveness to estimate for the longer term. It is possible that hybrid techniques
that incorporate statistical and machine learning methods would be more effective
for market prediction.
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Chapter 11 )
A Comparative Analysis of ML oo
Stratagems to Estimate Chronic Kidney

Disease Predictions and Progression

by Employing Electronic Health Records

Shruti Jain, Mayank Patel, and Konika Jain

Abstract Chronic Kidney Disease is a gradually increasing problem which can lead
to reduced kidney function converting into complete Renal Failure. Chronic Kidney
Disease is a public health matter all over the world, and it impacts the mortality
rate drastically. Early diagnosis is a key factor to reduce the risk of kidney disease
progression. This study is an effort toward analyzing the machine learning methods
used for making predictions about chronic kidney disease along with identifying the
most significant parameters supporting the early diagnosis. The analysis work has
been done on the Weka software by implementing the J48 algorithm which shows
that Serum Creatinine, diabetes mellitus, hemoglobin, pedal edema and specific
gravity are the predictors of CKD. This study also identified various machine learning
algorithms used so far for the early prediction of CKD.

Keywords Chronic Kidney Disease - Machine learning - Diagnosis - Biomarkers

1 Introduction

Chronic Kidney Disease or Renal disease is a continuing loss of kidney function over
time. The main function of the kidney is to filter fluids and electrolytes present in
the blood. CKD is a long-term condition in which Kidney function is reduced over
time and leads to kidney failure [1]. Kidney Disease can lead to other health issues
such as heart problems and stroke [2]. It is essentially required to assess the causes
of reduced kidney function which helps in early diagnosis resulting in better patient
care. Assessment of kidney function can be done by conducting urine test, blood
test and medical imagining, i.e. renal ultrasound. Estimated Glomerular Filtration
Rate (GFR) is the measure popularly used for Kidney function estimation. However,
knowing about the biomarkers and the tests, CKD is usually identified when the
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patient is in the last stage causing dialysis, and transplantation is the only option
remaining.

In the present scenario, all medical records are kept in digital form or in other
words kept in Electronic Health Records (EHRs); therefore, it is easier to access and
analyze these records and make conclusions [3]. Health Informatics and machine
learning are the fields giving the opportunities to utilize the techniques in making
diagnoses and predictions. The focus of this paper is to present a comparative study
of the machine learning algorithms implemented for CKD predictions along with the
assessment of key factors/biomarkers used in the study.

2 Systematic Outline for Literature Review

It is essential to understand the need and purpose of the literature review conducted,
therefore, let’s discuss the Significance of Early Diagnosis of CKD. Kidney Disease
Improving Global Outcomes (KDIGO) and Nation Kidney Foundation are the non-
profit organizations responsible for CKD guidelines. These guidelines have been used
to analyze the CKD issues, eGFR Measurement and risk assessment. The population
incidence of CKD exceeds 10%, and is > 50% of the high-risk subpopulations all
over the world [4]. A recent survey in the United States shows that 37 million US
adults suffer from CKD without their knowledge. Around 38% elders, and 13%
middle-aged people from which 15% are women and 12% are men are also suffering
from CKD. In the past decade, 125,000 people in the US got the treatment for ESKD,
and 2 in every 1,000 people undergo dialysis or a kidney transplant [5]. In India, the
prevalence of CKD is 800 per million populations (pmp), and the incidence of end-
stage renal disease (ESRD) is 150-200 pmp [6]. The occurrence of CKD is 17.2%
with stage 1 as 7%, 2 as 4.3%, 3 as 4.3%, 4 as 0.8% and 5 as 0.8% in India [7]. These
figures clearly show that if CKD is diagnosed early in the stages, End-Stage Renal
Disease can be prevented. The early diagnosis can drastically affect morbidity and
mortality rates.

The present study focused on the utility of machine learning techniques for CKD
predictions. This study will try to answer the following review questions:

RQI1-What are the necessary biomarkers/parameters that will help in CKD
predictions?

RQ2-What are the machine learning techniques used for making early predictions
about CKD?

Section 3 will try to answer RQ1 and Sect. 4 will try to answer RQ2. This Research
will try to make the conclusions about

1. The effective set of parameters for making CKD predictions.
2. The Machine learning techniques with high precision and accuracy.
3. A future aspect of the research on CKD.

To perform this study, peer-reviewed papers, articles and journals have been done.
The keywords used to find papers and articles are Chronic Kidney Disease, Machine
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Table 1 Selection criteria of the literature

Type Description
Included Papers related to Chronic Kidney Disease
Included Papers presenting Utility of machine learning techniques in disease predictions

Included Full papers available

Excluded Paper not directly related to Chronic Kidney Disease and machine learning

Excluded Short or duplicate papers

Learning, diagnosis, prediction model, disease prediction and CKD Detection. The
following Table 1 depicts the selection criteria of the literature:

3 Addressing RQ1 to Analyze Biomarkers Used for CKD
Predictions

Biomarkers are the measures of the Biological state. For the diagnosis of any
disease, it is required to perform physical examinations to measure these Biomarkers.
According to the study in the research [8], there are many challenges in collecting
Medical Data as the availability of electronic health records is difficult along with the
presence of a unified record format and standards. It is very difficult to extract mean-
ingful information from the data available. The analysis of authenticity and integrity
of data is also very difficult. The most difficult work is to identify the significance of
the parameters present in the records with the model’s accuracy. To find the answer
to RQ1, we will provide an insight into the biomarkers for CKD. To address RQ1,
we need to dig deeper, therefore, RQ1 raises more issues which are discussed as
follows:

RQ1.1 What are the biomarkers and diagnostic measures of CKD?

RQ1.2 What are the available datasets?

RQ1.3 What are the most significant Biomarkers affecting Kidney Function?

3.1 Addressing RQI1.1

To understand the measures of CKD, we need to understand individuals’ genetic
and phenotypic factors. According to Kottgen et al. [9], as a genetic compo-
nent, a genome-wide study needs to identify vulnerability for glomerular filtration
rate (GFR), estimated by serum creatinine (eGFRcrea) and cystatin C (eGFRcys).
Another genetic component is AOPL1 and the participation of the renin—angiotensin
system genes [10].

Apart from the Genetic components, there are several other phenotypic compo-
nents causing CKD. According to R. Kazancioglu [11], Family History, Gender,
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Obesity, Nephrotoxins, Ethnicity, Age, Socioeconomic status, Smoking, Low Birth
Weight, any prior Acute Kidney Injury, Diabetes Mellitus and Hypertension are the
primary factors. KDIGO and Nation Kidney Foundation guidelines are the basis for
the measurements [12, 13] so according to the guidelines provided, eGFR is the best
measure to identify kidney function.

According to National Kidney Foundation 12, the stages of Chronic Kidney
Disease are based on the eGFR value. The kidney function in percentage is equal to
the GFR value. In Stage I, the Kidney works normally with a GFR value greater than
and equal to 90 ml/min/1.73 m. In Stage II, the Kidney suffers from mild loss with
a GFR value between 89 and 60 ml/min/1.73 m?. Stage IIIa shows mild to moderate
and Stage IIIb shows moderate to a severe loss of Kidney function with the GFR
value of 59-45 ml/min/1.73 m? and 44-30 ml/min/1.73 m?, respectively. In Stage
VI, severe loss of kidney function will occur with the GFR value being reduced to
29-15 ml/min/1.73 m?. Stage V will be considered as complete Kidney Failure with
the GFR value below 15 ml/min/1.73 m?.

eGFR below 60 for more than 3 months indicates a chronic kidney disease which
can be identified by a urine test. The urine test reveals the albumin (a type of protein)
and blood level. People with a high presence of albumin are at a higher risk.

Finally, to conclude RQ1.1, based on the formulas and observations hypotheti-
cally, the following are the main biomarkers of predicting CKD: Age, Gender, Weight,
Blood Pressure, Sugar Level, SCr (serum creatinine), Blood Urea and Albumin are
the primary factors to identify kidney disease.

3.2 Addressing RQ1.2

Dataset is a collection of data. To analyze any particular problem, a dataset is required
which contains all the primary parameters required for the analysis. Open-source data
libraries will help in getting the datasets for study. Some researchers will collect data
by collaborating with some medical institutions to create their own dataset. Datasets
“Chronic_Kidney_Disease.arff” on the UCI machine learning repository [14] and
“kidney_disease.csv”” on Kaggle [15] are available for open access.

3.3 Addressing RQ1.3

By answering RQ1.2, it is clear that most of the studies used the same parameters for
generating predictions about chronic kidney disease. The next question that arises
is, how to find the most significant parameters among the available list for CKD
predictions. To answer that, we take the dataset available at the UCI machine learning
repository as abase mark and try to find the relevance of the parameters. We conducted
one experiment with the help of the Weka software to analyze the parameters of the
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base dataset considered. For that, we statistically examine each attribute present in
the dataset. The following sub-sections show the steps involved in the experiment:

(a)

(b)

Experimental Setup: Weka software version 3.8.4 has been used to perform
the analysis work. Firstly, we need to analyze the parameters and their values.
Tables 2 and 3 depict the description of the analysis. In Table 2, the results of the
evaluation of all the numerical parameters have been shown which represents
the statistical statistics of the parameters along with their distribution using a
bar chart. In Table 3, statistics and distribution of nominal parameters have
been shown. All these tables give an insight into the data. Some conclusions
are as follows:

i.  Through Tables 2 and 3, we analyzed that there are 24 variables and
1 class variable. It also provides information about Value domains and
baselines of each parameter.

ii.  Insome cases, sod, pot, wc, rc, rbc and pvc have high missing percentage.
Missing data is not necessarily a drawback but shows that feature
engineering is required during data preprocessing.

iii. Datasets have 250 class variables with values “CKD” and 150 as
“NOTCKD”, which means 62.5% data represent CKD confirmation and
the remaining 37.5% represent No CKD. It shows Bias toward “CKD”
which can affect the model performance. In general practice, 50-50%
distribution will be considered; hence the dataset suffers from Bias which
may affect the outcomes.

iv.  Table 3 shows data distribution of numerical parameters through a bar
chart; it reflects that parameters like BP, bgr, bu, sc, sod and pot are highly
skewed data. It is also required to do some preprocessing to reduce the
skewness of data.

The next step of the experiment is to estimate the most significant parameters
among the 24 to predict CKD. This task has been accomplished by imple-
menting the J48 algorithm on the dataset “Chronic_Kidney_Disease.arff” using
the Weka software. The J48 algorithm also known as the C4.5 Decision Tree
algorithm is used for classification problems. During the construction of a deci-
sion tree, the C4.5 algorithm selects the most effective attribute which splits the
samples into subsets supplemented in one class or the other. By implementing
this algorithm, with the help of a decision tree we can identify the most effective
attributes to estimate CKD. The result of the J48 implementation is depicted in
Fig. 1. The result shows that sc, pe, dm, hemo and sg are the most significant
predictors of CKD. We can consider these results satisfactory as the algorithm
works well with an accuracy of 99% and with a root relative squared error of
16.6603%.
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Table 2 Analysis of numerical parameters

Parameter

Statistical values

Data distribution represented by bar chart

Age

Min: 2

Max: 90

Mean: 51.483

StdDev: 17.17

Missing percentage: 2%
Distinct: 76

Unique percentage: 4%

BP

Min: 50

Max: 180

Mean: 76.469

stdDev: 13.684
Missing percentage: 3%
Distinct: 10

Unique percentage: 1%

Bgr

Min: 22

Max: 490

Mean: 148.037

stdDev: 79.282

Missing percentage: 11%
Distinct: 146

Unique percentage: 16%

Bu

Min: 1.5

Max: 391

Mean: 57.426

stdDev: 50.503

Missing percentage: 5%
Distinct: 118

Unique percentage: 14%

Sc

Min: 0.4

Max: 76

Mean: 3.072

stdDev: 5.741

Missing percentage: 4%
Distinct: 84

Unique percentage: 10%

Ao o 1 o o o o & | o & 0 o o 0 & 0 0

Sod

Min: 4.5

Max: 163

Mean: 137.529

stdDev: 10.409

Missing percentage: 22%
Distinct: 34

Unique percentage: 2%

L
b
"

L8 o 0 0 & b 0 0 8 0 0 0 8 8 0 0 0 8 0 b deedet

a8 s

Pot

Min: 2.5

Max: 47

Mean: 4.627

stdDev: 3.194

Missing percentage: 22%
Distinct: 40

Unique percentage: 2%

(continued)
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Table 2 (continued)

143

Parameter

Statistical values

Data distribution represented by bar chart

hemo

Min: 3.1

Max: 17.8

Mean: 12.526

stdDev: 2.913

Missing percentage: 13%
Distinct: 115

Unique percentage: 7%

Pcv

Min: 9

Max: 54

Mean: 38.884

stdDev: 8.99

Missing percentage: 18%
Distinct: 42

Unique percentage: 2%

Min: 2200

Max: 2400

Mean: 8406.122

stdDev: 2944.474
Missing percentage: 27%
Distinct: 89

Unique percentage: 8%

Min: 2200

Max: 26,400

Mean: 8406.122

stdDev: 2944.474
Missing percentage: 27%
Distinct: 89

Unique percentage: 8%

4 Addressing RQ?2 to Identify Machine Learning
Algorithms Implemented for CKD Predictions

Machine Learning models are efficient in the prediction tasks. The predictive
modeling by implementing machine learning classification and regression algorithms
plays a very beneficial part in disease predictions. Machine Learning models have
been utilized for the early diagnosis of kidney failure for a long time now. In this
section, various papers will be discussed to provide information regarding which
algorithms have been used for CKD Detection.

Al-Hyari et al. [16] implemented three classification algorithms Naive Bayes,
Decision Tree algorithms and one ANN. Performance has been assessed by calcu-
lating accuracy, sensitivity and specificity. Here, the algorithms were implemented
using the Weka software for comparison purposes. In this paper, the Decision Tree
algorithm performs best with an accuracy of 92.2%.
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Table 3 Analysis of nominal parameters

S. Jain et al.

Parameter Statistical values Data distribution represented by bar chart
Label Count
Sg 1.005 7 106
4 75 81
1.015 75 [ A
1.020 106
1.025 81
Missing Percentage: 12%
Distinct: 5
Unique Percentage: 0%
Al 0 199 199
1 44
2 43 e
3 43
4 24
5 1
Missing Percentage: 12%
Distinct: 6
Unique Percentage:0%
Su 0 290 290
1 13
2 18 13 18 14 13
3 14
4 13
5 3
Missing Percentage: 12%
Distinct: 6
Unique Percentage: 0%
Rbe Normal 201 201
Abnormal 47
Missing Percentage: 38% 'ﬁ_
Distinct: 2
Unique Percentage: 0%
Pc Normal 259

Abnormal 76

Missing Percentage: 16%
Distinct: 2
Unique Percentage: 0%

5

(continued)
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Table 3 (continued)

Parameter Statistical values Data distribution represented by bar chart
Label Count

Pcc Present 42 4
Notpresent 354
Missing Percentage: 1% A ——
Distinct: 2
Unique Percentage: 0%

Ba Present 22 7.
Notpresent 374 -
Missing Percentage: 1% F —
Distinct: 2
Unique Percentage: 0%

Htn Yes 147 251
No 251 Crd
Missing Percentage: 1%
Distinct: 2
Unique Percentage: 0%

Dm Yes 137 81
Missing Percentage: 1% _
Distinct: 2
Unique Percentage: 0%

Cad Yes 34
Missing Percentage: 1% U ——
Distinct: 2
Unique Percentage: 0%

Appet Good 317 217
Missing Percentage: 1% b
Distinct: 2
Unique Percentage: 0%

Pe Yes 76 173
No 323
Missing Percentage: 1% b
Distinct: 2
Unique Percentage: 0%

Ane Yes 60 39
Missing Percentage: 1% —
Distinct: 2
Unique Percentage: 0%
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J48 pruned tree
se<=12 Number of Leaves : 9
pe =yes: ckd (15.57/0.08) Size of the tree: 14
pe=no
dm = yes: ckd (12.63/0.14) === Stratified cross-validation ===
dm=no === Summary ===
hemo <= 12.9: ckd (16.02/0.56) Cormectly Classified Instances 396 99 %
hemo > 12.9 Incomectly Classified Instances 4 1 %
sg = 1.005: notckd (0.0) Kappa statistic 09786
sg= 1.010: ckd (4.4/0.14) Mean absolute error 0.0225
sg=1.015: ckd (2.91/0.09) Root mean squared eror 0.0807
sg = 1.020: notckd (76.27/0.45) Relative absolute exror 4.7095 %
sg = 1.025: notckd (70.64) Root relative squared emror 16.6603 %
sc>1.2: ckd (201.57/2.52) Total Number of Instances 400

Fig. 1 Result of J48 Algorithm Implementation

Research presented by Weng et al. [17] was completely focused on ensemble
neural networks for disease prediction. In the paper, three types of neural networks
have been implemented: Individual Classifier (IC), Solo Classifier (SC) and
Ensemble Classifier (EC). For the evaluation of performance, accuracy, precision,
F-score, TPR and TNR have been used. To test the significance of the performance,
statistical testing has been done which confirms that the ensemble classifier (EC)
performed best among the three.

Salekin, Stankovic [18] implemented K-NN, ANN and Random Forest. Root
Mean Square Error (RSME) and F1-Measure have been implemented to calculating
accuracy. Ten-Fold cross-validation technique is also used.

In the paper presented by Ani et al. [19], ANN, Naive Bayes Classifier, K-NN,
Decision Tree, LDA Classifier and Random Subspace Classification (RSC) Algo-
rithms are compared. RSC algorithm is an ensemble learning model which is based on
the attribute bagging method. It has multiple classifiers, where each uses a subspace
of the originally created feature space. Linear Discriminant Analysis (LDA) Classi-
fier extracts the most significant features/attributes from the original dataset and then
generates the predictions. In this paper, Random Subspace Classification Algorithm
performs best with an accuracy of 94%.

Decision Tree, SVM and Logistic Regression Classifiers are implemented in the
paper by Charleonnanet et al. [20]. The experiment was conducted on MATLAB and
the Weka software and both to compare the results. SVM gets the highest accuracy
(98.3%) among the four implemented classifiers. The performance measures used
are accuracy, sensitivity and specificity. It also performed 5-fold cross validation.
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Gunarathne et al. [21] implemented an ensemble learning model for classification.
It implemented Multiclass Decision Forest by building multiple decision trees and
voting on the most popular output class. It also implemented Multiclass Decision
Jungle which is used to predict multiple values and used Directed Acyclic Graphs
(DAGS). The third model implemented was the Multiclass Logistic Regression Model
and the fourth model is Multiclass Neural Networks. All these models are focused on
predicting multiple values and Multiclass Decision Forest provided the highest accu-
racy as 99.1%. All four models were implemented using Microsoft Azure Machine
Learning Studio.

A regression model has been implemented by Fki and ayed [22]. This paper
suggests an integrated approach by collecting data using Internet of Things (IoT)
devices to predict End-Stage Renal/Kidney Disease. IoT devices mainly collect
data/biomarkers for dialysis. These biomarkers were combined with the CKD dataset
to generate predictions.

Almansour et al. [23] implemented ANN and SVM for CKD prediction. The Weka
software is used for data preprocessing and model implementation. ANN showed
the best performance among the models implemented by providing an accuracy of
99.75%. The parameter tuning method has been used for both ANN and SVM as
optimization strategies to improve results.

Xiao et al. [24] made the prediction of CKD using an increase of urinary protein in
patients. Nine different predictive models have been established: logistic regression,
support vector machine, random forest, XGBoost, neural network, Elastic Net, Ridge
Regression Model, LASSO Regression Model and k-nearest neighbor. As model
evaluation criteria, AU-ROC, sensitivity (recall), specificity, accuracy, log-loss and
precision measures have been utilized for each model. The models including Elastic
Net, lasso regression, ridge regression and logistic regression showed the highest
accuracy and precision above 0.87 and 0.8, respectively.

Qin etal. [25] implemented six machine learning models that have been compared
for CKD prediction. K-NNis used to remove missing values from the dataset. Support
Vector Machine, Logistic Regression, Random Forest, K-NN, Naive Bayes and feed-
forward neural network are implemented. Among these algorithm, random forest
performs best with an accuracy of 99.75%. They also suggested an ensemble method
by combining logistic regression and random forest by using perceptron is the best
predictors with an accuracy of 99.83% after 10 simulations.

Khan et al. [26] implemented seven ML techniques together with Support Vector
Machine, NBTree, J48, LR, NB, Multilayer Perceptron and Composite Hypercube
on Iterated Random Projection (CHIRP). J48 Decision Tree is an advanced tech-
nique of C4.5 which utilizes a pruning strategy for tree construction by calculating
information gain and entropy measures. NBTree is an approach combining Naive
Bayes classifier and decision tree. Assessment of these techniques has been done
using recall, precision, F-measure, accuracy, MAE, RMSE, RAE and RRSE. CHIRP
performs best with an accuracy of 99.75% among other techniques.

Sobrinhoet et al. [27] compared K-NN, SVM, Random Forest (RF), Naive Bayes,
decision tree and MLP neural network, which were used to classify the CKD. Five
iterations of 10-fold cross validation are used for model evaluation. The experiments
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Table 4 Summary of literature reviewed

References Machine learning | Task Features Limitations
models used Accomplished

Al-Hyari et al. | Naive Bayes and | Classification | Compared CRF Patients’

[16] Decision Tree system quality-of-life and
algorithms and performance with | work environment
one ANN Weka not included

Implementation

Weng et al. [17] | Individual Classification IC and SC are For IC, external
Classifier (IC), single classifiers validity has to be
Solo Classifier implemented with | done in advance.
(SC) and different size of EC and SC suffer
Ensemble the training from overfitting if
Classifier (EC) dataset. EC is a the proportion of

multiple-type training data is not
classifier that normalized
encompasses of
many ICs
Salekin and K-NN, ANN and | Classification | Used Wrapper Less data means
Stankovic [18] | Random Forest Approach and less accuracy
Embedded
Approach for
Feature Selection

Ani et al. [19] ANN, Naive Classification Used Random kernel or
Bayes Classifier, subspace neural-based
K-NN, Decision classification classifiers were
Tree, LDA method employing | not used as base
Classifier and K-NN as base classifier
Random classifier
Subspace
Classification
Algorithms

(continued)

are performed on the Weka software. The classifiers that show the best performances
are the Decision Tree and RF with 95.00 and 93.33%.

Summary of papers reviewed to understand the role of machine learning
algorithms for CKD prediction has been shown in Table 4.

5 Conclusion

Early diagnosis of CKD can increase the survival rate of human beings. It also reduces
the number of renal transplantations by providing better medical care. This research
review was an effect toward identifying the parameters or factors for early CKD
diagnosis. A systematic literature review has been done which provides the answers
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Table 4 (continued)

149

References Machine learning | Task Features Limitations
models used Accomplished
Charleonnan Decision Tree, Classification | The experiment Limited toward
et al. [20] SVM, Logistic was conducted on | model’s
Regression MATLAB and the | performance
Weka software comparisons
both to compare
the results
Gunarathne Multiclass Classification | Ensemble Strength of the
etal. [21] Decision Forest, Approach used data is low as the
Decision Jungle, dataset is small
Logistic and it contains
Regression missing values
Model, Neural
Network
Fki and ayed Regression Model | Classification | Integrated There is no check
[22] approach by for the consistency
collecting data of attributes
using Internet of | chosen for each
Things (IoT) biomarker
devices to predict
End-Stage
Renal/Kidney
Disease
Almansour ANN and SVM Classification | Optimization Deep Learning
et al. [23] technique is used | models with
medical images
can be used for
further studies
Xiaoet al. [24] | LR, Support Classification | It used non-urine | The sample size
Vector Machine, indicators as used is small
Random Forest, clinical predictors | The parameters
XGBoost, ANN, used fortuning
Elastic Net, Ridge which did not
Regression reduce to avoid
Model, LASSO overfitting
Regression Model
and k-nearest
neighbor
Qin et al. [25] | Support Vector Classification | K-NN is used to Performance of

Machine, Logistic
Regression,
Random Forest,
K-NN, NB and
feedforward
neural network

remove missing
values from the
dataset, also
suggested an
ensemble method
by combining
logistic regression
and random forest
by using
perceptron

the models will be
limited due to
less-sampled data.
Model cannot
predict the severity
of CKD

(continued)
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Table 4 (continued)

References Machine learning | Task Features Limitations
models used Accomplished

Khan et al. [26] | Support Vector Classification | Missing values in | Works on limited
Machine, the dataset are sampled data
NBTree, J48, replaced by
Logistic medians.
Regression, Naive Composite
Bayes, Hypercube on
Multi-layer Iterated Random
Perceptron and Projection
Composite (CHIRP) is used
Hypercube on which produces
Iterated Random high accuracy
Projection
(CHIRP)

Sobrinho et al. | K-NN, SVM, Classification Both Qualitative Dataset size

[27] Random Forest and quantitative considered is small
(RF), Naive analyses have been | Risk evaluations
Bayes, J48 done using k-fold | of individual
Decision Tree and cross-validation subjects
MLP neural methods considering with
network the help of

well-accepted
medical guidelines
and nephrologists
needs to be done.
No data
augmentation is
used to improve
confidence

to two major review questions. Through this research, we identified the predictive
biomarkers of CKD along with the machine learning models implemented for CKD
predictions. Although it is an ongoing research area, one needs to focus on certain
issues in future studies. The main objectives which can be fulfilled in future work

are:

Subject/patient-specific research needs to be done.
Medical images need to be incorporated with the biomarkers to generate better
implementations.
e Most of the papers work with limited data, so it is required to generate a dataset
specifically covering CKD predictors and models will be implemented based on
that data sets.
e CKD is along-lasting, irreversible condition, so it is required to analyze it accord-
ingly. Deep learning models can be utilized for image classification as well as
time-series analysis.
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Chapter 12 ®)
Application of Machine Learning i
Algorithms in Agriculture: An Analysis

Kalpana Jain and Naveen Choudhary

Abstract Machine learning is being rapidly adopted in various industries:
According to Research and Markets, the machine learning market is projected to
grow to $8.81 billion by 2022, at a compound annual growth rate of 44.1%. One of
the main reasons for its increasing use is that companies are collecting big data from
which they need to obtain valuable information. Machine learning is an efficient way
to make sense of that data. In the current situation, we are talking about the emerging
concept of smart farming that makes farming more efficient and effective with the
help of high-precision algorithms. The mechanism that drives it is machine learning,
the scientific field that gives machines the ability to learn without being strictly
scheduled. It has emerged alongside big data technologies and high-performance
computing to create new opportunities to unravel, quantify, and understand data-
intensive processes in agricultural operational environments. This paper reviews the
exiting techniques and methods of machine learning applicable in the agriculture
sector.

Keywords Agriculture - Machine learning - Training - Data - Algorithms

1 Introduction

Agriculture is essential to the world’s sustainability. Humans profit in one direction
or the other from agriculture, which makes agricultural practices a crucial field of
research. Farmers often need details, particularly when growing crops that are not
popular in their land or crop. The ordinary farmer has links to crude data outlets such
as television, radio and journals, fellow growers, government departments, farmers,
and merchants. Therefore, a framework is required, which enables farmers to access
relevant details. Machine learning is one of the trends; thus, different strategies
and applications function within the context of machine learning. In recent years,
many machine learning systems have been validated and established in agriculture.
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Research has also been carried out on the efficacy of multiple machine learning algo-
rithms in agriculture and other applications since machine learning is an extremely
effective method for efficient utilization of tools, forecasts, and management that
is required for agriculture. Machine learning is the skill and the implementation of
information through an electrical processing device.

The planet has to be more conscious of sustainable agriculture for some time now.
According to the UN, by 2050, the population of the planet could reach 9.7 billion.
Experts from the World Resource Institute predict that food demand could grow
from 50 to 70% to feed these people. Agriculture can, however, have disastrous envi-
ronmental consequences because of its wastewater use, transport of carbon dioxide,
and the improper use of fertilizers that cause pollution. India has a long history
as one of the world’s biggest farmers. The nation has a comprehensive network of
commercial farmers and small-scale growers; it is one of the major rice, cotton,
sugar cane producer and exports large amounts of wheat, maize and produce other
crops. India is therefore the ideal testing ground to transform its farming sector using
revolutionary new technology. Intelligent farming supports farmers (large and small)
for the value chain by the provision of materials, consultancy services and storage
services, transport, and international exchange aid [3].

Now several companies are developing a software solution that guarantees sustain-
able agriculture both for the world and for farmers. They plan to create an open digital
network for farmers and others to help grow more at less cost and with less envi-
ronmental effects. This new technology uses innovative machine learning software,
geospatial data mining, and cloud computing to provide farmers with advice and
feedback in real time [33]. The challenge was to design a framework that could
process data in real time from many sources, achieve visibility in all farming phases,
and automatically provide farmers with recommendations. With satellite and drone
geo-spatial data, the company may track ground conditions, which imply possible
field productivity [19]. This data can be mixed with other outlets, including weather
and market data, in order to consider farmers’ real-time conditions and to make intel-
ligent, real-time recommendations. The machine also gives a simpler way of identi-
fying and avoiding accidents such as plague or water shortage and helps to avoid crop
destruction. As the industry expands and evolves, different forms of machine learning
are developing that can be explored in new applications. Many examples of machine
learning implementations today, therefore, fall into two categories: supervised and
unregulated learning.

1.1 Supervised Learning

A common method of machine learning is supervised learning that is often used to
build training patterns to predict future happenings such as fraudulent credit card
purchases in applications that use historical data. It is a method of machine learning
that recognizes inputs and outcomes and uses tagged examples to train algorithms.
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Supervised learning uses techniques for pattern analysis such as grouping, regres-
sion, estimation, and gradient change. These trends are then used to predict mark
values of unlabeled results [10]. In drug research and development, this form of
machine learning has already been used, with applications including target validation,
biomarker identification, and automatic clinical pathology analysis. This means that
machine learning promotes data-driven decision-making and facilitates the discovery
and development process and improves success rates [12].

1.2 Unsupervised Learning

Unsupervised learning works without previous validation for data sets compared with
controlled learning. It instead analyzes the collected data to describe the framework
and trends. Unregulated machine learning is being used in factories for predictive
maintenance. Machines can analyze and use data and algorithms that cause device
failures to anticipate problems before they occur. This allows less needless downtime
as factories order parts from the retailer of automation equipment to be replaced
before a failure takes place. Research by Deloitte found that the use of machine
learning technologies [18] in development decreased the unexpected downtimes by
15-30% and hence the costs of maintenance by 30%. Humans are not the only people
able to think about themselves: machines like Google Duplex can also pass the Turing
test today. Manufacturers may use machine learning to boost maintenance processes
and make informed decisions in real time based on findings.

1.3 Problem Statement

It is well known that the prevention and timely diagnosis of any disease will bring us
the strategic advantage over said disease and in agriculture it is no exception, because
knowing what ails a crop or plant increases the chances of success in treatment [24].
In the developing world, more than 80% of agricultural production is generated by
small farmers [1], and reports of yield losses of more than 50% due to pests and
diseases are common [9]. Besides, the greater proportion of people with problems
of poverty and famine (50%) live in these productive areas, which makes the small
farmers particularly vulnerable group to disruptions in the food supply caused by
pathogens. There are methods to determine the diseases of any plant, such as taking
samples of vegetative tissue to a specialized laboratory or taking an expert agronomist
to the cultivation site; in either of the two methods, the disadvantage lies in the time
necessary to obtain the results. That is why they have been considered the use of
artificial vision techniques and pattern recognition, as well as some classification
algorithms that automatically determine the possible disease, facilitating the task
of specialists to develop their work and that they can find a timely diagnosis for
treatment. And as [7] says, the Tools for the automatic recognition of plant diseases
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have the potential to become a valuable source of information to aid decision-making
in agriculture.

In the next section, the techniques used are shown, as well as the most significant
research works that address the challenge of detecting a disease, based on the analysis
of the characteristics present in the leaves of the crops.

2 Techniques and Algorithms

To arrive at the classification of diseases, the authors rely on proven methodologies,
like data acquisition, pre-processing, feature extraction, and recognition, which are
the steps or procedures followed to obtain results. For the acquisition of the images,
digital cameras are used to capture the leaves or the parts where the damage caused
by the disease is visible, as well as set so that the images available on the Web are
made available to everyone. Public serves as the basis for training the model. For
the images acquired by the camera, the shots were in controlled environments with
acceptable resolutions, although it is important to mention that [27] used a mobile
phone, to acquire the images and do an alternate experiment to see how much it
affected the quality of the images.

Once the images are acquired, they go to pre-processing, where they will be
treated such as scaling, noise elimination, color space transformation, histogram
equalization, and everything else that can be done to maximize the characteristics.
By the time you move on to the next process, the image is processing and noise
removed. Therefore, when applying segmentation techniques, they will separate the
points of interest with better precision, obtaining valuable data that will be more
descriptive of the disease. Once you have the characteristics, then next thing is to
do the classification, make use of the algorithms, obtain the results, and make a
description of them. It is in this step when the effectiveness of the procedure is
shown, if it has been classified according to expectations.

The next section shows the significant works related to the detection of diseases
in various types of plants , using various machine learning algorithms as listed in
Table 1.

3 Literature Review

Using different machine learning algorithms such as mathematical and statistical
approaches, crop prediction can be carried out. Any of the approaches that are
currently being tested are discussed here.
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Table 1 Machine Learning Algorithms and their characteristics

Algorithm | Properties

Fuzzy logic | It is based on heuristic rules; it is used for processes highly not linear [15]. Easy

implementation

SVM Look for a hyperplane that works as a separator. In typical training and problems,
it is very efficient [32]

Bayes It is very efficient where this type of environment is used supervised learning.
Large amounts of data are not required for their training [4]

KNN Search for observations closest to the one you are trying to predict and classify the
point of interest based on most training data [34]

ANN Qualifying is very efficient, at the cost of training computationally expensive [37]

CNN The performance of convolutional neural networks in the recognition object and

image classification has made great progress in recent years. They tend to be more
accurate at the cost of high computational cost. In training, it may require a
considerable number of images to produce reliable results [5]

3.1 Artificial Neural Network

The Network of Artificial Neurons is the Artificial Neural Network (ANN). It is
founded upon the biochemical functions of the human brain. This is one of the
markers of controlled learning. Neural network has to be trained once, for example,
after equivalent trends can be expected in future data, practical solutions to problems
can be generated even though the input data is incorrect/incomplete. The accuracy
of ANN continues to improve by including more and more details. ANNs are often
willing to embrace their ambiguity without understanding the values behind them.
For any method, ANN may extract the correlation between input and output, and
compare the SVM and ANN algorithms to classify diseases in various crops that have
been attacked by fungi, bacteria, nematodes, and nutrient deficiencies. They mention
that the symptoms of plant diseases exhibit different properties such as color, shape,
and texture, and based on this, the characteristics are obtained. They consider color
as an important dimension, but applying dimensionality reduction they discover by
experimentation that, out of 24, only 8 characteristics are significant for the classifi-
cation of diseases. In the end, they put the two algorithms to the test and found that
with SVM they obtained 92.17% precision and that with ANN only 87.48%, which
is why they show that, for this case, the SVM is a better classifier. Another paper was
presented by [19]. In Ireland, over 80% of farmland is grassland, a source of feed for
the dairy and livestock industries. There have been very few studies worldwide that
estimate small weeds like Ireland using remote sensing data. Certain computational
models have been developed to estimate the amount of grassland biomass available
in two intensively controlled grassland farming companies in Ireland such as the
multilinear regression (MLR), the artificial neural network (ANN), and the adaptive
neuro-fuzzy inference system (ANFIS). For 12 years (2001-2012), in situ weekly
biomass measurements were used for model creation on the first test site (Moorepark)
(2001-2012). In all three versions, 5 vegetation indices plus two spectral (red and
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close infrarouge) bands extracted from an 8-day MODIS product were fed. ANFIS
has provided better biomass figures (RM2 Moorpark < 0.85, RMSE Moorepark =
11.07; RG range 2 > = 0.76, RMse grange = 15.35) than ANN and MLR. This
project will provide a blueprint for the analysis and measurement of spatial data for
the recovery of various biophysical variables. Another paper introducing the method
[25] network integration is very useful for many vector-based algorithms and is now
a hot subject of study in network analysis. A lot of studies have been conducted on
network integration, but much of the material that is already present in the network
was overlooked. In this article, we suggest a new method of network embedding using
the semi-supervised SSKNMF kernel, from which previous knowledge can be imple-
mented and more practical network features learned. By using the objective function
based on the L2,1 standard, it can become more resilient against noise. These evolu-
tionary principles are very useful in managing the following agent-based paradigm.
Our proposed algorithm performs with thorough testing considerably better than
current members. The author of [7] recommends that a deep-rooted network archi-
tecture be extended through the use of VGGNet [17] and AlexNetOWTBn [9] to auto-
matically identify diseases arising in tomato leaves. Early plague, powdery mildew,
and mildew were the pathogens to be classified. The photographs captured are pre-
processed using techniques of image processing such as noise reduction, regression,
and the improvement of the image processing to minimize expense and time. Later
on, the data set characteristics were derived using convolution charts, in which the
input data were imaged by healthy and contaminated leaves. While the architecture
showed very accurate results; for this analysis, only AlexNetOWTBn architecture
was used to achieve 32.23% and VGG 33.27%.

3.2 Information on Fuzzy Network

The remote sensing and other parameters for crop yield prediction were evaluated
through aggressive neural network processing. They employed the versatile method
of Neuro-fuzzy Inference (ANFIS). The inputs to ANFIS are the soil moisture
content, field biomass, and the repository organ. It has only a single number, or
another output node, i.e. yield, that is pursued. In that remote sensing data, the other
problem in forecasting yield does not go far behind in time. In order to construct a
design to estimate future values, every forecasting attempt is therefore compelled to
add a very limited number of previous years. By leaving one year out and utilizing
all the other material, the agreement is disciplined. In relation to the return of the
year that is left out, they measure the variance of our calculation. The system is
used for all years and the average efficacy of prediction has been given. A paper
presented by [17] seeking a suitable motor imaging machine is a huge task. For
positive discrimination, the collection of discriminatory characteristics is impor-
tant. This research will include a controlled method to classify biased traits in the
EEG signal MI classification. The function selection approach eliminates dimen-
sionality. Any EMG measure is mapped to a continuum. The spatial characteristics
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are derived from each sub-band. A high-dimensional function vector is paired with
several sub-bands. In order to allow an effective definition, the neighborhood compo-
nent analysis-based filtering approach is used to select appropriate features. Least
Squares is a supervised mathematical learning technique used in categorized regres-
sion data to improve accuracy. The chosen features are used to identify the SVM. In
order to reduce the function factor, the irrelevant features are discarded. Evaluation
of the strategy proposed is performed with the data sets 4a and IV 2b of the BCI
Competition III. Both data sets can be used as benchmark data types to help test BCI
machine learning. Simulations demonstrate the supremacy of the time series predic-
tion system proposed a study that works to predict disease [36]. All the major factors
influencing agricultural development are agricultural diseases and insect pests. Early
detection and pestilence prediction can mitigate economic harm from plagues. This
paper uses a neural network to automatically classify crop diseases. The statistics
are taken from the 2018 public data sets of the Al competitor with 30 illnesses of
10 crops. In this post, we use the training model Inception-ResNet-v2. These are
approaches widely used in prediction networks dependent on convolution. After the
integration is complete, the ReLU function is enabled. The findings reveal that the
average outcome rate of the model is 86.1%. After being educated in this approach,
our students developed and introduced a smartphone application for the iPhone. And
we carried out an actual examination to validate the theory. The findings revealed
that the device would correctly predict crop diseases. Another concept is given by
[6] that used a system of fuzzy logic and decision trees and with the help of a human
expert, they were able to make a recognition of coffee diseases, where they obtained
the characteristics of the symptoms that occur in the plant and thus be able to do
your decision tree. The results they obtained are within 85% accuracy. Although this
research does not deal with artificial vision techniques, it can be noted that a very
important step has been taken for the detection of diseases, using expert systems
applying decision trees with fuzzy logic.

3.3 Support Vector Machine

Cluster analysis or clustering is a method in which artifacts that are identical
but distinct from individuals in other classes are defined. It is used mostly for
data processing. In several areas, clustering is used, such as computer education,
pattern detection, image processing, knowledge collection, and agriculture. There
are different clustering algorithms like k-means and k-medoid set, but the popular
and important clustering SVM is the algorithm. A paper presented the concept of
the cluster [23]. The objective of this paper was to develop an effective method
for harvesting automated cucumber harvesting. The proposed algorithm comprises
several processing and data mining techniques aimed at classifying the image of
carrots properly. Computer Vision project uses an SVM, a Euclidean distance trans-
form, a bag-of-visual-words (BoW) classifier, and a watershed transform in order to
classify images into seven broad categories. Several experiments were carried out
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to generate the data sets which will be used for training and validation of the clas-
sifiers. Detection was tested at both levels of pixel and cucumber by evaluating its
result to the ground truth data. The high percentage accuracy at the pixel level and
at the tissue level proves that the proposed algorithm is highly reliable in cucumber
harvesting applications. Comparative analysis is done by [7]. According to the Food
and Agriculture Organization, world production of date fruits is forecast at about 8.5
million tons and 1.3 million tons in 2018 in Saudi Arabia. The most popular varieties
of dates are Badri, Khalas, Muneer, NabootSaif, and Suleh in Saudi Arabia. The
co-dependencies in maturity are immature, Khalal, Khalal, Rutab, Pre-Tamar, and
Tamar. The way fruitis processed has a big influence on earnings. This paper proposes
a smart harvest method by means of computer vision and DL to decide the form,
maturity, and weight of dates. The method contains three sub-systems: maturity esti-
mate, form estimate, and date weight estimate (DWES). We used four architectures
of Deep Neuro Networks, ResNet, VGG-19, Inception-V3, and NASNet for DWES
as well as the SVM (regression and linear) support for DMES. We also focused on
the Smart Robotics Research Center to test the device proposed. DTES attained a
median performance of 99.175%, a 99.225% F1 score, average accuracy of 99.8%,
and an average recall of 99.05% using further performance metrics. The DMES has
achieved a high-quality precision, which averages 99,058, 99,34, 99,64, and 99,08 %.
DWES reached a maximum score of 84.27% with SVM Linear.

3.4 Convocational Neural Network

A CNN network was developed to determine the impact of climate change on potato
development. They have also seen a network of beliefs integrating the volatility of
potential climate change, taking into account the fluctuations of current weather
parameters including temperature, radiation, rainfall, and potato production. They
claimed their network would help politics Agricultural makers. They validate their
model with synthetic weather conditions and equate the findings with the tradi-
tional mathematical model and conclude that the performance of the faith network is
greater. A paper was presented by [17]. Al has been recently extended to a variety of
sensing activities to anticipate, monitor, and/or understand. However, it is limited to
embedded devices. We propose a low-power sensor with Al onboard to improve the
application in agriculture. For this reason, we used a CNN to come up with a system
which achieves 83% of average IoU and 97% of seeds recognition accuracy on the test
set. The proposed solution would conduct seed identification and seed germination
detection via spectral domain image processing. For the training of CNN, we collect
data of the image of the seed germination process over the span of many stages. The
whole framework would be measured by industrial regulations. The studies have
demonstrated that the device can open up a massive amount of possibilities for smart
applications. [21] write another paper: The argument over finding an optimal sample
set for signals on graphs is an excellent one. The proposed sighter collection is based
on a localization operator that uses both vertex and spectral domain positions. We
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show the relationships between the new procedure, selecting sensors in machine
learning methods, and using graph frequency methods to select sensors. The method
suggested does not have to measure the vectors of the variable operator while also
considering (graph) information. By measuring performance metrics such as quality
and memory, we evaluate the effectiveness of our approach. Another definition is the
same [2]. Accurate data will greatly reinforce spatial growth and sustainable natural
resource and farm management in Singapore. The research focuses on the detection
of greenhouse photographs from SPOT-7, and MSI photographs from Sentinel-2.
In chosen test areas, multiple classifiers are employed, such as k-nearest neighbor
(KNN), random forest (RF), and support vector machine (SVM). The image is created
by multi-resolution scanning. Secondly, for each image unit, spectral, texture, and
remote sensing indications were obtained. The greenhouses were classified by clas-
sifiers. The classification accuracy of this task was evaluated using an ambiguity
matrix. The study of the KNN and RF classification revealed a slightly higher mean
accuracy (OA) and Kappa (B) of 0.69 and 0.85. The image of Sentinel-2 was rated
according to KNN techniques. Another article has been published by [1]. Recently,
deep learning methods are becoming extremely relevant to solve image processing
problems. Among various algorithms, Convolutional Neural Network (CNN)-based
and Recurrent Neural Network (RNN) based systems have achieved state-of-the-art
results on satellite and aerial imagery in several applications. While these methods
are part of research are for some, there is currently no functional or generic version at
the consumer level for remote sensing culture. In this letter, we introduce a method to
use distance learning strategies with remote sensing imagery and geographic details.
This project is focused on the libraries Orfeo toolbox for image processing and
TensorFlow for numerical computation. It is capable of processing a large amount of
information without any limitation on image size or hardware configuration. Another
paper is written by [3]. There is also a need for more refinement and specificity in
the study of human behaviors. Deep education will soon have a significant effect
as a study is carried out on security applications in the area of elderly tracking and
the detection of individuals and objects left in the public room. Wearable devices for
human activity have been developed but these technologies can cause users unwanted
physical and mental distress. Researchers have concentrated on using image-based
HAR and have placed it at the forefront of electronic consumer design. This essay
explores an intelligent method to classify human behaviors through image analysis
and profound learning methods. A skeleton-based approach can also produce detailed
findings in a number of conditions and domain structures. This paper explores the
creation of an efficient HAR embedded knowledge approach. Two public databases
of people’s routine behaviors, such as experimental outcomes, are used for tests to
render the proposed method more reliable and successful on both data sets than most
equivalent schemes [13]. As robotics and computer technologies evolve, the agricul-
ture industry is increasingly evolving. Farmers shift to agriculture in which selective
productivity is significant. This is called agricultural precision. To prevent weed
growth in crops, it is important to correctly identify seed rows. We are proposing a
new approach called CRowNet which uses CNN and Hough to detect crop rows in
a drone image (UAV). It consists of a “SegNet” model made up of “SegNet” and a



162 K. Jain and N. Choudhary

“CNN-based Hough transform” (HoughCNet). The approach suggested could yield
better results than traditional techniques. An accuracy rate of 93.58% was obtained
for the identification of crop rows with IoUs over 70%. Furthermore, the trained
model can detect crops on a given field of crops.

3.5 Deep Learning

Deep learning is an artificial intelligence (Al) feature that imitates the operation of
the human brain in data processing and generates templates for decision-making
use. Deep learning is a branch of artificial intelligence machine learning, which
has networks that can learn unattended from unstructured or unscheduled results,
often named profound neural learning or deep neural network. A concept is given
by [14]. The Internet of Things would revolutionize health systems, agriculture,
banking, electricity, and transportation. With the incorporation of software-defined
networks (SDNs) and network feature virtualization (NFV) in the edge-cloud inter-
play, IoT platforms are significantly improving with developments. Deep learning
has been getting its existence more influential due to enormous evidence of Internet
of Things (IoT). DL algorithms may have privacy issues when applying to confiden-
tial data. These algorithms depend on conventional server-based approaches, that is,
high server processing capacity is needed. We would like to suggest a new learning
method by differentially private training algorithm called LATENT. The function-
ality of LATENT allows a data owner to introduce randomization until the data
are exposed to possibly untrusted machine learning service. It divides the neural
design into three layers: (1) convolutional module; (2) randomization module; and
(3) completely linked module. Therefore, the Randomization module will effectively
perform a privacy guard service for SDN-enabled NFV. There would be substantial
variation in government policy-making owing to this aspect. Our empirical review
on classification using convolutional deep neural networks indicates fine results in
accuracy (e.g., 92-96%). Another concept is presented by [20] where they conducted
60 experiments using deep convolutional neural networks to identify 14 crop species
and 26 diseases, using trained models such as AlexNet [16] and GoogleNet. They
used the approach of [12] that demonstrates for the first time that end-to-end super-
vised training with a CNN architecture is a potential option for a large number of
classes, going beyond the traditional approach of using hand-built features. Within
the Plant Village data set convolutional with RelU activation function, each followed
Max Pooling layer and the second part contain two dense layers to focus color and
gray scale. In the end, they showed that working with color characteristics gives
them 99.84% better results compared to grayscale with 95.54%. Another article [22]
shows a reinforcement learning (RL) method of maximizing charging strategies in
a public electric vehicle (EV) charging station. “Online” in the sense that this price
mechanism takes choices on a real-time basis, and “model-free” in the sense that it
does not use simulations of unknown occurrences. A challenge with RL is we need to
optimize the total charging rates to satisfy customers’ demands before departure time.
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This feature-based method can further improve the performance of the proposed algo-
rithm. Compared to representative benchmark algorithms; our algorithm achieved the
highest charging-station profit. This paper presents [31] a novel Computational Intel-
ligence vision sensing approach to analyze the content of nutrients in plant leaves. We
propose developing the Deep Sparse Extreme Learning Machines (DSELM) frame-
work for fusion and GA for image normalization as well as to reduce variation of
images due to differing degrees of sunlight. Of course, we do relevant working image
segmentation with DSELM. In this paper, four moments of color distribution of the
leaves images (mean, variance, skewness, and kurtosis) are used as predictors in the
estimation of nutrient profiles. Our machine learning model consists of a variety of
DSELMSs and combines them to predict nitrogen content in wheat leaves. Studies also
show that the proposed approach outperforms other approaches in terms of efficiency
and processing time. Another method is proposed by [24] that proposes algorithms
to identify multiple plant diseases, based on color analysis and using a pair-wise clas-
sification algorithm. According to them, their methodology allows them to operate
in uncontrolled conditions and thus be able to cover a large number of diseases. This
method was tested with a large, unrestricted set of leaf images containing symptoms
belonging to 74 diseases, 4 pests, and 4 abiotic disorders, affecting 12 different plant
species. The results obtained were between 40 and 80% precision. [29] used an ANN,
KNN, Naive Bayes, a hybrid of self-organizing maps (SOM), and radial base function
(RBF); all this in order to determine the best algorithm to classify diseases of rust,
coffee wilt (CWD), and the CFD that affects the coffee fruit. In their work, they state
that they obtained 58.16% for KNN, for NaiveBayes they obtained 53.47%, for ANN
79.04%, and for the combination of RBF and SOM they obtain 90.07% accuracy,
which shows a great improvement with respect to the previous algorithms, although
they note that the latter takes them longer in training. [26] tell us that they found a
feasible solution for the diagnosis and identification of four alfalfa diseases. They
extracted 129 characteristics of texture, color, and shape from the 1651 images using
the Relif F, 1R, and CFS methods. To classify the diseases, they used SVM, KNN,
and Random Forest. The best classifier was SVM and the Relif method for obtaining
the characteristic, since they achieved 97.64% in precision for the training set and
94.74% for the test set. [28], experiments have been done to recognize diseases or
burns presented in the leaves. The crops examined were bananas, rice, citrus fruit,
and roses. They suggest segmentation using genetic algorithms after analyzing the
photos and clustering. They used the color rivalry technique to remove attributes and
they think it easier to use the color picture than the standard grayscale. To identify
them, they used MDCs achieving K-Mean 86.54%, MDCs with an algorithm they
proposed, enhanced 93.63% and SVMs with a proposed algorithm, which received
substantial improvements of 95.71%. Many of these percentages represent the total
average of 54.306 photos from the four crops of 58 groups with 14 crop types and 26
diseases (or their absence), as shown by the highest precision of 99.35%. This target
was accomplished. Therefore, without any feature engineering, the model correctly
classifies crops and diseases from 38 possible classes in 993 out of 1000 images. The
authors noted that training requires a lot of computational work but for classification
it is less than a second; they believe it could be implemented on a cell phone [30].
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Propose a web tool, where the farmers who grow the pomegranate will upload an
image of the fruit to be analyzed, with the trained model to check whether or not the
fruit is infected. The technique used is based on extracting the characteristics of the
pomegranate images, such as color, morphology, and the color coherence vector, to
later perform the classification using the SVM algorithm, giving them an accuracy
of 85% with a 10-megapixel camera. Knowing that farmers will not always have
the optimal capture means to upload the images to the system, the authors carried
out significant tests with the cameras of mobile devices with resolutions of 5 and 3
megapixels, and obtained results of 82 and 79%, respectively. Tang et al. [30] carried
out a study that consisted of analyzing 9,000 images of tomato leaves, to produce a
model that could be used on smartphones, with the purpose of identifying 5 types of
diseases. Your model would be based on a deep convolutional network, but it would
be made up of two parts, the first part of the model (the extraction functions) was the
same for full-color focus and grayscale focus, consisting of 4 layers. It is used by [34]
and has been working with convolutional neural networks of various crops, looking
for disease levels in plants, being able to classify healthy crops with 89% accuracy,
slightly ill with 31%, moderately ill 87% and seriously ill with 94%. Although the
results are satisfactory, he concludes that the classification of plant diseases from
digital images is very difficult. On the other hand, the limitations of the data set
in terms of quantity and variety of samples continue to prevent the emergence of
truly comprehensive systems to perform disease classification functions [35]. Many
deep learning models have recently been used to identify various forms of plant
diseases, but relatively little work has been done in predicting whether or not these
illnesses are dangerous. In addition, it is necessary to thoroughly monitor the severity
of plant diseases because it facilitates plant protection decisions. We create a data
set of images with the aid of Plant Village and crowd Al of contaminated citrus fruit
leaves. Six separate algorithms for the magnitude of citrus HLB were then tested.
The experimental findings show that, when dealing with severity detection, the model
Inception v3 with epochs = 60 will obtain a higher precision rate of 74.38% than
other models. We also decided to explore whether GAN data increase would help
substantially enhance the learning output of the model. A new set of 14,056 leaves
was eventually used in the V3 network preparation. We have provided more than
85% precision and very high performance.

Table 2 shows the summary of the results obtained by the exposed investigations
and the comparative analysis of crop production prediction accuracy with different
machine learning classification methods. It shows that crop prediction classification
depends on the method, crop and it varies on different parameters, result shows.

4 Discussion and Results

One of the advantages that we can observe when [6] used the fuzzy logic classifier
algorithm is how easy and fast it could be implemented, since it does not require
a large collection of data for its training, and it presented more or less favorable
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Table 2 Summary of the algorithms and their accuracy results
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References Culture Method Accuracy in percentage
[4] Coffee Fuzzy logic 85.00
[5] Pomegranate SVM 82.00
[6] Coffee KNN 58.16
ANN 79.04
N. BAYES 53.47
RBF and SOM 90.07
[7] Banana, Bean, Lemon, MDC + K-Means 86.54
Rose MDC + SVM 93.63
[8] Bean Fruit Proposal 50.00
Cassava Citrus Fruit Classification by pairs | 46.00
Coconut tree 56.00
Coffee Corn 71.00
Cotton 53.00
Grape 40.00
Passion fruit 76.00
Soy 58.00
Wheat Sugar Cane 56.00
Passion fruit 58.00
Soy 59.00
Wheat Sugar Cane 70.00
[9] Alfalfa SVM 94.74
[10] Wheat, sunflower, grape, ANN 87.48
corn, cucumber, cotton, SVM 92.17
cabbage, tomato
[11] Strawberry Fuzzy logic 97.00
[12] Various CNN 99.35
[13] Tomato CNN 99.84
[14] Bean 95.00
Cassava 83.00
Naranjo Coconut 62.00
Corn Coffee 97.00
Cotton Cashew 66.00
Grape 77.00
Kale Passion 100
Fruit Soybean 61.00
Sugar cane 82.00
Wheat
[15] Tomato CNN 33.27

results when wanting to classify. Now, if the target class is decreased, then it would
have better results, as shown by the work of [26], which got better accuracy just by
predicting just one disease. The proposal made by [37], by using RBF and SOM,
seems quite good, since they are the ones that gave them the best results, compared to
KNN, ANN, and Bayes, and this is because their approach to obtain the characteristics
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by their texture and color made it have better results, since the choice of the latter is
the one that works best for these cases.

From the SVM algorithms, it can be concluded that it is another good alternative
for solving these cases, although at first, they were not intended to solve this type of
problem; with the passage of time, they have been adapted and presenting very good
results, such as those of [3, 4].

When the classification is for few diseases, it could be said that it is relatively
easy, but when you really want to cover more diseases or more crops, that is when the
complexity increases, and a proposed solution is the one presented [24]. Classification
by pairs itis based on the theory where plants present similar symptoms when attacked
by the same disease and that the algorithm can be retrained for new diseases. Another
proposal for the same plants and the same diseases was presented by [5] when using
convolutional neural networks; he declares that it is the best way to do this type of
study, and that the only limitation today is the availability of large amounts of data
to do a good training of the net.

5 Conclusion

Nowadays, an increasing range of computer application Agricultural learning strate-
gies are required for which a lot of accessible data from several resources can be
examined to find the secret information. This is an advanced area of study and is
anticipated to develop in the near future. The convergence of computer science with
agriculture allows predicting crops. It must draw on objective methods for forecasting
pre-harvest crops. The creation of an effective model would have some merits over
the conventional approach of forecasting as it could be seen in this review of articles,
the works that obtained the best results are convolutional neural networks; their use
is increasingly biased for this type of problem, since diagnoses are obtained closer to
what a human expert would determine. The only problem would be that the training
is too computationally expensive and requires a lot of data to do it. If the study data
were not enough, the recommendation would be decision trees with fuzzy logic,
since it is the algorithm with the best results after convolutional networks. Although
it is not very precise, we can trust that as technologies advance; more optimal values
can be reached at a lower computational cost. Another important point that we can
note is that with the use of new technologies such as machine learning and pattern
recognition, diseases in crops can be detected and a timely diagnosis made, reducing
the risk of agricultural and economic losses, which would bring a direct benefit to
the farmers who implemented it.
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Chapter 13 ®)
Combined DCT-DWT Color Image ez
Digital Watermarking Technique

Devender Kumar Dhaked

Abstract In present time, information transmission is becoming increasingly
different through digitization. But security is a measure concern between information
transmissions. Therefore, the digital watermarking technique gives a better method
to prevent illegal access, unlike exploitation and allocation and information about
the copyright protection of digitized data. It must be strong; therefore, if one part of
this is changed then it will be recoverable. Several different methods are provided for
embedding and extracting watermarks from the original image. In proposed paper,
watermarking is completed by applying the combined approach of Discrete Cosine
Transformation (DCT) and Discrete Wavelet Transformation (DWT). DWT tech-
nique is applied on the Red color (or R-channel) component of the color image for
embedding the watermark. Once completing the embedding process, DCT technique
is applied to 8X8 block of the color image. The results of proposed algorithm strongly
maintain image quality and also it is sufficient for general image processing tasks.

Keywords Digital image watermarking + Discrete cosine transformation (DCT) -
Discrete wavelet transforms (DWT) + Color image + RGB components

1 Introduction

The security of digital data over the Internet from unwanted access is a main problem
in the current scenario. For this problem digital watermarking becomes a fastest
growing solution. In digital watermarking process, some parts of information are
known as watermarks are attached to social networking data like pictures, videos
& audio, and text documents too. To avoid repetition of data and provide copyright
security digital watermarking approach is used wherein to confirm the authenticity
of individuals. Whenever it is a requirement to confirm the authenticity then the
user can extract the watermark and validate it [1]. In the last few years, range of the
digital technology has been speedily increasing day by day. Therefore, unauthorized
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access to watermarking and the possibility of attacks is too rising, but different safety
techniques are available to protect data from illegal uses.

The watermarking techniques are classified into two separate parts on the basis of
operational domains, first part is a spatial domain and the second part is a frequency
domain. In the spatial domain watermark object directly embedded in the original
image by updating the pixel value of an original image. In this type of technique very
small changes occurred in the pixel intensity value of the original image. Frequency
domain is a useful technique for embedding a watermark which provides high imper-
ceptibility and robustness. In these techniques for embedding the watermark, trans-
form coefficients are modified. The original picture splits by using transform domain
and after this a watermark is embedded in it. In this research we have study about
discrete wavelet transform (DWT)[2] and discrete cosine transform (DCT) tech-
nique[3]. Also discusses in what way these techniques are followed to embedding
and extracting the watermark from the image [4].

2 Literature Survey

According to the research provided by Dimple Bansal and Manish Mathuria the
article titled- “Color Image Dual Watermarking using DCT and DWT Combine
Approach”, the article published in ICEI-2017. In this research paper proposed color
image watermarking by combining the feature of DCT and DWT. For embedding the
watermark red color component is selected. Then completing the embedded process,
applied DCT on 8 x 8 blocks [5].

Another research on the article titled “A Robust Watermarking Approach using
DCT-DWT?”, provided by S. Pratap, R. Paresh and A. Sudhir, the article published
in IJETAE-2012. Author presents a robust watermarking approach for color and
grayscale images. The complete study of this paper shows that DCT and DWT
watermarking is better for color images comparing to gray images. This research
work also shows full watermark embedding is possible on color image which is not
possible in earlier proposed techniques [6].

The research on the article titled “Comparison of Hybrid Watermarking Technique
on Different color spaces” provided by N. Fatima and D. J. Tuptewar, the article
published in Conference on Advances in Signal Processing. This research paper
proposed an efficient watermarking method used for color image by combining the
feature of DWT and SVD technique. DWT technique is used to find the areas in the
image to insert the watermark and SVD is used to build the watermark more robust

[7].
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(a) Red Component (b) Green Component (¢) Blue Component

Fig. 1 Original image decomposition into RGB component

3 Proposed Work

3.1 Color Image Component

A color image holds different color items that gives the information regarding the
situation for the reason that human eyes are more sensitive or responsive to color
deviations. Therefore, each and every one is familiar with regarding the fundamental
concept of color and these colors are developed with the combination of three basic
colors components like red color (R), green color (G), and blue color (B) [10]. In
many experiments it is found that human beings attraction regarding to the color,
therefore red (r) color component is more significant compare to others reason to
their wavelength. Proposed research paper used red (r) color component to embed
the watermark on original image and after this DWT was applied to it (Fig. 1) [8, 9].

3.2 Discrete Wavelet Transform

The 2D Cosine Transform is addressed their forward discrete change capacity of
the spatial frequency u or v as F (u,v). No immediate data about pixel and spatial
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variables is there. For the most part Discrete Wavelet Transform utilizes other kinds of
capacities, for example, Daubechies, Haar, and so on. These fundamental capacities
are also called Mother Wavelet. Here in this work, Haar function is utilized as the
Mother Wavelet function [8].

3.3 Discrete Cosine Transform

Since due to high wavelength red color is selected therefore DCT is relegated to
complete red component and watermark is be appropriate on it. After completion
of transformation, the energy block focus on low frequencies.Watermark’s binary
bit is inserted in the low frequency of DCT coefficient of selected frequency sub-
band of DWT [8]. During the time spent checking DCT coefficients are arranged by
their whole extent. After that the beneficiary builds a level of the all-out energy P and
characterizes the biggest n coefficients that frame the P percent of the absolute energy.
At that point watermark succession is added to the whole coefficient in the rundown.
At the point, when the estimation of P is increased, watermarked components are
further to be added to the host picture [11, 12].

3.4 Block Diagram of Proposed Algorithm for Watermarking

Every algorithms having their security objectives, but here combined approach of
DWT-DCT is applied. Through using this technique, the watermark provides more
robustness against different attacks (Fig. 2).

A. Embedding of Watermark:
e Input Images

(i)  Original Image
(ii)) Watermark Image

Step 1: Decompose the colored image into RGB color component.

Step 2: After RGB decomposition, select the red component Matrix of Size (512
x 512) image for watermark embedding process.

Step 3: Then selecting red component, applying DWT on the selected matrix of
the red Component and find at A (Approximated), H (Horizontal), V (Vertical),
and D (Diagonal) value of the image.

Step 4: Choose the approximated value of the red component, then after declaring
the block size of the A value, here in this algorithm block size = 8 used.

Step 5: Apply the DCT on image specified Block Area and after this, embed the
Watermark to the specified Block Area.
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Input: Original Image and Watermark Image
Decompose Original Image in RGB color component
Choice R(Red) Color Component
Applied DWT on Red Color Component
Select Approximated Component of DWT output

Declare Block Size

DCT of Cover Image by Specifying the Color Area
Input Watermarked Image

Embedding Watermark to the Cover Area

Apply IDCT to Combine the Color Image

Apply IDWT to Combine Sub-Band Area
Join R-Component with G and B-Component

Output: Watermarked image

Fig.2 Proposed algorithm

Step 6: Apply IDCT on this image to Association the main object and apply to
IDWT to Combine Sub-Bands Once more.

Step 7: After applying IDWT, Join R-Component with G and B-component.
Step 8: Output: Watermarked Image.

B. Extraction of Watermark:
e Input Images:

(i) Watermarked Images
(i) Original Watermark Image

Step 1: After pass the watermarked image, Divides the Watermarked color image
into RGB component.

Step 2: After RGB decomposition, select single color (red) component which
contains Watermark information.

Step 3: Apply DWT on the Red component and then after gives A, H, V, D values
of the red component, select the approximated coefficient.
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(a)Duckes.jpg (b)Campus area.jpg (c)Trees.jpg (d)Building.jpg

Fig. 3 Original input images

Fig. 4 Original watermark
image: fingerprint.jpg
(author’s own finger)

Step 4: Select block size which used for embedding here block size = 8.

Step 5: Use original watermark and obtain the size of Watermark image.

Step 6: Now apply the DCT on it and transform the block for getting message
vector then reshape the message vector to obtain recovered image

Step 7: Now, write the recovered image on the disk in required format and then
finally, read the recovered image and display.

4 Experimental Results

4.1 Selected Original Input Images

In the direction of analyzing the effectiveness of proposed algorithm the experiment
work is implemented on four different color images (Fig. 3).

4.2 Selected Original Watermark Image

See Fig. 4.

4.3 Output of Invisible Watermarking

See Fig. 5.
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e
(a)W_Duckes.jpg

(b)W_Campus area.jpg ()W _Trees.jpg (d)W_Building jpg

Fig. 5 Four output of watermarked images

W

(a)RW_Duckes.jpg (b)RW_Campus area.jpg (c)RW_Trees.jpg | (d)RW_Building.jpg

Fig. 6 Recovered watermark image from the original image

4.4 Recovered Watermarks

See Fig. 6.

4.5 Image Quality and Similarity Analysis

Generally PSNR value is used to make a decision regarding quality of image. Usually
when the PSNR value varies between 30 and 50 db then good image quality is
creating. Apart from the PSNR, the correlation coefficient is also a factor which is
used for calculating image quality. The correlation coefficient of image discovers
the similarity between the images. The similarity between the images are calculated
in the range of 0—1. If the value of correlation coefficient is 1, then both the images
(original image and watermark image) are strongly similar to each other. And other
then, when the value is 0, then both pictures are not similar and when value comes
in —1, then both the images are completely anti-correlated. Here Table 1 presented
comparative results of the measurement between the original image and watermark
image.

Table 1 presents the PSNR (Peak signal-to-noise ratio) values for each color
component of color image. The maximum value of PSNR is 38.9774 for Bulding.jpg
at GREEN component. Table 2 below presents the result of Image Quality and
Similarity Measurement for Original and Extracted Watermark image.

Itis analyzed by the result obtained, reflects the changes in Watermark Image after
extracting from the original image. The result state that the Extracted Watermark is
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Table 1 Between original and watermarked image

Color images PSNR value

Sr. No Original image Watermarked image | Red Green Blue

1 Duckes.jpg W_ Duckes.jpg 35.5712 37.8593 |37.9373
2 Campus area.jpg | W_ Campus area.jpg | 35.7083 37.0624 | 37.0599
3 Trees.jpg W_ Trees.jpg 34.0272 35.5638 |35.4456
4 Bulding.jpg W_ Bulding.jpg 37.9662 38.9774 |36.8792

Table 2 Between original

Color images Correlation
and recover watermarked fficient
image Sr. No Original Watermarked | coethcien

image image

1 Duckes.jpg | W_ 0.9961

Duckes.jpg
2 Campus W_ Campus 0.9914
area.jpg area.jpg
Trees.jpg W_ Trees.jpg | 0.9671
Bulding.jpg | W_ 0.9704
Bulding.jpg

acceptable in and it can easily be recognized. The Correlation coefficient of all
original images and watermarked images is less than 1 and near to the 1, it shows
the similarity between the original image and its watermarked images. So, this value
verifies the efficiency of the algorithm.

5 Conclusion

In this research work, color image watermarking is completed by performing a
combined approach of DCT-DWT to providing image security. Since Color image
watermarking is now vital for secure transformation of digital images, which makes a
user to freely distribute images. Using a combination of DWT and DCT, it strengthens
the image against attacks, which shows the fake user on the image. The research
reviewed regarding DCT-DWT based watermarking is especially significant; there-
fore the research work is done based on multiple research writings on this topic.
The DWT approach is popular for robust watermarking nature while DCT is popular
for its feature of image security. The complete research work depends on combined
DWT-DCT color image digital watermarking technique which gives the high quality
of digital watermarking. Proposed algorithms for watermarking can be watermarked
color images while red, green, and blue channel watermarks can be used separately
to embed. This is a colorful image watermarking but in this research work, the RED
component was used for embedding watermarks. The conclusion of this research
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work shows that watermark image is the same and later recovery we can simply
recognize watermarks. This experimental work is done in MATLAB simulation soft-
ware, implemented algorithm is tested for different images to prove the algorithm
efficiency.

Main features of the proposed algorithm are as follows:

(a) It can perform Invisible watermarking.

(b) It can watermark color images.

(c) Ittakes very less time in computation.

(d) This algorithm has good capacity of hiding watermark information (Invisible
watermarking).

(e) The input image to the watermarking can be of any Size and Resolution.

(f) Itcompletely supports the Verifiability property of watermarking, i.e., extracted
watermark can prove the ownership of the author of image.
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Chapter 14 )
A Performance Analysis of Face oo
and Speech Recognition in the Video

and Audio Stream Using Machine

Learning Classification Techniques

Roshni Wadhwani, Akhil Pandey, and Vishal Shrivastav

Abstract Object detection and tracking is usually the first step in applications such
as video surveillance. The static camera face recognition and tracking system’s main
purpose is to estimate the speed and distance parameters. We propose a general
detection and tracking method for motion based on the visual system and using the
image difference algorithm. Then recognize the person’s voice to get feedback from
the corresponding person. The process focuses on detecting people on stage and
then completes the voice signal processing. We propose a new person recognition
technology that uses face and voice fusion compared to a single biometric recognition,
and this technology can greatly improve the recognition speed. The development of
security systems uses the Viola—Jones face recognition algorithm. The proposed
method uses the Local Binary Pattern (LBP) as a function extraction technique to
calculate local functions. Our project uses Mel-Frequency Divergence Coefficient
(MFCC) extraction technology for speech recognition. The extracted functions are
used as input to the multi-SVM classifier to provide a gender to identify individuals
and display the results. The new system can be used in various areas, such as identity
verification and other potential commercial applications.

Keywords SVM - KNN - LBP - Machine learning + Viola—Jones
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1 Introduction

Biometrics is a technique of using unique features of a person to determine his
identity. When a single biometric feature is used, the chance of compromise results
in the growth of multimodal biometrics. With the development of science and tech-
nology, the transition from unimodal biometric (one single trait at a given an example)
to multimodal biometric techniques (combos of two or more qualities) has been
observed to increase safety. The most favorable biometric system is personality,
durability, acceptability, collectability, and safety. However, no unique biometric
identifier has all these properties. As an explanation, several biometric identifiers are
used in a single organization, which is usually a known multimodal biometric system.
As support, a multimodal system can use both face recognition and iris gratitude to
validate people. Due to reliable or effective security explanation in security-critical
submission, multimodal biometric recognition association has recently emerged in
biometric society to replace established unethical systems. The system works by
first taking feature samples or taking digital color images for face recognition [1].
The sample is then converted to a biometric template using a specific mathemat-
ical function. The biometric template provides a standardized, efficient, and highly
differentiated format of functions, which can then be compared objectively with
other templates to determine identity. Most biometric systems agree on two modes
of operation. The registration mode is used to insert the template into the database.
The verification mode where the template generates for the device, and then the
matching element of the database of pre-registered templates searches for overview
of biometric identification systems can be used for personal verification or personal
identification. Personal verification answers the following questions: “Do I claim
to be me?” It determines the validity of the alleged identity by comparing the veri-
fication template with the registration template. Verification requires a declaration
of identity or find the individual’s registration template and compare it with the
verification model. Therefore, the comparison required for verification is called a
one-to-one comparison. During the verification, some knowledge of the system’s
identity usually provides along with the biometric identifier. These additional factors
present the unique registered identity or remove biometric functions to the clas-
sification database thus providing the relevant biometric machine presentation. In
everyday life, most people who trade with us or trade with us use verification to
confirm our identity. Therefore, in the recognition system, matching is mentioned in
one-to-many ways. These are two types of recognition systems: positive recognition
and negative recognition. The closest neighbor is one of simplest machine learning
algorithms support on control knowledge. The K-NN algorithm considers the new
case/data similarity to the existing case and places the new case in the same category
as the existing category. The K-NN algorithm stores all existing data or organize
new data points based on connection. This means that it can easily be categorized
into drill kit categories using the K-NN algorithm when new data appears [2, 3]. The
K-NN algorithm can be used for organization and classification, but in most cases,
it is used for organization problems. K-NN is a non-parametric algorithm, which
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means that it does not predict basic data. It is also called non-lazy learning algorithm
because it does not immediately learn from the education response, but stores the
data and performs the work on the data stored during the classification [4, 5].

Objective: The process’s overall goal is to produce a classification that can pre-
preview feeds in video examination or help users recognize reaction actions. To
attain this goal, we have residential an automatic resolution that can perform three
key functions: identify contact, monitor relationships, and characterize statement
behaviors.

2 Existing Method

The first method is to use the video structure to gather end-to-end candidates from the
shooting range among the existing methods. Then, by using the MCMC technique
to choose real-time boundaries from these candidates to be selected, it is possible to
divide space-bound. It should be celebrated that when given the previous probability
of number of intention video shows, the MCMC method can provide more accurate
distribution results. Thus, in the second method of planned method, the first prob-
ability parameters were set at most select charge by Multiple Regression Analysis
(MRA).

3 Related Work

With the proper implementation of the information transmission system, based
on human speech processing, there are major technical problems related to the
complexity of the automatic speech detector. When the sound information is distorted
due to noise and others’ interference in nature, even the most reliable information
will be compromised. These include noise, speech, external noise, etc. Therefore, to
recover performance of the audio input data, it is recommended to examine the audio
and the video stream, i.e., identify the audio in the video. To solve this difficulty,
organization of objects, that is, organization of common phonetic elements is the
most important.

Efim V. Zatonskikh et al. This article describes the results attain when creating
a complex software prototype that implements speech recognition through the
lips through neural networks. This speech appreciation based on lip movement is
measured a two-step biometric verification process. This article also suggests devel-
oping a neural network model based on the LSTM layer, which is the basis for speech
appreciation. To train the model, we collected and organized a record of words with
words from a class. To rotate reproduce words in video, a model of lips develop and
update, in which the geometric organize of main points in the lip image defined by
the change of time. As a result, we get a model that can identify words in a category
and has a score of 73.1% (Fig. 1).
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Fig. 1 LBP operation

M.A. Anusuya et al. present a brief review of the acceptance of automated speech
and discusses key topics and.

4 Basic Concept

Applying the LBP operation: The first step in LBPH is to produce a transitional
reflection that describe original image better by highlighting facial features. For this
reason, algorithm uses thought of sliding window support on restriction radius or
neighbors.

Pedestal on image above, let’s fracture it down into numerous small ladder to
appreciate: assume that we have a grayscale facial picture easily. We can display
division of this picture as a 3 x 3 pixel window. It can also be expressed as a 3 x
3 matrix, enclose the power of each pixel (0~255). Then we need to use a center
value of a matrix as a threshold. This worth is used to describe new values from eight
neighbors. For each neighbor to center charge (threshold), we set a new binary. We
set the value identical to or higher than threshold to 1, either values less than or equal
to level 0. Now, the matrix is only a binary value (regardless of the center value). You
need to connect the two binary values of each position in the matrix to the new binary
values (e.g., 10,001,101) alternately. Note: some playwrights use other methods to
link binary values (e.g., to a clock), but results will be same [6].

Then, we convert this binary value as a decimal worth or place it in the center
value of the matrix, which is actually first image’s pixel. At the end of the process
(LBP process), we have a new image that can define the first image’s properties. The
LBP program is extended using a specific radius and no port, called a cyclic LBP
(Fig. 2).

This can be done using bilinear exclamation. If a data point is among pixels, it
uses morals of the last 4 pixels (2 x 2) to estimation value of the new data point
[7]. Extract histogram: Now, using the image produce in the last step, we can divide
the image into several grids using parameters Grid X or Grid Y, as shown in the
following figure (Fig. 3).

MULTI SVM—The following formula presents the optimization problem solved
by SVM:
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Fig. 3 LBP operation Extract histogram

N
min ;wTw+cZg, (1)
=1

YY(WHox; +b>1-§ )

where &; denotes the distance to the correct margin with &, >0, i=1,...n,

C denotes a regularization parameter,

WTw = ||lw||* denotes the normal vector,

(®x;) denotes the transformed input space vector,

b denotes a bias parameters, and

yi denotes the i-th target value.

The goal is to organize as many data points as probable correctly by capitalizing
on margin from sustain vector to hyperplane while minimizing expression, WTW.
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In other words, the target can also be interpreted as the sentence the optimal w or
b, so that most samples can be envisaged properly. In most cases, not all data points
can be distributed completely, so the detachment to accurate margin can use [8].

The normal vector generates a line throughout origin of coordinates. The hyper
plane intersects this straight line in a straight line at a certain detachment from origin

b/(|[wl|2) 3)
Yi(wT@A(xi) + b 4)

would be >1 and following predict completely. Having now data points with a detach-
ment to their ideal position lets us an accurate ideal case of being > 1to > 1 — T At
the same time, a sanction period is established in the minimization method. C acts
as a control parameter or pedals how strong sanction is for how several data points
distribute incorrectly and the total distance is.

n
>
i=1
The optimization task can be called a dual problem that tries to reduce parameters

while exploiting margin. To solving the double difficulty, a Lagrangian multiplier (o
> 0) is used.

N
L(w, b, a) = %||w||2 — Z an{yn(wt@(xn) + b) - 1} 5

n=1

With a = (al,....,an)t representing the Lagrange multipliers,

With b being the bias parameter,

With w being the normal vector,

Where @(xn) denotes the transformed feature space, and

Where yi denotes the i-th target value.

Utilizing the following two situation:

W=Y"N aiyig(xi)

0= Zil aiyi

w and b can be removed from L (w, b, a). This results in subsequent Lagrangian
purpose being maximized to (Bishop, p. 325 ff., 2006):

L(a) = Z§=1 an — % ZLI anamynymk (xn, xm)

With the constraints an > Oand 21:21 antn = 0,

k(xn,xm) denoting the kernel function.

Solving optimization difficulty, new data points can be confidential by using
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N

Z anyn k(kn, xm) + b. (6)
N=I

For the core purpose k (x_n, x_m), core function is described earlier (Sigmoid,
linear, polynomial, rbf).

Multi-classification using support vector machine—In its simplest type, SVM
is used for binary categorization, which divides data points into 1 or 0. For an orga-
nization into several classes, the same standard use. Multi-class problems can break
down into several binary categorization cases, also called one-to-one cases. In scikit
learning, “vs-one” is not the default value and must be elected overtly (as you can
see in the code). The default setting is “a few rests.” It shares basic data points in
x-class or rest class. Continuously, separate a category from all other categories.

nx (n—1)
2

The number of classifiers required for the one-to-many organization can be recov-
ered using the following formula (n is a number of classes): In one-to-one method,
each classifier separates the points into two diverse includes all one-to-many classes
[9, 10].

K-NN CLASSIFICATION—The principle of K-NN operation can be clarified
by the following algorithm: In K-NN algorithm, select each support vector as the
representation point and compare the distance between the samples. Test and vector
are supporting each [11, 12].

* Step 1: Select neighborhood number K.

* Step 2: calculate the Euclidean distance of neighbor K.

* Step 3: Take your nearest K-neighbor depending on the Euclidean reserve.

* Step 4: Number of your k-neighbors, count number of data points per class.

* Step 5: Assign new data points to the largest number of neighbors in this category.

5 Proposed Methodology

In this process, a facial descriptor proposed uses a local binary pattern algorithm
to extract feature information from an emotion-related facial appearance by using
directional information and a ternary pattern to take fine edges in the face area while
the face has a smooth area. By extracting, this technique performs better than other
methods. Then, while sampling the information related to expression at different
scales, the grid used to construct the face descriptor is classified. Reducing the number
of dimensions by extracting distinctive features is based on the idea of maximizing
total data distribution and minimizing differences within the class. It can be seen that
the characteristic values of the six categories are highly merged, which can lead to
a higher misclassification rate. Note that the actual number of functions can exceed
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Fig. 4 Proposed flow chart

three, but the first three functions were selected for creation for the sake of intuition.
Therefore, this work uses powerful features (Fig. 4).

In speech recognition, feature-by-feature’s major goal is to calculate a reduced
chain of quality vectors to provide a compacted illustration of a given input indi-
cator. Extraction of functions is regularly achieve in three phases. The first phase is
describe speech investigation or sound front end. It performs spectral time examina-
tion of signal or produce original functions that describe the power spectrum envelope
for short speech distance. The second phase assembles the extensive function vector
collected of static or dynamic functions to finish, last phase (not always present)
converts these extended function vectors into more compacted or robust vectors and
then provides them to recognizer. Multi-mode systems use multiple biometric recog-
nition systems at the same time. In this face detection process, Viola—Jones perceives
the facial area and extracts the detected area. In the function extraction procedure,
we can implement LBP for outline removal in images as well as MFCC used for
extraction in speech signals. The multi-SVM classifier and K-NN we implemented
used to identify individuals and then display the results.

Face Detection using Viola—Jones Algorithm—The Viola—Jones algorithm is
an extensively used instrument for article recognition. The major function of this
algorithm is slow education speed but fast discovery speed. The algorithm uses Haar
basic function filters, so multiplication not use. By first produce, an integrated image,
the competence of Viola—Jones algorithm can appreciably improve [4, 13].

y x
Iy, x)=Y_%"Y(p, q)

p=0g=0

The integrated image makes it possible to calculate the integral of the Haar by
adding only four information. For instance, picture essential of the ABCD region
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(Fig. 1) is calculated as II (Fig. 5).
(yA, xA) — II(yB, xB) — II(yC, xC) + II(yD, xD).

Registration is done in the search window. Choose the minimum or maximum
window size, or then select the amount of flying bread for each size. Then move the
detection window to the image as shown below (Fig. 6):

Set window size to a minimum and adjust the step size depending on the size.
For selected window size, window slides straight or horizontally in the same
steps. At each step, an N-type verification filter use. If the censorship gives a right
answer, there is a form in the present widow.

e If window size is maximum size, stop the process, or else amplify the window’s
size and move the part according to next selected size, or then proceed to step 2.

e The filter (from filter N) contains various categories of filters. Each category looks
at the rectangular window of recognition window or conclude if it is a human
shape. If so, the following classifier use. If all the racists give good answers, the
censors provide the right solutions and accept the face. Otherwise, run the next
filter on the smoke N filter.

e FEach category contains Haar miners (weak classification). Each Haar function is
a combination of two-dimensional integrals in a rectangular area. The value may
require a value of +1 Fig. 2 shows an example of the Haar function associated
with a closed window. The weight of the gray area is good, and the weight of the
white area is bad. Hair expansion are a great way to improve your lifestyle, so
have fun or treat yourself [14].
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fm, i is weighted sum of two-dimensional integrals. Is decision threshold for i-th
feature extractor? am, i, and Pfm, i are the constant principles connected with i-
pull extractor. Om is the decision threshold for the m classification. Input a dataset
that collects facial images and audio signals. Face image and language data-sets
implement as input. The input image record in.jpg or.png format, and the signal
recorded in “.wav”’ format [15-17].

Binary image: This is the characteristic of the simplest image with 2 Gy values
(0 and 1 or black and white). Each pixel is replaced by a tiny bit. These types of
imagery are useful for computer vision that do not just need image information or
plans. You can create an image from a grayscale image that uses 0 to indicate pixels
whose grayscale values are below the threshold and 1 to indicate other pixels. Still,
this manufacturing method is useless because most of the information is lost or the
image result is small.

Grayscale images: These pictures contain information about the brightness. The
number of bits used to signify each pixel depends on the number of clarity levels avail-
able. The standard image is 8 frames per second. Pixels, which have 256 grayscale
(Ng) or high values, range from 0 to 255.

Color image: Normally image is symbolized by the RGB model (red, green,
blue), and each pixel has 24 bits. In numerous function, brightness information and
color information are coupled and represented. The two pieces of information are
estranged by transferring the RGB information to a numerical function.

Preprocessing: Noise diminution is a procedure of eliminating noise from a
signal. All audio diplomacy, include digital or digital recordings, have a function
that makes them vulnerable. Noise can be a sudden noise or a white noise with no
direct or indirect noise introduced by a device mechanism or processing algorithm.
In electronic recording devices, the main form of noise is the noise, which is caused
by random electrons. With the force of high heat, random electrons will deviate from
the direction indicated. These moving electrons will affect the signal strength of the
signal, leading to detectable noise.

Face recognition: Face recognition is a computer technology that can be used
in a variety of applications that recognize face in digital images. Facial recognition
also refers to the person’s psychological process seeing and caring for the face in
the visual field. Paul Viola and Michael Jones introduced the Viola—Jones object
detection system in 2001, which was the first object detection system to supply real-
time article detection rates. Although it can be trained to identify dissimilar class of
objects, it is due to form appreciation.

Feature extraction: Pattern acceptance is a division of machine learning that
focuses on pattern recognition and data inequality. In some cases, it is almost consid-
ered a duplicate similar to machine learning. The tri-local state (LTP) is an extension
of the local self-government (LBP). Unlike LBP, it does not set pixel entrance to 0
and 1, it uses a constant gate to set pixel level to three values. Using k as the threshold
size, ¢ as rate of center pixel, or use of adjacent pixel p as threshold.

MULTI SVM: In machine learning, a support vector machine (SVM, also known
as a support vector network) is a standardized learning model with related learning
algorithms that can classify and analyze data. Giving a series of education, each
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training instance is marked for one or both of two categories. The SVM training
algorithm will build a model and provide new examples for one or another category
to become -P binary linear classifier (although this method has problems like Platt
extraction to use SVM in the field of probabilistic classification). The SVM models
represent situations such as points in space and show them the distance between
each category as much as possible. Then put the new examples in the same room and
guess that they fall into the class based on which side of hole they fell.

In addition to the theater random classifications, SVMs can also use the so-called
core technology to successfully perform seamless classifications and seamlessly inte-
grate their access to high-end model locations. It requires a learning approach that
attempts to classify nature into groups and then maps new data maps for those groups
formed. The clustering algorithm for vector support machines is called clustering
vector support, which is often used in industrial applications. If no data is validated,
or only a few data are marked as preprocessing the classification cards, they will be
used in industrial applications [18].

In accepting the speech, the system of classification of controlled patterns gave
an example. In other words, each input mode has an additional class mark. The order
arranger can also be trained without supervision. For example, in a technique called
vector qualitative, some reactions to input data are grouped by searching for a solid
group of data. The customized cluster center table is called a codebook, and the
new vector can be identified by locating the cluster center closer to the new vector.
For voting, see Fig. 4a. The case of the F1 child vowels is often and F2 is shown.
Representative vowels are replaced by bot (/ a /) and boot (/ u /). Note that they are
in a good group (Fig. 7).

Local Binary Pattern Functions (LBPs) work well in a diversity of applications,
including texture cataloging or segmentation, image recovery, or exterior inspection.
The task is to find the position and size of all substances belonging to a given class in
the image. Examples include the upper body. The face detection algorithm focuses

Input Video

5 Clasaiicasion

Fig. 7 Input video dataset



190 R. Wadhwani et al.

LBP Image

1. gt Voo 3 Input Auda

12 Fostare Latration 4 Featars Lxtracton

Fig. 8 LBP feature extractor

on perceive frontal faces. This is comparable to image detection, where imagery
of people is matched little by little. The image matches image accumulates in the
database, as shown in Fig. 8.

Predictably, the selected function will contain applicable information from input
data so that this simplified representation can be use instead of the complete initial
data to perform the required tasks shown in Fig. 9 (Fig. 10).

The LBP function works very well in different submission counting texture
organization or segmentation, image retrieval, or exterior examination shown in
Fig. 11.
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Fig. 9 Audio input signal feature extractor



14 A Performance Analysis of Face and Speech Recognition ... 191

& Man G
Input Video
1. Ingut Video: Llegut hude
1 et Eatracton 4 Festate Eataction
1 3 f s

1 ne e ™ m A
i 1 " <8 [ 2
3 " " 0 ™o

5. Classffication

Fig. 10 Audio input feature extractor

L

. ingt Vides L ingrt Aueie
! v
i ES
|
1 2 | 3 4

! 1 408 i s 2 -

2 e W = wr

3 s " % ™ v

< »

Fig. 11 Classification Result

Multi-SVM performs the mapping from input space to function space to support
nonlinear classification problems. Kern tricks can help achieve this by tolerating the
lack of accurate representations of mapping skin texture that can cause the curse of

dimensionality (Fig. 12).
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6 Performance Measure

Process performance measure against presentation indicators such as accuracy,
sensitivity, or specificity.
Terms associated to presentation indicators:

TP-True (correct identification).

TN true negative (reject correctly).
FP false positive (identification error).
UN false negative (wrong rejection).

Accuracy: Accuracy in a categorization difficulty is the number of correct
predictions from the model in dissimilar calculations.

Accuracy = (TP + TN) /(TN + TP + FN + FP)

Sensitivity: The aptitude of test to suitably identify people with the disease (true
positive rate). Compute authentic positive rate correctly identified.
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Table 1 Comparison of the results obtained with existing solutions

Classification Accuracy Specificity Sensitivity
Proposed work Multi-SVM 99.68 99.83 99.63

K-NN 99.36 99.90 99.60
Previous work Neural network model 73.1 - -

Sensitivity = TP /(TP + FN)

Specificity: Ability of the test to correctly identify people without the disease (true
negative speed). Measure proportion of original negatives properly identified.

Specificity = TN /(TN + FP)

F-measure: F-measure (F1-score or F-score) calculates test exactness or is defined
as the weighted harmonic mean of exactitude or recall.

f_measure = 2 x ((precision * recall rate) / (precision + recall rate));

The data in Table 1 show the comparison work with previous work.

7 Conclusion

Biometric recognition is related to human recognition through physiological indi-
viduality, fingerprints, iris, voice, face, etc. The biometric system can use for clas-
sification or verification of people. This paper detects the human face and voice
signals. Therefore, the LBP function descriptor extracts the exact functions in pixels
in the image. MFCC technology is used for speech recognition. We use multi-SVM
and K-NN classifier for classification. Therefore, compared to other classifiers, the
mutli-SVM and K-NN classifier require only a few positive examples. Therefore,
the performance of the classifier also assess. The selected functions are introduced
into the organization to achieve best results. Since the procedure is iterative, results
attain filter through iteration. Therefore, future enhancements will make using PSO
(Particle Swarm Optimization) knowledge. This technique will achieve a better
degree of recognition. The result is better in terms of recognition speed, correctness,
or best numeral of functions produce.
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Comparative Analysis of AFE Cardiac oo
Amplifiers Used in IOT Application

Tina Bhati, Mohammad Sabir @, Vijendra K. Maurya, and Latif Khan

Abstract In this paper, we present the architecture of the current reuse technique-
based inverter stacked-4 amplifier which provide low power consumption and low
noise, so as to be used as an analog front end instrumentation cardiac amplifier which
decide the overall efficiency of ECG recording system as well as the performance
of current reuse technique-based inverter stacked-4 amplifier is also compared with
the existing architecture of stacked 2 and stacked 3 amplifier. Based on the compar-
ison result we can conclude that the presented low power architecture of stacked-4
amplifier can be used to gather sensory signal from sensor nodes (electrodes) in IOT-
based ECG application. As sensor nodes are generally operated by battery so, the
key challenge in the design of IOT-based application is low power consumption.

Keywords AFE (analog frontend) - Stacked inverter - IOT - Sensor nodes -
Current reuse + ECG

1 Introduction

The concept behind this is to boost the overall trans-conductance of the amplifier
without rising the bias current Ip. The technique involves in biasing the MOS in such
a way to drive MOS in a weak inversion region to maximize the g,/Ip [2, 3].

In order to increase the trans-conductance gy, the input pair of PMOS is stacked
on the NMOS input pair which result in inverter-based input stage, as a result of the
setup the amplifier overall g, get doubled, without causing the need of extra biasing
current, since the current is shared among both the pairs.

With vertical stacking of N number of inverters, 2 N time current can be reused by
single input channel. By combining output current from N number of branches, power
of the circuit is reduced which is responsible to boost the overall efficiency of the
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circuit [1]. In order for minimizing the requirement of voltage associated with power
supply, the sources of tail current between stacked inverters are basically eliminated
meanwhile not compromising with the PSRR and CMRR. So that, Stacked-4 low
power amplifier is used for gathering sensory signal from sensor nodes in IOT based
ECG application [9-11].

2 Core Schematic Explanation of Current Reuse
Technique-Based Inverter Stacked-4 Amplifier

In this design of amplifier, four stages based upon stacking of inverters, such that
the same bias current is shared. The common gate braches originating from the
stacked amplifiers tend to combine the current signal coming from all the eight pairs.
Thus the overall trans-conductance of the circuit obtained is 8 g,,. The approach
behind designing of this amplifier is to embed it in between the capacitive feedback
loop [6-8].

The input pairs are separated such that they can be biased at different voltage levels.
There are total of eight input pairs, as result this is known as stacked-4 amplifier. The
circuit shown in Fig. 1 employs eight common gate transistors which are PMOS _
(8/10), NMOS_ (8/12), PMOS_ (9/11), and NMOS_ (9/13) in order to combine the
signal obtained from the input pairs.

Small signal behavior can be analyzed, such that the total trans-conductance g,
of the amplifier can be given by Eq. (1).

gt = f—’"(uD +4Ip) ~ 8, 1)
D

Ip is the input bias current of the transistor; it is assumed that all the transistors have
identical g,,/Ip and the intrinsic gain is shown by g1, for all the MOS in circuit is
greater than 1. The open-loop gain DM, Apy is given by Eq. (2).

ApM = &t ot ()

The differential mode gain (DM) is the intrinsic gain square and can be compared
to a telescopic or folded cascode amplifier. The amplifier is the combination of
folded cascode amplifier and telescopic amplifier [4, 5]. If lower end of amplifier
is considered NMOS_10 and NMOS_11 and rest of the inputs are dc biased then
amplifier overall structure behaves like same as telescopic amplifier and if lower end
of the PMOS circuit is considered as input pair PMOS_12 and PMOS_13, such that
the relationship between input and output is similar to the folded cascode amplifier
topology. The same consideration will be considered for the upper pair of the MOS
transistors. The amplifier input referred 1/f noise can be given by the Eq. (3).
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Fig.1 Schematic implementation using current reuse technique-based inverter stacked-4 amplifier
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K¢ is considered as process dependent parameter, width and length of the transistor
is denoted by W and L, 1/f noise associated with the circuit can be minimized by
increasing the size of the input transistor, as result thermal noise is responsible to
dominate the band noise [12].

The CMRR of the circuit topology can be calculated, as CM input is applied and
output DM is derived in the presence of mismatch can be given by the Eq. (4).

A
CMRR = —22M__ (4)

AcM-pMm

In above mentioned Eq. (4) Acy.pm expresses the CM to DM gain. The PSRR of
the circuit can be illustrated by Eq. (5).

A
PSRR = —-PM 5)

VDD-DM

Avpp-pm symbolize the voltage gain from Vpp to Vpy. In order to reduce the
requirement of supply voltage the DC bias voltage tends to be different. The lower
end of the NMOS and PMOS pairs of circuit is quite simple to bias; in case if small
deviation is existed causes minimal influence on operation of amplifier.

PMOS (8/10), NMOS (8/12), PMOS (9/11), and NMOS (9/13) is responsible
to form cascode transistors which is responsible to provide low impedance node at
the drain of MOS pairs can be given as NMOS_1, PMOS_2; NMOS_2, PMOS_3;
NMOS_3, PMOS_4; NMOS_4, PMOS_5; NMOS_5, PMOS_6; NMOS_6,
PMOS_7; NMOS_10, PMOS_12; and NMOS_11, PMOS_13. The current induced
due to the mismatches between the bias and input transistors tends to flow in the CG
transistors.

3 Simulation Waveform

The circuit of current reuse-based inverter stacked-4 amplifier is implemented using
0.18 wm technology, from the obtained simulation it can be observed that only 2 mV
of weak input cardiac signal is applied to the input stage of amplifier which result
in large output voltage swing which is 603 mV at the output node, the resulting
amplified signal will further be processed by the signal conditioning circuitry. The
circuit operates on 1 V supply voltage. The DC response is shown in Fig. 2, the AC
response plot is illustrated in Fig. 3 and Noise analysis is shown in Fig. 4, in which
magnitude of input noise (innoise), output noise (onnoise), and total noise (totnoise)
is represented.
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10.00

Fig. 3 AC response of inverter stacked-4 amplifier a Magnitude Response (dB) b Phase response
(Deg)

The performance of stacked-4 amplifier is compared with the existing architecture
of stacked 2 and stacked 3 amplifiers; the result of the comparison is tabulated in
Table 1.

4 Conclusion

A technique for reducing power consumption and comparison with existing design
is presented here. With the stacking of four inverters, the stacked-4 cardiac amplifier
for ECG applications consuming 18.9 pW from a 1 V supply and attain NEF of 1.5.
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Fig. 4 Noise analysis response of inverter stacked-4 amplifier

Table 1 Comparison between presented and existing design

S. no Parameter Unit Stacked-4 [1]
amplifier Stacked-3 | Stacked-2
amplifier amplifier
1. MOS technology Nm 0.18 0.18 0.18
2. Supply voltage v 1 1 0.9
3. Gain dB 49.57 25.6 254
4, NEF NA 1.5 1.07 1.26
5. CMRR dB 85.29 84 82
6. PSRR dB 45.22 76 81
7. Power dissipation w 1.89 x 10-11 | 0.25 x 10-96 | 0.23 x 10-06

It is best to use this as an AFE for loT-based ECG applications, which meet the low
noise as well as power requirement.
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Chapter 16 ®)
Design and Analysis of Multi-band e
Fractal Antennas for Wireless

Communications

Gaurav Kumar Soni, Sonam Gour, and Abha Sharma

Abstract In highly performance structure like aircraft, satellite, missile applica-
tion, and spacecraft, where the mostly used design parameters weight, cost, size,
ease of installation, and profile of aerodynamics parameters be required in low
profile antenna. In the present scenario radio and wireless communications have
been used in many other government and non-government applications, which has
similar requirements as per in the mobile. Microstrip antenna is used in this entire
requirement. It is used for low profile, planer, and non-planer effects. It is in high
demand due to the simple and inexpensive design used by manufacture in support
of printed-circuit technology. It is converted into mechanically robust when it is
mounted on rigid surfaces; they are very highly efficient in the polarization, pattern,
impedance, and resonant frequency. Since few decades the microstrip antennas are
almost used in every small or big devices due to their smaller size, very light weight,
low profile, and simple circuitry. These antennas consume less power so this prop-
erty of microstrip antenna can be used in low power transmitting devices receiving
applications. Due to these properties microstrip fractal antennas will be in demand in
coming future corresponding framework. In this paper work new designs of fractal
geometries are simulated using software like CST Microwave studio software. The
proposed fractal antennas that are square shape multiband fractal patch antenna and
elliptical shape multiband fractal patch antenna. Following parameters like return
loss, voltage standing wave ratio (VSWR), gain, and directivity and radiation pattern
are taken to test the design of the antennas. As the iterations increases, it is examined
that return loss and VSWR are minimized and gain and directivity are increased. It
is also examined that the radiation pattern is quite stable.

Keywords Fractal patch antenna -+ VSWR - Microstrip + Wireless communication
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1 Introduction

In wireless or current communication systems antennas is required with enhancing
bandwidth and smaller dimension. In UMB (ultra wideband) communication, UMB
antenna is used as the main components. Wideband antennas are changed as per the
available frequency bands. It will not work as efficiently if the size of the antenna is
used as less than a quarter of the wavelength. To achieve the efficient work in multi-
band antenna and antenna used in low profile antennas, fractal geometry provides a
very good option. It allows changing the antenna element like reduced size of the
antenna, multiband frequency, broadband signal properties, and many more.

In wireless communication, antennas are used widely and are irreplaceable by
any other parts. The devices and free space are connected by the use of antennas.
Beside many advantages it also has many disadvantages like it can operate only in
single frequency, provides very low gain, and limits radiation pattern directivity. The
radiation pattern affected the size and the efficiency of the antenna [1].

To overcome these remedies designer used different types of techniques. Fractal
shape is one type of technique which uses different types of shapes. All shapes have
different fractal dimensions, it is not affected by Euclidean geometry. It shows some
interesting properties, for example, space-filling and self-similarity. Fractal antenna
used all the structures to enhancing the characteristics. Designer used multiple bands
for designing it. They also enhance the characteristic of the antenna by reducing the
size and increasing the bandwidth [2—4]. It was developed by the Nathan Cohen in
1995. In his design he explained different fractal antennas and their characteristics
[5]. It was the starting of many research works in this field.

Fractals structure defines various shapes and it can also be divided into different
sub-parts such that the every sub-part has improved the characteristic of the previous
one. It used self-similarity in design of fractals idea and it is the main reason for
broadband and multiband properties. The antenna size can be reduced by using their
complicated shapes. It used jagged and convoluted shapes so that these structures
provide an increment in the desire bandwidth and provides radiation pattern. The
structured used space-filling property of fractals design. It leads to a design which
provides high electrical length with reduced admirable volume [6-10].

Some designer utilized MIMO OFDM for reducing the errors in multiple chan-
nels. The full form of the OFDM is an orthogonal frequency division multiplexing
that uses multiple inputs with multiple outputs. It uses multipath channels which
provide in transferring lot of data. Some designers used passive channel technique
for weakening patterns in desired wireless system. It can be reduced by using cooper-
ative communications [11]. The Ka-band defined by IEEE is a frequency range from
27 to 40 GHz. The Ka-band is mostly used for satellite communications. Ka-band
has numerous advantages like broad bandwidth, smaller wavelength, high-resolution,
and higher focus [12-14]. In weakening situation, the reliable transmission can be
achieved by the utilization of multiple relays input from one position to a different
position. The choices of the relay methodology provide the effect in the adverse
channel [15].
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2 Proposed Antenna Design

We simulate our design by using Fractal antennas. Microstrip Patch Antenna is used
for fractal antennas design. Design is simulated by CST Microwave Studio simulation
software. Fractal antenna is designed by using Fr4 glass epoxy substrate. The height
of the used substrate is 1.6 mm and the dielectric constant is 4.3. We used two types
of feeding techniques. Microstrip feeding technique is used for first antenna and the
second antenna is designed by using coaxial Probe feeding technique.

3 Design and Analysis of Square Fractal Antenna

The proposed antenna includes a FR4 (lossy) glass epoxy dielectric substrate is used.
It has 1.6 mm thickness and 4.3 dielectric constant. Microstrip feed line is used for
feeding. In design we used a square-shaped fractal antenna on a microstrip patch.
The proposed antenna work in X-band (8-12 GHz) and in lower Ku-band (12—
14 GHz). As we know there are endless fractals present in nature. Every fractal has
its unique geometry and mathematical analysis. The designer uses a square fractal
antenna which has a symmetrical geometry. Our motive is to design an antenna which
radiates on multiple frequencies. After reviewing many research papers a new design
is created. The design of the proposed antenna has three iterations.

3.1 Base Shape of Antenna

Base shape is a simple patch antenna with microstrip feeding at (—2.5, —4.5). The
length and width of patch are 14 x 15 mm, therefore the area of the patch is 225sq.mm
and perimeter of the patch is 60 mm; another square is removed from the patch struc-
ture. The length and width parameters of the removed square are approximately 10 x
10 mm, having area of about 85sq.mm and perimeter 40 mm. After carrying out the
iterations the area of the patch decreases. As a result the antenna radiates on multiple
bands.

In the first iteration geometry In this iteration frequency on which the antenna
radiates are 8.7 and 10 GHz as shown in Fig. 1. Table 1 shows the results obtained
in iteration 1 with various parameters.

Figure 2 shows the VSWR plot of iteration 1 which is less than 2 and radiation
pattern.

In the second iteration another square of area 25sq.mm is removed from the patch.
After second iteration the antenna radiates at 8.5, 10.2 GHz as shown in Fig. 3. Table 2
shows the results with various comparative parameters. Figure 4 shows the radiation
pattern which is omnidirectional.
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Fig. 1 Structure and return loss plot of iteration 1

Table 1 Result for iteration 1

Band number Frequency (GHz) Return loss (dB) VSWR Directivity (dBi)

I 8.7 —22.9 1.1 7.74
I 10 —19.8 1.2 7.07
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Fig. 2 VSWR and radiation pattern plot iteration 1
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Fig. 3 Structure and return loss plot for iteration 2
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Table 2 Result for Iteration 2
Band number Frequency (GHz) Return loss (dB) VSWR Directivity (dBi)

I 8.5 —16.4 1.3 5.12
I 10.2 —322 1.05 6.37
Fig.4 Radiation pattern Farfield E-Field(r=1m) Abs (Phi=0)

plot iteration 2

180

Theta / deg vs. dB(V/m)

Similarly in the final iteration the square of area 5sq.mm is a crop from the patch.
After last iteration the antenna radiates at 8.5, 10.1, 12, 13.4 GHz as shown in Fig. 5.
The radiation pattern is shown in Fig. 6 at 8.5, 10.1, 12, 13.4 GHz. Table 3 shows
the results with parameters of VSWR,frequency, and directivity.

S Parameters [Magnbude n &)

Fig. 5 Structure and return loss of final iteration
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Fig. 6 Radiation pattern Farfield E-Field(r=1m) Abs (Phi=0)
plot final iteration 3

Phi=180

e
ek —— farfield (f=8.58)

150 — farfield (f=10.10
farfield (f=11.46)

180

Theta [ deg vs. dB{V/m)

Table 3 Result for iteration 3

Band number Frequency (GHz) Return loss (dB) VSWR Directivity
I 8.5 —57.4 1.02 7.73

I 10.1 —24.5 1.1 7.52

I 11.4 —29.4 1.07 9.19

v 13.5 —232 1.1 7.1

4 Measured Results

The design of the square fractal slot and three iteratives were studied and simulated
by using CST microwave studio 2017(student edition). The results are measured by
Microwave Analyzer. In this part we discuss some illustrative results like Return
loss, VSWR, Radiation pattern, and gain.

As shown in Fig. 7 the measured return loss values are close to simulated values.
In measured result the radiating frequencies are 8.5, 10, 11.3, 13.7 GHz the return
loss values at respective frequencies are —19.45, —23.37, —23, —30.96 shown in
Fig. 8.

As shown in Fig. 9 the measured VSWR values are very close to simulated values.
The values at various frequencies are as follows at 8.5 GHz it is 1.2, at 10 GHz It is
1.3,at 11.3 GHz itis 1.1, and at 13.8 GHz it is 1.06.

5 Results and Conclusion

The proposed square shape multiband fractal antenna is compact sized 24 mm X
24 mm x 1.6 mm, which finds possibilities to be used in hand-held devices like
mobile. Table 4 shows the comparative analysis of simulated and measured results.
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Fig. 9 Measured VSWR fabricated structure of final iteration 3

Table 4 Comparison of Parameters Simulated results | Measured results
simulated and measured
results Frequency bands | 8.5, 10.1, 11.4, 8.5,10.0,11.3,13.8
(GHz) 13.5
VSWR 1.02,1.1,1.07,1.1 1.2, 1.3, 1.1, 1.06
Return loss (dB) —57.4, =245, — —19.47, —23.37, —
29.4, —23.2 23, —30.96

Great outcomes have been found at X-band (8-12 GHz) and lower Ku-band (12—
14 GHz) which can be used for radar applications, wireless communication. The
designed square shape multiband fractal antenna can be used in long distance, space,
satellite, radar, communication applications.
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Chapter 17 ®)
A Summary on Neurodegenerative e
Disease Detection

Kavita Mundra and Manju Mandot

Abstract Due to the need for proprietary equipment and expert workers, digital
medical imaging is extremely costly and complicated. The most popular imagery
technology faces graphic assessments, manual reorientations, and other challenges
with limited resolution and a low signal-to-noise ratio. Several algorithms have been
developed over the years, which are effective enough to recognize biomarkers that
show neurodegenerative diseases of interest to clinicians. This is a detailed theoretical
paper on various unsupervised strategies for better detection. This paper discusses
the best algorithm among the unattended mapping methods available, based on eval-
uation criteria such as MSE, PSNR, performance, and sensitivity. This gives an
overview of the unsupervised techniques used for neurodegenerative diseases.

Keywords Alzheimer’s disease - SOM + GHSOM + AMSOM - CNN

1 Introduction

A major danger to human health is disorders that are neurodegenerative. These age-
dependent diseases are becoming more common, partly because the aging popu-
lation has grown in recent years. There are also neurodegenerative diseases that
are very difficult to cope with, such as Alzheimer’s disease brain dysfunction,
Parkinson’s disease, Huntington’s disease [1], amyotrophic lateral sclerosis, fron-
totemporal dementia, and spinocerebellar ataxia. These disorders are diverse in their
pathophysiology, with some inducing memory and cognitive impairments and others
affecting a person’s ability to walk, speak, and breathe. Effective treatments are
urgently necessary, but they can come with only a detailed knowledge of the causes
and mechanisms of each disease.

One way to learn about how a disease works is to construct a model system that
recapitulates the signature characteristics of the disease. Strong laboratory model
organisms such as the mouse, fruit fly, nematode worm, and even baker’s yeast have
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been used to study neurodegenerative diseases for many years and provided useful
insights into the mechanisms of disease [2].

Owing to the need for proprietary software and expertise, digital medical imaging
is extremely expensive and complicated.

A simulation program called MATLAB is used to simulate brain images. This soft-
ware would include a comprehensive interpretation of Magnetic Resonance Imaging
(MRI) brain scans that may be useful for more clinical analysis [3].

With the introduction of various imaging modalities, i.e., in Functional Magnetic
Resonance Imaging (fMRI), Magnetic Resonance Imaging (MRI), and Positron
Emission Tomography (PET), the complexities and emerging challenges come into
being. When it comes to the recognition point of view that suffers from noise, reso-
lution problems, and other artifacts due to patient activity at the time of acquisition
and also internal triggers that create host images in the direction of phase encode,
the MRI scan image must be examined. Thus, this will lead to false ALZ and mild
cognitive recognition, so an appropriate approach must be developed that can func-
tion on MRI images since it can often not be subjected to such a high frequency and
is therefore expensive [4-8].

ALZ is a heterogeneous brain transition that contributes to the elimination of dead
brain nerve cells and tissues, contributing to an extreme decrease in hippocampal
volume [1], a significant decrease in hippocampal cortical width, and a serious
enlargement of the inner ventricles. Essential associative behavioral data includes
neuropsychological screenings such as the Mini-Mental State Appraisal Score Card
(MMSESC) [9, 10], the Depression Scale Short Form Geriatric (GDS-SF) [10],
the Hachinski Ischemic Score (HIS) [11], the Functional Evaluation Questionnaire
(FAQ) [12], and Trail Making Measures of TMT-A and TMT-B [1, 13]. For cohort
research, comprehensive neuropsychological measures such as the forward and back-
ward digit interval test (Wechsler memory scale, WMS-III), instant and delayed recall
(WMS-III), and the Boston name test (BNT) [14] are used [15]. Brain information
provided by MRI plays a role in identifying robust biomarkers for early diagnosis of
ALZ [1].

The neurochemical knowledge would be in terms of the individual’s metabolic
peak position, concentration, height, and line-broadening, and in terms of concentra-
tion, height, and line-broadening. The MMSE, CDR, TMT-A, and TMT-B neuropsy-
chological scores given as functions define the characteristics of the input material
supplied and the findings extracted. A broad variety of various classifiers, such as
help vector machines, analysis of main elements, and linear discrimination analysis,
can be used to differentiate against ALZ patients from healthy control groups and to
model migration from MCI to ALZ. In addition, techniques of feature reduction are
used to remove only the distinctive and most significant features of high-dimensional
outcomes in order to estimate the exact prediction model. Such a predictive study
of multi-model biomarkers would cause stable and pathological cohorts, both at and
beyond the single-subject stage, to be diagnosed differently. In order to develop neural
network intelligence, especially deep networks with multiple learning parameters,
artificial intelligence needs enormous amounts of training data in clinical diagnosis

[1].
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One of the top ten most common diseases is the cause of Alzheimer’s disease
(ALZ). Alzheimer’s is an incurable disease that affects the elderly and mostly attacks
memory and thinking skills. By the time a person has Alzheimer’s, they can no longer
successfully execute even the simplest of tasks. ALZ (also known as Lou Gehrig’s
disease) is currently the sixth leading cause of death in the United States; however,
in recent unreported cases, it may be read as having the same health risk as 7th or
even 8th. Early diagnosis has proven to be of significant value for improving the
lives of the patient, but no cure for the illness has ever been identified. As well, one
can incorrectly diagnose schizophrenia and administer medications with worse side
effects that can impair neurological or behavioral function [1] in patients.

Parkinson’s disease is yet another neurological condition that mainly affects nerve
cells that produce dopamine, a compound that operates as a neurotransmitter across
the brain (PD). Parkinson’s Disease (PD) is a degenerative condition in which
dopamine systems in the brain deteriorate gradually and leave the patient with
decreased motor system function. It has been said that three out of every one thou-
sand people suffer from this disease. Due to the lack of proven PD drugs, new drugs
are focusing on different areas of people’s lives, such as quality of life. Although
the liquid might not be ideal for long-term use, it could help to get an impression
or diagnosis of the disease early on. Detections can be performed by sophisticated
advanced neuroimaging techniques [16]. Moreover, but these symptoms appear idio-
pathic, or occur without a known cause, and are often misdiagnosed by physicians,
as reports have revealed that about 25% of patients are idiopathic cases. Even if
an anti-Parkinson treatment is not helping the patient so much, a patient will still
be faced with the side effects brought about by the medication. Computer-Aided
Diagnosis (CAD) involves the use of Machine Learning (ML) methods and has been
implemented regularly to help doctors. The approaches we took, in effect, aimed to
break down the dataset into two groups, numeric or categorical properties. As the
field of Deep Learning (DL) continued to develop, and events such as the Microsoft
competition proved that the field had acquired the ability to classify medical images
such as X-Ray images with 96% accuracy. A lot of researchers began to try to apply
DL techniques for the medical image segmentation process.

2 Medical Examinations

For most neurodegenerative disorders, one of the most important problems is that
there is no single test that determines and identifies the disease accurately. Having
said that there are many screening measures and methods of brain imaging that can
support the doctor make his or her determination [17].

In the past, the fast growth of non-invasive medical imaging techniques for
decades, the study of the brain has opened up new possibilities. Multiple approaches
of the brain-related disorder use different imaging techniques [18].
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2.1 Film Labeling

No non-invasive imaging of the brain uses a magnetic field for MRI. Cells are modi-
fied to be able to soak up the energy of the radio waves. The iron target is placed under
amagnetic field that polarizes his governing bodies. A radio wave pattern is delivered
into the brain to change the orientation of the electric field (and thus the alignment of
the protons). At first, the heart skips a beat (a signal of fatigue) and makes the nearest
electrical circuit realign itself to the shape of a radio wave. In different tissues, the
amount of time it takes to restore the electrical charge is different. There are in total
three anatomical planes: frontal, parietal, and occipital. There are two hand and arm
locations, in line with your left arm, and your back. Both the left and right sides
(horizontal), for use in different orientations. A radio emission can be produced that
is a variable in pulse rate (i.e., pulse length, from one pulse to the next, relaxation
time). Each set consists of two pairs of slices, with one looking at brain structures
while the other looks at the digestive tract. MRIs are used to image the atrophy of the
cortex of schizophrenia [19]. Table 1 shows a comparison of different modalities.

Table 1 Comparison of imaging modalities

Medical | Problem Approach Disease Expense per | Accuracy
imaging visit (%)
MRI Partial volume, Rf | Structural, AD, Parkinson, | 7000 80
noise, intensity anatomical, Dementia
homogeneity, Pictures
gradient, motion,
wrap around,
Gibbs ring,
susceptibility
FMRI Severe cognitive Blood oxygen Schizophrenia, | 16,000 88
impairment level-dependent | autism
limited (BOLD) MR
signal
PET Fluid Amyloid, binary | AD, 15,000 89
diagnostic Parkinson’s
SPECT Spatial resolution | Conventional Parkinson, 17,000 85
of the contrastis | nuclear imaging | autism, AD
reduced because technique and
the high lesion tomographic
activity blurred reconstruction
into the methods
neighborhood by
the detector
response
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2.2 Computerized Tomography Imaging (CT)

An X-ray unit is used to generate a set of X-ray images of the patient toward the
patient’s lower abdomen. CT is a diagnostic method of ALZ. We are learning that
as our childhood years grow shorter, our long-term memory grows short, as well.
With Alzheimer’s patients, the third and directional ventricles are larger in size than
in control subjects [20].

2.3 CT for Single-Photon Emission (SPECT)

SPECT is another form of scanning in which gamma rays are used to scan the human
body. Gamma rays could be used to treat the disease. The radioactive particles were
of the injection type. MRI creates different images depending on how the radioactive
isotope is administered into the body. Dopamine Transporters (DaT) scans can be
used for Parkinson’s Disease (PD). A computed tomography scan uses a contrast
agent that is iodine-123. This test enables differentiation of a real Parkinson’s disease
from other cases of Parkinsonism, even in case where there is no history of dopamine
deficiency or brain injury [21].

2.4 PET for Positron Emission (PET)

PET imaging is scanning the brains of patients to measure their metabolic activity.
Gamma rays are radionuclides, and they are capable of being injected through
the radiogenic. PET scans are used to diagnose and measure the duration of the
disease. Using PET scans that look at glucose metabolism rates, it is the rate of
glucose metabolism in the temporal cortex that is most predictive of the worsening
of dementia (see Table 1).

3 Medical Scales

Numerous ranking scales, questionnaires, and measures to measure patient status.
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3.1 Mental State Score Card Test (MMSESC)

The MMSESC is a test used to measure a person’s cognitive abilities. Cognitive
abilities are tested. Scoring vary based on whether the test is based on memory, atten-
tion, or some other cognitive domain. ALZ dementia and PD-associated cognitive
disability are both measured with MMSESC.

3.2 Unified Classification Scale for PD (UPDRSI)

The most important measure used for Parkinson’s disease, UPDRS is a good measure.
The analysis has four sections.

3.3 Unified Dyskinesia Scale (UDysRSS)

The scale is for the assessment of the involuntary movements P.D. “ON” process has
two parts corresponding to dyskinesia.

For the “OFF” phase: Toggle ON.

Patients with this type of dystonia display hyperkinesia.

Once you are under the control of a psychotropic drug, you must cope with it. In
this group, there are 11 elements from O to 4.

(0 = healthy, 4 = symptomatic).

Step “OFF”.

Dystonia is the involuntary twitching of muscles. The patient is not harmed by
the medications. The dosage of 15 is similar.

3.4 Questionnaire on Freezing of Gait (FOGQ)

The purpose of this survey is to collect information on how many and the severity of
the patients’ PD symptoms. There are 16 questions in a timed test.

Tests for Parkinson’s disease are very common and include tests of hand-limb
actions (in essence, reaching for an object with the hand), and also tests of walking.
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Fig. 1 Tissue segmentation
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4 Biomarkers

Biomarkers are a quantitative measure of the external reported physiological indi-
cators. Biomarkers are neurochemicals used in Alzheimer’s disease to determine
risk, success, or effect. One of the most famous examples is the identification of
amyloid beta peptides in the cerebrospinal fluid and plasma. Figure 1 shows the
tissue classification using SPM.

5 Unsupervised Techniques

51 SomM

SOM mapping was introduced by Kohonen et al. [22] as an artificial neural network
for the representation of high-dimensional data. In order to segment the MR brain
image, [23] uses the SOM (self-organizing map) network. In this procedure, the data
to be traced is first read or initialized [20]. The map of some shape to be shaped is
then made. A neuron is initialized here and then the neighborhood is measured using
the Euclidean distance. The data is then trained using a sequential or batch process
[21] and mapped over the net afterward. The process is replicated until established
clusters are formed shown in Fig. 1 [24, 25].
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5.2 Wavelet-SOM

Using wavelet transform and statistic features that improved the classification were
combined here with function vector.

Discrete Wavelet Transformation (DWT) is a type of image processing [20] that
provides a multi-scale representation of the signal or image specified [21]. Normal
DWT is unable to adjust the problem of variation and has horizontal and vertical
dimensional selectivities.

5.3 FCM-SOM

Ortiz et al. [6] the author implemented self-organizing mapping with fuzzy logic
using 3-D statistical features that enhanced the features. The weight factors are
updated through Euclidean distance and then the neuron vectors are updated [21].

54 ASGHSOM

Zhang et al. [26] proposed an Adaptive Growing Hierarchical SOM (ASGHSOM)
in which multi-scale segmentation is coupled with the algorithm of competitive
learning clustering to address the question of overlapping grayscale intensities on
boundary regions. To decrease the noise effect and the grouping uncertainty, an
adaptive spatial gap is implemented with ASGHSOM. From low resolution to high
resolution, ASGHSOM uses several SOMs, but the number of neurons in each layer
is fixed. SOM algorithm with adaptive spatial distance enhances clustering technique
[25].

5.5 GHSOM

By incorporating Growing Hierarchical Self-Organizing Map (GHSOM) and multi-
objective-based feature selection strategies to maximize segmentation efficiency, [6]
enhanced SOM performance. SOM’s biggest downside is that it is important to pick
the scale of the performance chart before classification. GHSOM is a variant of
SOM that dynamically expands and helps the data to explore underlying hierar-
chies. GHSOM comprises several variable-size SOM layers. The number of SOM
maps and map sizes are determined during the training process. In the segmenta-
tion process, the feature vectors selected from an image have a greater effect since
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the unusual characteristics can cause misclassification. The collection of discrimina-
tory characteristics can enhance classification efficiency. Once GHSOM is qualified,
classification is carried out using the method of probability labeling [25].

5.6 EGS-SOM

EGS-SOM (entropy gradient segmentation), which relies on statistical features such
as first order, second order, etc. Under noisy and low strength conditions, EGS-
SOM is stable and offers high-resolution images with good segmented outcomes.
For segmentation, actual brain MR images from the Internet Brain Segmentation
Repository (IBSR) are used.

5.7 SOM-FKM

In the method of segmenting MR brain image [25], the proposed hybrid SOM-FKM
algorithm exceeds the FCM algorithm. In order to show the feasibility of the proposed
algorithm, numerous clinical databases along with regular database images have been
used. The similarities and drawbacks of earlier mapping methods applied are seen
in Table 1.

5.8 AMSOM-FKM

The adaptive moving SOM is an extension of the SOM algorithm that allows a
related competitive strategy used in testing to allow neurons to change locations.
Suwalka et al. [27] proposed a hybrid technique in which neurons can be increased
or decreased during the training phase in this strategy, allowing for a more versatile
framework grid that can more effectively map the dataset with high accuracy results
[28].

5.9 CNN

The images are first preprocessed using a filtering and enhancement process where
noise is eliminated. The features are extracted to create a vector collection for large
MRI data. The GLCM features are collected and fed as vector data. It transforms the
image to a gray scale and then uses the skull removal algorithm to delete the skull and
scalp. The region area of interest is extracted for which the features are performed
using 3 x 3 voxel. The extracted features are first order and second order using the
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256 x 256 Gy-level co-occurrence matrix (GLCM) from the MRI image. GLCM
means the frequency of a gray-level pixel (intensity of grayscale) value I appears
horizontally next to a pixel with the value j [29].

Each GLCM vector p(i, j) determines the number of times the i-value pixel
has appeared horizontally adjacent to the j-value pixel. An extension to the 3-D
CNN algorithm that requires neurons to change locations according to a similar
competitive strategy employed in testing is the proposed solution. Using 3-D CNN,
data reduction is conducted and the cluster is then fed to FKM. Neurons may be
increased or decreased during the training phase in this technique, creating a more
versatile structure grid and increasing the classification process. Using 24 different
features, the dataset is generated. The data subjects used for the studies are actual
OASIS collected datasets that include male and female subjects of various age groups
[1, 22,23, 30, 31].

6 Conclusion

Different comparative approaches differ in the process of precision and extraction
of features. Machine learning has made notable progress in the process of data clas-
sification for a long time, largely thanks to the scientific community’s efforts to
improve. Better algorithms, whether binary methods or multi-class ones or machine
learning, approach the gait classification of neurodegenerative disorders, hitting
strong percentages in multiple controlled trials. With values ranging from 65 percent
to 96.83 percent accuracy varies with the approach used. We demonstrated that the
limit has been set with the conventional classification techniques using one machine
learning algorithm, about percentages of proper classification. Certain unsupervised
methods are monitored. The proposed multimodal CNN is for image analysis using
mathematical modeling for ALZ diagnosis of non-local strength associations, the
outcome of which is better in terms of modeling accuracy and predictive power than
classical SOM-based multimodals.
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Chapter 18 ®)
An Ensemble Approach for Classification | oo
and Prediction of Diabetes Mellitus

Disease

Dhyan Chandra Yadav and Saurabh Pal

Abstract The machine learning methods are used to model several complex field
datasets. Predictive analytics can help physicians make timely decisions about the
health and care of patients. This research paper examined three different algorithms
for machine learning and addressed finding the best classifier for this dataset for
diabetes. For pattern recognition and data visualization, we have used box—whisker
plots. We have used function-based classifier algorithms for data classification, such
as multilayer perception and SGD. Two separate consequences are planned by these
two classifiers. So the main objective of this paper by AdaBoostM1 ensemble tech-
niques is to find better test results. Classification accuracy, precision, recall, and
F1-score for the diabetes UCI dataset are calculated by these ensemble methods.
Different learning strategies assist physicians and clinicians in the early prediction
of diabetes in the prepared outcomes. After all the observation, we find the final
effects of the AdaBoostM1 Ensemble process contained 98% accuracy.

Keywords Feature selection methods - Plot correlation matrix - Functional
classifier algorithms + Multilayer perception + SGD and ensemble methods -
AdaBoostM1

1 Introduction

For each human body, the right amount of glucose is most required. Diabetes mellitus
is split into two sections:

e Type-1 and
e Type-2.

D. C. Yadav - S. Pal (<)
Veer Bahadur Singh Purvanchal University, Jaunpur, UP, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021 225
R.Mathuretal. (eds.), Emerging Trends in Data Driven Computing and Communications,

Studies in Autonomic, Data-driven and Industrial Computing,
https://doi.org/10.1007/978-981-16-3915-9_18


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-3915-9_18&domain=pdf
https://doi.org/10.1007/978-981-16-3915-9_18

226 D. C. Yadav and S. Pal

1.1 Type-1 Diabetes Mellitus

Type-1 Diabetes Mellitus depends on the level of insulin and is known as diabetes.
In the human body, insulin development relies on the pancreas. The pancreas does
not manufacture type-1 Diabetes Mellitus insulin and the body’s immune system is
therefore unable to stay healthy, i.e., it is killed.

1.2 Type-2 Diabetes Mellitus

Type-2 Diabetes Mellitus does not regulate the amount of insulin such as type-1.
The pancreas produces any amount of insulin, but this quantity is still not adequate
to satisfy the needs of the body, so type-2 Diabetes Mellitus is considered to induce
insulin resistance diabetes, also known as insulin-resistant cells. The below are some
signs of Diabetes Mellitus:

e Excess of hunger, urine, fatigue, and incidence of being overweight.
e Excessive malnutrition is why cells are starving.
e Yeast illness is also increased.

1.3 Complications Associated with Diabetes Mellitus

The blood vessels collapse very rapidly due to excessive levels of sugar within the
blood. The life of the tissue of the body is not improved due to a reduction in the
blood supply of the body and the main body organs such as the heart, kidney, and
nervous system are also not very healthy [1].

2 Related Work

In [2], thyroid disorder has been studied by machine learning algorithms. Blood
pressure values reported by each patient were observed and accuracy is tested by
linear regression based on the method of collection of features. The Random Forest
tested 94.25% precision with the feature selection technique [2].

In [3], diabetes condition is investigated by using machine learning algorithms
on the basis of glucose and blood pressure. SVM, KNN, DT, LR, and DA expected
diabetes condition and measured 75% accuracy of SVM by SVM [3].

In [4], around type-2 diabetes by data mining algorithms is discussed. The decision
tree and random forest algorithms analyzed the complications of collected type-2
Diabetes Mellitus disease dataset. They measured disease complications and found
that in chosen algorithms, random forests work well [4].



18 An Ensemble Approach for Classification and Prediction ... 227

In [5], the classifier decision tree and meta-classifiers addressed diabetes disorder.
For stronger estimation, they used Naive Bayes, Random Tree, ID3, and AdaBoost.
Finally, the high precision measured by Random Forest is compared to ID33 [5].

In [6], diabetes by algorithms of neural network and regression has been observed.
For the better students, they used ANN, GMM, SVM, Logistic regression, and ELM.
Authors considered high precision determined by ANN relative to other algorithms
[6].

In [7], fuzzy, CART, and cluster algorithms analyzed large diabetes datasets. To
eliminate noise and improve performance, they used CART, PCA, and EM [7].

In [8], the tree classifiers, neural network, and filtered classifier algorithms
addressed characteristics and instances of diabetes disorder. On various datasets,
they measured 77.01% precision Naive Bayes [8].

In [9], different diabetes datasets were evaluated by selection features and clas-
sifier algorithms. Hoeffding, J48, and tenfold cross validation were used by them.
77.0% precision of search algorithms was determined by Hoeffding [9].

In [10], various disease datasets using diabetes were discussed. HMV, NB
AdaBoost, RR, SVM, KNN with LR, and the measured HMV algorithm are used to
achieve a high precision of 78.08% compared to all other classifiers [10].

In [11], high-precision algorithms were analyzed by Machine Learning Random
Forest on diabetes disease. For stronger estimation, they used the Random Forest and
Decision Tree. Finally, the author observed the high precision measured by Random
Forest relative to Decision Tree [11].

3 Methodology

The machine learning algorithms in a huge dataset are used to identify the pattern.
In this research paper, to predict the diabetes disease dataset, we used different
functional classifiers, Python language, and Weka tools. Study work is covered by

Data collection and attributes selection.
Functional classifiers.

Ensemble methods.

Results evaluation.

NS

3.1 Data Description

Diabetes dataset is collected from UCI repository records. The class-level categories
are as follows:

Class

0500

1268

dtype: int64
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Total number of instances and their attributes with target variables are described
below: (no. of instances: 768, no. of attributes: 9).
Used total attributes and their representation are described below:

‘times_pregnant’, ‘plasma_glucose’, ‘diastolic_blood_pressure’,
‘tricep_skin_fold_thickness’, ‘serum_insulin’, ‘body_mass_index’,
‘diabetes_pedigree_function’, ‘age’, ‘class’

3.2 Box and Whisker Plot

The box and whisker plots display complex attributes of the dataset in graphical
format and the distribution of measured attributes with whisker min, median, and max
values. Standard values are provided as central values during motion with dynamic
details and interquartile range attributes [12] (Fig. 1).
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Fig. 1 Representation of box and whisker plot for attributes of diabetes patients
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Fig. 2 Representation of Weights Connection
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3.3 Algorithm Description

In this research work, we identify some important features with score values as
follows.

3.3.1 Multilayer Perception

The multiplayer perception algorithm is developed by feedforward neural network
classification techniques. The algorithm has several layers and a single perception
layer. This solves a linear question but does not solve a nonlinear problem. The
methods of the neural network include one or more hidden layers for pattern and
other division recognition [13] (Fig. 2).

3.3.2 Stochastic Gradient Descent

On sparse data, gradient descent works. By descending down to the lowest point on
the gradient, it creates a slope. The gradient descent involves approaches to batch,
stochastic, and mini batch gradient descent. For the exact classification, each iteration
produces the variance of the sample, preventing noise in the whole dataset [14]
(Fig. 3).
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Fig. 3 Representation of stochastic gradient descent analysis

3.3.3 AdaBoostM1

AdaBoostM1 produces slow simple learners and a given dataset. Judge incorrect for
greater weight after the more related data sample algorithms given. Each round is
repeated as many rounds and then each prediction model has a high-precision bin
[15] (Fig. 4).
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Fig. 5 Representation of proposed analysis model

3.4 Proposed Method

We have used the diabetes dataset from the UCI repository for this research model.
By avoiding missing values, the data preparation was completed. The significant
characteristics selected in the dataset with high score values for each attribute in
sequence, box and whisker plot visualized the distribution of data frequency (Fig. 5).

For important features in the dataset, we use the heatmap. The heatmap gener-
ates links and priorities with appropriate correlations for better attributes. We have
used functional algorithms: multilayer perception, SGD, and ensembles for better
prediction (accuracy, precision, recall, and F1-score).

In statistical analysis, each model produces different values, so we use the voting
algorithm to pick learners for better results.

4 Results and Discussion

In this research study, with AdaboostM1 ensemble methods, we have chosen best
strategies for classifier algorithms. We picked datasets from the diabetes UCI registry
with 768 instances and 9 attributes for the prediction. The result was evaluated by
the various functional algorithms.

4.1 Correlation Heatmap

The heatmap shows the associations between data values in the color format. The
first and second dimensions are represented by a row and a column. For all attributes
and instances and calculated instances allocated by bin, the heatmap designs a mix
of features associated with each other [16] (Fig. 6).
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Fig. 6 Representation of heatmap for diabetes instances

After all the analysis, the accuracy determined by the classifier for AdaBoostM 1
(98%) in Table 1 reflects the accuracy of classification for different model algorithms.
Each model has high- and low-accuracy values, but compares to AdaBoostM1 they
did not predict high accuracy. Compared to other chosen algorithms, Table.1 reflects

Table 1 Computational table for classification algorithms

Algorithms Accuracy (%) | Precision (%) |Recall (%) | F-measure (%)
Multilayer perception 0.93 0.93 0.93 0.92
Stochastic gradient descent | 0.92 0.92 0.92 0.91
AdaboostM1(ensemble) 0.98 0.98 0.98 0.97
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Table 2 Representation of

. Authors Algorithms Finding accuracy (%)
previous year papers
Manoj et al. [17] LR 82.35
NB 76.62
DT 75.97
KNN 66.23
SVM 64.28
Idemudia et al. [18] | PCA + k-Means | 51.53
K-Means 49.13
Aada et al. [19] DT 79.89
SVM 94.44
AdaBoost 94.44
LR 93.79
Saru and Subashree | L R + SVM 74.89
[20] J48 94.40

KNN(K=1) [93.79
KNN(K =3) |76.69

Abirami et al. [21] |[MLP 97.61
Yang et al. [22] HPM 93
RF 89
BN 88
Logistic 85
J48 85
MLP 85
Kaur and Kumari LK+ SVM 89
[23] RB K SVM 84
KNN 88
ANN 86
MDR 83
Sisodia et al. [24] NB 76.30
SVM 65.10
DT 73.82

the importance of AdaBoostM1 and Judgment Stump for accuracy, recall, and F1-
score are often higher.

From Table 1, algorithms such as multilayer perception and SGDs measured
accuracy, precision, recall, and F-measure. With the results that it is obvious
that AdaBoostM1 calculated high accuracy (98%) in the experiment compared to
stochastic gradient descent and multilayer perception. The estimated value is not
100% but strongly examined relative to the list in the process (Table2).

With their forecast quality, we have listed (2018—19) previous paper in tabular
form. All the papers mentioned have a mixture of precision separately and
individually, but it did not cover 100% accuracy.
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5 Conclusion

We also used diabetes condition datasets for UCI repositories with (768) instances
and 9 attributes in this experiment. The correlation heatmap information approaches
endorse a structured dataset format and dimension-related attributes. With the find-
ings of statistical analysis, we used two functional-based classifiers multilayer
perception, SGD, and ensemble method AdaBoostM1. We considered high preci-
sion compared to other algorithms determined by AdaBoostM1. For future work,
with stacking ensemble techniques, we can analyze and evaluate Random Forest’s
complex dataset.
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Chapter 19 )
A Novel Approach for Identification e
of Brain Tumor by Combination

of Intelligent Water Drop Algorithm

and Convolutional Neural Network

Ashish Kumar Dehariya and Pragya Shukla

Abstract Brain tumor consists of malignant cells that harm brain, and hence its diag-
nosis and treatment are required for human wellness. In computer vision, tumor detec-
tion algorithms have been developed for identifying the tumor cells from normal brain
cells. This work proposed a magnetic resonance image segmentation-based classi-
fication model for brain tumor detection. Training data for Convolutional Neural
Network (CNN) was obtained from Intelligent Water Drop (IWD) genetic algo-
rithm. IWD provides segmented cluster center pixel values of MRI image. Image
was segmented as per cluster center pixels and blocked for training by CNN. Classi-
fication process was performed by CNN. Experiment was done on real brain tumor
dataset. This model was compared with FCM clustering algorithm with rough set
where obtained accuracy was 92.57%. Obtained accuracy of proposed model is
95.24% and hence result shows that proposed IWDCNN model has increased the
pixel segmentation-based classification accuracy. Evaluated average values of some
other metrics are precision = 0.971486, recall = 0.979, and F-measure = 0.975.

Keywords Digital image processing * Digital image segmentation - Intelligent
water drop algorithm - Digital image classification + Convolutional neural network

1 Introduction

Biomedical image analysis helped doctors a lot in achieving perfect diagnosis [1]
and it also helps several biologists in their discoveries [2, 3]. A brain tumor is a
condition when there is the formation of unusual cells in the brain. These cells
affect the functioning of the brain and create problems in the overall health of a
person [4]. The main focus of several researchers nowadays is to use the technique
of medical imaging to study the brain tumor patient so that it can be cured at an
early stage as late detection of such cells has killed many patients in the entire
world [5]. Till now detection of tumor cells in the brain of the patients is done
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manually by experts who take a lot amount of time. One more problem with this
is the differences in the MR image obtained by different experts. Because of these
reasons, it was important to develop an automatic detection process to detect the brain
tumor accurately and timely. Many approaches were proposed to achieve success
and accuracy in the image segmentation, classification, and analysis process [9].
Proposed model works for brain MRI image segmentation using intelligent water
drop algorithm then classification of tumor and non-tumor region is done by using
convolutional neural network. IWD is a genetic algorithm which finds cluster center
pixel values of the supplied brain MRI image. Based on these values MRI image get
partitioned into clusters. Image clusters then get processed by CNN for classifying
tumorous and non-tumorous brain.

2 Literature Survey

Nilesh Bhaskarrao Bahadure et al. [S] made an attempt to solve the complexities-
related problem that comes during the image segmentation process. He worked
on Berkeley wavelet transformation that helps to solve problems during the image
segmentation process. He also proposed SVM (support vector machine) to improve
the accuracy further to obtain better features from the segmented tissue. Mohammed
Sahib Mahdi Altaei et al. [6] introduced a SIFT descriptor here to obtain MRI features
of the brain to identify the tumor. An excellent brightened image was obtained by
using this technique when the MRI image was rotated. He adopted two models to clas-
sify levels, i.e., use of Naive Bays classifier to detect abnormal and normal tumor and
use of J48 classifier to diagnose the abnormal ones that was found on the above level
(benign or malignant cancer). Ashish et al. [7] used bio-geography-based optimiza-
tion (ISBGO) to obtain image segmentation of brain MRI image. In this algorithm,
every time accuracy of the random segment was reduced as compared with the same
image set. Chithambaram et al. [8] proposed artificial neural network which works
in vector quantization manipulation process to conduct the automated MRI scans
in finding the tumors. Computational time, training performance, and classification
accuracies were some of the parameters that were studied in this modified ANN.
Two techniques were introduced by him for tumor detection, i.e., histogram thresh-
olding and artificial neural network. Chenyu et al. [9] discussed various techniques
that were proposed earlier related to the reduction of noise during ionizing radia-
tion and then he proposed his own algorithm which can give high-quality images
along with low dose and with improved noise reduction. He provided six different
methods related to CT(LDCT). SMGAN-3d was also proposed by him which gives
high-quality images than previous process. Taghizadeh et al. [10] proposed that the
direct use of stereo radio surgery on the patient causes a harmful and noisy impact
on the body in form of ionizing radiation. His work revolves within comparison of
MRI sequence with SRS and CT technique. Hong huang et al. in 2019 used FCM
clustering algorithm with rough set for the image segmentation. They constructed the
attribute table by the values obtained from the FCM segmentation result and image
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is divided into the small areas on attribute basis. Weighted values were obtained
by value reduction and used for the calculation of difference between the region
and similarity of region. Later, model was realized through equivalence difference
degree. Final values of equivalence degree were used to evaluate segmentation of
images and merge regions.

3 Proposed Model

In proposed model, segmented image (Fig. 3) shows tumor segment, i.e., tumor
and non-tumor segments were obtained by intelligent water drop algorithm that was
blocked into mxm, two-dimension matrix. Each matrix was used for the training of
convolutional neural network.

3.1 Image Pre-processing

Small dots noise of image can be removed by Wiener filter [11] so we used this
filter for noise pixel value adjustment. Another image pre-processing step was skull
stripping. The aim of this process is to separate the brain tissues from the non-brain
intracranial tissues and skull. Figure 1 shows the sample of input MRI image and
Fig. 2 is showing the pre-processed image.

Fig. 1 Input MRI image

Fig. 2 MRI image after
pre-processing
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Fig. 3 Tumor region in MRI
image

3.2 Intelligent Water Drop (IWD) Algorithm

In IWD, one drop moves toward other drop and forms a group as per low soil between
the two merging drops. In this paper, drop is pixel and soil is pixel value difference.
So soil values between each drop were summarized in a graph. As graph has nodes
so unique pixel counts are presented as graph nodes. While distance of each node
from other node acts as weight or soil in graph (calculated using Eq. 1)

Soil(x,y) = Euclidian(x, y) €))

where x, y are node values in graph Soil and Soil (x, y) is distance between pixels.

Static and Dynamic Parameter: In this step, some of constants were initialized
before the start of algorithm such as soil updating parameters S1 = 1, S2 = 0.01,
and S3 = 1 and velocity updating parameters V1 = 1, V2 = 0.01, and V3 = 1.
Finally, global and local soil constants f, and Bg are initialized by 0.9. The values
of constants may vary as per algorithm requirement.

Population Generation: Random set of pixels were collected as cluster center
candidates. Collection of these candidates were termed as population. Each candidate
has two pixel value sets known as chromosome [12]. If population PW has n number
of candidates, then Eq. 2 gives population set for processed image PI.

PW <« Population_Generation(PI, n) 2)

Drop Movement Probability: Association of a drop toward another drop depends
on movement probability. So as per soil, weight value obtained from WS(i, j) =
Soil(i, j) if minimum (Soil (i, all element) > 0 Otherwise WS(i, j) = Soil(i, j)—
minimum (Soil(i, all element)). Movement probability DMP was evaluated by Egs. 4
and 3 and feasible value solution (FS) is calculated as per soil.

. 1
FSG.D = 5wsa ®)
DMP(, j) = F5G. J) 4

SRo FSG. j)
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Update Drop and Soil Values: Drop movement changes velocity of drops as
per soil and n merging drop velocity. Equation 5 gives velocity update value for t
iteration. Similarly, soil values were updated by Eq. 6. HD is heuristic durability, a
constant value ranged between 0 and 1.

(1
S
AS@, j) = 6
@, ) Sy + 83+ T(t+1)2 ©
Tt+1) = o
CDV(@E+1)

Soil(i, j) = (1 — BL) x Soil (i, j) — BL * AS(, J)

Fitness Function: Each chromosome fitness was evaluated by Eq. 7. As per
cluster center, other pixel values were grouped into minimum value cluster center.
Summation of each pixel difference was done to get single fitness value, where F is
fitness value and Pc,s is cluster center pixel in chromosome for s segments.

Column Row
Fe=3 0 0 Do Min(Pe;s =1, y)) (7)

IWD Crossover: Some groups of chromosomes were prepared and good solution
in a group was considered as the local parent which crossover with other chromo-
some in the group [13]. In crossover, one of the random position pixel values was
copied from the local parent chromosome and replaces the same position of other
chromosome pixel value of same group. Obtained new chromosome further evalu-
ated to get its fitness value, if new chromosome fitness value was better than group
chromosome then it replaces one of poor parent in population otherwise parent get
continued.

3.3 Convolutional Neural Network (CNN)

Segmented image by IWD is further passed to CNN. CNN'’s two main operations are
convolution and max-pooling. The main idea of these two operations is to leverage
the geometric transformation invariant property of the image data [14]. Block b of
segmented image was considered here as input.

B < Block(S1, b) (8)
Convolution: Image features extracted by the network should be position

invariant. Thus, it is mostly unnecessary to use different weights for different parts of
the image in the neural network. In CNN’s convolution operation, we applied a small
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convolution mask on the 2D input via convolution. There are two main advantages
of the convolution operation. (1) The 2D structure of image data is preserved. Thus,
the convolution-based feature extraction is more effective than the fully connected
operation. (2) Because different image areas share the same weight parameters, it
greatly reduces the number of free parameters in the network. Hence, CNN is easier
to train and less vulnerable to overfitting.

C <« Convolution(B, s, p, F.) ©))

Stride is movement speed control variable having integer values. Padding is null
row or column added in the block if required. F is filter applied to the B.

Max-pooling: Objects in the images have various sizes, the receptive field of the
extracted image features needs to be large enough to handle objects with different
sizes. In biomedical application, we usually require a receptive field size around 200
x 200 pixels. A simple way to achieve large receptive fields is to stack the convolu-
tion operations. Within 3 x 3 convolution, we can achieve a receptive field of size (2
*n 4 1) x (2 * n 4 1) pixels. But, one can see that, to reach 200 x 200, we need to
stack around 100 convolution operations, which is quite inefficient. To address this
issue, the pooling operation is proposed. Its basic idea is to enlarge the receptive field
by downsampling the image feature maps. In CNN, this downsampling is commonly
achieved by maximum pooling or average pooling. After pooling, the image feature
maps by a factor a, and the convolution operation is s times more effective in enlarging
the receptive field. To gradually encode high-level image features, the pooling oper-
ations usually use s = 2 and the convolution operations and the pooling operations
often work together in groups.

C < Maxpooling(C, s, p, Fy) (10)

Fully Connected Neural Network: Convolution operations and the pooling oper-
ations allow CNN to power the spatial information from the input space, and the per-
pixel classification formulation prevents the network to utilize the spatial correlation
in the output space. To address this problem, fully connected neural network (FCNN)
[15, 16] with sigmoid activation function was proposed. Instead of computing the
classes of the pixels individually, FCNN directly outputs the segmentation of the
entire input image. Notice that the convolution operations and the pooling operations
preserve the image structure in every hidden layer prior to the fully connected oper-
ations and these hidden feature maps have complete information for every pixel in
image. Input block B obtained after convolutional operation was passed as training
vector in FCNN and desired output was tumor or non-tumor class. Trained CNN
directly accepts processed blocked image as input and predicts tumor or non-tumor
class.
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4 Experiment and Results

For experiments, brain tumor MRI dataset was taken from the database maintained
on URL https://ijsret.com/2017/12/14/computer-science/. Here actual brain MRI
images and related ground truth images are stored. Combining both type of images
was considered as 1 set. The model was developed using MATLAB. FCMRS model
in [17] was considered for comparative analysis. As results are concerned, accuracy,
precision, recall, and F-measure value-based comparison are shown in Tables 1, 2,
3, and 4, respectively. It is found that proposed IWDCNN result was improved as
compared to FCMRS model. Reduction of noise by Wiener filter increased the work
performance. Use of convolution model for image segment classification improved
the accuracy, precision, recall, and F-measure value-based performance.

Table 1 Accuracy

value-based comparison ?Sneeges FCMRS IWDCNN

1 90.0467 90.825

2 97.1351 98.2105

3 91.1805 93.4383

4 91.6686 97.8317

5 92.805 95.9096
Table 2 Precision Tmages FCMRS IWDCNN
value-based comparison (Set)

1 0.9163 0.91908

2 0.98271 0.985649

3 0.97098 0.973736

4 0.99285 0.993247

5 0.92263 0.985716
Table 3' Recall value based Tmages FCMRS IWDCNN
comparison (Set)

1 0.98203 0.9863

2 0.988461 0.9963

3 0.936821 0.958

4 0.922492 0.9848

5 0.993147 0.9722
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Table 4 F-measure Tmages FCMRS IWDCNN
value-based comparison

(Set)

1 0.947231 0.9515

2 0.985446 0.9909

3 0.953573 0.9658

4 0.956377 0.989

5 0.956583 0.9789

5

Conclusion

Intelligent water drop algorithm was utilized for identifying representative pixel sets
for segmenting tumor/non-tumor region of the brain MRI images. Using representa-
tive pixel set, segmented image was obtained that further gets blocked for preparing
the training vector of convolutional neural network. In CNN, convolution and max-
pooling operator increased the efficiency for learning. Experimented result revealed
that proposed model has increased the accuracy of tumor detection by 2.68% as
compared to FCMRS algorithm. In future, scholars can adopt other genetic algo-
rithm for increasing the segmentation accuracy of work. CNN capability of learning
can be increased by increasing number of layers in its deep architecture.
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Time Restricted Frame Aggregation oo

for Better QoS in IEEE 802.11ac

Mayank Patel, Saurabh Srivastava, Harshita Jain, and Milind D. Jain

Abstract The audio transmission over WLAN requires the better Quality of Service
(QoS). In this paper, we are proposing and implementing the novelty adaptive
mapping of cross-layers scheme for height the Quality of Services for transmit-
ting the scalable video streams in IEEE 802.11ac wired less environment tends to
approximating of the AC’s queue length and delaying of the timely constraining of
the streams for which it is to be transmitted. The results clearly states that performing
of propose dynamic cross-layers mapping is better with respect to the mapping of
static cross-layers scheme.

Keywords IEEE 802.11ac - EDCA - H.264/SVC : Mapping of cross-layers *
Quality of services

1 Introduction

The Aggregation mechanism is used to accumulate many of the frames before trans-
mitting into single large frames which reduces overhead and increase the efficiency
and throughput. IEEE 802.11n WLAN has four Access Categories (AC) at its MAC
layer [1]. Each AC has individual buffers forming the queue. Each AC is reserved
for different traffic and works as an independent queue [2]. The queues of different
traffic class have different priorities [3]. The queue with higher priority gets the trans-
mission medium access first. The aggregation headers cause supplementary delaying
particularly when aggregate in the frequent packets with the small sizes.
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1.1 Frame Aggregation

The Frame aggregation increases the throughput as it helps in sending multiple data
frames in a single transmission [4]. Techniques used by single-block of aggregation
algorithm performed by using single-block of acknowledgement (ACK) frame to
exchange multiple MPDUs [5].

1.2 MSDU Aggregation

Principle allows sending of multiple MSDU to same receiver such that it can be
concatenated in a single MPDU. The maximum size of conventional and high
throughput (HT) are either 3839 bytes or 7935 bytes, respectively, while for VHT
there is no con-strain to them a size of AMSDU [6] (Fig. 1).

2 Proposed Methodology

The aggregation of frames effectively works in terms of saturating traffics, else frames
wait for the next or upcoming packet increasing delivery delays [7]. We propose
EFAS Method for best and efficient delivery of audio packet with minimal delay [8].
This method describes flow of methodology in which new frame aggregation limit is
fixed according the traffic load. At first, A-MPDU is constructed and NFA (ar) fixed
after MAC traffic being analyzed [9]. On comparing frame sequence with frame
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aggregation count, final A-MPDU transmitted once when the condition becomes

true [10] (Fig. 2).
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Fig. 2 Flowchart of EFAS Method
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3 Algorithm

Step 1: Start
Step 2: Store Inflow Frame
Step 3: Check A-MPDU

Step 4: If A-MPDU is empty
Insert frame in A-MPDU;
Go to Step 2;

Sep5: Else
Analyze MAC Traffic;
Set New Frame Aggregation Limit (Ar)
NFA (ar) = Max. A-MPDU limit — Buffer size

Step 6.A: IF A-MPDU Size < Ar
Insert Frame in A-MPDU;;
A-MPDU Size + +;

Else if

Frame Sequence = = Ar
Finalize A-MPDU and Transmit;
End

Step 7: Goto Step 2;

4 Experimental Results

We classify the network traffic in generic terms as below: Light Load, Medium Load,
Heavy Load & Highly Heavy Load [11]. The above suggested network conges-
tions scenarios are mainly classified by measuring the traffic [12]. The network
handling only one audio stream is considered as having no traffic congestion or
having minimum network traffic load [13]. Transmitting of two or three audio streams
concurrently over the network is classified as moderate network congestion or inter-
mediate traffic load that is in permissible limit [14]. Transmitting more than three
audio streams concurrently are classified as heavy network congestion or the network
load that is not suitable for the better audio QoS [15].

In our proposed methodology, the dropping of audio frame from the audio access
category due to unavailability of audio buffers space has been rectified. The more
audio buffers in turn leads to less re-transmission of arrived audio frames at MAC
[16]. In very high load, the increased buffer space along with higher priority frame
transmission policy leads to fluent transmission from audio queue. The above features
of proposed methodology shows better Jitter result in comparison with the standard
protocol. In highly heavy load, the methodology reduces Jitter compared to standard
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protocol. In Heavy load and medium load, the proposed methodology performs
better, where it reduces Jitter respectively [17]. Figure 3 is showing the comparing of
PDR termed as packet delivery ratio in standard protocol and methodology at highly
heavy, Heavy, Medium, Light load.

In Highly Heavy load and Heavy load, the methodology performs better than
standard IEEE 802.11ac protocol due to swift transmission of data packets which
in results reduced End-to-End delay respectively by EFAS methodology compared
to Standard protocol [18]. In medium load and light load, the proposed method-
ology reduces the End-to-End delay respectively with compared to standard protocol.
Therefore, End-to-End delay for proposed EFAS methodology is closer to standard
protocol. Figure 4 clearly shows the comparing of Jitter in standard protocol and
EFAS methodology at highly heavy, heavy, medium and light load.

Due to unavailability of audio buffers the dropping of audio frame from the audio
access category has been rectified. The more audio buffers in turn leads to less
retransmission of arrived audio frames at MAC. In highly heavy load, the increased
buffer space along with higher priority frame transmission policy leads to fluent
transmission from audio queue. The above features of proposed methodology shows
better Jitter result in comparison with the standard protocol. In highly heavy load,
the methodology reduces Jitter compared to standard protocol. In Heavy load and
medium load, the proposed methodology performs better, where it reduces Jitter.
Figure 5 shows the comparison of PDR (packet delivery ratio) in standard protocol
and methodology at highly heavy, Heavy, Medium and Light load.

By predicting the current traffic flow and future audio injection rate, the decision
is taken to borrow buffers from other queues. In Highly Heavy and heavy traffic load,
the methodology increases packet delivery ratio on average with standard protocol.
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Fig. 3 Comparing the end-to-end delay of standard protocol and DFS at highly heavy, heavy,
medium, light load
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Fig. 5 Comparison of packet delivery ratio (PDR) of standard protocol and methodology at highly
heavy, heavy, medium, light load

Thus by saving the audio frames from being dropped out from audio queue, the
packet delivery ratio of the proposed methodology shows better results than stan-
dard protocol of IEEE802.11ac. In medium and light load on traffic, methodology
increases packet delivery ratio on average compared to standard protocol.

As the traffic congestion decreases, audio buffer length becomes same to the
standard audio buffer length (Table 1).
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Table 1 Table contents of the light, medium, heavy and highly heavy load
Methodology Lightload |Medium load |Heavyload | Highly heavy
load
Standard End-to-End 5 10 30 50
protocol Delay (mili
Seconds)
Jitter (micro 3 7 16 25
seconds)
PDR 100 96 81 74
(Percentage)
DFS End-to-End 5 9 20 30
Delay (mili
Seconds)
Jitter (micro 3 6 10 21
seconds)
PDR 100 97 91 86
(Percentage)

5 Conclusion

We made an approach to make the dynamic scheduler for high throughput WLAN.
We will deeply study the advantages and limitations of aggregation mechanism. Our
main focus is reducing waiting time delays and optimizing aggregated frame size.
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Chapter 21 ®)
Self-Powered Intelligent Wastewater oo
Treatment System with IOT-Based

Monitoring for Smart Cities

Mohammad Ateek Samma, Shubham Vagrecha, Rajeev Mathur,
Mr. Latif Khan, Lokesh Sharma, and Sheetal Sharma

Abstract Now-a-days, the availability of potable or clean water is a major concern
all over the world. All the water resources like rivers, lakes, ponds etc. are polluted
by the industrial wastes and sewerage. Few wastewater treatment techniques are
used to clean the water using physicochemical treatment and biological treatment
processes. Coagulation and flocculation processes are used to remove the pollutants.
We propose this project to have a water treatment plant in every house, so that reuse
of wastewater could become a reality and water scarcity problem could be solved.

Keywords Sewage - Wastewater treatment - IOT - Wi-Fi - MLD

1 Introduction

1.1 Background

The World Water Development Report stated in the 2018 edition that nearly 6 billion
people will suffer from scarcity of clean water by 2050. It will be because of the ever-
increasing demand for water, depletion of water resources, and increasing pollution
of water, which is escalated by increase in world population and infrastructural
development of many countries. The report promotes the adoption of nature-based
solutions, but there is an earnest need to manage demography and economy while
upholding clear principles to restrict contamination, protect springs, and save water
wherever on the planet [1].

The greater part of this populace development is normal in Asian and African
agricultural nations. A review of the world water problem is made based on the
literature available for the year 2018. Study related to the scarcity of water and water
pollution is made, which was a motivation factor to design and develop a wastewater
treatment system [2].
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From: Reassessing the projections of the World Water Development Report
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Fig. 1 Graph of water withdrawal, GDP pro-capita, and world population [1]

1.2 Water Demand

Numerous nations are as of now encountering water shortage conditions. A lot more
count attempts will confront a decreased accessibility of surface water assets by
2050. About 73% of individuals influenced by water shortage as of now live in Asia
[3].

A projection of population growth and water withdrawal in the world is as given
in Fig. 1, which clearly depicts that the gap between the two is going to be very large
and very dangerous to mankind [4].

Non-linear lines indicate that water crisis may also be there even before 2050 [1].

1.3  Water Pollution

Water pollution by mankind, at the same time, is increasing the problem. There is,
thus, an urgent need to address the problem and find out ways and means to have
an effective and cheap water treatment process. It is suggested here to have water
treatment plant in every house, so that reuse of wastewater could become a reality

[5].
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Fig. 2 Graphical concept of water scarcity and clean water availability [1]

1.4 Wastewater Treatment

In this paper, we have discussed the use of smart technology to develop a domestic
wastewater treatment system with smart quality monitoring features [1] (Fig. 2).

2 Proposed Wastewater Treatment System

2.1 Self-Powered Intelligent Wastewater Quality Monitoring
System (Real Time)

‘We can compute the physical and chemical parameters of the water such as temper-
ature, pH, turbidity, conductivity, TDS etc. using the latest technology and various
sensors, and real-time monitoring can be done based on wireless sensor network and
Internet of Things (IoT). Furthermore, this data can be shared with the concerned
local municipal authority to improve the water quality.

2.2 Methodology

The objective of the proposed system “Self-Powered Intelligent Wastewater Treat-
ment System” is to purify domestic/municipal wastewater and reuse it. This system
will be a fundamental component of a future smart city idea, which is a promising
answer to resolve the issue of wastewater treatment [6]. Our goal is to address the
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wastewater treatment issues utilizing cutting-edge technology like Internet of Things
(I0T).

We have proposed the project that has been selected as one of the smart cities under
the ministry of Urban Development (MoUD), Government’s Smart City Mission. The
entire monitoring of all the relevant parameters of water and its online display is based
on Internet of Things (IOT). In the proposed project, we will collect wastewater from
colony or house in a container. This water will go through primary and secondary
stages in the process of its purification. Different types of chemicals are also used
such as:

1.  Alum.
2. Calcium Hydroxide.
3. Bleaching Powder.

When we mix bleaching powder and water, it gives off chlorine and chlorine is
toxic for the microorganisms present in water and kills them [7, 8]. This water purifi-
cation process can be implemented at the place where sewage wastewater gathers.
Very first the dirty water will pass through stainless steel mesh. It will filter large
suspended bodies and the dust that is coming with water.

Simultaneously, by using the sensors, we will measure Turbidity, pH, Density,
TDS, Temperature etc. in the LCD display as well as in Mobile. Then water will go
to Primary Stage where Chemical Reaction takes place. Then, secondary stages will
start and the water will pass through PP cotton, a type of cotton role that will stop
the dust and powder particles, Pre Carbon Filter, Post Carbon Filter, Sediment Filter,
and UV Stage. After passing through these chambers, we get the Pure Water, and the
Pure Water will gather in another container. The pH, TDS, Turbidity, Temperature,
Water Flow (in LPM) of purified water will be shown in LCD display as well as in
Mobile. Energy required to run the system will be delivered through solar plate. So,
it is a Eco-friendly System.

The complete process will be monitored through messages received on the mobile
with the help of IoT applications. Following sensors along with the Ardiuno board
will be used for online monitoring (Fig. 3).

3 Results of Prototype Model

First, we have taken two water collecting drums. In one drum, a stainless steel wire
mesh screening system is employed as shown in Figs. 4 and 5. Screening removes
coarse solid-suspended materials such as rags, paper, plastics, and metals to prevent
damage and clogging of downstream equipment, sensors etc.

In the first tank, various sensors are installed, so that quality parameters of
received wastewater are properly monitored and also characteristic parameters of
water like pH; turbidity; TDS; temperature by using sensors like pH sensor, TDS
sensor, turbidity sensor, temperature sensor are monitored. Measured parameters are
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Fig. 3 Schematic of the self-powered intelligent wastewater treatment system

displayed on the four-line LCD panel, as shown in Fig. 6 and readings are noted as
in Table 1.

The received wastewater is then pumped by a motor in the second tank where
chemical treatment has taken place.

The chemical treatment of wastewater is then done in the second tank. Three
Chemicals are used in the system. The structure to mix these chemicals uses elec-
tronics solenoid valves which automatically passes the required quantity of chemical
through it. A fixed measured quantity is mixed in the screened and pumped water.
The complete structure of the second tank is as shown in Fig. 7.

When water is pumped to the UV filter, it gets purified and this water is pumped
to another tank where we have all the sensors to monitor the water parameters. We
measure pH, TDS, Turbidity, and Temperature of the purified water as shown in
Fig. 9. Smell, color and odor are checked manually. All the parameters we have
measured after and before the process are as mentioned in Table 2 (Figs. 8 and 10).

All these parameters could be monitored at remote location by using GSM module
and a SIM card, thereby making this system intelligent. Further quantity of chemicals
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Fig. 4 Two tanks (drums) are used for prototype model of self-powered intelligent wastewater
treatment system

~y &

Fig. 5 Screening system of steel wire mesh is used for primary stage in prototype model
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Fig. 6 Display of parameters in LCD display for primary stage in prototype model

Table 1 Wastewater

Sensors parameters Wastewater values
parameter measured on the
designed LCD panel pH level 3.85
TDS 335 ppm
Turbidity 441.00 ppm
Temperature 27 °C

will be automatically controlled by the use of solenoid valve that is placed below the
funnels used, as shown in Fig. 7.

4 Conclusions

In this paper, we have proposed a Self-Powered intelligent wastewater treatment
system, which is developed for domestics and small industrial wastewater treatment.
This system has been tested and the results are satisfactory. In this paper, first we
have discussed the water problem around the world. To address the problem of water
scarcity, we have been motivated to develop an intelligent wastewater treatment
system that every household could own and install the system at home. This will
reduce the water scarcity problem in the future. We have conceptualized an intelligent
water treatment system that not only treat the wastewater but also monitors its quality



262

M. A. Samma et al.

Fig. 7 Setup for chemical treatment in secondary stage for prototype model

Table 2 Comparison of
parameters before and after

the treatment process

Sensors parameters

Wastewater values

Treated water values

pH 3.85 6.4

TDS 335 ppm 95 ppm
Turbidity 441.00 ppm 256.21 ppm
Temperature 27 °C 27 °C

parameters in real time. The prototype model was successfully prepared and good

results are obtained.
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Fig. 8 Materials used in the filtration process

Fig. 9 Complete prototype model of self-powered intelligent wastewater treatment system
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Fig. 10 Purified/treated water collected

Furthermore, this proposed system could also be used in municipal system in
smart cities for real-time monitoring of the various parameters of quality of water
through sensors and IoT.
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IoT-based Smart Ultraviolet Disinfecting Guca i
and Sterilizing Robot for Public Places
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Latif Khan, and Rajeev Mathur

Abstract Diseases spread by pathogens are a major cause of both illness and death of
human beings. The danger of getting infectious diseases in every hospital throughout
the world is always there and is a universal fact. This paper proposes an Ultra
Violet Disinfection and Sterilizing (UVDS) robot, which helps to sterilize an area
in hospitals and resolve the problem of acquiring infectious diseases through hospi-
tals and other potential places. The aim to innovate this equipment is to estimate
the disinfection capacity of a UVDS robot. This robot can be used in hospitals,
public transport, airlines and any enclosed areas. This technique will help to increase
the sanitation process of contaminated areas and dramatically reduce the need for
workforce. The UVDS robot is designed with ultraviolet lights and sanitizer spray
along with the controllers to program I according to the need of disinfecting areas,
which is contaminated by bacteria, viruses and other harmful microorganisms. To
disinfect a wide range of surfaces, the sanitizer sprays are used, which rotates at
an angle of 180°. Our UVDS robot has six 20 watts of UV lights. The concept
of Internet of Things (IoT) is utilized to control the robot as well as measure the
parameters. The operator will operate the system through the mobile application
from outside the room. Ultraviolet Disinfection and Sterilizing Robot will remotely
disinfect hospital wards and the patient’s private room. The objective of this UVDS
robot is to reduce Healthcare-Associated Infections (HAI) in hospitals. This robot
moderates the number of viruses, infectious diseases and deaths caused by them in
healthcare services provided during hospitalization. The proposed UVDS robot is
used for hospitals, institutions, industries, airports and other infected areas.

Keywords UV light - Sterilization + Robot - HAI - Healthcare - IoT
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1 Introduction

1.1 Objective of the Work

During taking treatment in any hospital, Healthcare-Associated Infections (HAI) are
caused due to healthcare workers like nursing staff and non-medico staff, which may
cause more time in the recovery of the patient. Also, the patient may have to bear addi-
tional cost due to extended hospital stay. Moreover, families of the patient may also
be at high risk of getting infection. HAIs belong to different groups, such as Gram-
negative and Gram-positive bacteria and yeasts. These pathogens can be spread by
the hands of healthcare personnel and by patient-to-patient contact. Some pathogens
can prevail in the hospital environment, surfaces, i.e., doorknobs, electronic devices,
hospital supplies, television remote controls or inactive objects belonging to patients,
such as mobile phones. All these surfaces have never been thought of as potential
threats to getting infections.

1.2 Solution to the Problem

Therefore, in addition to preventing infections, UV Disinfection and Sterilizing
(DVDS) Robot is one of the innovative technologies, which investigate the proce-
dure of disinfection, killing bacteria, viruses and other microorganisms [1]. It has
been reported that [2—4] at a particular wavelength of 254 nm, UV rays are able
to break the DNA or RNA structure molecular bond of the environmental viruses,
bacteria and microorganisms or pathogens as shown in Fig. 1. A good number of
UV-C photons which when directed toward bacteria, viruses and other pathogens

Fig. 1 Ultraviolet electromagnetic wave spectrum, 100—400 nm
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render them harmless within seconds of exposure. The aim of the robot is to ensure
definitive, precise measures and to remove the total number of bacteria and viruses
and decrease the patient’s discomfort.

1.3 Motivation

The present threat of pandemic due to the number of CORONA (COVID-19) cases
rising in the world has really motivated us to propose a new technology for the steril-
ization of the room, hospitals and other public places. All over the world, healthcare
system is struggling which the pandemic and infection are increasing day by day.
Awareness of sterilizing even public places has really increased and institutions like
education, malls, shops, corporate etc. have started using available manual disin-
fecting and sterilizing techniques. These infections increase by the hands with several
germs, bacteria and yeast [5]. Some of the microbes may be effective in the envi-
ronment, surfaces, doorways, electronic equipment, hospital, lifts or mobile phone
accessories [5].

In this epidemic situation, the biggest problem is disinfecting the infected areas
where any COVID-Infected patient has visited, so that chances of spreading COVID
19 infection are reduced, thereby preventing life from viruses. The sanitizing process
done manually is risky and it could infect a person doing sanitization, in this situation,
no one is ready to sanitize the places manually.

2 Methodology

2.1 Modeling of the UVDS Robot

We have first modeled and then developed a Robot according to the requirement
to carry UV lights and sprayer with sanitizer as shown in Fig. 2. The Robot works
on 12 V DC, which is provided by the rechargeable battery. Since UV light tubes
work on AC, we have designed an inverter to convert DC into AC. Enough space is
provided in these four-wheeled robots to carry a battery, spraying motor, a sanitizer
and other circuit boards. The UVDS robot emits a UV-C light to kill the germs and
microbes left after the process of manual cleaning on the surface. A good number
of UV-C photons that when directed toward bacteria, viruses and other pathogens
render them harmless within seconds of exposure. When UV rays hit the surface of
a virus or bacteria molecule, they destroy the molecular bonds that hold the DNA. A
video camera is provided on the robot, which can display the working of UVDS to
the operator on the mobile screen through a mobile application developed. Camera
placed on the top of the robot also checks the presence of any living being inside the
room with the help of PIR Sensor. To measure distance and avoid obstacles, UVDS



270 A. Dabi et al.

—-—-" . Camera

Sprayer

UV-C Light

Ultrasonic Sensor

[- i) Speaker

{ Motion S
o_ ‘o otion Sensor

Fig. 2 Modeling of ultraviolet disinfecting and sterilizing (UVDS) robot

robot is equipped by ultrasound sensor. The robot is equipped with a sanitizer sprayer
tool, which produces a dry spray mist that reaches all kinds of surfaces, even the inner
surface of the drawers. Since it is a dry process, there is no residue left behind and
there is no danger of corrosion or damage to the surfaces of medical equipment. This
UVDS robot is secure, trustworthy and excludes human’s interference and is made
to be operated by health workers each and every day.

2.2 Controller Circuit Board of the UVDS Robot

Arduino Mega microcontroller board is used for the controlling of each and every
function of the robot [6]. Through relays, switching of the higher voltage and current-
controlled appliance is done. L298N is a Motor driver or Motor Driver IC, which
allows to drive DC and steeper motor. It can control two or four DC motors with
direction and speed. PIR sensor or motion sensor is used to detect the presence or
absence of a living being by measuring the infrared light radiating from the object.
ESP32 Camera with integrated Bluetooth is used to watch the live stream inside the
room. A sound module and servo motor controller are also used to control the motion
of the robot. To spray the sanitizer, a diaphragm pump is used.

Ultraviolet rays are used in industrial and healthcare departments to remove
bacteria and other pathogens by decomposing their DNA structure and chemical
bonds. It is a form of electromagnetic wave. The range the UV is up to 100-400 nm.
This range explains the level of activity and energy of the photons and the size of
wavelengths in each category [2].
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Fig. 3 Controller circuit board diagram of the proposed UVDS robot

The UVDS is a multifunctional robot, it includes both UV-C light and sanitizer
spray. Because there is a specified wavelength of UV light, it cannot reach each and
every place of the room. It is programmed to detect human beings /animals with the
help of PIR sensors or IR motion sensors. If a person is detected while the disinfection
process is going on, the UV light gets immediately turned OFF and warns the person
“The room is under disinfection process please make a proper distance or leave the
room”. Once the person leaves the room or operating area, the UV lights which
were OFF get turned ON automatically and the disinfection process goes on until the
process is completed. The microcontroller controls the wheels of the robot by motor
drivers in the path. Figure 3 shows the components used for developing the UVDS
robot.

The UVDS is a multifunctional robot consisting of a smart sanitizing spray for
disinfecting various or wide ranges of surfaces. The sanitizer spray will rotate at
an angle of 180° because of the fact that UV has a specific wavelength, so that it
can’t reach each corner or part of the room. A complete flowchart of the designed
and developed UVDS robot’s work is given in Fig. 4. The UVDS robot is a smart
IOT-based system; it can be operated through the mobile application. The live stream
camera is mounted on the top of the robot to navigate the room as shown in Fig. 5.

3 Results and Discussions

As a matter of fact, all virus species of the comparable kind have the same kind of
structure DNA and RNA strand length. UV light experiments conducted in the past
were used to find the UV radiation dose required for 90% virus and bacteria depletion
(i.e., the log-reduction dose). Dosages for a 90% destruction of most bacteria and
viruses range from 2000 to 12,000 MW/CIIIZ. The robot utilizes four UV lamps in a
circular pattern to cover 360° and maximize efficiency. Each lamp has 11-W output



2

3

2 A. Dabi et al.

Turn On UV
Light + Spray
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Fig. 5 Mobile Application (App) to control IoT-based UV disinfecting and sterilizing (UVDS)
robot

power (as listed in the UV lamp datasheet). The amount of brightness for a distance
of 2.5 feet away can be calculated as:

11 x4

Brightness = —
e = o % (158.49)2

Brightness = 0.0003803539W /cm?

Brightness = 380.35uW /cm?.
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A UV dose of 10,600 wW.sec/cm? is required for a 90% reduction in infection,
which can be considered as the upper limit of log median log reduction (in low
absorption media). Therefore, the time required to disinfect is expressed as:

10, 600(uW. 5
Time = M

380.35(LY)

cm?

= 27.86 sec.

The UVDS robot is designed and developed for both the air and the surface
disinfection and sterilization of an area in the hospital or any place. The height of the
robot is 2.5 feet. This UVDS robot is controlled through the mobile app developed
by us. The UVDS robot can disinfect a 12’ x 12’ rooms in 10 min without the
presence of human being. The time taken for disinfection of a 15’ x 15’ room is
16 min 49 s. In the case of humans present in the rooms, the robot stops working
automatically, so that UV radiation does not harm. The disinfecting time depends on
the relative distance between the robot and the human being and the speed with which
the human being is moving. A good number of UV-C photons that when directed
toward bacteria, viruses and other pathogens render them harmless within seconds of
exposure. When UV rays hit the surface of a virus or bacteria molecule, they destroy
the molecular bonds that hold the DNA. When the UV tubes are unable to disinfect
objects out of their reach in the room, they can be disinfected using sanitizer there.
The goal of the UVDS robot is to help prevent these infections in the first place. The
main aim of UVDS robots is to make INDIA corona free.

4 Conclusion

In this paper, we have reported a design and development of an Ultraviolet Disin-
fecting and Sterilizing (UVDS) Robot. We have discussed the operating procedure
of the UVDS robot, which we have conceptualized and developed due to the COVID
situation. The robot will sterilize the areas such as hospitals, railways, airports,
colleges, schools etc. This technique will help speed up the cleaning process of
contaminated areas and dramatically reduce the need for workers.

The UVDS robot is designed and developed for both the air and the surface
disinfection and sterilization of an area. The height of the robot is 2.5 feet. This
UVDS robot is controlled through the mobile app developed by us. The UVDS robot
can disinfect a 12" x 12’ room in 10 min without the presence of human being. The
time taken for disinfection of a 15" x 15’ room is 16 min 49 s. In the case of human
presence in the room, the robot stops working automatically, so that UV radiation
does not harm. The areas where this tube and ultraviolet light could not penetrate
can be sterilized using a sanitizer spray module.
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Chapter 23
IoT-based Intelligent Intravenous (IV) oo
Stand for Healthcare Sector

Mohammad Ateek Samma, Shubham Vagrecha, Mr. Latif Khan,
Rajeev Mathur, Lokesh Sharma, and Sheetal Sharma

Abstract Intravenous stand are those medical care subordinate executes that asso-
ciate in capturing and appropriating meds to patients via intravenous infusions.
Intravenous imbuement depends on the heaviness of the Intravenous tubing salt.
Interminable development of the intravenous stand is needed to supplant the liquid
when abandoned. Additionally, activation of the intravenous shaft is needed from
patients and attendants. This prompts distress and burden for the two patients and
clinic staff. Regardless of the staying alive intravenous posts have tackled their
challenge, notwithstanding they couldn’t hold a wealth of weight clinched. Also,
they come up short on any caution framework which betokens a vacuous sack (Jost
G, Tseng CC (1990) Baxter International Inc., assignee. Home care intravenous
stand. United States Patent US 4,905,944.; Larson GR (1980) Larson Godfrey R,
assignee. Handle for mobile intravenous stand. United States Patent US 4,225,104;).
To enhance current intravenous posts, we intend to build up a Robotic Keenly Intel-
lective Smart IV Stand Predicated on IOT. Robotic Smart Intravenous Stand mounted
with sensors and an alert framework (Qureshi and Syed in Saf Health Work 5:198—
202, 2014). Trial results devoted to the plan showed that the novel planned post
activation is improved by the utilization of Load Cell, Node MCU, Arduino UNO,
and so on. Moreover, the caution framework has incorporated alarm to patients and
attendants when the intravenous packs were emptied.

Keywords Intravenous poles + Alarm system - Internet of Things (IoT)

1 Introduction

Smart Intravenous stand treatment improves in general wellbeing by giving 100%
of the nutrients and supplements needed by one’s body to improve well-being, help
energy levels, and improve indications of wretchedness. This is the explanation that
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these days, Intravenous (IV) posts are as a rule generally used in the medical care area
[2]. IV shafts are suspended with packs to convey the meds required by the patients
[4]. The IV medicines are acquainted with the patient through an I'V infusion [6]. The
current I'V stands doesn’t contain a characteristic caution which alert both the patient
and attendant when the entire liquid taken care of is discharged [3]. We propose to
prepare the Robotic IV Stand with a natural/implanted caution framework as well.

1.1 Existing Intravenous Stand

Herein, we have provided brief overview of the IV stand that exists today in every
country. Their shape is subtle and has limited features. With time, most of them
cannot even bear the weight of the bags [8]. Moreover, they don’t have any alert
system which could tell the nursing staff about the emptied I'V drips solution which
often leads to blood backflow (Fig. 1).

Fig. 1 Existing IV stand Y
source GMCH | ¢
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Fig. 2 Back flow of blood
[5]

1.2 Problem Faced by Human

In hospitals, We saw that when the fluid inside the drip becomes completely empty
and the doctors/nurses could not reach the patient timely to remove the needle from
the veins, the pressure inside the veins overcomes the pressure inside the IV, allowing
the blood to flow back into the line which is not desired, which is shown in Fig 2 [5].

2 Methodology

We have first developed an IV Stand according to our requirement. Then, we have
designed a system Robotic Smart IV Stand based on IOT and Sensors [8]. The system
started, when the IV fluid bottle is hanged to the hook which is connected with the
sensor then it gives glow to the green LED’s, ensuring that the veins are being infused
with the fluid. When the drip solution is about to end, it gives an alert message to the
doctor/nurse on the mobile phone. We can also check the system update on Android
mobile application. Further, the red LED’s indicate that drip solution is critically low
so that doctor/nurse can reach the patient well on time to avoid the backflow of the
blood in the patient’s body.

This stand is portable because it is light in weight. There is also a feature of mobile
charging in the Smart IV Stand. The mosquito mat system is also given to the Smart
IV Stand. So, the patient is not affected by the mosquito. Block diagram is shown in
Fig. 3.

2.1 Technology Used in Robotic Smart IV Stand

In this device, we are using Node MCU as a control unit. Two load cells of 20 kg
are mounted on left and right arms of stand. Red and green led indicators are also
mounted on both arms of the stand. We have also used buzzer for the sound alarm.
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Block Diagram

F
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Fig. 3 Block diagram of robotic IV stand

Complete system is powered by 12 V and 7.5 Ah battery. Battery charger is also
associated with the main unit for battery charging.

Load cell is continuously observing the level of fluid bag. Once it reached to critical
condition stand will send alert message to ward attendee simultaneously, it will glow
the red LED and also updates the ThingSpeak server and mobile application.

2.2 Components of the Robotic Smart IV Stand

Major components used in our system are under:

Node MCU: Heart of our system

Load Cell: 20-kg load cell we have used

Battery: 12 V, 12 Ah Battery we have used

Charge Controller: To control overcharging and undercharging of battery
LED Indicators: To indicate level of bottle

Buzzer: Sound alert to attendees.

3 Results on Server and Mobile

We have tested our system and found satisfactory results. Node MCU updates
ThingSpeak server. We have created level field on server which shows the level
of bottle. When bottle get empty than ThingSpeak server will send alert on ward
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attendees mobile no and simultaneously update mobile application. Server results
are shown below (Figs. 4, 5, 6).

4 Conclusion

Robotic Smart I'V Stand was developed and successfully used in Geetanjali Medical
Hospital, Udaipur, India. When the system started, it gives glow to the green LED,
ensuring that the veins are being infused with the fluid. When the drip solution is
about to end, it gives an alert message to the doctor/nurse on the phone through node
MCU. We can also check the system update on Android mobile application and the
red LED indicate that drip solution is critically low such that they can reach the
patient timely to avoid the backflow of the blood. The capability of the novel robot
to hold a bottle of fluid weighing up to 20 kg while maintained balance. The Smart
Robotic IV Stand is very much practical to be used in the Hospitals, Army Medical
Camps, Medical Dispensary, etc.
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Fig. 6 Structure/photo of
the robotic smart I'V stand
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Chapter 24 ®)
Integrating Lean Green Technique e
Through Single Combined Strategy

in Marble Industry

Saurabh Tege and Nilesh Diwakar

Abstract Today’s scenario is technology-based and for huge growth, development
with all resources all technology should be implemented at all stage s of manufac-
turing units. The quarrying of marble is not quite the same as the mining of different
minerals. In marble quarrying, huge sizes of squares are exhumed. Prior extraction
of marble was done physically by utilizing a drill and jib crane. In the marble mining
industry, this issue arises as much that they willing not to implement latest trends
because of a lack of knowledge and understanding. In this paper, the author should
give a framework development through lean green technique, due to which wastages
to be minimized in all aspects as well as environmental consideration also takes
place.

Keywords Environmental design * Lean green technique + RFID - IoT -
Sensor-based technology

1 Introduction

For quite a long while, fabricating rehearses have been for the most part centered on
fulfilling or making requirements while retaining seriousness with regard to item
consistency, marketing potential and growth. Specifically, lean assembling, first
presented for the auto business in Japan, has to a great extent been viewed as quite
possibly the most compelling assembling ideal models. Lean assembling furnishes
associations with the devices to improve their intensity dependent on expanding an
incentive to clients, regarding profitability, efficiency, quality, and costumers’ fulfill-
ment, by diminishing the assets utilization through waste end. This sort of assembly
methods of logic focused on the interest of consumers, along with the increased
demands of individuals for daily comforts, have spurred an increasing interest in
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the object, fulfilled by a considerable measure of goods produced, wound up in an
evolving era of pollution and squanders. In this particular case, organizations are
urged to become more constructive with regard to their natural and social status,
heading towards more feasible assembly rehearsals respect to the prominent concep-
tualization [1] of Triple Bottom Line (TBL) maintenance (appeared in Fig. 1), which
recommends that an organization would have the option to accomplish manageable
outcomes gave it is fit for improving ecological, social, and financial exhibitions all
the while analysts accept lean assembly with a revived interest in producing greener
arrangements capable of limiting squanders in this line, yet additionally of less-
ening, by expanding, altering adjusting and refreshing lean approaches, the natural
and social negative effects of the generally utilized modern practices with sustain-
ability [2, 3] through various technologies such as RFID, Sensor-based technology,
10T, etc.

Albeit some encouraging outcomes have been accounted for the composition
by applying lean methods to achieve greener targets [4—6, 7]. Many analysts agree
that lean techniques have not yet advanced to the stage of improvement needed
to ensure manageability [5, 8]. In this way, they also suggested that, in order to
produce fair performance, green production activities should also be considered
[9]. Lean Green practices are centered on lessening unsafe discharges, disposing
of the utilization of inefficient assets, reusing, and limiting well-being hazards all
through the whole assembling measure, by limiting the natural impression during
the entire item life cycle [10]. On one hand, there are scientists that concur that green

Economic-Social
Business Ethics
Fair Trade
Workev’s"\ﬁighls

Social-Environmental
Environmental Justice
Natural Resources Stewardship
Locally and Globally

Environmental-Economic
Energy Efficiency N
Subsidies/Incentives for use of ‘\\ e
Natural Resources ~~

Fig. 1 Triple Bottom Line (TBL) model for attaining sustainability
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techniques, for example, Environmental Design vs Green management of Supply
Chain, improve the association of the monetary and the ecological frameworks,
creating a practical turn of events and undertaking incorporation [11-14]. Then again,
there are scientists that express that green practices are sufficiently not to guarantee
manageability [15]. Besides, professionals regularly contend that green practices
can be a weight for arriving at enhancements with respect to plan and creation
measures. In this clashing setting, specialists and experts accept that when executed
solely, neither lean nor green practices have shown the option of preserving the usual
balance between economical, ecological, and social perspectives [8, 7, 16, 17]. Atthat
point, the mix with lean green approach and also characteristics can be strengthened
and their drawbacks can be draw, which has been suggested to meet the existing
management requirements.

2 Previous Research Study

Lean A short writing audit of the connected investigations recently led in various
pieces of the world has been examined here to comprehend the meaning of directing
the current exploration. These were partitioned into subsections; Harmful effects of
marble squanders, Life Cycle Assessment, Cleaner Production and uses of marble
squanders in helpful items.

Gursel et al. (2014) audit the qualities and shortcomings of cement LCIs to date,
and offers an exploration activity guide for development in the nature of future LCA
concentrates in that area. This examination guide offers Life Cycle Assessment-based
choice emotionally supportive network for makers. An exhaustive writing review was
directed in such manner and their fundamental outcomes were made and looked at.
It was uncovered that in endeavor any LCA study the gathering of sound information
of life cycle stock (LCI) is a significant and basic advance. Based on which ensuing
LCA and LCIA (life cycle sway evaluation) can be based.

Hanieh et al. (2014) zeroed in on the natural, financial, and social effect of stone
and marble preparing industry. The goal of the investigation was to presents the life
cycle of the interaction, ID of contamination area of interest and proposes alleviation
measures for productive utilization of crude materials including common stone, water
utilization, and energy use during handling. Recuperation, Reuse, and Recycle, 3Rs
standards are utilized to boost the yield and limit the losses to improve measure
proficiency. This will give a casing work to future activity in this area.

Kushwah et al. (2014) contemplated that the utilization of marble slurry in easing.
Properties of marble slurry are Bulking is 42%, which is generally outrageous at
5% sogginess. Fineness modulus was found to be 0.93. According to these limits,
Marbleslurry can be utilized in as curing help.

Ioannidou et al. (2014) detailed Life Cycle Assessment (LCA) to distinguish best
waste treatment framework office having less natural effects. For that reason, infor-
mation were gathered from two stone preparing offices in the investigation region
and assessed. Furthermore, the utilization of other divider treatment frameworks like
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slender cladding and rock walling utilized were likewise assessed. The outcomes
show that the stone item generally utilized in the design rather than slim cladding or
rock divider framework. It was because of the accessibility of crude materials locally.
Consequently, it was inferred that the utilization of stone items in divider framework
has less natural area of interest as contrast with other cycle.

Li et al. (2014) completed Life Cycle Inventory examination (LCI) to make
possible enhancements in concrete industry. The itemized life cycle stock (LCI)
of concrete assembling plant included total info and yields. The useful units are 1
Tonne of Portland Ordinary concrete.

The information contain not just the conventional things, for example, crude mate-
rials incorporates limestone, dirt, gypsums, energy (coal and power), and admixtures
(heater slag and fly debris), yet in addition new water which isn’t focused in other
writing. The yield information contain ozone-depleting substances as well as the
perilous air contamination just as commotion and hefty metal outflows which are
normally disregarded by different analysts. The information were estimated nearby
and assessed for to fuse it into the utilizations of diminishing toxins and waste warmth
recuperation advancements in concrete industry.

Rajni et al. (2014) use of stone waste as a marble powder in mortar and concrete,
both pozzolanic and non-pozzolanic, were studied. The stone waste can be utilized
for developing insignificant exertion building materials, for instance, block, square,
tiles, etc.

Uygunoglu et al. (2014) explored the utilization of marble squander and reused
total in the creation of Self-Compact Concrete. For that reason, arrangement of
control examples of cement containing marble squander and reused totals were
arranged and tried for droop test, J-Ring test, air content, compressive, and rigidity
along modulus of flexibility were resolved. Results show that no huge contrast were
seen in the mechanical properties of self-compacting solid utilizing marble squander
and reused totals. It was reasoned that the marble squander and reused totals can be
utilized in self-compacting concrete.

W. Rehman et al. (2014) found that the marble waste squares are lower in strength
than common ended squares, yet their insignificant exertion, straightforwardness and
speed of creation recommend them to be used in zone where higher strength isn’t
concern. They can be utilized in sanctuary for people in quake and flood impacted
zones.

Singh et al. (2015) thought about that Finishing Material Marble Paste is better
than divider mud. Which has more strength and more affordable. Marble stick is
a mix of slurry powder with white concrete and relaxed or hydrated lime close by
staying trained professional. Goodly influencing the environment. Put aside energy
and money may be used somewhere else for the headway of the country.

Dharma et al. (2015) Studied that the marble waste and different kinds of waste
can be used as filling material as 15% overriding with regular soil on thorough-
fare advancement. Improve water conductivity, increases in the degree of coarser
particles. It reduces quite far, raises beyond what many would consider possible and
decreasing in the flexibility record of the earth in.
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Nabil et al. (2015) investigated that the conceivable utilization of stone slurry
powder in fake stone creation. The test results showed that the compressive strength
extended by solid extent, the compressive strength of the fake stones is generally
impacted by the solid to stone powder percent, compaction squeezing factor and
reestablishing time.

Jehangir et al. (2015) researched the wellbeing hazard related with Marble efflu-
ents. They dealt with renal (kidney) stone development in the inhabitants of locale
Rajsamand in Khyber Pakhtunkhwa region of Rajsamand. Kidney stone was seen
in 1000 patients utilizing Marble wastewater polluted drinking water. In addition,
the finding of this examination shows that marble preparing industry represents a
potential human wellbeing hazard because of constant openness of marble efflu-
ents. This instigated persistent state of renal stone development requires appropriate
consideration and alleviations to ensure the human wellbeing.

3 Lean and Green Technique

Finally, as shown by the investigation of selected manufacturing units, this review
finds that typically generating units do not zero in on the principle of waste reduction,
asset profitability, authoritative improvement, and source decrease, among the key
similarities between the two practices; while differentiating their fundamental core,
the concept of waste, the form of consumer, the assembly processes. In Fig. 2, relation
between lean green has shown very well i.e. shown waste reduction in form of quality,
cost, customer satisfaction, process waste etc.

4 Incorporating Green and Lean Activities Through
a Single Combined Strategy

The standard and contrary concentrations of lean and green approaches are addressed
at a high level. Consequently, it is then the problem of whether working together is
genuinely equitable and appropriate. Furthermore, the composition is not inherently
find exceedingly negligible observational proof of active instances in lean-green
schemes, but the findings that can actually be found are often contradictory. On
the one side, there are scholars who fight against the coordination between lean and
green methods when they can synchronously make a collaborative effort to minimize
waste. Energy, material and time usage, store network the load up and thing life cycle
smoothing out. Of course, there are those that articulate that lean and green methods
are not mostly possible, there are a few places where it can be especially difficult to go
with them. For instance, in Fig. 3 stock levels are maybe the most essential points of
view when merging lean and green approaches. For the present circumstance, while
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Lean/Green Lean Green Waste Reduction Lean Green Business
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Environmental Reduce-recycling-Remamufactuning Market Position
Management Consume internally & long use Reputation
System
Returnable Packaging Product Design
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Certified Creating Market Equipment
Waste Segregation Benefits
Internal Sales

Fig. 2 Relation between lean green techniques

lean practices base on making, moving and squeezing little package expectation to
fulfill customers’ essentials.

At the point where everything is said in fact, experts who are reluctant to join
the two programs are stressed whether lean practices based on waste decreasing
from the extra-value viewpoint of the consumers, expense, efficiency and lead times
would be beneficial, irrespective of whether green practices focusing on biological
objections that are not by and wide according to lean objections are combined. In
this line, manufacturers propose that the core guideline test involves completing
how can environmental issues be coupled with lean principles without reducing the
economic sustainability of the last-mentioned, but still maintaining the economical,
ecological, and social agreements? Furthermore, it is reported that green techniques
would not, for the most part, restrict the negative effects that going green can have
on organizational perspectives in a combined context have, being similarly clear
the converse route around. Finally, in, makers moreover express those lean-green
philosophies ought to stand up to the very troubles when openly executed, lean and
green techniques ought to go up against that. For example, in, it is included that, as
it is generally the situation of green practices, experts may have to focus on changed
techniques to complete the lean-green technique; whereas in, it was reported that one
of the dimensional parameters where high equipment price is needed to implement
the lean green proactive strategy.
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Fig. 3 Summary of the recommended lean green solution approach and their performance impact

In order to obtain green outcomes, they cannot substitute green activities, but they
can provide a clear enhancement, agile and transparency culture for staff to create
an effective and amazingly beneficial atmosphere for the use of green exercises.
Makers agree with these observations, sharing that green chips will be a catalyst
away from the lean community, empowering the collection of traditional activities.
Similarly, a detailed definition of such a reactant effect can be found where it has
been demonstrated that the influence of lean activities on the implementation of oper-
ating stock companies can be increased by hindering tainting and reuse. In order to
obtain green outcomes, they cannot substitute green activities, but they can provide a
clear enhancement, agile and transparency culture for staff to create an effective and
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amazingly beneficial atmosphere for the use of green exercises. Makers agree with
these observations, sharing that green chips will be a catalyst away from the lean
community, empowering the collection of traditional activities. Similarly, a detailed
definition of such a reactant effect can be found where it has been demonstrated that
the influence of lean activities on the implementation of operating stock companies
can be increased by hindering tainting and reuse. Interdisciplinary gatherings aware
of consolidating lean and green practices in two amassing associations are coordi-
nated. There are too many technologies used such as IoT, RFID in transportation for
monitoring and controlling and ERP system which incorporated all inventory stocks.
In a similar manner, several researchers who have worked in the industry for a long
time commonly studied about how green can be lean, for instance, the ones in and
have contemplated that, since lean activities are not centered around green goals,
In order to obtain green outcomes, they can not substitute green activities, but they
can provide a clear enhancement, agile and transparency culture for staff to create an
effective and amazingly beneficial atmosphere for the use of green exercises. Makers
agree with these observations, sharing that green chips will be a catalyst away from
the lean community, empowering the collection of traditional activities. Similarly, a
detailed definition of such a reactant effect can be found where it has been demon-
strated that the influence of lean activities on the implementation of operating stock
companies can be increased by hindering tainting and reuse.

5 Conclusion

In marble mining industry, this issue arises as much that they willing not to imple-
ment latest trends because lack of knowledge and understanding. In this paper, author
should give a conceptual framework development through lean green technique, due
to which wastages to be minimized by using technologies such as sensor based tech-
nology, IoT, RFID technology in all aspects as well as environmental consideration
also takes place. By using all these long term benefited taking by mining industries
which will give benefit to industry as well as whole supply chain.
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Industrial Internet of Things: A Survey e

Uma Sharma, Meenakshi Sharma, Ramendra Singh, Ajay Chauhan,
and Pooja Pathak

Abstract Internet of Things (IoT) is a robust tool for the renewal of industrial
systems and its applications. Industrial Internet of Things (IIoT) is the blend of
industrial automation and IoT. It provides automatic sensing, smart processing with
correlated transmission and autoimmune systems. With IIoT data shielding is of big
concern as cyber-attacks are increasing day by day. IIOT demands a lot because of
operational, safety, security, and regulatory issues of industries. This paper presents
the current status of IOT in industries and also gives the area where more work is to
be done.

Keywords IoT - Industrial IoT + Sensors - Big data - Cloud computing - Cyber
physical systems

1 Introduction

The Internet of Things (IoT) is an emerging technology that is trending nowadays
and brought the development in various fields in recent years. IoT is taken as a
third information technology revolution. It has changed the traditional concepts of
human—computer interaction, machine-to-machine interaction to large extent and
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greatly improved the efficiency of the entire system and changed the people’s life.
The one sector where it has shown a large impact is the industrial sector and, with it,
the industrial transformation has begun and we come up with Industrial IoT (IIoT).
IIoT is attracting the attention of the industrial sector as it is expected to be able
to detect and correct the problems associated in the different processes taking place
within the industry with to large extent thereby improving the production efficiency.

IToT takes information from the connected equipment in the plant. After this, the
data is processed using new analytical tools and latest software systems. Data taken
from the connected devices can be used with greater flexibility for better performance
as compared to the data taken from individual devices. In IIOT, combination of
analytical software, hardware, communications, and networking technologies work
together.

The outline of the paper is structured as follows: Sect. 1 gives introduction of
Industrial IoT. Section 2 compares the IIoT with IoT. Section 3 provides the architec-
ture of I1oT. Section 4 reviews the technologies that enable IIoT. Section 5 describes
applications of IIoT in industries. Research challenges and future prospective are
discussed in Sects. 6 and 7 gives the conclusion.

2 IoT and IIoT

IoT enables us to connect things to the internet and to the network that uses internet
technology. This is done by embedded sensors, electronics, and software. In 10T,
data is captured, shared, and depending on the recent information, the action can be
planned. IoT is changing our life style, way of working, business, and also giving
the basis of new industrial transformation, that is, Industry 5.0. IOT can be studied
in two broader categories, one is Public IOT and other is Industrial IOT.

In Public IOT, the electronic equipment are interconnected to increase the aware-
ness and to save the time and money. So, public IOT is the interconnection of machine
and user. It is human-centered and data volume handled in this is not very high.
Connectivity in IOT is flexible which leads to ad hoc or mobile networking.

On the other hand, IIOT is the interconnection of industrial machines, control
systems, communication systems, and the business processes. IIOT is the basis of
arrival of digital and smart production. Here, the large volume of data is collected and
it is given to analytical software which leads to optimized industrial operations. IIOT
is the need of smart production according to the dynamically changing demands.
IIOT is machine-oriented which monitors the process in production and apply new
techniques to have self-driven systems. In IIOT, data volume handled is very high.
The comparison of Public IoT and Industrial IoT has been summarized in Table 1

[1].



25 Industrial Internet of Things: A Survey 293

Table 1 Comparison between public IoT and industrial IoT

Parameters Public IOT Industrial IOT

Working model | Human-oriented Machine-oriented

Present status New devices interconnections Existing devices interconnection

Communication | Ad hoc network Centralized network

Complexity Critical in medical applications | Critical in respect of timings, reliability,
security, and privacy

Capacity Compact data Bulky data

3 IIoT Architecture

IIoT is the key technology that integrates large number of components, heterogenous
devices, and systems to a common platform to improve the efficiency of industrial
sector. Many reference architecture has been proposed by the researchers in the past
for different applications. Figure 1 gives the basic architectural approach which could
be the part of any IloT framework. IIoT architecture is a layered architecture which
consists of four basic layers as shown in Figure 1 [2].

1. Data sensing layer: In the architecture of IIOT, the data sensing layer connects
the physical devices through sensors and actuators. With the sensing devices,
control equipment is also used like PLCs or other controllers. The combination
of field equipment and control equipment is responsible for the collection of
data related to various processes from industrial site [3].
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Fig. 1 Architecture of industrial IOT system
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2. Data Provider layer: This layer is used either to take the data from sensors
through field buses and store it in a memory so that the data can be passed on to
the upper layers or it is used to take the data from memory when it is received
from the other layers. So, the buses used in this layer are bidirectional. Memory
is allocated according to Extensible Markup Language data files (XML). These
files are used to give the structure to the data with tags and text.

3. Data Processing Layer: At this layer, temporary processing of data is done.
Here, output of processing of physical and virtual data is given to the next layer
through the transmission network. A middleware software such as Data Distri-
bution Service (DDS) is used for real-time systems. Many other middleware
systems are also used according to the requirement and development of IIOT
systems.

4. Application or Service Layer: For the remote monitoring and controlling, the
particular application of industry, application, or service layer is used. For the
interaction of the things, specific application can be developed like SCADA
(Supervisory Control and Data Acquisition). At this level, developed software
is used for monitoring the industrial environmental things and for sending the
commands as per the requirement [2].

4 Enabling Technologies in IIoT

The potential of any technology depends on other enabling technologies which helps
in understanding and gaining the knowledge of it. In the same way, IIIoT is supported
by various enabling technologies without which it has no existence. These technolo-
gies include IoT, cloud computing, big data analytics, artificial intelligence, industrial
sensing technology, augmented and virtual reality cyber-physical system.

Internet of Things: If we consider the associated plant situation, IoT gadgets
aid real-time information assortment and activation. Being the primary segment in
IIoT, these gadgets trail the plant resources all around. Without human intervention,
the entire cycle that begins with crude stuff and culminates into finished products
is checked by employing IoT gadgets to accomplish huge decrease in the overall
cost. The IoT gadgets incorporated in completely associated IloT framework are
implemented throughout the manufacturing plant offices going from stockrooms to
creation offices and distribution centers. The setup, observation, and support of these
gadgets is a difficult undertaking and require profoundly qualified specialized staff
[4].

Big Data Analytics: Huge advancement in big data analytics prompted advanced
knowledge in IloT-based frameworks [5]. The data collecting technologies allows
to huge amount of data from different sources such as sensors, smart devices web-
enabled data sources, and many more. At different IIOT layers, this data is processed
by using different data processing tools and algorithms [4].

Cloud Computing: The prominent development of information in IIoT needs
profoundly disseminated elite registering frameworks to oversee, measure, dissect,
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andreserve the information. Cloud computing innovations offer network and capacity
administrations across all the offices in an IloT framework. Every associated gadget
and implementation are straightforwardly annexed with clouds at the backend [4].

Cyber-Physical System: Cyber-Physical Manufacturing Systems (CPMS) play
an indispensable role, checking actual cycles, and making a virtual copy of the actual
world also called as advanced twin, which is accessible and open for people to control
and work the whole production process. In context to smart manufacturing, CPMS
empowers actual objects like machines, which are furnished with the IIoT, to speak
with people through web network [6].

Augmented and Virtual Reality: IIOT and Augmented Reality (AR) have opened
another area of its own, and the applications are far and wide all through the industries.
AR advances empower to screen the laborers and machines during activities and
quickly produce modified or notifies so that error can be reduced. The Virtual Reality
innovations encourage in envisioning the setups and re-arrangements of industrial
capacities prior to genuine executions in I[loT frameworks [4].

Industrial sensing and Networking Technology: This technology is used for
monitoring real-time production. Industrial networking technologies include the
classical fieldbus technologies and rising communication standards, such as LoRa,
NB-IoT, 5G, etc. [7].

5 Applications

Applications of IOT are in its growing stage. As IoT is evolving itself, it has got its
application in many areas. Our discussion is about the applications of IOT in various
industries. Here, the few industrial IOT applications are given in brief.

1. Management of logistics and Transportations: Logistics and transportation
industries apply IOT to observe the real-time movement of things from one
place to final destination in the distribution and shipping processes. Sensing,
networking, and data processing capabilities of vehicles are growing through
IOT. Drive system is developed by some vehicles to provide present location
and driving directions [8, 9].

2. Safety in hazardous industries: Human safety is increased by 10T in the indus-
tries with hazardous environment. Based on the area of application, I[IoT devices
themselves will take quick action required for the overall safety of the manpower.
For example, if the temperature goes above the specific limit in case of boiler
or a furnace IIoT devices give alarm to stop detonation or explosion [8, 9]. In
order to avoid and decrease injuries in mining sector, there is an urgent need of
IIoT to prevent the mining disaster.

3.  Smart factory: Equipment allowed by IIoT can sense the environment and
relay information to managers, enabling them to control their factory units
remotely. Remote manager can maintain the machinery incase of deviation from
specified parameters according to the information provided by the IIoT sensor.
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Similarly, production process and inventory process can be managed as per the
data provided by IIoT sensors [9].

4. Quality Control: When IIoT is employed in industry while manufacturing any
product, it enhances the quality of the product produced. The reason being that
various important parameters are maintained in the range that ensures quality
production [9].

6 Future Prospective and Challenges

IIoT showed a lot of potential and development in industry sector. But due to its
diverse and complex structure numerous important confrontations require to be
resolved before its widespread deployment. These challenges include coexistence of
other wireless technologies and heterogeneity, inter-operability, energy efficiency,
mixed criticality, fault tolerance, scalability, functional safety, security challenges,
and legacy long-lived industrial systems [4, 7]. Few of challenges which provide
open areas where the research is to be conducted are discussed here briefly.

Energy Efficiency: Numerous IIoT applications require batteries for their oper-
ation. This requires the plan of low-power sensors which don’t need battery substi-
tution over their lifetimes. This makes an interest for energy-productive plans. To
supplement such plans, upper layer approaches can assume significant parts through
energy-effective activity. Numerous energy productive plans for remote sensor orga-
nization (WSN) have been proposed, however, those methodologies are not promptly
applicable to IToT. IToT applications need a concentrated implementation of various
mechanisms. Sensed information can be sent in questioned structure or in a constant
structure which when send in dense deployment can devour a lot of energy. Green
systems administration is consequently essential in IIoT to diminish power utilization
and operational expenses [1].

Security: IIoT is a combination of industrial automation frameworks and IoT
frameworks. It highlights extensive detecting, interconnected transmission, wise
handling, self-association, and self-support. Its applications range intelligent trans-
portation, shrewd industrial facilities, and knowledge. Numerous territories, for
example, power grid and smart environment detection. With the broad use of IIoT
innovation, the network safety dangers to IloT frameworks are expanding step by
step, and data security issues have become a significant challenge in its growth [3].

Coexistence of wireless technologies: As the IIoT connectivity is growing
rapidly, there could be the deployment of many devices in same spectrum, i.e., the
devices will lie in close proximity of each other. Because of the dense deployment of
devices, it is a major challenge to combat with the interference between the devices
and keep it to the minimum level. Moreover, coexistence of wireless technologies
also made it difficult to choose the appropriate technology for a particular application
as it is not possible to have all the features from one technology [1, 5].
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Heterogeneity: The setup of IIoT framework incorporates an amalgamation of
various diversified technologies, for example, robotics, [oT devices, sensors, actua-
tors, gateways, edge nodes, cloud data servers different wired/wireless communica-
tion, and cellular networks. Integration and collaboration between these heterogenous
devices and technologies become more challenging when the factors like synchro-
nization, data privacy, sharing of resources come into the picture. Much more research
and work are to be done in this area as more flexible and efficient techniques are
require to bring all this together [5].

Fault Tolerance: With hundreds of devices working together in the industrial
sector management of faults in the industrial internet sector becomes the major issue
to work upon. The faults can occur due to unreliable communication, malfunctioning
of local machines, cloud computing defects, and malicious attacks that severely
degrade the performance of the overall system. Therefore, developing a fault-tolerant
device is important. Mechanisms for recovery to respond to unexpected failures
are required; otherwise, it could conduct to degradation or unavailability of service
[7, 10].

Scalability: There are many issues of scalability as IIoT connect number of
components machine and factories for its deployment. There are three major issue
related with the scalability.

a  Scalability of data: As the number of devices increases the large amount of
sensing data is generated continuously and it require to pre-process before its
uploading can be done. This large amount of frequently generated data offers a
challenge to scalability of system

b Scalable collaboration: In customary modern frameworks, the control frame-
works are generally freely designed and don’t scale. Consequently, enhancing
the interoperation turns into a confrontation to empower heterogeneous gadgets
and frameworks to team up and communicate.

¢ Scalable Management: The integration of different modern segments and frame-
works places the challenge of management and maintenance. Modern manage-
ment technology, in order to attain scalability, needs to be incorporated into the
framework [7].

7 Conclusion

IIoT is the creating innovation that will change the working of enterprises totally.
Since IIoT will possess each industry in future, it is essential to comprehend. IToT
innovation and its related applications in the business. IIoT applications are getting
progressively incredible, more affordable, and more modest. In spite of the fact that
this innovation is popular, the threats it poses are protection and security, which
should be amended. As IloT is multi-viewpoint, this paper attempts to give vivid
presentation regarding clear vision about IIoT innovation, its details, and utilizations
in ventures by investigating different examination papers, white papers, and online
data set.
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Chapter 26 ®)
Analysis and Measurement of BER oo
and SNR for Different Block Length

in AWGN and Rayleigh Channel

Sonam Gour, Gaurav Kumar Soni, and Abha Sharma

Abstract Rapid change in the technology for seamless transmission of data at very
high rate poses a great challenge for system designers. Signal is highly affected by
the Noise and Error, reliability of the signal in the communication system is directly
affected by the noise. Different types of Error control and correction codes are used
for analyzing and controlling the error in the signal. Signal is directly affected by
the Noise or error; it will change the reliability of the communication system. The
occurrence of the errors is controlled by the Error control coding procedure. Shannon
coding is also used for the error correction in the signals. The amount of redundancy
added in any signal is increased as per the increment in the delay. In this paper, the
author proposes a new interleaver for tolerating the latency situation and increasing
the performance. It becomes more important to design and analyze the performance
of interleaver for turbo code. It presents the comparative analysis of turbo code
performance over an interleaver for various block lengths for two different types of
channel which is AWGN and Rayleigh channel. It also provides the comparative
analysis for the different fading channels.

Keywords Shannon - Fading - Interleaver - Noise

1 Introduction

In telecommunication, the channel coding becomes an important aspect for the design
constraints. It is defined by the power and bandwidth constraints in the modern
communication system. The error in the digital communication is controlled by the
channel encoder circuit in the transmitter section and decoder circuit in the receiver.

Every communication system has three parts: a transmitter for transmitting the
signal, one receiver for reception, and the channel for connecting to them. This
concept is applied in both the systems, either analog or digital. Shannon provides a
block range with long signals for supporting the capacity limit. The main drawback
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of the Shannon coding is that he cannot propose a practical implementation of the
coding scheme. In the encoder circuit, if redundancy is increased, also the delay
has increased, and the tolerance limit has not been defined by Shannon. In this
paper, author compares the different types of interleaving technique calculating the
latency of the encoder. For correcting the error in the signal, turbo codes encoded
the signal twice, and checks or corrects the error. Turbo code uses a Soft output
decision algorithm for measuring probability of error in particular bits in the process
of decoding. The “hard” decision only determines the corresponding value as per the
0 or 1 decision, but the “soft” decision of the encoder checks the value and passes to
the previous encoding circuit [1]. Maximum Likelihood Algorithm (MAP) and Soft
Output Viterbi Algorithm (SOVA) lie in this category. MAP algorithm minimizes
the probability of symbol error, and SOVA minimizes the probability of sequence
error [2]. Multipath fading is used for the fast transmission rate and transmitting the
data in the mainstream for more capacity. If we reduce the bit error rate (BER), the
downlink speed of the system is also reduced, and it provides a great scope in the 5G
technologies [3]. The Rician channel fading is not directly affected by the Bit Error
Rate. It only affects the channel when utilized modulation type has been changed

[4].

2 Interleavers and Channel Modeling

The performance of any Turbo code is analyzed by the interleaver. It lowers the error
in the transmission and shows the good performance. The technique developed for the
forward error correction is more accurate and correct as compared to the burst error.
Author proposed one new technique of the interleaving for making forward error
correction. It is more robust with respect to respective burst errors [5]. A TurboAE-
MOD shows the moderate modulation in the block length modulation scheme and
it performs canonical modulations with the code stacked performs comparable to
modern codes stacked. It represents the Gaussian-like received values at the decoder
[6]. The main purpose for using the interleavers is to reduce the error floor condition
in the turbo codes. It occurs due to the small minimum distance captured by the
encoder. The following figure shows the water fall region and the error floor region
(Fig. 1).

The delay was also reduced by the 16-bit Turbo code model. Turbo Encoder with
16-bit input shows the more precise delay and latency as compared with the 8-bit
input delay model [7].

3 Turbo Encoder and Decoder

Turbo encoder and decoder are used for encoding and decoding the signal. Here, we
are representing the encoder and decoder used in the Turbo Code.
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Fig. 1 BER curve showing the waterfall region and the error floor

3.1 Encoder

Turbo encoders generally used two convolution codes and single interleaver. Inter-
leaver is used between the two encoders. The encoder in the turbo system is designed
by the Recursive Systemic Convolution Codes. The structure provides a good result.
The following Fig. 2 shows the turbo encoder scheme.

Interleaver in the turbo code is designed for the two purposes: first, if the input
of the second encoder design interleaved, output of both the encoders is quitely
different. Output is usually quite different from the output of the first constituent
encoder. Second is that the code is the parallel combination of two codes so that it
can gain knowledge by exchanging the knowledge of two codes [8].

3.2 Decoder

The structure of turbo decoder with the iterative technique is shown in Fig. 3. Inter-
leaver provides the link of the two components in decoders as well as encoders. Turbo
decoder has three inputs: first are the encoded channel output bits, parity bits trans-
mission from the connected component encoder circuit, and the information from
the other decoder for analyzing the concerning bits. Prior information is generated
by the other decoder and provides the soft and the hard output. The decoder circuit
also provides the correct probabilities of each bit for checking the correction in the
bits. The soft outputs are represented in the form of Log Likelihood Ratios (LLRs).
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The sign of the bit is determined by the polarity of the LLR, and amplitude explains
correct decision probability.

4 Proposed Methodology

In this paper, the performance of the turbo code is examined by an interleaver. It is
evaluated by simulating the AWGN channel and Rayleigh channel. With this tech-
nique, the wide variety of channel distribution is achieved. The simulation process
is conducted by the MATLAB.

Single-path Rayleigh fading and dual-path Rayleigh fading are used in the AWGN
channels with the 10 us delay spreading. Error correcting schemes are gained by
the two recursive non-systematic parallel connections [10]. Denoising Turbo-based
transmission is used for separating the background and foreground noise to the trans-
mitted signal [11]. In any encoder and decoder circuit, the trade-off is applied in the
receiver complexity, running time, and performance [12]. The bit error rate is getting
smaller by Eb/NO. The interleaving technique in the turbo code is used for reducing
the burst error. The proposed technique is shown as follows (Fig. 4).

5 Result and Discussion

As per the graph shown between the SNR and BER region of the Turbo Code, it
represents the different AWGN noise at the separate level. It shows the comparison
between a random interleaver and proposed interleaver for calculating the noise in
AWGN channel and Rayleigh channel. The result shows that the proposed technique
interleaver is better than the AWGN channel interleaver. There is comparison of
BER performance in random interleaver and a new proposed interleaver for AWGN
channel and Rayleigh channel. The comparison between the proposed and random
interleaver for AWGN is shown in the following Fig. 5. It is the combination of
random interleaver and matrix interleaver. The RSC V2 encoder are used at the receiver
side by using the Log-MAP algorithm. The large block length is achieved by this
interleaver technique with the low BER.

After comparing the previous graph, the next graph shows the comparison in the
performance of the interleaver for the Rayleigh Channel. The below Fig. 6 shows the
average BER (bit error rate) is better than the random interleaver. The performance
is analyzed by using the block length of 512.

The following Figs. 7 and 8 show the comparison between the AWGN and the
Rayleigh techniques for the maximum block length of 1024 bits. It shows that the
proposed interleaver has a better BER than the random interleaver.

The below Fig. 9 represents the BER performance for the one to third iteration
for the proposed interleaver for AWGN channel. The block length for the coding
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Fig. 4 Flow chart of proposed work

technique is 10*. The graph shows that the number of iterations increases as per
decrement in the BER.

The effect of the BER and SNR Rayleigh channel in the proposed interleaver and
one to third interleaver is compared as per Fig. 10. As the BER decreases as per the
iteration, the SNR increases.
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The coding is conducted by the interleaver. It has been simulated by using
MATLAB for the AWGN and Rayleigh channel. By this channel distribution, a
wider variety of channel distribution is achieved.

6 Conclusion

The paper discusses the Turbo code with new interleaver techniques. The experiment
is carried out for the different block lengths for conducting the experiment for the
AWGN channel and Rayleigh channel. It represents the performance analysis of
turbo encoder and decoder. With the use of parallel concatenation of two recursive
non-systematic convolution code, the BER rate and the SNR ratio of the system are
reduced and presents better performance. The interleaver is designed for the 512
and 1024 length. The design is proposed for the Log-map decoder algorithm. The
simulation result shows that the proposed techniques have the capacity for reducing
the low bit error rates with the use of Eb/NO. The interleaver reduces the burst error
rate in the simulation circuit.
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Chapter 27 ®)
Software Development Life Cycle ez
Performance Analysis

Shilpa Sen, Mayank Patel, and Ajay Kumar Sharma

Abstract In 1960s SDLC (Software development life cycle) was initiated to develop
high quality systems in large scale. Software development life cycle is one of the most
liked techniques nowadays to develop a powerful and high quality software product.
Here various types of methods present in software development life cycle like water-
fall, iterative, prototype, v-shaped, spiral and etc. each method has drawback and
benefit. According to any one of these models, the software will be developed. This
method helps a lot to developer’s team to develop a product in easy and faster way.
This technique is referred to the decrement of problems and increment of value of
the software project. The SDLC methodology is very hard without a sequence order
process to develop a good quality product (Manzoor Ahmad Rather: “A Comparative
Study of Software Development Life Cycle Models”, IIACSA (2015).).

Keywords SDLC model - V-shaped - Prototyping - Difference - Disadvantage

1 Introduction

In the world of technology it is important to build a good quality product which
meets user requirement. SDLC is the system development life cycle which helps us
to manage and meet the product approach in the symmetric disciplinary way. It is
usual procedure followed by software companies for understand requirement, design,
implement, checking and evolution of product. Software engineering is referred to
the quality priority, procedure, technique and devices that are used in process of
developing a product. This process includes various kinds of task and activities and
also this process gives the method to implementing a technique that covers require-
ment, design, implement, checking and evolution of product. SDLC is separated into
different parts that allow any software company to handle the project in easy way. It
is very famous and important technique develops software [1].
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1.1 Phases of SDLC

There are various phases in SDLC given below (Fig. 1).
Requirement Analysis.

In this phase project developer’s team make sure that they will gather all the require-
ments to client about project like user interface, functional requirement, framework
selection, system technical architecture, and project planning [2, 3].

Design.

This phase is about finalizing design, user interface, requirement detail specification,
and system technical architecture [4].

Implementation.

In this phase developers implement the code according to finalized design and before
sending for the main testing of project they test the code that is called unit testing

[5].
Testing.

This phase is the most important part of the software development life cycle because
they check code quality and test according to requirements. After this phase project
will be sent for deployment [6, 7].

Fig.1 Phases of SDLC
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2 Types of Models

2.1 Waterfall Model

In 1970 Royce proposed this model named as “waterfall model”. The waterfall model
is a popular form of the systems development life cycle model for software engi-
neering [8]. The waterfall model describes a classic approach of development method
as sequential and linear. Waterfall model has different approaches for each interpre-
tation of development. It works like the output of each step in this model is the
input of next step [9]. Once a development of interpretation is finished, development
proceeds to the next interpretation and no overlapping happens. The interpretation
includes Requirements definition, Design, Implement, Checking, and Maintenance
[2, 10] (Fig. 2).

Requirement Analysis. All possible requirements are captured in requirement
gathering documents.

Design. Based on requirement analysis software architecture design was finalized.
Implementation. Coding of the project in the little unit with its functional testing.
Checking. To make sure that the project is meeting customer requirements.

Maintenance. Fixing issues and release new version with the issue patches as
required.

Advantages. It is understandable, simple and easy to use and easy to manage as
each interpretation has its outputs and review process. It is well for smaller products
where requirements are very well cleared.

Fig. 2 Waterfall model Waterfall Model

REQUIREMENTS
ANALYSIS

IMPLEMENTATION
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Disadvantages. When the project is checking interpretation, it is not possible to
turn behind and update something which is not well. It is highly risky and uncertain
method.

2.2 The Iterative Model

When some problems were seen in the first version of the model, then a new version
of the model was created which was named as iterative model [2, 11]. It is the
combination of both prototype model and waterfall model, and it is upgraded version
of waterfall model. Iterative model comes when waterfall model is come up with a
lot of drawbacks [12]. It splits the task into different fragments so that the product
developing group can do their task faster and in an easy way. This model will work in
the loop of Design, Implementation, Testing, and Review until software is deployed.
This model is more flexible and it includes more features then waterfall model (Fig. 3).

When To Use Iterative Model

It uses when the product is big; the product’s requirement is completely defined and
the large requirement is clearly defined.

Advantages
It is faster, simpler, and easier to manage the classical model.
Disadvantages

This method is not well for smaller projects. It is not understandable and we cannot
change requirements on multiple times.

Build 1 Design & 1

Testin i
Development g 2 Implementation

Build 2
(_ D::m tm h Testing 'Y Implementation

Build 3 Design &

i Implementation
T ) Testing ) p

Fig. 3 Phases of SDLC
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Fig. 4 Prototype model

2.3 The Prototype Model

Prototype means a kind of dummy also you can say a toy model of data which
created according to client’s requirement to develop a product [13]. This model is
created only when the customer’s ideas are not clear. This model is also called as
“Throwaway model” because if the customer is not clear with their requirements then
the prototype model will be created again. Then it will process to iterative model for
design and developing a product (Fig. 4).

Advantages

This method is faster in design, its outcome is good, and it is simple to find bugs, it
is understandable to developers.

Disadvantages

It is costly than other methods; it is not flexible and not good for big projects.

2.4 The Spiral Model

In 1986s Barry Boehm referred to this method. It is the most important model among
all models in SDLC [14]. This model discards the mistakes of all models. Spiral
model can analyze higher risk and also it can find an alternative solution to make
better product without any errors. This model has four steps named as planning,
Analyses of Risk, Design, Implement, Checking, and Maintenance. And its diagram
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(Fig. 5) looks like a spiral. This model is used when the product is large and has more
time duration to complete the product.

Advantages

It can easily handle risk and it is better for big products; it is flexible according to
requirement; it takes less time to deploy the product.

Disadvantages

It is more complicated than all models of SDLC; it is not good for small products
and it is not easy in managing time during development.

2.5 V-Model

V-model is much-disciplined systems development life cycle model for software
engineering which also can be considered an upgrade version of the waterfall model
[15]. V-model describes relationships between the testing stage which is parallel to
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each development stage, i.e., In V-model testing is done on each interpretation that
is parallel with development in a steady way. It is known as the Verification Model
or Validation Model (Fig. 6).

Advantages
It is easy, understandable, simple and better for big products and it is easy errors.
Disadvantages

It is not flexible, more complex, not frequent, and highly risk; it is very high in cost
and not good for small products.

3 Difference Between Models

See Table 1.
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Table 1 Difference between all models

S. Sen et al.

Model The waterfall | The iterative | The prototype | V-Shape | Spiral model
model model model model

Payment Not high Not high High Very high | High

Time Long Less Less Less Flexible

Elasticity Low Low High Low Flexible

Safety Low Limited Low Limited | High

Evaluation of | Only initially | Low High Low Low

risks

4 Conclusion

Since 1960 still today SDLC has made the work of project handling team easy to build
software. All models of software development life cycle have their own advantages
and disadvantages [1]. Software development life cycle brought new forms at every
level and updates at each level with some advantages and disadvantages. By these
different types of models a developer’s team can do their work easier and faster. Main
conclusion of software development life cycle models is to simplify the process of
developing a software project easy, faster, and with less risk.
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and Management

Upasana Ameta, Mayank Patel, and Ajay Kumar Sharma

Abstract With the advancement in technology, the demands for software has also
increased. Companies are applying different methods to increase performance and
business-related profits. The methodology employed in software development is
software development life cycle (SDLC), but with the developing technology and
growing market, the software-related requirements changes rapidly. So, another
methodology called “Agile” came into existence. This is an improved version of
SDLC which increases speed, flexibility, and responsiveness in software develop-
ment. Scrum is a framework, that is based on Agile methodology, that follows a
repetitive and incremental procedure. This paper starts with the introduction of Agile
methodology and scrum, followed by procedure and description of Scrum values.

Keywords Agile methodology + SDLC - Scrum - Sprint - Product backlog

1 Introduction

To meet the need of growing market demands, companies are required to deliver
reliable, economic, and quick-delivering software. Also, companies attempt to limit
the development time and maximize their business profit. Software development can
be understood as creating a new software to take place of an old one or rectify the
existing one.

For developing faster and accurate software, there is a need for some kind of
methodology [1]. A software development life cycle (SDLC) is used to create high-
quality software in minimum time [3]. SDLC is used for software development, as
well as maintenance [1].

Agile method is also one method that can be employed in software development.
It is a kind of small-term software development methodology that mainly focuses
on how quickly a system can adapt changes. Agile methodology focuses more on
communication than the procedure, a basic working software is more important than
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afull-fledged system. The most important aspect is— ‘being responsive to change [1].
It breaks the project into small modules and these modules are executed iteratively.
The main difference between traditional SDLC and Agile methodology is the client
involvement and responsiveness [4].

Scrum is a framework under the Agile methodology that works on the concept of
repetition and increment [5]. Scrum aims of delivering high-quality software in the
shortest time, which are flexible enough to incorporate changes. Scrum breaks the
project into small modules that are mini-projects in themselves, thus opposing the
traditional sequential approach [4].

2 Literature Review

2.1 Software

A computer program that is responsible for interaction between the user and a variety
of hardware is called software. Software translates the commands of the user into
an understandable format for the hardware. So, it basically serves as a “translator”
between the two [1]. Software is made up of a number of programs, functions. and
procedures including the data. The demand for software is increasing and the quality
of the software is very important for developers as well as customers [2].

2.2 SDLC (Software Development Life Cycle)

SDLC is a life cycle for developing a software by following several steps [1]. For
developing software in a systematic and sequential way, the SDLC is very useful [6].
This life cycle enables us to develop quality software in given timeline according
to the requirements and also for maintaining it [1]. Following are several stages of
SDLC:

Survey and feasibility study

Analysis

Determine user requirements

Finding best possible solutions

Requirements gathering (hardware and software)
Designing

Coding

Implementation

Maintenance

Wb LW~
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From the several models of SDLC, the most-used model is the waterfall model.
Other than this, fountain, spiral, rapid, incremental, prototyping, etc. are the SDLC
models [1].

2.3 Agile

An enhanced version of SDLC called the “Agile methodology” was first introduced
in 2001 [2]. The word Agile means quick, active, brisk, and lightweight [1]. Agile
methodology is a way to develop software by breaking the project into small, time-
boxed iterations. Each iteration undertakes the pieces of project development in
a specific duration [4]. This type of development process promises rapid delivery
of software, inculcate changing requirements, enhances communication, measures
progress from time to time, and ensures client interactions [2]. An important aspect
of Agile is that it reduces risks because projects are not carried out in one go, in fact,
they are built in pieces, which decreases the chances of entire system failures. Rapid
applications Development (RAD), Dynamic system Development method (DSDM),
and SCRUM are the frameworks that comes under Agile Software Development [4].

2.4 Traditional Versus Agile

Agile methodology is just a variation in SDLC with the agenda to develop flex-
ible software in a given time. Agile does not follow the hierarchical procedure of
conventional SDLC, rather it tends to work in an interactive and iterative format. The
most important difference between the two is that agile methodology is more into
collaborating with clients and is responsive to change [4].

Agile software development is the latest trend in the industry and 65% of the
industry have moved from traditional SDLC to Agile development [4]. However,
this development process also has some limitations. Agile methodology works best
for small and medium scale projects, but for large scale projects, companies still
prefer to use traditional approaches [7].

Both approaches have their merits and demerits which needs to be consid-
ered. Refer to Table 1. For a detailed comparison between Traditional Software
Development approach and Agile Software Development approach.

2.5 Scrum

Jeff Sutherland developed the concept of Scrum in 1993. Scrum is a framework used
in software development and management. It uses values and principles of agile
methodology to develop responsive and efficient software [1]. The area of focus for
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Table 1 Comparison between traditional SDLC and agile methodology
Traditional SDLC Agile

User requirements | All the requirements mentioned by | Also welcomes late changing
the customer are well-studied before | requirements by clients
implementation starts

Responsiveness Does not incorporate changes Is flexible and adapt changes easily

Testing One time testing is done after coding | Testing is done iteratively after each
of the entire project is completed module completion

Client involvement | Not much involvement is seen Clients are invited to see progress

from time to time

Focus Complete documentation by Developing a working software with
sequentially following the procedure | maximum interactions

the Scrum framework is to develop flexible, high-quality software, deliver it in the
minimum possible time and increase the business value [3]. It does not follow the
conventional sequential approach, rather the entire team works together in achieving
a common objective [1].

The key principle of Scrum is that it welcomes late requirement changes. This
means that if the customer changes his mind and asks for adding some new features
during the project development, it is readily acceptable by the developers [2].
Scrum encourages self-organizing teams by maximum casual and verbal interac-
tions between team members and maintaining discipline throughout the project. It
follows an empirical approach to meet the responsive requirements [4].

Itis a kind of “Inspection and Adaption” framework. This means that the software
development process is inspected on a timely basis and if any changes are needed to
be incorporated into the system, they are adapted quickly [5]. Scrum framework is
a repetitive life cycle for developing high-quality and responsive software. It can be
defined as a combination of a set of activities or iterations that are undertaken using
a variety of tools and techniques.

3 Methodology

3.1 Scrum Roles

For carrying out the process, some specific roles are required as mentioned below
Product Owner. The role of the product owner is to identify and illustrate the
characteristics and specifications of the software that has to be developed [1]. The
product owner has the authority to decide the priority of the features that need to be
built by the team members [3]. The product owner puts all the basic initial require-
ments of the project into the product backlog [1]. This person directly communicates
with the customer to understand the software requirements and demonstrate these
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details to the SCRUM team. It can be said that the product owner is the mediator
between customer and developer [2].

Scrum Team. The product backlog developed by the Product Owner is executed
by the Scrum team. The user stories from the backlog that need to be worked on, in
the following, sprint may be allotted to different team members according to their
skills, knowledge, and understanding [2]. A Scrum team may consist of 4-9 people,
who are responsible for running the project [4].

Usually, a Scrum team comprises of following people:

Project Manager. A person who is responsible for monitoring and controlling the
entire project.

Business Analyst. A person who is responsible for analyzing the business.

System Analyst. A person who conducts feasibility studies and analyses for the
software.

Programmer. A person who designs the system, writes the code, and undertake
internal testing.

Tester. A person who runs and check the program, whether it is appropriate against
the specifications or not [1].

Scrum team members should be cooperative so that there is a state of well-
communication among the team and it encourages teamwork [5].

Scrum Master. Scrum Master is responsible for introducing the Scrum process
to the team members. He is the one who looks after the implementation of SCRUM
process within the team during the entire project development [1]. Scrum Master is a
role in the Scrum framework that coaches the team in developing the software using
SCRUM values. Scrum Master also solves the issues that are encountered during
daily Scrum meetings. This person is more into training than controlling [2]. Scrum
Master encourages teamwork and builds healthy relations between team members.
A major task of this person is to analyze and monitor the progress of work as well
as the team [4].

Refer to Fig. 1 that depicts the scrum roles and their responsibilities.

Every individual role holds its own importance in the Scrum process. If any of
them is not present during the Scrum flow, it becomes difficult to ensure a smooth
working flow. This will eventually hamper the development process, slow down its
progress, and may lead to inappropriate results.

Fig.1 Scrum roles
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3.2 Sprint

A Sprintis an iteration in which a piece of work is undertaken in a time period of about
two to four weeks. This time period is fixed for all the iterations that are going to be
executed throughout the project [2]. The user stories from the product backlog that
needs to be executed, are divided into a number of sets. These sets are implemented
in their respective allotted sprints [4]. Before the beginning of every sprint, there is
a meeting which covers the identification of work to be done in the following sprint
and estimated goal prediction. The sprint ends with a review meeting to inspect sprint
work [4]. At the end, the result of sprints is combined to form a project [5]. To cancel
or re-schedule the sprint, the product owner needs to be approached, as only he has
the authority to do it [2].

3.3 Scrum Process

The scrum process is a combination of several stages performed by different roles.

Determining product backlog. The project developed using the SCRUM process
begins with an illustration of the system that needs to be prepared. The product owner
illustrates the plan into a product backlog [1].

A product backlog is a list of features called user stories. These features are
nothing but the requirements of the system [3]. The product owner lists down all the
features that need to be included in the system. Then he prioritizes this list of features,
according to his immediate and later requirements. Now, this list of features is used to
build a product backlog [1]. All the user stories and functionalities are registered into
the product backlog. Which backlog items need to be developed in the followings
sprint are filtered by the product owner on the basis of priority and feasibility [2].
Then the product owner informs team members about the features to be included
in the system. All the user stories in the product backlog are executed by the team.
After sorting the list of features based on end-user’s perspective, the development of
the system proceeds [4].

There is a term “sprint” used in scrum, which means the goals that we need to
achieve in the next 30 days. It is an iteration of about 2—4 weeks. The authority to
cancel a sprint is only given to the Product Owner [1].

Purpose. The stories that need to be developed are identified according to priority
which makes the depiction easy for the team and leads to efficient development.

Sprint Planning. After determining the product backlog, a meeting is summoned
at beginning of each sprint, called “Sprint Planning meeting”. Product owner and
all the team members attend this meeting [1]. Following are the activities that are
undertaken in this meaning:

1. The goals and agenda of the sprint are identified.
2. The importance and purpose of each user story is discussed.
3. An approximate timeline to acquire the goals is made [4].
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4. Team asks a number of questions about the user stories and functionalities to
the product owner, so that they can make a sprint backlog. A sprint backlog is
just a detailed version of a product backlog [2].

Also, each team member determines that how many hours he will spend to execute
each user story. After deciding the working hours, the team can start carrying out
the first story is the product backlog. Multiple user stories from the product backlog
can be worked on together by the respective team members [1]. The first sprint is
generally of 2 weeks because the users-stories are still just in a documentation format.
Then a consistent time period of sprints set the entire project (say 30-days/sprint).

This meeting can last up to 4 h and it is dedicated to making plans for what will
be done in the following sprint [5].

Purpose. This kind of open sprint planning meeting provided a summarized view
to the team and clarifies the roles and responsibilities of every individual [4].

Daily Stand-up meeting. To monitor performance, a meeting should be held daily
to report what has each team member done, the previous day [1]. A short meeting of
about 15 min is daily held, usually at the start of the day [3]. This meeting is called
“Daily stand-up meeting”.

This meeting is chaired by Scrum Master, who is responsible for monitoring
performance and solving the problems that the team members encounter. All the
team members need not the present in this meeting. The team member, that are
executing the specific features, needs to attend the meeting [2].

All the team members discuss and coordinate their daily work. Each team member
discusses the following 3 questions-

e What you did yesterday?
e What will you do today?
e What problem is he facing [5]?

The basic agenda of this meeting is to monitor the progress of the project against
the sprint goals, exchange daily progress reports, solve the issues, and optimize time
for scrum [3].

At the end of each meeting, the renewed time of completion, i.e., the remaining
time to complete the project is calculated [4].

A burn-down chart is a graphical representation that shows the collective time
remaining for the project. It shows how much more time is required to complete the
project. It basically shows the progress of the project, efforts of the team, and the
remaining effort. The progress of the project is good if the average pending effort is
less than estimated effort [1].

Purpose. Daily meetings lead to transparency, timely monitoring and shared
understanding. There is a development of informal communication between team
members that makes the work process easy and fast (Fig. 2).

Sprint Review. After completion of every sprint, a 4 h meeting is held, referred to
as sprint review [5]. It does not involve any presentation of slides or documentations.

A demo of the running features of the software is presented by the whole team.
These are the features that have been developed during the last sprint period. Product
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Fig. 2 A burn-down chart for monitoring

Owner attends this review meeting to see the state and progress of the project [4].
Sometimes, the customer wants to see that what the progress of the development
of the software is. So, the product owner invites the customer to attend the sprint
reviews meeting and present the online demo of features developed so far [5].

Purpose. The purpose of this meeting is to discuss the state of the project at this
very point and review all the work done in the sprint. The plan for the next sprint is
also discussed.

Sprint Retrospective. Sprint Retrospective is a time-boxed meeting, where
following discussions take place-

The task that is encountering issues [1].

The tasks that can/cannot be continued for the next upcoming sprints.
Ways to improve the developments process [3].

Lesson for upcoming sprints [4].

Purpose. Such kind of meetings also monitors teamwork. What went good in the
last sprint and what improvisation can be made in the next sprint is determined [3].
Scrum process is easy to carry if performed properly (Fig. 3).

4 Scrum Values

4.1 Courage

Scrum teams are well-introduced to the complexity of project development. They
have the courage to take the best decision in difficult situations. The scrum master
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has to manage the entire team, encourage communication, and moral values between
team members for good teamwork [5].

4.2 Focus

From product owner to all the team members including scrum master, all should be
focused on working together and achieving the sprint goals. Scrum masters should
focus on smooth scrum flow and solving the encountered issues [3].

4.3 Commitment

The entire scrum process needs commitment for work. Product owner should be
committed to choosing the correct priority for backlog. Team should execute that
backlog and commit to do whatever it takes to acquire the goal. Scrum master should
be committed towards solving problems and assisting the team throughout [1].

4.4 Respect

Since scrum framework encourages teamwork, it is necessary for team-mates to have
respect for each other. Product owner is in charge of the entire project, but he is only
responsible to check whether work is done or not. He is not questionable to the team,
that is how work is being done. Scrum master should not control the team, rather he
should facilitate it. Each team member should be treated with equal importance [5].
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Table 2 Benefits of scrum framework

Case Description

Flexibility Scrum is the most flexible framework as it is responsive to change.
Traditional SDLC models like waterfall does not support this

Quality Scrum is designed in such a way that it develops high-quality and
efficient software in a specific time

Client involvement Constant feedback from end-user is taken and they are also invited to see
demos after every sprint

Monitoring Daily monitoring helps to keep an eye on the progress of the project and
also measures individual productivity

Live application view | At the end of each sprint, the client can see a demo of running features
that have been developed

Since testing is done after each sprint, issues are encountered and solved
early

Quick testing Since testing is done after each sprint, issues are encountered and solved
early. It is efficient in comparison with waterfall where testing is done
after the whole project is implemented

Estimations Work and time estimations are done early to avoid the missing deadlines

Quick delivery Since a working software is delivered initially to the client, rather than a
full-documented software, the delivery time is quite short

Utility Scrum framework makes sure that the usage of time and money in an
efficient manner, which is essential for business profit

4.5 Openness

Product owner is the head of the team, but he should be open to welcome ideas from
team members as well. Team members should be transparent and open to each other
and also to scrum master. They should openly discuss ideas and solutions among
themselves [5]. A sense of open-casual interaction should be there between product
owner, team and scrum master [2] (Table 2).

5 Limitations

Just the way every coin has two sides, there are some limitations of scrum framework
as well. It is no exception.

Lack of commitment. If there is a lack of commitment in the product owner,
team or scrum master, then it will hamper the scrum flow [1].

Scalability. It is difficult to apply this methodology to large scale projects; whose
development is complex. Traditional SDLC models are preferred in these cases [7].

Team Management. Sometimes, it becomes difficult for the scrum master to
manage the team together as there may be a lack of cooperation between them.
Teamwork is highly necessary.
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Challenging. Daily meeting between large teams is difficult to manage. Also,
when a team member leaves a project in the middle, it is difficult to train a new one
in his place [5].

Need SKkill and Training. Proper knowledge about the values and principles of
this methodology is required. Lack of enough knowledge will raise issues while
following the Scrum flow between large teams.

6 Conclusion and Future Scope

This review paper concludes that integrating Scrum and Agile is a good approach
towards software development. Taking constant feedback from the customers would
help, the software development cycle adapts changes, therefore, overcoming the
limitation of the traditional SDLC waterfall model. On the basis of the analysis
made, the following conclusions can be pinned:

Scrum offers a high degree of responsiveness

Open work atmosphere for self-organizing teams is provided

Encourages sharing of knowledge and informal communication

The live demo of working software is displayed to the customer after each iteration.
Real time speed and progress measurement.

In future, enhancement can be done in scrum framework with respect to business
change. Also, scrum could be implemented on other domains as well.
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A Comparative Study and Tool to Early e
Predict Diabetes Using Various Machine

and Deep Learning Based Techniques
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Abstract Diabetes or polydipsia is a very usual disease in humans. The reason for
Diabetes is a set of metabolic disorders. In this disorder, blood sugar levels of the
human body become extremely excessive for a long interval of time. This disease
has a detrimental effect on various organs of humans, especially the nerves and
arteries. By early prediction of this disease, we can control it easily and as a result
we can successfully save human lifes. This research work was mainly accomplished
for saving human lifes from such type of disease. In this work, we have traversed
and compared various possible threads related to this disease using machine and
deep learning techniques. All the prediction techniques that are provided in this
paper give very coherent outcomes to extricate knowledge. We have also proposed
a prediction tool that can predict the positive and negative results for polydipsia
on the basis of the input provided by the patient. Dataset can be collected from
some of the diabetic and nondiabetic persons. We have taken the dataset from UCI
machine learning Repository. Extracting understanding from such data can be useful
for predicting diabetics in patients at an early stage. In this work, we have taken some
well-liked ML-based algorithms, namely, SVM, Logistic Regression, XGBOOST,
Voting Classifier, Naive Bayes, KNN, Random Decision Forests, Decision Tree, and
ANN. All algorithms were compared and evaluated using the UCI machine learning
diabetes dataset.
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1 Introduction

Diabetes or polydipsia is a very common disease in the human body that attacks
hormonal insulin. The consequence of this disease is the irregular metabolism of
carbohydrates in the human body. And this irregular metabolism increases the blood
sugar level in the human body. Excess sugar in the blood reduces organ functioning
in the human body. High blood sugar mainly affects the arteries, nerves, and blood
veins in the human body. The body of a diabetic patient is inadequate or unable to
extract energy from the food that human body take in the form of fruit, vegetable,
water, etc. As Conveyed by the World Health Organization (WHO), in 2016, approx.
1.6 million people died due to diabetes or polydipsia. And also, stated by the WHO
prediction that by 2030, polydipsia will be the 7th main reason for loss of life. It is
stated by IDF that moreover 150 million cases of polydipsia are still undiagnosed.

1.1 Categories of Diabetes

1. Type 1: This is the type of diabetes is called an autoimmune disease. In this
category, the immune system strikes and destroys the cells in the organ of the
digestive system where the insulin is made. Till now it is not clear that what is
the causes this type 1 diabetics.

2. Type 2: This type of diabetes occurs when the human body becomes resistant to
insulin, and the human body automatically builds up sugar in the human blood.

3. Prediabetes: This is the type of diabetes that occurs in the human body when a
person’s blood sugar is higher than a normal human being. This type of diabetes
generally occurs when females are getting to be pregnant.

4. Gestational: This type of diabetes occurs during pregnancy. In this case,
the human body’s blood sugar increases because of some Insulin-blocking
hormones produced by the placenta in the human body. This type of disease
often spots it in middle or late pregnancy.

Hence, the foremost motive of our research paper is an early prediction about
whether a person is having diabetes or not using predefined machine learning and
deep learning [1, 2] models. And we are also establishing some comparison between
some of the techniques.

2 Related Work

Researchers have administered, explored, and researched the reason for diabetes
using machine and deep learning techniques to bring out knowledge from acces-
sible health datasets. For example, Aljumah et al. [3] proposed in the research paper
to develop a predictive analysis model. This model uses support vector machine



29 A Comparative Study and Tool to Early Predict ... 335

algorithm to predict diabetes in young and old patients. Sonar et al. [4] proposed
a comparative study of different machine learning algorithms to predict diabetics
in person. The proposed model development is based on the comparison methods
such as Decision Tree, Support Vector Machine, ANN, Naive Baye, and SVM algo-
rithms. According to the given classification algorithm, Decision Tree model gives
the precision value of 85%, Support Vector Machine gives the precision value of
77.3%, and Naive Bayes model gives the precision value of 77%. Alic et al. [5]
visited again the dataset of San Antonio Heart Study. With that dataset, the author
developed a machine learning algorithm-based model that predicts the future chance
of type-2 diabetes in the human body. For building that prediction model, the author
used the SVM machine learning algorithm. The described model takes 10 features as
an input which will be useful for making strong predictors of future diabetes. Islam
et al. [6] Compared the health dataset with Random Forest (RF) Algorithm, Logistic
Regression (LR) Algorithm, and Naive Bayes Algorithm. They applied Percentage
Split evaluation and tenfold Cross-Validation techniques on the given health dataset,
and by these measures, they generalize that Random forest is the best and accurate
among the other health datasets. They also develop an easily approachable, conve-
nient application for the human being to check the probability of having diabetes in
an early stage. Khan et al. [7] developed a smart mobile health application tool. This
tool is based on machine learning. This tool is having capabilities to check whether
a person is having the chance of being non-diabetic, prediabetic or diabetic.

By this tool, without consulting any doctor or any medical health test, one can diag-
nose about the same. Sisodia et al. [§] compared three machine learning algorithms
named Decision Tree, Support vector machine (SVM), and Naive Bayes. The author
performed an experiment to discover whether a person is suffering from diabetes
mellitus in the very initial stage. All the experiments were done on Pima Indians
Diabetes Dataset (PIDD). This required dataset is available at the UCI machine
learning repository.

3 Methodology

To accomplish our aim, we have taken a health dataset to train our tool. In the proposed
work, we have compared various ML and Deep learning-based algorithms. We have
established this comparison for evaluation purpose, so that we can generalize which
of the algorithm is best suited for our prediction. In the methodology part, we will
discuss few points that we have used in our proposed method.
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3.1 Model Diagram

For the purpose of prediction, we have created one simple, easy, and user-friendly
tool. The step-by-step diagram or flow chart of that is given in Fig. 1. As an input,
we have taken a dataset of the patient in excel format that includes features and
label information. Then, we have done the selection process of the features. For the
same, Pearson coefficient and chi-square test is used. Then, we have applied various
prediction algorithms to the dataset. According to the input, the tool predicts positive
or negative results for polydipsia [9-11].

Selection of features

< Pearson Coefficient
% Chi-square Test

algorithm for early
prediction of diabetes.

Positive/Negative

Early prediction
Jor end user.

Fig. 1 The Flow chart of the proposed tool
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3.2 Tool Description

People need an easy, user-friendly, and globally accessible diabetics prediction
system that provides immediate help to the mass of people who are having the risk
of diabetes. So, to help the mass of people, we have created one tool that takes some
of the input from the users related to their lifestyle, age, gender, and medical history.
And on basis of that input, it generates positive or negative results for disease. A
representation of our proposed tool is shown in Fig. 1 (Figs. 2 and 3).

& Disbetes Prediction o
age 42
Gender @ HNale Fervale
Do you have polyuria? o Yes Mo
Do you have polydipsial Yes @ Mo
Do you have tudden_weight_loss? & Yes MNe
Do you feel weaknessT o Yes Mo
Do you have polyphagia? @ Yes Mo
Do you have genital_thrush? e Yes Mo
Do you have visuasl_blurming? 9 Yes Mo & showinto
Do you have itchingT Yes & No
Do you have uritability? Yes & Mo o You are Posdive
Do you have delayed_healing? & Yes Mo
Do you have partial_paresis? o Yes Mo
Do you have muscle_stiffness? @ Yes HNo
Do you have alopecial o Yes Mo
Obesity? Yes & Mo
Subma

& Disbetes Prediction
fage a3

Gender @ Male Female
Do you have polyunal Yes & MNo
Do you have polydiprial Yes & MNo
Do you have sudden_weight_loss? Yes @ Mo
Do you feel weaknessT Ves & Mo
Do you have polyphagial Yes & No
Do you have gental_thrush? Yes & MNo ' ' e
Do you have visusl_blurnng? Yes @ Mo
Do you have itching? Ves @ Mo
Do you have irritability T Yes & Mo
Do you have delayed_heasling? o Ves Mo
Do you have partial_paresis? Ves e Mo
Do you have muscle_stiffness? Yes & Mo
Do you have slopecia? Ves @ Mo
Obesty?

s

Fig. 3 Tool snapshot for person result Negative for diabetes
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3.3 Quick Description of About the Algorithms Used

e Support vector machine (SVM): It is a standard supervised ML-based model. It
is useful for classification related problems. In the support vector machine, two
classes of sample training are taken and checked for the highest margin hyperplane
to distinguish the two categories [12].

e Naive Bayes: Naive Bayes machine learning algorithm is a classification technique
that is used to define features. Naive Bayes classification techniques are based on
the method of conditional probability. This algorithm is considered to be a very
robust algorithm for classification related problems.

e [ogical Regression: It is also based on supervised machine learning-based clas-
sification algorithm. We can use this algorithm to predict the probability of the
target variable. Logical regression is of two types: binomial and multinomial.

e Decision Tree: This is also a supervised machine learning technique. It is appli-
cable for solving classification related problems. Decision tree technique is used
to predict some futuristic thing like it will rain tomorrow.

e XGBoost: XGBoost is one of the distributed gradient libraries. This technique
of prediction is highly flexible, portable, and efficient. We can apply XGBoost
ML-based algorithms with the help of the Gradient Boosting framework. It also
provides simultaneous tree boosting. By this technique, we can solve data science-
based problems very efficiently. It also gives good accuracy.

e Random forest: It is also a supervised machine learning-based classification algo-
rithm. This algorithm makes the forest with a no. of trees. In summary, the more
trees in the forest the more efficient the forest looks. In the random forest classifier,
the more the no. of trees in the forest will higher the accuracy.

e KNN: The KNN algorithm is an effortless, easy-to-implement, and very simple
supervised ML-based algorithm. We can use this algorithm to resolve both regres-
sion as well as classification problems. KNN algorithm takes some labels and that
points are used to train the model. KNN works on the nearest label point method.
The new point is always compared with the nearest value (k). The meaning of k
is the number of neighbours it checks in K-Nearest Neighbors.

e ANN: Artificial Neural Networks is a computational model. ANN model is influ-
enced by the human brain. This algorithm can be used in the field of Al, which
includes Image Recognition, Voice Recognition, and Robotics (Table 1).

4 Proposed Work

The Skeleton structure of the proposed method is given in Fig. 1. Prediction algo-
rithms such as Naive Bayes (NB), Decision Trees (DT), Logistic Regression (LR),
XGBOOST, Random Forest (RF) Algorithm, SVM, KNN, voting classifier, and
ANN will be fed to the health dataset that contains information about the patient’s
prodrome and also provides label data to train the model. The consistency of the
algorithms was checked using Pearson coefficient and chi-square test. And on the
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Table 1 Some accuracy estimates

Measures Definitions Formula

Accuracy (A) It is used to determine the accuracy of A = (TP + TN)/(sum of no. of
any of the algorithms in predicting samples)
instances

Precision (P) Is show Classifier’s preciseness/accuracy | P = TP/(TP + FP)
is measured by Precision

Recall (C) It is used to estimate the classifier’s R = TP/(TP 4 FN)
entirety or sensitivity
Fl1-score (F1) It is used to measure the model’s F1 = TP/TP + Y2(FP + FN)

accuracy on a dataset

basis on these parameters, we have concluded that which algorithm is best suited for
prediction purpose. The proposed tool takes the symptom of the user as an input, and
on the basis of that input, the tool predicts negative or positive results.

This health dataset includes the report of 520 people who are having symptoms
related to diabetes. We have also provided label data to train our tool. This dataset
that we are using to train our tool was created by a direct questionnaire to patients at
Sylhet Diabetes Hospital. This hospital is in Sylhet, Bangladesh. The questionnaires
were asked to the people who are just now diagnosed as diabetic or some people who
are still nondiabetic but they are having some symptoms for diabetes. There are a total
of 16 features available in the dataset. Two classes—positive or negative are used
to identify whether a person is at the risk for diabetes or not. We have checked the
performance of different machine learnings on our health dataset and also compared
detailed accuracy information that is shown in the given tables in the paper. We have
made an effort to compare NB, LR, Decision Tree, Random Forest, SVM, KNN,
XGBOOST, and ANN. Our Approach is to train models by feeding data from many
patients, and then to use a trained data as a classification model for other patients.
Before training the classifiers, feature selection is done using Pearson’s coefficient
[13] and chi-square test [14], and compared both after training. The top ten features
are selected for Pearson’s coefficient and chi-square test and these features are used
to train classifiers.
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Performance | Class NB |KNN |Decision |SVM |LR |RF | XGboost | ANN
parameters Tree
F-score Positive 0.81 [0.93 |0.97 0.96 |0.92 |0.97 (0.97 0.971
measure Negative |0.88 [0.89 |0.95 0.93 |0.86 |0.95 |0.95
Weighted |0.86 |0.91 |0.96 095 [0.89 |0.96 |0.96
Recall Positive [ 0.86 |0.91 |0.97 098 091 |0.97 |0.97 0.971
Negative |0.84 092 |0.95 0.89 |0.87 |0.95 |0.95
Weighted | 0.84 |0.91 |0.96 095 [0.89 |0.96 |0.96
Precision Positive [0.90 |0.95 |0.97 094 092 |0.97 |0.97 0.971
Negative [0.78 |0.85 |0.95 097 [0.85 |0.95 |0.95
Weighted |0.86 |0.92 |0.96 095 [0.89 |0.96 |0.96
Accuracy 0.86 {091 [0.96 095 [0.89 |0.96 |0.96 0.961

5 Result and Conclusion

The algorithms are very effective in distinguishing positive and negative classes
from the data. Although the NB (Naive Bayes) classifier is a very popular classifier
and is highly accepted by many of the data prediction algorithms, the accuracy of
the health dataset was the lowest for both the Pearson’s coefficient and chi-square
test features. However, the best results have been achieved using the ANN algorithm,
where 97.11% of instances were correctly classified using chi-square test features. All
the classifiers are compared on the basis of features selection and accuracy metrics.
Comparing Chi-square test features combined with the ANN model gives the best

result.

5.1 A Detailed Description of Results is in the Following
Tables

See Tables 2 and 3.

5.2 Graphical Representation of Accuracy on Both

the Parameters

See Figs. 4 and 5.



29 A Comparative Study and Tool to Early Predict ... 341

Table 3 Chi-Square features results

Performance | Class NB |KNN |Decision |SVM |LR |RF | XGboost | ANN
parameters Tree
F- score Positive [ 0.88 |0.91 |0.97 0.95 |0.91 |0.98 |0.96 0.979
measure Negative |0.81 |0.86 |0.95 091 [0.85 [0.96 |0.92
Weighted | 0.86 |0.90 |0.96 0.93 |0.89 |0.97 |0.94
Recall Positive | 0.86 |0.88 |0.98 0.95 |0.89 [0.98 |0.97 1.0
Negative |0.84 1092 |0.92 0.89 [0.87 10.95 |0.89
Weighted | 0.86 |0.89 |0.96 0.93 |0.88 |0.97 |0.94
Precision Positive [0.90 |0.95 |0.96 0.94 1092 |0.97 |0.94 0.959
Negative |0.78 |0.81 |0.97 092 [0.82 1097 |0.94
Weighted | 0.86 [0.90 |0.96 093 [0.89 1097 |0.94
Accuracy 0.86 |0.89 [0.96 0.93 |0.88 |0.97 |0.94 0.971

Accurancy as per Pearson’s Coefficient

0.961

1 ANN
XGboost
0.95 RF
LR
Decision Tree
0.8 NB
Accuracy

ENB mKNN mDecision Tree mSVM mLR mRF mXGboost mANN

Fig. 4 Accuracy of algorithms according to Person’s Coefficient
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Accurancy as per Chi-Square

0.971

1 ANN
XGboost
0.95 R
_ LR
0.9 SVM
: Decision Tree
0.85 KNN
0.8
Accuracy
mMNB mKNN m=mDecsion Tree SVM mILR mRF mXGboost mANN
Fig. 5 Accuracy of algorithms according to Chi-Square Test
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Chapter 30 ®)
Single-End Current-Based Scheme i
for Detection and Classification

of Distant-End and Adjacent-End Faults

in Transmission Lines

Asifa, Shoyab Ali, and Gaurav Kapoor

Abstract This paper introduces a single-ended current-based scheme using FT
(Fourier transform) and WT (wavelet transform) for the detection of distant-end
and adjacent-end faults in the transmission line. By simulation investigation using
MATLAB, the validity of the suggested scheme is represented. Extensive simulation
studies verify that the presented scheme generates acceptable performance for all
simulated faults.

Keywords Transmission lines * Fourier transform - Fault detection - Wavelet
transform

1 Introduction

The two momentous components of the digital relaying scheme are fault detection
and fault classification. The overall performance of the digital relaying scheme is
decided by the speed and accuracy of these components. Many tools have been intro-
duced up to now for the digital relaying of transmission lines. Several of those tools
are: fuzzy inference and microcontroller [1], discrete wavelet transform (DWT) and
Clarke’s transformation [2], estimated voltage drop (EVD) [3], and empirical mode
decomposition (EMD) with random forest classifier [4]. Moreover, extra schemes
are: smoothed pseudo wigner-ville distribution [5], S-transform [6], deep learning
[7], positive sequence components [8], wavelet transformation [9], and random forest
[10].

In this paper, a scheme is proposed for fault detection in transmission line based
on the wavelet index values (WIV).
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Fig. 1 Simulated model

The application of the scheme is presented in Sect. 2. Presented fault detection
scheme is provided in Sect. 3. The effects of simulations are illustrated in Sect. 4,
while Sect. 5 concludes the paper.

2 Application of the Scheme

The presented scheme is applied to the system of 500 kV illustrated in Fig. 1. The
model has two 50 Hz line sections of 150 km each. Numerous faults are incepted at
different locations through MATLAB simulations in SIMULINK.

3 Presented Fault Detection (FD) Scheme

The block diagram of FD scheme is presented in Fig. 2.

4 Simulation Effects

The effects of simulations in view of numerous fault scenarios to bear out the
implementation of the scheme are provided in this section.

4.1 Performance Under Fault Application Time Variation

The scheme performance during ACG fault with fault application time (FAT) of 0.05 s
at 2% length (6 km) with FI (fault impedance) of 25 €2 and GI (ground impedance)
of 20 2 is revealed in Fig. 3. It is demonstrated that ACG fault is detected at 0.065 s,
which specifies that the scheme took 15 ms time for ACG fault detection. Likewise,
the performance of the scheme during BCG fault applied at 0.3 s at 95% length
(285 km) with the same values of FI and GI is presented in Fig. 4. The BCG fault is
detected at 0.31 s accurately. The FDT in this case is 10 ms. Results of some faults
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Table 1 WIVs for faults under variation in fault application time

Fault case | FAT (s) | FL (%) | Wavelet index values Fault detection time (ms)
WIV-A WIV-B WIV-C FDT-A FDT-B | FDT-C

ACG 0.05 2 285.3219 6.0144 |282.3420 | 15 - 15

AB 0.1 4 278.1968 |271.9104 6.2599 |5 5 -
ABC 0.15 5 316.0670 |316.1513 | 316.1867 | 10 10 10
ABCG 0.2 85 210.4119 |210.4103 | 210.3975 |5 5 5

AG 0.25 90 88.5174 | 12.1769 | 11.3488 |15 - -
BCG 0.3 95 12.5820 |179.5997 | 176.1639 |- 10 10

are given in Table 1. The scheme is found resistant to FAT variation as viewed from
Table 1.
4.2 Performance Under Fault Impedance Variation

The performance during AG fault with fault application time (FAT) of 0.1 s at 6%
length (18 km) with FI of 7 © and GI of 15 Q2 is validated in Fig. 5. It is shown that
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Fig. 5 Scheme performance during AG fault applied at 0.1 s and detected at 0.105 s with FI =7 Q

the fault is detected in A-phase at 0.105 s, i.e., in 5 ms after the application of fault.
Similarly, the performance during ACG fault created at 0.1 s at 96% length (288 km)
with FI of 32 © and GI of 15 € is illustrated in Fig. 6. The ACG fault is detected
at 0.11 s correctly. The fault detection time, in this case, is 10 ms. Effects of some
further faults are given in Table 2. The scheme is found resilient to fault impedance
variation as observed from Table 2.

4.3 Performance Under Ground Impedance Variation

The working of the scheme during ABCG fault with fault application time (FAT) of
0.2 s at 9% length (27 km) with GI of 6 2 and FI of 22 2 is authenticated in Fig. 7.
It is shown that the fault is detected in ABC-phases at 0.205 s, i.e., in 5 ms after the
inception of fault. Correspondingly, the operation during BCG fault incepted at 0.2 s
at 87% length (261 km) with GI of 33 €2 and FI of 22 Q is pointed up in Fig. 8. The
BCG fault is suitably detected at 0.205 s. The fault detection time, in this case, is
5 ms. Results of some further faults are given in Table 3. As followed from Table 3,
the scheme is found impervious to ground impedance variation.



350 Asifa et al.

Current (A)

_l 1 1 L L L L
0 005 01 015 02 025 03 035 04 045 05
Time (s)

’ Fault detection in phase Aand Cat 0.11 s

0 005 01 015 02 025 03 035 04 045 05
Time (s)

Approximate Coefficients
=
[—1

Fig. 6 Scheme performance during ACG fault applied at 0.1 s and detected at 0.11 s with FI = 32
Q

Table 2 WIVs for faults under variation in fault impedance

Fault case | FI (R2) | FL (%) | Wavelet index values Fault detection time (ms)
WIV-A | WIV-B WIV-C  |FDT-A FDT-B | FDT-C

AG 7 6 305.4713 7.1197 6.4888 |5 - -

BC 12 7 6.6136 | 450.4522 | 444.3757 |- 5

ACG 17 8 365.8750 6.9977 | 360.0597 |5 -

CG 22 82 11.0560 | 10.3486 | 102.7876 |- - 20

AB 27 92 183.3885 | 176.1194 | 10.8400 |5 5 -

ACG 32 96 165.6488 | 12.7652 | 163.3652 | 10 - 10

5 Conclusion

This paper showed a new WT-based FT approach for detection/classification of
distant-end and adjacent-end transmission line faults. Only currents of relaying-end
are adequate to implement the scheme. The presented scheme is verified for various
distant-end and adjacent-end faults under variation in fault application time, ground
impedance, and fault impedance. It was monitored that the scheme detected the faults
with reasonable accuracy. The minimum FDT is computed as 5 ms in most of the
cases and the maximum FDT is computed as 25 ms only in one case.
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Table 3 WIVs for faults under variation in ground impedance

Fault case | GI (2) | FL (%) | Wavelet index values Fault detection time (ms)

WIV-A WIV-B WIV-C FDT-A FDT-B | FDT-C

ABCG 6 9 338.8122 | 338.6849 | 338.7286 |5 5 5

AG 13 10 208.4626 7.7834 6.9622 |5 - -

ABG 18 11 291.7839 | 300.0248 7.4249 |5 5 -

ACG 23 75 207.2915 9.6786 |211.4336 |5 - 5

BG 28 78 10.4772 9.5426 | 96.7651 |- 25 -

BCG 33 87 11.2796 | 197.9949 | 187.8722 |- 5 5
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