
Chapter 3
Leading Attacks in Privacy Protection
Domain

In this chapter, we discuss seven leading attacks in privacy domain built upon the
major privacy concerns in general cases. There are backgroundknowledge attack, col-
lusion attack, linkage attack, structural attack, forgery attack, eavesdropping attack,
and Sybil attack. There are also some other forms of attacks such as tracking attacks
[1] and inference attacks [2, 3], but these attacks fall in the range of the seven illus-
trated attacks. Beyond the traditional privacy protection scenarios, these attacks still
reveal the privacy and may result in further privacy leakage when personalized pri-
vacy protection solutions are deployed, which will be detailedly discussed in the
following chapters.

3.1 Major Privacy Concerns

With the widespread of mobile devices, massive data is being generated at every
moment. The privacy protection under big data scenario has new features and devel-
opment [4]. Usually, the released data contains sensitive identity information, loca-
tion information, other profile information, etc [5]. Although a single piece of data
usually does not cause privacy leakage, multiple pieces of data can be regarded as
a combination of quasi-identifiers and may lead to intractable privacy loss. In Table
3.1, we further illustrate the correlation between privacy issues and attacks. We sum-
marize all the privacy issues and attacks in mobile social networks as follows.

3.1.1 Identity Privacy

Protecting identity privacy [6] is the most fundamental target in privacy protection
in social networks. If identity privacy is breached, most of the following sensitive
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information will leak accordingly. This can be achieved in several ways, for exam-
ple, anonymity, pseudonym generation [7], and so on. The final target is to prevent
adversaries from re-identifying specific users, which is essential especially in social
network data sharing. In [8], Wang et al. investigated crowd-sourced data publish-
ing in social networks using differential privacy. The investigated data is real-time
as well as spatiotemporal. This work takes the continuous publication of statistics
and demonstrates the “RescueDP”, which is an online aggregate supervisory control
framework with w-event privacy preservation. The core elements include adaptive
sampling, dynamic clustering, adaptive budget allocation, filters, and perturbation.
In addition, the authors developed a reinforced RescueDP based on neural networks
to calculate the statistics and thereby improve data utility. Xing et al. [9] proposed
a k-means-based community establishment scheme in social networks with privacy
protection. This scheme maintains the privacy of both sensitive information of indi-
vidual and statistics features of the community. In each iteration of k-means algo-
rithm, the scheme processes two privacy-preserving operations. The first one is that
users try to find nearest clusters without knowing the cluster centers. The second one
is that the cluster centers are calculated without information leakage and users inside
a specific cluster cannot infer the identity of each other.

3.1.2 Anonymization Versus De-Anonymization

Anonymization is another big issue which is closely related to identity privacy. Usu-
ally, anonymization is used for publishing the big social data sets for research or
commercial purposeS [10]. The most economical way of data release is anonymiza-
tion. Modern anonymization methods are far beyond simply eliminating the identi-
fiers, for example, adding nodes or modifying edges to introduce random noise [11].
However, fast development of de-anonymization techniques [12] puts anonymization
under great threats.

3.1.3 Location Privacy

Beyond identity privacy, location privacy [13] has attracted plentiful attention from
researchers. As social network users spendmore andmore time and energy onmobile
devices, mobile social applications may cause location privacy leakage by accessing
the users’GPSdata [14].Adversaries can easily obtained either from the released data
or from crawling it from the system background [15]. For example, a specific user
may publish the location information when enjoying a fancy dinner at a restaurant or
adversaries can hack the application directly. Therefore, improper release of location
sensitive data can even cause physical loss.
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3.1.4 Content Oriented Privacy (CO Privacy)

Mobile social networks can be regarded as a specific type of content-oriented net-
works while privacy protection in content-oriented networks has always been consid-
ered [16]. As discussed in [17], content-oriented privacy consists of three properties,
which are immutability, transparency, and accountability.

3.1.5 Interest Privacy

In social networks, users are usually categorized by interest communities. Adver-
saries can launch collusion attack, background knowledge attack, or inference attack
to gain interest privacy information by breaching the privacy of anyone in the commu-
nity [18]. Moreover, built upon the location privacy, adversaries can obtain sensitive
information, for example, favourite restaurant, preferred cinema, best-loved book-
shop, and so on [19]. Based on the interest-based sensitive information, adversaries
can spam users or commit other malicious attacks with potential profitable targets.

3.1.6 Backward Privacy and Forward Privacy (B&G Privacy)

Backward privacy denotes that an adversary cannot track the previous actions of users
when the adversary has the sensitive information stored in it, while forward privacy
is that an adversary cannot predict the previous actions of users when the adversary
has the sensitive information stored in it [20]. These two features are quite important
as privacy protection in social networks should always be long-term protection [15].
Thus, the sensitive information should be context-aware and the privacy protection
must take the forward and backward status into consideration.

3.2 Leading Privacy Breaching Attacks

3.2.1 Background Knowledge Attack

Background knowledge attack is one of the most popular attacks under privacy
scenarios. The rationale behind its proliferation is that it can be combined with other
types of attacks. Background knowledge of a specific entry is easy to obtain inmobile
social networks [21]. Moreover, the background knowledge of adversaries is hard to
model, measure, and predict, which makes it more difficult to be defeated.
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Table 3.1 Privacy issues and corresponding attacks

Identity
privacy

Anonymization Location
privacy

CO
privacy

Interest
privacy

B&F
privacy

Background
knowledge attack

√ √ √ √ √ √

Collusion attack
√ √ √ √ √

O

Linkage attack
√ √ √ √ √ √

Structural attack
√ √

O × × O

Forgery attack O O
√ × × O

Eavesdropping
attack

√ √ √ √ √
O

Sybil attack
√ √

O × × O√
denotes fully supported; × denotes not supported; O denotes partially supported

3.2.2 Collusion Attack

Collusion attack is another wide-spread attack method. Collusion attack is especially
mortal in mobile social network circumstances. The reason is that a specific user can
havemultiple contacts in social networks and therefore theremight bemultiple adver-
saries hiding in the contact list. As different adversary holds different background
knowledge of this user, they can share the information with each other to launch a
collusion attack [22]. In addition, collusion attack can also be combined with other
forms of attacks.

3.2.3 Linkage Attack

Linkage attack is experiencing rapid expansion with rapidly increasing data volume
and data sources. For example, adversaries can make an attack based on multiple
social networks. Linkage attack has a good attack performance as adversaries can
collect different category of data of the same user from multiple data sources [23].
Furthermore, machine learning-based methods provide linkage attack better tools
which help adversaries bypass the protection. Song et al. [24] developed a new type
of inference attack. This type of attack targets on the browsing history of Twitter users
leveraging twitter metadata and public click analytics. This attack only needs Twitter
profile information andURLshortening services,which are public and easy-to-access
information. This can further reduce the attack overhead and upgrade accuracy by
taking time-varying models of users into consideration.
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3.2.4 Structural Attack

Adversaries are proceeding to structural attacks because social networks are usu-
ally modelled as a graph based on graph theory. In one hand, graph theory helps
to better understand and establishes social networks structure. On the other hand,
adversaries can take advantage of the structural information to mount an attack.
The most outstanding merit of structural attack is that adversaries can re-identify
a specific user even without background knowledge. The structural attack is also
widely-deployed in de-anonymization. In [25], Chen et al. proposed two types of
practical attacks to steal sensitive information from graph-based clustering methods.
Targeted noise injection and small community are devised to attack three popular
graph clustering models, including community discovery, node2vec, and singular
value decomposition (SVD). Based on this, the authors found that adversaries with
limited open-source background knowledge can launch successful attacks. In term
of simple defenses, it can decrease the success ratio to 25% by the cost of only 0.2%
clusters over-noisy.

3.2.5 Forgery Attack

In a forgery attack, misleading messages are generated with fake information, so
that adversaries can initiate some other plotting attacks such as the location-tracking
attack. There are five phases in a forgery attack, in which we use vehicular social
networks as an example. Firstly, the victim node and the adversary node establish
a link with location information. Secondly, the adversary node creates malicious
payload to the victim node. Thirdly, the victim node sends a request to a social spot
s1 for cookies. Fourthly, s1 gives the email address of victim node to the adversary
node. Lastly, the social spots reset the certificates. In this way, an outside forgery
attack is performed and the privacy of the victim nodes will be compromised [26].

3.2.6 Eavesdropping Attack

In the case of eavesdropping attack, it is quite intuitive that adversaries eavesdrop the
information communication and transmission process by means of modern hacking
technologies, including internet, electromagnetic wave, and so on. This type of attack
is launched by unauthorized real-time interception of a private communication [27].
Therefore, it is vital to secure communication to prevent privacy leakage.
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3.2.7 Sybil Attack

The Sybil attack is normally launched under the scenario of a reputation-involved
system. During the attack process, an adversary generates a large number of pseudo
names and further gains the maximum influence [28]. Based on the influence, the
adversary can mislead the other users in the system or even fool the central authority.
Privacy leakage happens during the attack. Whether the attack can be successfully
launched is decided by the cost to fake identities and the trust mechanism between
central authority and the identities. In [29], Liu et al. did a study on extended Sybil
defences. The authors found that current sybil attack models in social networks are
static, which is not practical. This work takes temporal dynamics into consideration
and involves three new features. Firstly, the new model considers the capabilities of
adversaries to modify Sybil-controlled parts of a structural social graph. Secondly,
another new feature is the capabilities to modify the connections which Sybil identi-
ties of him/her maintain to honest users. Thirdly, the proposed model benefits from
the regular dynamics of connections structure and thereby trains social networks’
honest parts.
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