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Abstract The growing number of music content online has opened up new possi-
bilities for the introduction of successful digital knowledge access services known
as music referral systems that help user groups in searching, finding, sharing, and
creating. The music recovery approach based on specific similarity information
combines several similarity features, including audio and contextual similarities,
such as tone format features and melodic details. Audio classification is very impor-
tant for recovering audio files quickly. To get the best results fromaudio classification,
it is important to choose the best feature set and follow the best analysis method.
Support vector machines (SVMs) are implemented by learning from input samples
to classify music into separate classes of music genres. The SVM study excelled in
the music category classification.
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1 Introduction

Information retrieval (IR) requires very little discipline and music information
retrieval (MIR) requires different approaches than other field subjects. Prior to the
development of the Internet, musical compositions for libraries were arranged alpha-
betically and were technologically advanced. Around the world of digital music,
numerous studies are being conducted and how the user experience can be improved.
Many unlabeled music files can be downloaded, cached, and contain incorrect or
suspicious tags [1]. Automated classification of genres, however, is not an easy
task to do as music develops in a short period of time [1, 2]. In addition, develop-
ments in audio and video signal processing and data exploration have resulted in a
comprehensive study of music signal analysis, such as content-based music retrieval,
music genre classification, duet analysis, music interpretation, and music informa-
tion retrieval andmusic instrument identification and classification [1]. Identification
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techniques for musical instruments include many applications such as detecting and
analyzing solo lines, retrieving audio and video, music dictation, playlist creation,
group of sound background, analyzing video scenes and tagging [1].

Advanced music libraries are gaining a reputation for being professional archives
and private music collections. The number of people interested in audio libraries
is also increasing due to improvements in Internet access and network bandwidth
[1]. But warehouses are backbreaking with a large music archive and this is time
consuming, especially when classifying audio style by hand. Music is divided into
genres and subspecies, based not only on soundbut also on lyrics [1, 3]. This interferes
with the classification. To further complicate matters, the concept of music style may
change over time [4]. For example, rock songs done 5 decades ago are very different
now.

2 Related Work

This section describes the work done by researchers in the similar area. Xu et al.
[5] applied a multi-layer classifier based on support vector machine to classify the
music genre and achieved an accuracy of 93.14%. Mutiara et al. [6] used several
kernels of nonlinear support vector machines (SVM) for classification of music
genres extracting feature sets related to timbre, rhythm, tonality, and LPC from
music files and achieved accuracy of 76.6%. In [7], authors used polynomial SVM
to classify music using MFCC features and polynomial SVM classifier to achieve an
accuracy of 78%. Aryafar et al. [8] performed automatic music genre classification
using spasity-eager SVM and obtained accuracy of just 37%. Kyaw and Renu [9]
used multi-layer SVM for music genre classification and obtained the accuracy of
93%.

3 Proposed System

The outline of the proposed system is shown in Fig. 1. To build a dataset of input audio
signals, we considered the GTZAN dataset from the Marsyas site, which contains
1000 music signals in ten different categories [10]. All audio tracks in the GTZAN
dataset are.au format, 16-bit, 30 s long, 22,050 Hz mono file. Figure 2 represents the
signal given as input. These audio music signals are filtered using average or mean
filters. As shown in Fig. 3, this process results in the amplitude normalization and
Gaussian noise elimination in the audio signal.

The segmentation process divides the audio signal into voice and silent frames. For
partitioning, we used ZCR and STE as time domain properties as shown in Figs. 4 and
5, respectively, and frequency domain properties, spectral flux as depicted in Fig. 6
and spectral skewness [11]. Below are all the features used in the segmentation
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Fig. 1 System schema

Fig. 2 Input signal

process to find the voiced segment in the input signal. The voiced segment is shown
in Fig. 7.

Short-time energy [12]: Representation of Amplitude Differences. It is calculated
using

En =
∞∑

m=−∞
[x(m)w(n − m)]2 (1)
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Fig. 3 Filtered signal

Fig. 4 Short-time energy

Zero crossing rate [12]: The ZCR in the signal reflects the mark change rate. It
uses rectangular window function for measurement. Measured using this formula:

Zn =
∞∑

m=−∞
|sgn[y(m)] − sgn[y(m − 1)]|w(n − m) (2)
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Fig. 5 Short-time ZCR

Fig. 6 Spectral flux

Spectral skewness [12]: The pitch portrayed in the music signal is skewness. In
the upper and lower parts of the spectrum, the curve represents more energy [12].
Spectral skewness of input signal is −0.034447.

Spectral flux [12]: The spectral flux (SF) is the magnitude of the average spectrum
difference between two consecutive frames in the provided clip [12].
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Fig. 7 Voiced segment

The next step in the proposed research is extraction of features from input signal
in three separate domains. In the time domain, we use autocorrelation method to
measure RMS, ZCR, and pitch salience ratio.

Root mean square (RMS) [12]: The RMS represents the square root of the mean
audio amplitude over a given time period [12]. It checks the sound of the audio frame.

RMS j =
√√√√ 1

N

N∑

m=1

x2j (m) (3)

Pitch saliency ratio [12]: This is the ratio of silent frames to maximum frames in
the music signal [12]. If RMS < 10%, the frame is silent.

We calculated the characteristics of a frequency domain such as bandwidth,
spectrogram, frequency centroid, spectral centroid, and pitch.

Bandwidth [12]: This refers to the frequency range of the signal containing data
[12]. It is calculated according to the equation:

Bj =
√√√√∫ω0

0 (ω − ωc)
∣∣X j (ω)

∣∣2dω
∫ω0
0

∣∣X j (ω)
∣∣2dω

(4)

The bandwidth of the input signal is shown in Fig. 8.
Spectrogram [12]:This is a three-dimensional illustration as depicted inFig. 9.The

X-axis represents the properties of time. The Y-axis shows the frequency components
of the audio signal. Dark region refers to the strength of an audio signal at that
frequency [13]. The spectrogram divides the signal into overlapping segments, each
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Fig. 8 Bandwidth of input signal

Fig. 9 Spectrogram of input signal

segment is filtered by a Hamming window, and the output is provided using N-point
DFT [12].

Frequency Centroid [12]: It maintains signal brightness. It is computed using
equation:

ωc j = ∫ω0
0 ω

∣∣X j (ω)
∣∣2dω

∫ω0
0

∣∣X j (ω)
∣∣2dω

(5)
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Fig. 10 MFCC coefficient estimation process

Spectral centroid [12]: It deals with the chromatic variation of sound, i.e., the high
frequency components of the spectrum. It is calculated using the formula:

Cr =
∑N/2

k=1 f [k]|Xr [k]|∑N/2
k=1|Xr [k]|

(6)

Pitch [12]: Pitch or tone refers to the basic wavelength of the human voice [12].
Input signal pitch is 22.050 kHz.

In coefficient domain, we computed Mel Frequency Cepstral Coefficients
(MFCCs). Firstly, speech data is emphasized, then emphasized data is framed
according to a defined time. Then, it is applied a Hamming windowing function.
Next, discrete Fourier transform is carried out to the data. Logarithm is applied to
the processed data by applyingmel-scale. Finally,MFCCdata is obtained by applying
inverse discrete cosine transform. The entire process ofMFCC coefficient estimation
is shown in Fig. 10.

4 SVM Classification

The “support vector machine” (SVM) is an inspected machine learning algorithm
that can be used for classification or regression challenges. However, it is mostly used
in classification problems [14]. Of the SVM algorithm, we plot each data item as a
point in n-dimensional space (where n is the number of feature vectors we have) and
the value of each feature is the value of the specific coordinate. Next, we classify it by
finding a hyperplane that separates the two classes as in Fig. 11. The support vector
is a compilation of individual observations. The SVM classifier is the boundary that
best separates the two classes (hyperplane/line). [14] The kernel approach plays a
key role in correctly classifying a new object (test case) from the available examples
(train cases). The kernels use a collection of mathematical operations to change the
order of real objects. The process of rearranging an object is called the mapping
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Fig. 11 SVM hyperplane

process [15]. The function of the kernel refers to the dot product of the input data
points, which are transformed [16] and mapped to the high dimensional function
space. Feature vectors input into the SVM classification include STE, ZCR, pitch,
spectral flux, spectral centroid, and three MFCC modules. 70% of total signals in
dataset are taken as training samples and remaining 30% are taken as test samples.
There are 10 different genres of music in the used dataset. The linear kernel function
is used for the experiment.

5 Result Analysis

The input signal can be also classified as blues, classical, country, rock, reggae, jazz,
metal, hiphop, pop, disco, etc., depending upon which genre signal is taken. In this
paper, we show the classification of input signal as disco. The performance metrics
of SVM classifier computed for the experiment with respect to this input signal are
shown in Fig. 12. SVM learning in the proposed system demonstrated better results

Fig. 12 Classification of music genre and performance metrics of SVM classifier
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in classification of music genres with an accuracy of 98.4% that is comparatively
higher.

6 Conclusion

In this paper,we demonstrated the classification ofmusic genres using SVMclassifier
with linear kernel function. The music signals from GTZAN dataset were taken for
experiment. The feature vectors from three different domains like time, frequency
and cepstral domain were computed and given as the inputs to the classifier. The
SVM classifier outperformed well giving the classification accuracy of 98.4% which
is higher as compared to accuracies obtained by researchers in literature review.
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