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Recent Developments in Sentiment
Analysis on Social Networks: Techniques,
Datasets, and Open Issues
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Abstract In recent years, sentiment analysis has been highly used on social media
datasets to get conclusive information, opinions of users about different topics, such
as politics, events, and products, and predicting users’ mood or emotions. Market-
ing companies are very interested in finding out people’s opinions and consider that
in designing marketing strategies. However, filtering and monitoring the sentiments
remain a formidable task due to the proliferation of diverse websites. Researchers
have proposed numerous methods for automating the process of filtering and sum-
marizing users’ sentiment and opinion on social media. In this chapter, we present
a systematic review of sentiment analysis techniques, including machine learning-
based, deep learning-based, lexicon-based, graph-based, and hybrid approaches. We
further provide a concise list of openly available datasets that have been used for
research studies. Finally, we cover future directions and the respective challenges
that should be looked at for further enhancing the sentiment analysis for microblog
datasets of social networks.

13.1 Introduction

Social media websites furnish a platform for building online social relationships and
sharing news, opinions, as well as multimedia to a global audience. With a huge
volume of posts containing opinions of people across the world on various topics,
the content has been used for insights by both academic researchers and companies
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for opinion mining [1]. Sentiment analysis involves analyzing people’s sentiment,
opinion, or attitudes toward a particular entity, which might include products, ser-
vices, policies, or celebrities [2]. A common application of sentiment analysis in the
industry is to plan marketing strategies based on public sentiment and gauge public
sentiment in response to a new product launch. Researchers have shown great interest
in proposing novel techniques for classifying the sentiment of online content.

The sentiment classification approaches in previous works can be classified into
machine learning-based and lexicon-basedmethods.However, inadequate contextual
information in small paragraphs and individual sentences could pose challenges
despite these methods. The availability of abundant data and computational power
has paved the way for exploring deep learning solutions that utilize prior information
for sentiment analysis. Tasks requiring complex features for sentiment classification
and contextual polarity disambiguation in tweets make use of deep convolutional
neural networks [3, 4]. In this chapter,wewill discuss all these categories of sentiment
analysis techniques in depth. In a data-drivenmodel, it becomes imperative to analyze
how data is collected, perceived, and communicated. We will also cover various
datasets that have been used for training and evaluating sentiment analysis models
in the past research. Furthermore, there are multiple directions on which researchers
can focus in the future, which we discuss toward the end of the chapter.

The chapter is structured in the following manner. In Sect. 13.2, we present a sys-
tematic review of sentiment analysis techniques, including machine learning-based
techniques, lexicon-based techniques, hybrid techniques, graph-based techniques,
and other techniques. In Sect. 13.3, we list the available datasets. In Sect. 13.4, we
discuss the future directions of sentiment analysis in the context of large-scale data-
rich social networks. The chapter is concluded in Sect. 13.5.

13.2 Sentiment Analysis Techniques

An important task in sentiment analysis is the selection of the technique for achieving
high accuracy in classifying the sentiment of the content. There are three broad cat-
egories of techniques, i.e., machine learning (ML)-based, lexicon-based, and hybrid
techniques, as shown in Fig. 13.1. Using these approaches, a given text document
is assigned a suitable sentiment class: positive, negative, or neutral. ML techniques
involve the usage of ML algorithms, for example, Naive Bayes Classifier, k-Nearest
Neighbors Classifier, and Support Vector Machines (SVM), along with the linguistic
features of the document. This class of techniques can be subdivided into super-
vised, weakly supervised, semi-supervised, and unsupervised learning techniques.
For supervised learning, a dataset containing the text documents annotated with the
ground truth sentiment labels is required for training the classification model before
the model can identify the sentiment of new documents. Unsupervised learning is
used when labeled documents are not available. Lexicon-based techniques involve
the use of a sentiment dictionary or lexicon containing opinion words to identify the
sentiment toward which a document is oriented. Examples of lexicon-based tech-



13 Recent Developments in Sentiment Analysis on Social Networks … 281

Fig. 13.1 Overview of Sentiment Analysis Techniques

niques are dictionary-based and corpus-based techniques. In the dictionary-based
techniques, a pre-existing dictionary containing a sentiment word list is used to find
the presence of such words within the text and accordingly determine the sentiment
expressed in the document based on counting. The corpus-based approaches addi-
tionally rely on contextual information with statistical and semantic methods. Hybrid
approaches are usually a fusion of the discussed techniques. Another class of tech-
niques that we discuss is graph-based approaches. In the upcoming sections, we will
discuss the sentiment analysis techniques in detail.

13.2.1 Machine Learning Approaches

Machine Learning (ML)-based approaches use an existing dataset for learning how
to determine the class, with the dataset being split into training and test sets. The
training set comprises features of input data samples annotated with appropriate
labels indicating the class to which the sample belongs. The classification model is
trained using this training set, such that it learns the required features based on the
expected output class labels given the feature vectors of the input samples. Based on
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the learning on the training set, the model should be able to predict the class labels
for new data samples that were not a part of the training set. The performance of the
classifier on unseen samples is validated using the test set. The test set samples are
given as input, and the classifier predicts the output class, which is verified against
the ground truth. For sentiment analysis, the input samples are text documents whose
sentiment needs to be determined. ML-based approaches do not rely on a prior lexi-
con, but leverage the classification algorithms, including the Naive Bayes Classifier
(NB) and Support Vector Machine (SVM) [5]. Some of the common features used as
an input to ML classifiers are part-of-speech (POS), presence of terms, frequency of
terms, n-grams, and negation [6]. InML approaches, the model learns by using either
supervised, unsupervised, or hybrid techniques. These techniques are discussed in
the following subsections.

Supervised Learning. Several works in the literature have used supervised learning
for sentiment classification. These classifiers are developed with the use of labeled
training documents considering sentiment classification as a standard statistical clas-
sification. The predictions on new data are made on the basis of the patterns observed
in the training set. In the following sections, we will discuss some of the mainly used
classification methods.

A. SupportVectorMachines (SVM). SVM is anML technique that performs binary
classification by determining the hyper-plane that achieves the best separation of
the data that belongs to either of the two classes. The SVM classifier involves the
representation of the input samples in the space as points, such that the samples
belonging to different classes are separated as much as possible [7]. This algorithm
separates text documents into positive and negative sentiment classes. A number of
studies on sentiment classification of socialmedia textswith supervised learning have
used the SVM algorithm [8–12]. The SVM becomes suitable because the features of
a text document are correlated and are linearly separable [13].

Sentiment classification with SVM has been used with a variety of features. Shein
et al. [14] proposed a combined ontology-based and Natural Language Processing
(NLP)-based approach inwhich a 3-class classificationwas done using a linear SVM.
Luo et al. [7] compared the results obtained through SVM with the results of naive
Bayes (NB) and k-nearest neighbors (KNN) algorithms in the 2-class classifica-
tion of text documents represented in a vector space model. They noted that SVM
outperformed the other two classifiers irrespective of the technique used for feature
selection. The one-vs-one (OVO) technique is a commonway to convert amulti-class
classification problem to multiple binary classification problems. Liu et al. [15] used
this strategy along with SVM to obtain better results for multi-class classification
compared to the existing techniques.

Balahur [16] proposed a framework using unigram and bigram features from
Twitter data with SVM Sequential Minimal Optimization (SVM SMO) [17]. Using
SVM SMO helps in overcoming the risk of overfitting on data. The framework was
extensible for use in other languages due to less processing of linguistic features
and was also suitable for real-time processing. Kiritchenko et al. [18] designed a
linear kernel SVM-based architecture to analyze the sentiment of short texts because
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the linear-kernel-based SVM performed better relative to the Radial Basis Function
(RBF)-based kernel. They extracted sentiment features from the posts containing
sentiment-word, hashtags, and emoticons. Their framework obtained the first rank
in SemEval-2013 task 2.

The performance of SVM for the sentiment analysis task can be enhanced with
the help of the grid search technique for optimizing hyper-parameters [19]. This
involves the evaluation of multiple models with varying parameters. Ahmad et al.
[19] noted the improved performance of the SVMclassifier through this optimization
on Twitter and IMDB datasets. Sharma et al. [20] enhanced the performance of SVM
by combining it with Boosting algorithm, which is an ensemble algorithm. It can
help in improving the ability to generalize due to the selection of the best-performing
features at every step. Based on their evaluation of movie and hotel review datasets,
it was shown that using an ensemble of boosting along with SVM outperforms an
individual SVM classifier.

B. Naive Bayes. The Naive Bayes classifier is frequently applied, especially due to
the simplicity in its assumption that the input features are independent. Despite this
assumption, this classifier performs reasonably well as compared to other classifiers
and has been proved to be useful in use cases, such as text classification [21]. The
family of classifiers relies on the Bayes theorem that for a given sample, the class
that is most likely to satisfy the input vector is assigned to the sample.

Naive Bayes classifier has been used for real-time sentiment classification of
tweets due to its speed [22]. Pak and Paroubek [23] used a multinomial Naive Bayes
classifier for classifying Twitter data into three classes: positive, neutral, and negative
and it outperformed SVM. They used both n-gram-based features and POS tagging-
based features. They also noted that some of the POS tags are good for inferring
emotion. Troussas et al. [24] used the Naive Bayes classifier for sentiment analysis
of status updates of Facebook users and obtained high accuracy. They showed that
NaiveBayes had comparable performancewith theRocchio classifier butwith a lower
recall. In another work, it was shown that the Naive Bayes classifier outperformed the
Maximum Entropy model for sentiment classification of updates on Twitter by users
[25]. Kang and Yoo [26] proposed an enhanced Naive Bayes algorithm to address
the problem of imbalance between the positive and negative classification accuracy
and noted that the algorithm decreased the gap between both accuracies on restaurant
review data.

Gamallo et al. [27] proposed two variations of the classifier for their work on
tweets, in which the first variant included a classifier trained for three-class classifi-
cation.The secondvariant included training the classifier on a corpus after eliminating
neutral tweets and thus doing only binary classification. If the tweet has no word that
belongs to a polarity lexicon, the tweet was termed as neutral. This binary classifier
achieved above 80% precision on the data with two classes.

In another novel approach, Tan et al. [28] adapted Naive Bayes to a new domain
for sentiment classification. They used both the previous domain knowledge along
with the knowledge from the new domain data, which is unlabeled, thus treating the
problem as a domain-transfer problem. They proposed a measure, called Frequently
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Co-occurring Entropy, which extracts features occurring commonly in the old as
well as the new domain. The features obtained from the old domain are generalizable
features. They further constructed anAdaptedNaïveBayes classifier that can leverage
the information from a new domain. It increases the weight given to the new domain
and reduces the weight given to the old domain during the iteration process. They
have shown that this modified classifier outperforms the base classifier and transfer-
learning methods.

C. Artificial Neural Networks (ANN). ANNs are somewhat motivated by the neu-
rological connections in the human brain. They contain artificial neurons, which,
analogous to a brain neuron, are processing units and are interconnected to each
other. The neurons in a particular layer receive the output of the neurons in the previ-
ous layer as input, and these inputs carry differentweights. After processing the input,
the neurons give an output to the neurons in the next layer. The weights associated
with the connections among the neurons are fine-tuned based on the data that is being
used to train the network. The training dataset, for which the final expected output
labels are known, is used for making the network learn the appropriate weights for
the connections between the neurons. Neural networks often contain multiple layers,
which are also called ‘multi-layer’ neural networks that consist of hidden interme-
diate layers which are not directly connected to the input that we provide and the
output that the neural network provides. These multi-layer networks are commonly
used for non-linear classification problems.

Moraes et al. [29] compared ANNs and SVM for assigning the appropriate sen-
timent class to a text document. Using the traditional bag-of-words model for word
vectorization of text coupled with ANNs resulted in an equal or better performance
as compared to SVM when the datasets were not unbalanced. Duncan and Zhang
[30] used a feedforward neural network in their work on Twitter sentiment analysis
and noted that they faced memory issues when they tried to train the network with
large vocabulary derived from a large training set of tweets. They suggested that
feature reduction methods can be used for reducing the vocabulary used for training
the network. However, advances in computational hardware and the increased avail-
ability of large datasets for training ANNs had rekindled the attention given to ANN
architectures, especially with a focus on deep neural networks that have multiple
layers [2]. Deep networks usually take the vectorized form of the text documents as
input, also called word embeddings. These embeddings denote the latent features of
the words in the document, and can be learned using ANNs or matrix factorization.

There are several classes of ANNs, a common one being Convolutional Neural
Networks (CNN). CNNs are feedforward ANNs that comprise multiple layers with
convolving filters that capture the features locally and are heavily used for image
classification [31]. Bhargava et al. [32] used ANNs for the sentiment identification
of Indian languages’ tweets, namely, Hindi, Bengali, and Tamil. Their aim was to
assess if neural network architectures outperformed the conventional machine learn-
ingmodels andhow thehidden layers affect the performanceof neural networks.They
created a number of sequential models using a combination of layers based on CNNs,
Recurrent Neural Networks (RNNs), and Long Short-TermMemory (LSTM). It was



13 Recent Developments in Sentiment Analysis on Social Networks … 285

noted that the increase in the complexity of the language used in the text resulted in
reduced accuracy and more hidden layers resulted in enhanced accuracy.

Someworks focus on classifying the sentiment of individual sentences, also called
sentence-level classification. As in the case of document-level sentiment analysis,
ANNs are used to generate representations of sentences. However, since sentences
contain lesser information as compared to a document due to their short lengths,
additional features such as parse trees and part of speech tags may be incorporated
to get good results [2]. Instead of relying on parse trees for syntax and semantics,
newer models based on CNNs and RNNs leverage word embeddings that encode
this information. Socher et al. [33] used recursive autoencoders based on vector
embeddings for variable-length phrases. There are various implementations ofANNs
for the sentence-level sentiment classification [33–39].

Short text blogs, which are common on social media, often have limited context
and features, which makes it challenging to classify their sentiment. CNNs have
been incorporated for sentiment analysis to overcome such challenges. Santos and
Gatti [3] used CNNs for obtaining character, word, and subsequently, sentence-
based features for movie reviews and tweets. Wang et al. [40] worked on a combined
architecture with CNN and RNN for identifying the sentiment in short texts. While
CNNs can capture local-level features, RNNs are suitable for capturing long-distance
dependencies in data modeled as a sequence. Deep learning methods generally need
a large amount of training data for learning accurately. To overcome this limitation,
Guan et al. [41] proposed a weak supervised learning method for learning the initial
sentence representations followed by the supervised approach based on labeled data
for sentiment classification of sentences.

D. Other Supervised Learning Methods. Another class of algorithms is genetic
algorithms,which are inspired by the evolution process in biology [42]. Govindarajan
proposed an approach using a hybrid machine learning classification model through
an ensemble of genetic algorithm and the naive Bayes classifier to obtain a more
robust model with a better accuracy [43]. The hybrid classifier gives a better classifi-
cation accuracy in sentiment analysis on a dataset of movie reviews. The coupling of
the methods is done through an arcing classifier. The choice of the two classification
techniques was based on their heterogeneity and strengths, and the hybrid approach
leveraged the advantages of both the classifiers. While individually, the genetic clas-
sifier outperforms Naive Bayes, the combined classifier outperforms the individual
classifiers.

Semi-Supervised and Weakly Supervised Learning. In supervised learning tech-
niques, an essential step is the collection of data annotated with their class labels for
training. However, for some domains, it is not possible to get an adequate volume
of labeled data for training the classifier. In such cases, a practical solution is to use
a small set of labeled documents along with unlabeled documents, which may be
easily available in large numbers.

Li et al. [44] used a semi-supervised approach to account for use cases where the
data is unbalanced between the two sentiment classes. They used iterative under-
sampling, and dynamic random subspace generation [45]. Their proposed methods
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successfully used the unlabeled data, and dynamically generating the subspaces did
better than a static generation. The method also outperformed baseline techniques
in data pertaining to four domains. Sintsova et al. [46] used the knowledge obtained
from an emotion lexicon to create a classifier for sports-related tweets on Twitter.
In the semi-supervised approach, a classifier is initially used to derive pseudo-labels
from the unlabeled data, after which the labels are further refined. They used the
balanced weighted voting for handling unbalanced labels in the data, and this was
shown to enhance the classifier performance.

The Expectation-Maximization (EM) algorithm is also commonly used in semi-
supervised learning, especially, for cases where the data has missing labels [47, 48].
Zhai et al. [48] used the EM algorithm for determining the groups to which product
features belong. In this approach, the labeled data is first used to train the classifier
for obtaining probabilistic labels for the unlabeled samples. Soft-labels created for
the set of unlabeled samples using constraints are also used for the initial classifier.
After the completion of this step, another classifier is trained with labeled data, as
well as unlabeled data with probabilistic labels.

Weak supervision is the broad topic that covers three types of learning: (i) Incom-
plete supervision, in which only a small number of samples are labeled in the training
dataset, (ii) Inexact supervision, in which the labels in the dataset are more abstract
or coarse-grained, and (iii) Inaccurate supervision, in which some samples may have
wrong labels [49]. He and Zhou [50] proposed a framework in which a pre-existing
sentiment lexicon containing words and their respective sentiment is used for train-
ing the initial classifier with generalized expectation. The classifier is then applied to
unlabeled documents to get sentiment annotations. Even without using labeled data,
their proposed approach was shown to perform as good or better compared to the
already present weak supervision techniques.

Unsupervised Learning. Unsupervised learning, in which there are no class labels
available for input data, has also been adopted for sentiment analysis. Since we do
not have pre-existing class labels, the evaluation of unsupervised learning models
is relatively difficult, and the decision of choosing a particular model cannot be
easily explained. The aim of unsupervised learning techniques is to determine any
regularities present in input samples. The prediction is done based on the structures
of the input space in which certain patterns occur more often than others. In other
words, these techniques utilize sentiment-based patterns to determine the labels for
words/phrases.

Hu et al. [51] incorporated emotional signals for unsupervised sentiment anal-
ysis. The authors gave examples of ratings and emoticons as emotional signals in
posts made by users expressing their sentiment. They work with two types of sig-
nals, (i) emotion indication and (ii) correlation. Emotion indication includes signals,
such as emoticons, ratings, and stars, which give a strong indication of the conveyed
sentiment. The basic idea of emotion correlation is that words often co-occurring
together are more probable to have similar emotions. Using such emotional sig-
nals, the authors implemented matrix factorization method for unsupervised learn-
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ing approach on publicly available Twitter and debate datasets. They noted that their
unsupervised framework performed better than the baselines on these two datasets.

13.2.2 Lexicon-Based Approaches

Lexicon-based approaches utilize a sentiment lexicon for sentiment classification.
This is usually done by taking a count or weighting the opinion words that are present
in the text that is being analyzed [52]. Such techniques rely on the lexical resource and
do not require to be trained on a training dataset. A lexicon can containwords, idioms,
or phrases annotated with their sentiment polarities. A neutral or objective polarity
can also be included in a lexicon. The opinion words lexicon can be constructed
using a manual approach but is not time-effective. Usually, manual approaches may
be used to complement automated techniques for any correction of mistakes. The
common approaches used for getting the opinion words are dictionary-based and
corpus-based approaches. The quality of these lexical resources contributes to the
effectiveness of the sentiment classification.

Natural languages can be complex, and therefore lexicon-based approach cannot
account for some characteristics of language such as slang, sarcasm, and negation
[53]. Some of the difficulties of using such approaches are (i) a word’s meaning
can depend on their application in the sentence, (ii) sentiment words in certain con-
texts may not express polarity, and (iii) sentences may not include any sentiment
words when expressing an opinion [54]. However, the simplicity of the lexicon-
based approaches is one advantage. Enumerating the positive and negative words
is easy, and the approaches also give the flexibility of adjusting to different lan-
guages and giving fast results. Such approaches are suitable when the structure of
the data is complex, the data is less, and there is limited time to obtain the results.
However, we can enhance the quality of sentiment analysis by using lexicon along
with machine learning techniques. One way of creating an opinion lexicon is using a
manual approach, but it is inefficient. Therefore, usually, automated approaches are
used first, and then manual approaches are used to finally check any mistakes. The
automated approaches are described in the upcoming subsections.

Dictionary-Based Approaches. In dictionary-based approaches, a seed list is ini-
tially created with opinion words through a manual approach. The sentiment polarity
of these words is determined, and these words can be matched against data to be ana-
lyzed to find the text polarity [55]. The collection is then extended by extracting
antonyms and synonyms of these words using a lexical resource, such as WordNet
[56], SentiWordNet, and a thesaurus [57], and appropriately ascertaining the polarity
of newly discovered words [58]. The new words are added to the collection through
an iterative process, and finally, any errors may need to be corrected manually. An
example of lexical resource is SentiWordNet, which has different versions and con-
tains annotations for WordNet synsets based on the polarity [59].



288 A. Saxena et al.

Li et al. [60] proposed a framework related to stock predictions, which included
sentiment analysis of news articles for which they used sentiment dictionaries. The
sentiment dictionary is used tomap the news articles into the suitable sentiment space.
First, the news is vectorized in the form of term frequencies. A separate matrix that
represents the sentiment dictionary ismultipliedwith the vectorizednews, afterwhich
the news is labeled as positive, neutral, or negative based on thresholds. In another
work, Filho et al. [61] evaluated the LIWC dictionary for sentiment determination of
Brazilian Portuguese texts. They compared the performance against other Portuguese
sentiment analysis lexical resources, including SentiLex and Opinion Lexicon and
noted that LIWC performed better in detecting positive texts, however, SentiLex
worked better with negative ones.

Other works using sentiment dictionary include the one by Qiu and He [62], in
which they proposed an approach for advertising that leverages sentiment analysis to
determine users’ dissatisfaction toward a certain topic. In this approach, a pre-existing
dictionary containing positive and negative words has been used to determine opin-
ionated sentences that consist of sentiment words. Based on this, the topic words
toward which the users express negative polarity are extracted. This enables us to
know the product features of a brand towardwhich the users’ have expressed negative
sentiment and then display rival products’ advertisements accordingly. One disad-
vantage of the dictionary-based approach is the inability to capture opinion words
that have polarity specific to a certain domain or context.

Corpus-Based Approaches. The collection of positive and negative polarity words
can also be generated using a text corpus based on an existing seed list of polarity
words and the syntactic and co-occurrence patterns present in the chosen corpus
[63]. This approach is helpful in incorporating domain-specific sentiment words and
informal slang terms used online but which are not present in a normal dictionary
[64]. A statistical or semantic approach is usually implementedwith the corpus-based
approach. We first discuss the work on corpus-based lexicon creation, followed by a
detailed discussion on the semantic and statistical approaches.

Moreno-Ortiz and Fernández-Cruz [65] utilized both the specialized language
corpus and the generic corpus to obtain domain-specific opinion words. They gave
special attention to those words that have a different semantic orientation in a domain
as compared to their orientation in a generic language. With this approach, they
were able to obtain specialized terms with domain-specific polarity. One approach to
constructing a lexicon is leveraging graph propagation. Velikovich et al. [66] used a
graph propagation algorithm in which the graph nodes are the possible candidates for
the polarity lexicon and the edges between representing their semantic similarity. The
graph is also initialized with a seed list of polarity words with the aim of propagating
the information to other nodes from the seeds. The constructed graph was based on
n-grams obtained from 4 billion pages on the Web. They evaluated their resultant
sentiment lexicon and noted that the lexicon contained phrases, such as spelling
variants and slang, and also performed better compared to the existing lexicons for
classification of the polarity of a sentence. In another approach, Hatzivassiloglou
and McKeown [67] leveraged the conjunctions between the adjectives to extract
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semantic orientation of adjectives. Usually, conjunctions connect adjectives with
similar orientations, such as ‘beautiful and intelligent’, except for the case of ‘but’
where the orientations of the adjectives are dissimilar. They used aWall Street Journal
corpus and log-linear regression to extract the orientation similarity or dissimilarity
between the adjectives to construct a graph. Finally, clustering is used to separate the
adjectives into the polarity classes.

In a given context, sentences with similar polarities occur near each other.
Kanayama and Nasukawa [68] proposed a framework to determine entities that con-
vey the sentiment in a given clause, for which they used intra-sentential context and
inter-sentential context on a Japanese corpus. Their framework enabled enlarging
of a sentiment lexicon for domain-specific sentiment analysis by identifying polar
phrases specific to a domain. Sentiment lexicon can be generated by leveraging social
media, which is becoming a common platform where people reveal their sentiments
on different topics. Feng et al. [69] compared the usage of Twitter, Wikipedia, and
the Web corpora for calculating sentiment similarity, which is a crucial step for
determining polarity of words. They noted that Twitter is a good resource for mea-
suring sentiment similarity and that the incorporation of emoticons in the seed list
can enhance performance.

The following sections discuss statistical and semantic approaches in detail.

A. Statistical Approaches. Statistical techniques are used to determine
co-occurrences of words/phrases. The polarity of a given adjective can depend on
the noun it is being used with and the context around it. Instead of fixing the polari-
ties of all the adjectives from the beginning, only certain adjectives are taken with a
prior polarity. After this, the targets within the domain are determined. The polarity
of other adjectives, also referred to as target-specific adjectives, is computed based
on the occurrence of their combination with adjectives and prior polarity in a large
corpus [70]. For aspect-level sentiment analysis, after the aspect detection stage, a
co-occurrence algorithm [71] is used to determine aspect categories [72]. The algo-
rithm involves a co-occurrence matrix capturing the co-occurrence count between
the words. For the sentiment classification part, a sentiment lexicon is created based
on the idea that words occurring near aspects with known polarity possibly are of
the same polarity.

A large corpus can be used to identify words that commonly occur in positive
contexts and the words that commonly occur in negative contexts, based on which
the polarity of those opinion words can be determined. In short, words that often
appear together in text documents are likely to share similar polarity. The Pointwise
Mutual Information (PMI) is used to indicate the probability that two words will co-
occur and also to determine howa pair ofwords are lexically related to each other. The
sentiment orientation of a text can be ascertained by measuring the similarity of the
words present in the documentwith thewords that have a known polarity [73]. Turney
[74] leveraged PMI [75] for determining whether a review recommends a product or
does not recommend it. It is based on the idea of extracting phrases containing two
words, with one of them being an adjective or an adverb. The overall orientation of
an extracted phrase is calculated as the difference of the PMI of the phrase containing
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‘excellent’, a positive word, and the PMI of the phrase with ‘poor’, a negative word.
Finally, the average orientation of all the phrases present in the text is determined
to indicate whether the review recommends the product or not. When a significantly
large corpus is used for such word similarity-based approaches, sentiment analysis
performance across multiple domains becomes more consistent [73].

In a star rating problem, Hogenboom et al. [76] used statistical approaches for
sentiment analysis with a five-class classification. They used a vectorized representa-
tion of features in the form of sentiment words constructed using a sentiment lexicon.
Their basis was that the sentiment expressed by a document is more in terms of the
count of distinct words that have a semantically same orientation, and therefore,
they used a binary representation. The statistical approaches were then applied to
the vectorized representations. For comparing the similarity of documents, they used
Jaccard similarity and cosine similarity measures. In an alternate approach, the sim-
ilarity is measured by modeling classes as probability distributions based on word
distributions.

Latent Semantic Analysis (LSA) is a popular technique in information retrieval
that is based on the measurement of the semantic closeness of the documents based
on the presence of words with similar meanings [77]. The evaluation of the latent
semantic structure involves the creation of a term-document matrix, and Singular
Value Decomposition (SVD) [78]. In their work on the analysis of hotel reviews
given by customers to understand customer satisfaction, Xu et al. [79] used Term
Frequency Inverse Document Frequency (TF-IDF) for transforming the frequency
matrix and SVD for dimension reduction. In another work, Phu and Tran [80] used
the Dennis Coefficient (DNC) with LSA, and the combined LSA and DNC model is
used to separate documents into positive or negative classes. Their model can process
a high number of documents in a short time and is also applicable to other languages.

Probabilistic LSA has also been used to extract the latent semantic topic in text
documents represented using the bag-of-wordsmodel [81]. This approach constitutes
the computation of the documents’ probability distributions using Probabilistic LSA
and then utilizes the Z-vector obtained for the sentiment classification. The authors
noted that the probabilistic LSA caused a significant improvement in the results
of sentiment determination, and it was also suited in the clustering scenario where
multiple topics are present in a document. They tested their model on textual data
from sources such as Weibo and showed that the model predicted sentiment with
greater accuracy compared to the word histogram approach.

B. Semantic Approaches. Semantic approaches to sentiment analysis are proposed
on the premise that words that are semantically closer have alike sentiments [82]. If a
word’s synonyms lean toward a particular polarity, it is likely that the word will be of
the same polarity. WordNet is a popular lexical database that explains the semantic
relationships between words [56]. Kim and Hovy [83] used WordNet to obtain the
synonyms of a word with unknown polarity and determined a word’s sentiment
class by ascertaining the extent to which the word’s synonyms are associated with a
particular class. Their work includes the identification of opinion holders pertaining
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to specific topics and the classification of their sentiment on the basis of the words
expressing polarity presented in the opinionated sentences.

The semantic similarity of words used by users in their posts on social networking
websites with the words in a lexical database like WordNet can help us determine
the polarity expressed by the users. In sentiment detection for suicide prevention
based on Twitter data, WordNet was used to compare the semantic similarity of
the words presented in the training data tweets with those in a test tweet [84]. In
another approach for classifying tweets, Madani et al. [85] computed the semantic
similarity of the tweet with the representative documents of the classes positive,
neutral, and negative. The representative documents contain words that belong to a
specific sentiment class, and the class with which the tweet has the most semantic
similarity is its assigned polarity. Their methods gave positive results in terms of
error rate and F1 measure.

Saif et al. [86] performed sentiment classification on the Twitter dataset by incor-
porating semantic concepts of the entities presented in the text. They evaluated the
methods for obtaining entities from tweets and mapping the entities to concepts and
noted that AlchemyAPI was more accurate in the mapping of entities to concepts.
They proposed three ways to use the semantic information for the classifier, namely,
(i) replacement of entities with their corresponding concepts, (ii) semantic augmen-
tation, and (iii) semantic interpolation. They concluded that semantic interpolation
outperformed the other two techniques and also showed that semantic techniques are
suitable for large datasets spanning multiple topics.

Expert systems to perform automated analysis of weaknesses of a product are
very useful as all the reviews given by multiple customers cannot be read manually.
Zhang et al. [87] identified polarity associatedwith each product aspect or attribute for
their Weakness Finder. They determined different feature words associated with the
aspects of the product. A basic approach to this would be on the premise that explicit
feature words belonging to the same category are usually synonyms or antonyms,
which can be determined using a dictionary. However, this approach has vocabulary
limitations and does not take into consideration domain knowledge. To handle this,
they incorporated semantic approaches by taking into consideration the ideographic
nature of Chinese characters, which gave them the opportunity to leverage word
structures to find words expressing the same concept. They also used Hownet to
calculate similarity scores between words [88] and thus expand the set of feature
words.

13.2.3 Hybrid Approaches

Using a hybrid of lexicon andmachine learning-based approaches enables us to lever-
age stability of lexicon approaches and the accuracy of machine learning approaches
[89]. Mukwazvure and Supreethi [90] used a hybrid approach with the use of senti-
ment lexicon, followed by training with machine learning algorithms. On a dataset of
comments derived from The Guardian (www.theguardian.com), the sentiment lex-

www.theguardian.com
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icon was used to decide the sentiment annotation, and machine learning classifiers
were then trained using this data. The authors also proposed future work in the form
of a domain-specific lexicon and the incorporation of opinion rules for getting more
robust labels.

Kolchyna et al. [64] showed that the inclusion of lexicon score and some other
handcrafted features enhanced the performance of SVM, Naive Bayes, and decision
tree classifiers. Feature selection based on information gain showed that the lexicon
sentiment score was the top input feature for the classifier. The pSenti, a hybrid
of lexicon and learning-based method, is another concept-level system [91]. This
approach outperformed systems such as SentiStrength when tested on datasets con-
taining software and movie reviews [92]. The authors highlighted the advantage of
their system over an only-lexicon-based approach in terms of sentiment classification
accuracy.

13.2.4 Graph-Based Approaches

Approaches involving graph-based techniques have been applied for sentiment anal-
ysis. The graph-based techniques are used to obtain the sentiment from a graph-
structured framework of opinions with the extracted features. The nodes in the graph
are selected based on the features that occurred in the input, such as reviews and
stock prices data.

Bordoloi and Biswas [93] created a graph with tokenized words for sentiment
analysis of product reviews data, which helped in extracting semantic relationships.
The nodes of the graph signify the tokens, and the edges represent the co-occurrence
of the corresponding tokens. Main keywords are determined by assigning the degree
centrality measure to the nodes in the graph. After polarity is assigned to the key-
words, sentiment analysis of the datasets is done, and the model performs better than
some of the existing methods. A similar approach was used by Castillo et al. [94]
who constructed a co-occurrence graph and used centralitymeasures [95] for extract-
ing the most important words for supervised learning-based sentiment analysis of
documents.

The Potts model is a probability graph model that comprises a network of vari-
ables that can take multiple values and the values of the variable are not ordinal [96].
Graph-based approaches can be useful for the polarity classification of individual
sentences, especially when the sentence does not have enough features to make a
decision about its polarity. By incorporating features outside of the sentence, sen-
timent classification can be improved. Zhao et al. [97] used features of sentences
within the same documents as well as features of sentences in other correlated docu-
ments in their graph propagationmodel. To determine the sentiment of an ambiguous
sentence, they incorporated (i) the sentiment features of the neighboring sentences
of that sentence and (ii) the sentiment of sentences in other documents that share
semantic similarity with that sentence. They constructed a graph in which nodes are
the sentences and connections between them represent an intra-document or inter-
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document relationship as mentioned above. The probability that a node belongs to
a particular sentiment class in the graph is determined using the Potts model [96].
They noted that their proposed model outperformed approaches to sentiment classi-
fication that use only features pertaining to that particular sentence. Takamura et al.
[98] also used the Potts model in their work on the classification of adjective-noun
pairs (‘phrases’) based on polarity. They constructed a network of words that are
interconnected based on the presence of one of the words in another word’s gloss.
There are two types of connections, the first type indicating the words have similar
orientation while the second one indicates dissimilar orientation. They observed that
their proposed approach was also successful in classifying phrases containing words
that were not known before.

Goldberg and Zhu [99] presented a graph-based technique that leverages a semi-
supervised algorithm for inferring the rating of a document using the sentiment
analysis, especially focusing on the use case of limited availability of data annotated
with ratings. Their undirected graph is comprised of documents as nodes, where
an unlabeled document node is connected with the nearest labeled and unlabeled
document nodes based on a similarity measure. This approach was shown to be
better than the approaches that do not leverage unlabeled data in situations where
labeled documents are limited. Wang et al. [100] worked on hashtag-level sentiment
classification instead of analyzing the sentiment polarity of each tweet pertaining to a
given topic. They improved the hashtag-level sentiment classification by constructing
a graphmodel that captures the co-occurrence relationship between the hashtags, and
also used boosting approach to further enhance the results. Through the evaluation
of the proposed method on a tweet corpus, they showed that their approach improved
the results over the baseline.

13.2.5 Other Approaches

In this section, we discuss the approaches that did not fall under any of the above
categories. Formal Concept Analysis (FCA) is a mathematical technique that is used
for the representation of knowledge and involves visualizing of concepts and any
dependencies between them [101, 102]. The concept is based on lattice and set theory.
The input is a matrix with boolean values where a row is an object and the columns
refer to attributes. The application of FCA creates a concept lattice with a hierarchy
of relationships between concepts, as well as the dependencies between attributes.
With FCA allowing the analysis of complicated structures and dependencies, Shein
proposed a sentiment classification approach for text documents leveraging domain
ontology used with FCA [103]. After the POS tagging and FCA-based ontology
steps, SVM was used for sentiment classification.

Fuzzy Formal Concept Analysis (FFCA) is used to create a conceptual hierarchy
using fuzzy formal concept [104]. FFCA uses fuzzy logic, and it differs from FCA,
in which a binary value is used to indicate the relationship between an object and
attribute. In FFCA, the degree of relationship is indicated with a value between 0 and
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1 [105, 106]. Li and Tsai [106] in their work on polarity classification used FFCA
to extract the internal insights from a corpus and also to understand the abstract
concepts of the documents. Their proposed approach is versatile, i.e., it can be used
in multiple domains and is also less sensitive to noise. Park et al. [104] used FFCA
to get a hierarchy of sentiment words, which was not provided byWordNet [56], and
thus provide an extension of hierarchy-based feature-level sentiment analysis.

Cambria [107] explains concept-based sentiment analysis as textual analysis using
concepts and affective knowledge through ontology and other semantic networks.
This allows an understanding of subtly expressed sentiments by analyzing the inter-
linking of a concept with another concept that reveals emotions. The Sentic comput-
ing approach to sentiment analysis includes the usage of artificial intelligence and
semantic web for representing knowledge and allows for analyzing documents at the
level of concepts by understanding their dependencies [108]. Cambria et al. [108]
proposed SenticNet2, which serves as a resource for all-round analysis of textual lan-
guage by furnishing both the sentics and the semantics related to more than 14,000
concepts. It can be utilized in real-life applications, such as social data mining, and
deal with structured as well as unstructured data.

13.3 Datasets

Here, we discuss publicly available social networking datasets that are annotated for
sentiment analysis, extracted from websites such as Twitter and Facebook.

1. CINLP [109]: Tromp and Pechenizkiy collected this Twitter dataset as (i) search
tweets having happy smileys like :), :-), :D, etc., for 30min, (ii) search tweets
having sad smileys like :(, :-(, :’(, etc., for another 30min, and (iii) for neu-
tral messages, tweets are extracted from news pages, for example, BBC, CNN
(English), and EenVandaag (Dutch) for 30min. The dataset contains 11,778
training and 859 testing English tweets, and 4,805 training and 1,057 testing
Dutch tweets. This dataset is available at [110].

2. COST [111]: This dataset is extracted from Twitter using positive emoticons,
such as :D, :), and XD, and negative emoticons such as :(, :-/, and D:. After pre-
processing and removing tweets having emoticons from both the polarities, the
dataset contains 17,317 positive and 17,317 negative tweets. A tweet’s polarity
is set to 1 if it is collected using positive emoticons and 0 if retrieved using
negative ones. The dataset can be obtained by emailing the authors.

3. COVID-19 Tweets Dataset [112]: This dataset contains tweets related to the
Covid-19 pandemic and was extracted using 54 related keywords. Each tweet is
assigned a sentiment score. The dataset is available at [113].

4. EMOT [114]: This English datasetwas collected byGo et al. for positive emotion
and negative emotion using happy ‘:)’ and sad ‘:(’ emoticons. The authors used
800,000 positive and 800,000 negative emoticon tweets for training. The test data
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was manually annotated having 182 positive emoticon tweets and 177 negative
emoticon tweets. It is available at [115].

5. EmIroGeFb [116]: This dataset is extracted from Facebook having comments in
Spanish on three different topics (i) politics, (ii) football, and (iii) celebrities. The
authors selected four Facebook pages on each topic and extracted 400 comments
for each topic, 200 from each category, males and females. The dataset is labeled
using three kinds of tags, (i) emotions used in the text, (ii) irony usage, and
(iii) gender category. It also contains meta-information for each comment like
Facebook ID, topic, annotator set, etc. This can be downloaded from http://ow.
ly/uQWEs.

6. Facebook Comments v1.0 [117]: Zhang et al. collected 2000 Facebook com-
ments and manually labeled them. The comments are labeled as follows: (i) if a
comment has positive and objective sentences, then it is a positivemessage, (ii) if
it has negative and objective sentences, then it is negative, (iii) if it contains only
objective sentences, it is objective, (iv) if it consists of more positive sentences
than the negative sentences, it is positivemixed, and (v) finally if it has both types
of sentences but negative sentences are more, it is negative mixed. The dataset
is available at http://cucis.ece.northwestern.edu/projects/Social/sentiment_data.
html.

7. FB Sentiment [118]: Tran and Shcherbakov collected this dataset on the 2016
United States presidential elections from two popular news channels CNN
and BBC on Facebook. It contains around 100,000 comments on 200 posts.
The dataset is available in CSV format at https://raw.githubusercontent.com/
saodem74/Sentiment-Analysis/master/Data/comment_data.csv. The CSV file
of the dataset has datetime stamp value, topic, post title, comment text, and
positive and negative sentiment score (float value).

8. Facebook Status Dataset [119]: The authors collected 62,202 Facebook statuses
using iFeel, a Facebook Connect application. They collected 25 most recent
status updates from a logged-on Facebook user and their friends. After prepro-
cessing, data is labeled in two ways. First, they labeled data with positive and
negative labels containing 4,320 statuses. Next, they did multi-class labeling
having four labels: unhappy, happy, skeptical, and playful; this dataset has 3,612
labeled status. As we know, the dataset link is not provided by the authors.

9. HASH [120]: This tweet dataset is compiled from the Edinburgh Twitter cor-
pus.1 It contains 31,861 positive, 64,850 negative, and 125,859 neutral tweets in
English.

10. Health Care Reform (HCR) [121]: This dataset was collected in March 2010 by
retrieving the tweets having hashtag ‘#hcr’. It was manually annotated with five
labels (neutral, negative, positive, irrelevant, and unsure(other)) and contained
1,381 negative, 541 positive, and 470 neutral tweets.

11. InterTASS corpus [122]: This dataset was released in the 2017 TASS workshop
edition. It contains 3,413 tweets (1,008 training, 506 development, and 1,899

1 http://demeter.inf.ed.ac.uk.

http://ow.ly/uQWEs
http://ow.ly/uQWEs
http://cucis.ece.northwestern.edu/projects/Social/sentiment_data.html
http://cucis.ece.northwestern.edu/projects/Social/sentiment_data.html
https://raw.githubusercontent.com/saodem74/Sentiment-Analysis/master/Data/comment_data.csv
https://raw.githubusercontent.com/saodem74/Sentiment-Analysis/master/Data/comment_data.csv
http://demeter.inf.ed.ac.uk
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testing) in Spanish. Three annotators labeled the tweet polarity as positive, neg-
ative, neutral, and none. The dataset is available on the TASS website.

12. ISIEVE [120]: This English tweet dataset was collected and hand-annotated
by the iSieve Corporation (www.i-sieve.com). It contains approximately 4,000
tweets annotated with negative, positive, or neutral sentiment related to the topic
of the tweet.

13. LIGA_Benelearn11 [123]: This dataset is extracted by collecting tweets in six
languages, (i) Dutch, (ii) French, (iii) English, (iv) German, (v) Italian, and
(vi) Spanish, and six accounts were selected for each language. This dataset is
available at [110].

14. NewDelhi political elections [124]: The authors collected Facebook data related
to New Delhi political elections from October 4 to December 10, 2013. The
dataset contained around 103,000 posts and over 30,000 users that wrote at least
5 posts on around 50 different topics. The dataset is not freely available; authors
can be contacted for the details.

15. Obama-McCain Debate (OMD) [125]: It contains 3,238 tweets collected during
the first U.S. presidential TV debate that happened in September 2008. This
dataset was labeled using Amazon Mechanical Turk (AMT).

16. O’Connor’s Corpus (OC) [126]: It consists of one billion tweets collected over
from 2008 to 2009 using Twitter API. It was annotated for sentiments using
hashtags and emoticons.

17. RepLab 2013 [127]: It contains 142,527 English and Spanish tweets (63,442
positive, 16,415 negative, and 30,493 neutral), out of which 28,983 are in Span-
ish. The tweets were labeled with the polarity to analyze their potential impact
(positive or negative) on the reputation of a company. The dataset was released
by RepLab and is available at http://nlp.uned.es/replab2013/, and can be used
for testing using the EvAll service.2

18. SAB/MAS corpus [128]: This dataset contains 4546 tweets mentioning brands
from different sectors, such as automotive, beverages, food, banking, retail,
sports, and telecoms. The dataset is in Spanish. The tweets are labeled for four
positive ((i) happiness, (ii) trust, (iii) love, and (iv) satisfaction) emotions, and
four negative ((i) sadness, (ii) dissatisfaction, (iii) hate, and (iv) fear) emotions.
It is available at http://sabcorpus.linkeddata.es/.

19. Sentiment Strength Twitter Dataset (SS-Tweet) [92]: Thelwall et al. collected
4,242 tweets and labeled them with negative and positive sentiment strengths. A
negative strength is labeled from−1 (as not negative) to−5 (as highly negative);
similarly, positive strength is labeled from 1 (as not positive) to 5 (as highly
positive). It is available at [129]. [130] labeled this dataset again with three
labels as positive, negative, and neutral.

20. Sanders Twitter Dataset [131]: This dataset contains 5,512 tweets on four topics
(i)Apple, (ii) Twitter, (iii)Google, and (iv)Microsoft). Itwasmanually annotated
and has 570 positive, 2,503 neutral, 654 negative, and 1,786 irrelevant tweets. It
is available at http://www.sananalytics.com/lab.

2 http://www.evall.uned.es/.

www.i-sieve.com
http://nlp.uned.es/replab2013/
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http://www.evall.uned.es/
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21. Tweets v1.0 [117]: This contains 1,000 tweets labeled in the same way as the
Facebook Comments v1.0 dataset. The dataset is available at http://cucis.ece.
northwestern.edu/projects/Social/sentiment_data.html.

22. Twitter USAirline [132]: This sentiment analysis dataset contains 14,640 tweets
related to major US airlines. Tweets are labeled as positive, negative, or neutral.

23. TWITA [133]: The authors collected around 100 million Italian tweets for the
time period Feb 2012–Feb 2013. The authors applied a language detection pro-
cess to make sure that the collected tweets are in Italian. Two subsets having
1,000 tweets are annotated by three independent native-speakers. Each tweet is
assigned a label as positive, neutral, or negative.

24. Twitter1 [134]: Agarwal et al. used 11,875manually annotated tweets in English.
The data was acquired from NextGen Invent (NGI) Corporation; please contact
the authors for obtaining the dataset.

25. Twitter2 [135]: This is a collection of 667 English tweets. It is available at http://
goo.gl/UQvdx.

26. TheDialogueEarth Twitter Corpus [136]: This tweet corpus has three subsets, (i)
WA contains 4,490 tweets about weather, (ii) WB contains 8,850 tweets related
to weather, and (iii) GASP having 12,770 tweets related to gas prices. The tweets
were manually labeled with 5 labels, (i) positive, (ii) negative, (iii) neutral, (iv)
not related, and (v) other (cannot tell), with respect to the topic. Refer www.
dialogueearth.org for more details.

27. TASS general corpus [137]: This dataset was released in 2012 for the first edition
of the TASS challenge. It contains 68,017 tweets in Spanish, collected from
Twitter accounts of 154 celebrities, and covers topics such as music, sports,
films, politics, entertainment, economy, soccer, technology, literature, and so
on. Each tweet is labeled with either of five polarity levels as (i) P+, (ii) P, (iii)
NEU, (iv) N, and (v) N+, or with ‘NONE’ sentiment tag. The dataset is freely
available at [138] after signing a non-commercial user agreement.

28. TASS politics corpus [139]: This dataset is also from TASS workshop 2013. It
contains 2,500 tweets in Spanish related to four major political parties (IU, PP,
UPyD, and PSOE). The tweets are tagged at entity and tweet level with three
polarity levels as neutral, positive, negative, and None. The dataset is available
at [140].

29. TASS social-TV corpus [141]: This dataset is from TASS 2014 edition and was
used in subsequent editions. It contained 2,773 tweets in Spanish related to a
football match in 2014.

30. TASS STOMPOL corpus [142]: This dataset was collected during the Spanish
general election, 2015. It contains 1,284 Spanish tweets on politics-related topics
such as economics, political party, education, and health system from the main
political parties (IU, PP, PSOE, Cs, UPyD, and Podemos). Two people anno-
tated the tweets for each user’s opinion about each aspect as negative, positive,
and neutral; the disagreement was resolved by a third annotator. The dataset is
available at [143].

http://cucis.ece.northwestern.edu/projects/Social/sentiment_data.html
http://cucis.ece.northwestern.edu/projects/Social/sentiment_data.html
http://goo.gl/UQvdx
http://goo.gl/UQvdx
www.dialogueearth.org
www.dialogueearth.org


298 A. Saxena et al.

13.4 Future Directions

– Real-time Analysis: In applications of SA such as marketing, fake news detection
[144, 145], and opinion mining, the data should be processed in real time to
produce and update the results constantly. Real-time analysis is crucial, especially
in use cases such as election results prediction, where people’s opinions might
change quickly. Social media continuously generates a large amount of data, and
the information can go viral in just a few seconds. If a person posts a negative
review, companies need to act fast to minimize its impact. One can therefore
propose fast real-time processing tools for SA [22]. The tools should also consider
the data coming from different sources; for example, an election campaign might
be running on different websites (Facebook, Twitter) at the same time.

– BuildingDatasets:Most of theworks in sentiment analysis are forEnglish language
datasets. There is still a lack of lexicon datasets and benchmark datasets for other
languages. Social network data can be collected using API; however, data labeling
is a concern. Someof the datasets have been annotated by authors, or they have used
crowdsourced portals for the labeling. In crowdsourcing, each text is annotated
by 2–3 people, and the final label is decided based on the majority [125]. Though
recently researchers have focused on building resources for other languages, the
creation of more datasets will be useful to expand sentiment analysis to other
languages.

– Preprocessing: Real-world data is noisy and unstructured. It needs preprocess-
ing steps for spelling correction, grammar correction, abbreviation handling, and
removal of unnecessary characters and strings, such as URLs from tweets [119].
One can therefore work on designing fast preprocessing steps. There are very
few works proposing optimization techniques for feature selection. One can also
propose methods for automatic feature selection using machine learning and opti-
mization techniques.

– Domain-Independent Models: The accuracy of most of the proposed models has
been verified using domain-specific datasets as the training and testing for a
domain-specific corpus gives a higher edge to the accuracy. Cross-domain SA
was introduced to reduce the manual effort in training machine learning models,
but it is still a major issue. For example, “The screen is curved” is a good review
for television but a bad review for a smartphone. Sentiment vocabularies and the
strength of sentiment words differ across domains. In some cases, domain-specific
models are preferred, such as the review analysis for a certain kind of product,
but in some cases, general domain-independent models will be preferred if the
incoming text is from different kinds of sources. Based on the demand, we need
to build both kinds of models having better accuracy [73].

– Multimodal Reviews: People also post reviews or opinions in the multimedia for-
mat on social networking or blogging websites. An example of this is a spoken
review of amovie posted on Facebook. Sentiment analysis techniques need to con-
sider features other than text, such as facial expressions, voice base, and emotion,
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for multimodal data [146]. The recent trends and availability of multimodal data
make it a potential research area.

– Reduce Computational Cost: One major challenge is the reduction of the compu-
tational cost of models, especially for real-time analysis [22]. Machine learning
methods having lower training costs are in demand. Additionally, the time-taking
annotation process causes less availability of datasets. Researchers, therefore, can
design semi-supervised or unsupervised methods to learn significant features [46].

– Generalized Models: Researchers have proposed neural network-based models,
and their results show higher accuracy for the given dataset. However, the accuracy
of different methods in different cases might not be the same, and it will take
researchers time and effort to assess the efficiency for the given application dataset.
Therefore, more generalized methods might be preferred [147].

– Temporal data analysis: On social networking websites, people constantly keep
posting content that represents their opinion, mood, and emotion for a topic. This
data can be helpful in the sentiment analysis of future posts of a user. For example,
if a person doesn’t like a political party, then there is a very high probability that if
the user posts about that party it might seem positive but will be a sarcasm. Most
of the methods mainly consider lexicons or linguistic features for SA; however,
considering the past data can improve the accuracy. Temporal data analysis for
opinion mining is still in a fancy state and can be looked at for further research
[148].

– Homophily and SA: In real-world networks, the opinion of a user is influenced
by its neighbors. It is observed that similar people respond to a situation in a
similar manner. One potential direction is to consider the impact of homophily,
and spatial-temporal patterns in SA [149].

– Sarcasm and Irony: These are frequently used on social media and it is hard to
detect sarcasm in microblog posts. In the last decade, a few researchers have
explored this direction [150]. Future research works can consider exploring this
further as (i) sarcastic words differ in different languages, and (ii) there is a lack
of universal datasets for this type of analysis.

– Recommendation Models: In social networking websites, a user prefers to see the
posts confirming their belief and opinion. Hsu et al. [151] have shown that posts
containing strong sentiments receive more clicks than the posts containing neutral
sentiments, and posts containing negative polarity attract more views than posts
containing positive polarity. The feed recommendation model based on SA and
the social network of the user will be appreciated [152].

– Bias:Challenges associatedwith gender, racial, regional, and age-related biases are
bound to arise in sentiment analysis systems. Researchers have detected significant
biases originating from the language resources in [153]. The designing of fair
systems will be highly appreciated and better to apply in real-life applications.
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13.5 Conclusion

This chapter has mainly focused on different types of techniques used for senti-
ment classification of content. These techniques include machine learning-based,
lexicon-based, hybrid, and graph-based. Machine learning-based approaches lever-
age machine learning algorithms to learn from the available data to be able to classify
the content as negative, positive, or neutral in nature. Lexicon-based techniques are
further categorized as dictionary-based and corpus-based techniques and rely on a
sentiment lexicon to determine the polarity of a given document. Hybrid techniques
are a combination of both machine learning and lexicon-based techniques. Another
novel class of techniques is the graph-based approaches, which leverage the graph-
based structures among features or components of the content. Next, we discussed
the datasets which are available for the research, extracted from social networking
websites. Finally, we discussed open directions for this field of research, ranging
from real-time analysis and interdisciplinary research.
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