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Preface

Artificial intelligence (AI) has become a buzzword in the last two decades. The capa-
bility of digital computers or computer-controlled robots to perform activities, viz.
reasoning, finding importance, summingup, andgainingknowledge, fromexperience
is called artificial intelligence. Systems that are blessed with intellectual processes—
earlier considered a characteristic of humans only—are called artificially intelligent
systems. Unlike passive machines, artificially intelligent algorithms make decisions
by frequently utilizing real-time data. AI systems join the data from a wide range of
sources—sensors, remote inputs, or digital information—analyze the data instantly,
derive insights from this data, and follow it up. AI is an exciting horizon in the
world of computer science, empowering technology to advance in ways never before
possible.

Machine learning (ML), deep learning, and neural networks are the three funda-
mental concepts of AI. While AI and machine learning are sometimes considered
interchangeable terms, AI covers a broad domain with the rest of the terms as a
subset of it. Machine learning is a part of AI that enables machines to learn without
explicitly programming them to perform a task.

Keeping in view the importance of AI and ML in today’s era, ICAAAIML’2020
provided a forum for researchers, engineers, and practitioners from computer
science, data analytics, medical informatics, biomedical engineering, healthcare
engineering, and other engineering disciplines to share and exchange their knowl-
edge and progresses of current research issues, technologies, and recent advances
and applications of AI in various domains.

This proceedings volume includes 54 articles selected from those presented at
ICAAAIML’2020, addressing a wide spectrum of important issues such as artificial
intelligence and its applications in smart education, big data and data mining, chal-
lenges of smart cities future research directions, image/video processing, machine
learning applications in smart healthcare, manufacturing, security and privacy chal-
lenges and data analytics, soft computing and smart infrastructure and resource
development and management using artificial intelligence and machine learning.
The editors would like to thank all the authors for their excellent work and the
reviewers from all over the world for their valuable critiques and commitment to

vii
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help the authors in improving the quality of their manuscripts. Special thanks are
extended to Springer for publishing this proceedings volume and to our families for
their support.

Greater Noida, India
Greater Noida, India
Kuala Lumpur, Malaysia
Sarasota, USA

Ankur Choudhary
Arun Prakash Agrawal
Rajasvaran Logeswaran

Bhuvan Unhelkar
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Building a Language Data Set in Telugu
Using Machine Learning Techniques
to Address Suicidal Ideation
and Behaviors in Adolescents

K. Soumya and Vijay Kumar Garg

Abstract Taking one’s own life is a tragic reaction to stressful situations in life.
There is a noticeable increase in the ratio of number of suicides every year in Telan-
gana [1]. Most of them are adolescents and youngsters and others too. So there is
an urging need of research to be done on suicidal ideation and preventive methods
to support mental health professionals and psychotherapists. So this paper aims in
developing technological solutions to the problem. Suicides can be prevented if we
could identify the mental health conditions of a person with ideations and predict
the severity in earlier [2]. So in this paper, we applied machine learning algorithms
to categorize persons with suicidal ideations from the data that is maintained or
recorded during visit of an adolescent with a mental health professional in textual
form of questionnaires. The data is recorded in native Telugu language during the
session, as most of cases are from illiterates [1, 3]. So in order to classify the patient
test data with more accuracy, there is a need of language corpus in Telugu with
ideations. So this paper would give a great insight into creation of suicidal language
or ideation corpora in native language Telugu.

Keywords Machine learning · Classification algorithms · Telugu data set · Telugu
corpus · Suicidal ideation · Mental illness

1 Introduction

Suicide is oneof themajor and leading cause of deaths happening in theTelangana [1].
And, it is mostly the poor and less-literate people who committed suicide, according
to NCRB data show [3]. Reasons for the suicide may be different from case to case,
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but it could be reduced with proper and prior prediction in most cases. Suicidal
ideation is perceived as proneness of a person to end one’s own life. There is a lot of
study going on the unnatural deaths happening due to suicides in India.

Thoughts that may lead to suicide include for example:

• Looking dull and depressed most of the time
• Frequently expressing the feeling like killing one’s self, or willing to die, or hatred

toward his/her own birth in simple situations
• Feeling hopeless every time in simple circumstances
• Change in the normal life style
• Doing unhealthy things
• Having frequent mood swings
• Getting the means to kill one’s life like pills.

2 Suicidal Data Set Creation in Telugu

First step of any psychotherapy is knowing the reasons for suicidal ideation of a
person, and it is conducted in native language. In order to do further analysis on
documented data or gathered data by applying advanced ML techniques, there must
be a specific language data set consisting of suicidal ideation and symptom related
sentences and words in Telugu.

But even today, there are less resources available in Telugu in terms of tools, data
set or linguistic corpus, so that any advanced techniques could be applied on it [4]. So
in order to predict the severity of ideation among adolescents using ML techniques
or any other, data set must be created.

3 Technique Used for Data Gathering to Create Required
Data Set

Because of the scarcity of data availability in Telugu, we used web scraping in order
to create it [5].

Web scraping is also termed as web data extraction, web harvesting or screen
scraping too, in which large amount of data posted in Internet web is downloaded
and can be saved into the local drive and later can be used for different purposes
(Fig. 1).

There are various software’s and tools to perform web scraping, but each and
individual tool is application specific. So we used Scrapestorm tool here for our task
of text scraping.
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Fig. 1 Scraping data from website

4 Data Collection

Here, we would like to present about resources from where raw data were accumu-
lated and used in data set creation. There are only few resources available in Telugu
languagewhich consists of complete word set of the language. So it is must to depend
on other sources and create the required data set. And that also may not cover all the
word sets. As social media and Internet is the major resource for all kinds of Telugu
text for various stories [6]. Collected data from the above said sources them and
filtered the required sentences out of it. And extracted sentences were preprocessed
to remove headings, sub-headings, extra symbols, any non-Telugu characters, etc.
This process can be depicted as follows (Fig. 2).

Scrapping Clean-

Data Preprocessing

Annota-
ti

Corpus

Fig. 2 Process of creating corpus
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4.1 Scrapping

As there are only few websites that are created specially to publish in Telugu text
form, scrapping is done on few Telugu stories websites, and te.wikipedia.org/wiki/

and news websites too. Like kathalu.wordpress.com, sukatha.com, eenadu
and sakshi.net [7].

4.2 Cleaning

200 articles were collected from news website, and almost 13 stories were collected
which were based on ideation. And later extracted data was preprocessed for noise
reduction, eliminating extra sentenceswhich are not relevant to data set, and removing
headings, etc. Then as part of preprocessing, required featured sentences about
suicidal ideation are populated.

4.3 Annotation

Annotation is a requisite step of data preprocessing, where text in the sentences is
tagged with its description too. Descriptions are based on the requirement. There are
various types of annotation. Like

• Semantic annotation
• Image and video annotation
• Text categorization and content categorization
• Entity annotation
• Entity linking
• Phrase linking.

Text categorization and entity annotations are used in building suicidal ideation
data set here. Where in text categorization, sentences filtered are considered and
assigned with predefined categories. Categories were predefined very carefully that
would describe the symptoms of suicidal ideation. Then finally in entity annotation,
sentences are labeled with above said categories. As an outcome of sentences is
tagged with ideation polarities, few polarities are shown in Table 1.

For example, the following sentence should be tagged as suicidal ideation as it
clearly indicates or expresses the ideation.

Telugu: .

English: They left me. I don’t want to live anymore.



Building a Language Data Set in Telugu … 7

Table 1 Words and categories that describe suicidal ideation

4.4 Data Set Statistics

From the selected 200 articles and 13 stories and 40 sentences that describe depressive
state of mind and suicidal ideation in Telugu from wiki. From the above count of
articles from various sources, a total of 4800 sentences were filtered and tested for
polarity and annotation. The process is explained above, where still some sentences
were filtered and finally could find 4200 sentences for data set.

After the annotation reliability of the annotations is also measured using Cohen
kappa coefficient, which is a statistic used to measure the effectiveness of annota-
tion by categories called inter-rater reliability and is calculated using the following
formulae [8, 9].

k = p0 − pe
1 − pe

(1)

where p0 is relative observed agreement, pe is agreement by chance. Normal accepted
range of k value is 0.6–0.8. So as result of calculation obtained 0.62.

5 Methodology

Here, the procedure or steps involved in creating a corpus which could then be used
for (1) training a model and (2) to create a doc2vec to be used in machine translation
model.

So, the steps involved are

Step 1: Acquire the raw data

Step 2: Annotate the corpus obtained by applying web scraping on various resources
(as mentioned above) with defined polarities.

Step 3: Training raw data to doc2vec model that results in a sentence vector.

Step 4: Perform binary classification using various ML classifiers.
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Step 5: Validate the classifier with more iterations on data.

Step 6: Choose the classifier with best performance and end (Fig. 3).
Now let us look into the steps briefly.

• Acquire raw data—the raw data in Telugu was obtained from “Indian Languages
Corpora Initiative (ILCI)”, that consisted of more than 6laks raw sentences in
Telugu.

• Annotations of raw data is done as described in the previous sections.
• Training raw data to doc2vecmodel is donewith the help ofGensim tool in Python

for topic modeling that gives sentence vector as an outcome [10].
• Applied various binary classifiers of ML like, logistic regression, SVM, decision

trees, and random forest by using scikit-learn tool kit to appropriately label the
data.

Fig. 3 Flowchart for complete framework
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• Validated the accuracy of labeled data bymore iterations done on test data selected
randomly [11] from the corpus with all binary classifiers.

• As random forest has performed well in all iterations, it is chosen for identifying
a test data to classify as with ideation or without ideation.

6 Experiments and Results

As shown in the above flowchart, we performed experiments on corpus created by
applying various machine learning classifiers to find out which classifier could label
it perfectly for all test data in all iterations [12, 13].

6.1 Accuracy by ML Classifiers

Various machine learning classifiers are applied on the corpus sentences by splitting
them into test set and training data sets. And in multiple iterations, they performed
with following accuracies. So the algorithm with highest accuracy is chosen (Fig. 4;
Table 2).

0
20
40
60
80

100

Iteration 1 Iteration 2 Iteration 3 Average

Logistic Regression

Random Forest

Decision Tree

SVM

Fig. 4 Performance of various ML classifiers

Table 2 Iterations and the result of accuracy by ML classifiers

Iteration 1 Iteration 2 Iteration 3 Average

Logistic regression 82.71 81.46 80.25 81.47

Random forest 82.82 83.15 80.19 82.05

Decision tree 64.23 61.03 62.96 62.74

SVM 82.60 81.15 80.31 81.35
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0
0.2
0.4
0.6
0.8

1
1.2

Logistic
Regression

Random
Forest

Decision Tree SVM

Precision

Recall

F-measure

Fig. 5 Precision, Recall, F-measure for binary classifiers

Table 3 Observations of
measures

Precision Recall F-measure

Logistic regression 0.77 0.97 0.85

Random forest 0.86 1.1 0.86

Decision tree 0.75 0.81 0.83

SVM 0.75 1.0 0.83

6.2 Binary Classification Measures

Precision, Recall and F-measures of binary classification are used in experiments.
Where

Precision and Recall are numerical evaluations of algorithms that gives a single real
value as an outcome to indicate the performance (Fig. 5; Table 3).

Precision formulae is:

Precision = True Positives

(True Positives + False Positives)
(2)

Recall formulae is:

Recall = True Positives

(True Positives + False Negatives)
(3)

F-measure formulae is:

f 1 = (2 ∗ Precision ∗ Recall)

(Precision/Recall)
(4)
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7 Conclusion

In this paper, we described the process of corpora creation in Telugu, all the steps
involved in collecting raw data, processing it to filter and annotate, finally creating
the corpora. And in this paper, we found that random forest performs well on the
corpus created to properly classify between ideation and non-ideation sentences.

8 Future Work

There is a lot requirement of a bilingual corpora for Telugu—English or English—
Telugu with more number of sentences that would help in further research work on
most used native language of Telangana. Many other techniques can be applied on
corpus to validate the corpus. The validation using nearest neighborhood approach,
sentence similarity and neural machine translation techniques can be applied.
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Feature Selection and Performance
Comparison of Various Machine
Learning Classifiers for Analyzing
Students’ Performance Using Rapid
Miner

Vikas Rattan, Varun Malik, Ruchi Mittal, Jaiteg Singh,
and Pawan Kumar Chand

Abstract Information technology revolution and affordable cost of storage devices
and Internet usage tariff have made it easy for educational bodies to collect data of
every stake holder involved in. This collected data has many hidden facts, and, if
extracted, it can give new insights to every concerned contributor. The educational
bodies can use educational data mining to examine and predict the performance of
students which helps them to take remedial action for weaker students. In education
data mining, classification is the most popular technique. In this paper, emphasis is
on predicting students’ performance using various machine learning classifiers and
the comparative analysis of performance of learning classifiers on an educational
dataset.
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1 Introduction

Data mining (DM) is one of the consistently developing and very much perceived
field of computer science. DM is a process of discovering knowledge in the form
of useful and unknown patterns from databases [1]. DM has been applied in an
extraordinary number of fields, including retail deals, bioinformatics, banking, etc.
Information technology (IT) rapid evolution and ease of data collection means made
almost every organization relying on IT [2]. There has been expanding enthusiasm
for the utilization of data mining to examine scientific questions within educational
settings is known as educational data mining (EDM). Lately, analysts from different
areas have begun to investigate the utilization of data mining to encourage research
in the area of education for the assistance to all the partners and particularly the
students [3]; along these lines, EDM is an undeniably rising field of study that
utilizes data mining, artificial intelligence (AI) and statistical methods to investigate
and break down the data and information gathered for educational research [4]. The
most progressive educational institutes of the present era regularly use data mining
models to inspect the data gathered and to extricate information and knowledge
to keep themselves abreast and reactive to current dynamics [5]. The fundamental
focus is to comprehend the area of EDM from alternate points of view and afterward
to create strategies to comprehend the students and their learning ecosystem [6].
With the expanded utilization of educational ERP software, and other allied learning
tools like MOODLE, Blackboard, educational bodies are assembling the enormous
amount of data adding to massive data stores [7]. This data can be considered as
the most significant resource and can be utilized to get some significant bytes of
knowledge to support all the stake holders and the overall education system [8].

Forecasting the performance of students is one of the most popular applications of
EDM and prominent practitioners in the area of such data analysis treat this process
as a combination of multiple disciplines such as statistics, text and emotion anal-
ysis, descriptive and predictive tasks, etc. [9, 10] with an objective to comprehend
students’ learning behavior and anticipate their knowledge ingestion [11]. However,
anticipating student performance is not simple, and many attributes are there to influ-
ence students’ performance. These variablesmay include learner family background,
past academic performance, and interaction between student and educator [12]. This
paper aims to analyze the student performance dataset taken from UCI repository
[13, 14] for predicting student’s performance using various machine learning classi-
fiers such as random tree, random forest, Naïve Bayes, and KNN and for comparing
the predictive accuracy of various classifiers using the educational version of Rapid
Miner 9.7.

A brief introduction of various classifiers is given below:

Random Forest: This learning classifier follows the ensemble approach and can
tackle problems of both classification. It is a multitude of decision trees where each
of the trees is formed from different samples and subsets of the training data with the
same parameters [15]. Information gain ratio criteria are chosen for the best splitting
attribute. Here, the outcome of the random forest is decided by confidence voting.
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Random Tree: It works on the functionality of the CART decision tree with just one
difference that for each split only a random subset of attributes is available. Here
also, we chose information gain ratio criteria for best splitting attribute minimum
leaf size and minimum size for splitting are kept 4 and 2, respectively.

Naïve Bayes: This algorithm uses probability theory particularly Bayes theorem for
classification problems. It is relatively very quick to classify objects based on certain
features in the large dataset [16] using Eq. (1).

P(T V |F1, F2 . . . Fn) = P(F1|T V )P(F2|T V ) . . . P(Fn|T V )P(T V )

P(F1)P(F2) . . . P(Fn)
(1)

where TV is a target variable whose label will be predicted based on F1, F2, …, Fn.

K-Nearest Neighbor: K-nearest neighbor algorithm works on the principle of “sim-
ilar things exist nearby.” KNN derives the proximity of data points with other points
by calculating the distances between data points. It comes under the category of lazy
learning algorithm because it does not learn anything from training data. Rather at the
time of evaluation, data object class is determined by calculating k closet neighbors
[17]. In this study, we used Euclidian distance and K is put to 10.

2 Literature Review

Mudasir Ashrafa investigates and concludes that the performance of various classi-
fiers can be based on the use of various filtering approaches, SMOTE, under-sampling
technique, or ensemble methods have a considerable impact on the prediction accu-
racy of learning classifiers [18]. Preet Kamal et.al developed a prediction ensemble
model using NB, DT, and SVM. They found that consumption of alcohol, tobacco,
and mishap in the past year affects the performance of student [19].

Pornthep Rojanavasu applied Apriori algorithm and DT for the extraction of
important facts about admission planning and predict whether the student will get
the job in the IT sector or non IT sector [20]. Bindhia K. Francis et al. predict the
student performance using various demographic attributes, behavioral features, and
academic-related features using SVM, NB, DT, neural network (NN), and observed
significant relationship between academic behavior and performance [21].

Authors estimated the ability of student’s homework problems solving in the
MOOCplatformusing item response theory (IRT) andTrueSkill.Dataminingmodels
were developed and compared on the basis of IRT and TrueSkill. Both IRT and
TrueSkill-based data miningmodels showed a comparable predictive power for large
datasets [22]. Libor Juhanak analyzed students’ behavior in online learning activities
and detected specific patterns of interaction in learning management software (LMS)
using process mining. During analysis of event log of LMS, it was found that the
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standard quiz taking behavior of studentswas different fromnon-standard quiz taking
behavior of students [23].

David Azcona et al. developed a predictive model using used k-nearest neighbor
(KNN), random forest, logistic regression, linear SVM, Gaussian SVM to automat-
ically detect students “at risk” in computer programming subjects based on their
weekly assignment and to simultaneously support adaptive feedback [24]. Kabra R
R and Bichkar R S predicted unsuccessful first-year engineering students with the
90.7% accuracy [25].

Raheela Asif et al. predict the performance of undergrad students using a decision
tree. Predictions were made only based on their marks in the first four semesters and
found from the decision tree that few of the subjects of the first and second semesters
were the best indicators of poor and bad performance in the degree program [26].
Anne-SophieHoffait et al. developedmodels using random forest, logistic regression,
and artificial neural networks algorithms to identify the difficulties faced by fresher
students in their first academic year in university and thus to identify the students,
who were at high risk of failure. Model formed using random forest was able to
identify 21.2% of the students facing a high risk of failure [27].

Ali Daud et al. predicted the academic performance of the students based on
family income, family expenditure, family assets, and student personal information.
It was discovered that the rise in the expenditures of family shrinks the opportunities
for a student to grow up and excel in their studies andmodel using SVMwas declared
best for the given attributes [28].

3 Research Methodology

The dataset for this study has been derived from UCI repository [13] and was under-
stoodusingmetadata andvisualization. Initially, this datasetwas having131 instances
and 22 attributes and the description of the attributes is shown in Fig. 1.

Now, during the pre-processing and transformation stages, marital status attribute
is dropped because every instance is having the same status; secondly, end semester
performance (ESP ) is chosen as a target variable; and thirdly, among the remaining
20 attributes, 8 best attributes (ARR, AS, ATD, IAP, ME, SH, TNP, TWP) have been
chosen based on information gain ratio for developing model as shown in Fig. 2.

In this experiment, to find out the set of relevant attributes for analysis, first of all,
data is imported in the local repository of Rapid Miner in the repository panel. After
importing the data, feature weights are calculated for relevant features using various
available operators likeweight by information gain ratio, weight by information gain,
weight by chi-square, weight by RELIEF, and optimized selection (evolutionary) as
shown in Fig. 2.

After data cleaning and transformation, various machine learning classifiers are
used on the final dataset such as random forest, random tree, k-nearest neighbor and
Naïve Bayes to classify the dataset and the approach used for classification is kept
to be cross-validation using the education version on Rapid miner 9.7 tool. We have
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Fig. 1 Description of student performance dataset [14]

emphasized on supervised learning technique for analysis and have chosen to run
the experiment using various classifiers such as KNN, random tree, random forest,
and Naïve Bayes as they are the most widely used approaches, and moreover, the
attributes in our dataset are nominal and polynomial in nature.

4 Experiment and Results

In the experiment, various machine learning classifiers are trained and tested using
10/15/20 folds cross-validation in rapidminer using random tree operator,KNNoper-
ator, random forest operator, and Naïve Bayes operator along with cross-validation
operator. ESP is a polynomial target variable having possible values (pass, good, very
good, best), given dataset is having 27 instances with value “pass,” 54 instances with
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Fig. 2 Demonstration of feature selection on students’ dataset

value “good,” 42 instances with value “very good,” and 8 instances with the value
“best.” Therefore, stratified sampling is used to preserve the imbalanced class distri-
bution in each fold. Cross-validation is the best technique to test the effectiveness
of the model [29]. Results drawn from various machine learning classifiers in the
form of correctly, incorrectly classified instances, and their respective percentages
are shown in Table 1.

It is observed that all four classifiers as shown inTable 1 have shown the accuracies
for correctly classified instances in the range of 55–67%. The results have shown
that the Naïve Bayes algorithm is resulting in maximum accuracy of 66.41% with
15-fold cross-validation and is showing less accuracy with 20%. This is due to the
problem of imbalanced distribution of the class variable (ESP) in the overall dataset.

The results have shown that Naïve Bayes algorithm is classifying 87 instances
out of a total of 131 instances as correctly classified with 15-fold cross-validation
as shown in Fig. 3, whereas KNN algorithm is classifying 85 instances as correctly
classified with 15-fold cross-validation as shown in Fig. 4. However, random tree and
random forest classification algorithms have given the highest accuracy of 61.83% as
per Fig. 5 and 64.12% as shown in Fig. 6, respectively, with 20 folds cross-validation
approach.
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Fig. 3 Classification based on Naïve Bayes algorithm using 10, 15 and 20 folds cross-validation,
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5 Conclusion

The paper is intended to analyze the accuracy of different classifiers on the students’
academic performance dataset. This dataset involves the analysis of all the categor-
ical attributes and 131 instances of students. Attribute representing the marital status
of students is dropped during data pre-processing. To enhance the results, eight most
relevant attributes are picked. In this experiment, four machine learning classifiers
namely naïve Bayes, KNN, random tree, and random forest are used, using Rapid
Miner 9.7, for conducting the comparative analyses of their respective predictive
accuracy. Results have displayed that the predictive accuracy of correctly classi-
fied instances in case of naïve Bayes is highest with 15-fold cross-validation while
random tree and random forest algorithms are depicting good predictive accuracy of
correctly classified instances with 20-fold cross-validation. This may be due to the
imbalanced distribution of the class variable in the entire dataset and can be consid-
ered as the limitation of this study. In the future scope of the study, we wish to work
on the student’s dataset by applying Synthetic Minority Oversampling Technique
(SMOTE) to balance the distribution of target class variable and compare the results
with/without SMOTE.
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Internet of Things (IoT) Based
Automated Light Intensity Model Using
NodeMcu ESP 8266 Microcontroller

Shyla and Vishal Bhatnagar

Abstract Internet of Things (IoT) is a ubiquitous technology for connecting
anything from anywhere impacting the life drastically by expanding its reach in
economical, commercial and social areas. In this paper authors used NodeMcu ESP
8266 microcontroller for modelling automated system by embedding wifi moduled.
The light intensity is continuously captured and is transmitted over cloud network.
The captured data is then used for analysing voltage fluctuations using python. The
automated system works according to the intensity of light, if the light intensity
falling on light dependent resistor (Ldr) is low then light emitting diode will switch
on and if the light intensity falling on light dependent resistor (Ldr) is high then the
light emitting diode will remain off making system energy efficient which works
automatically according to the light intensity.

Keywords Light dependent resistor · Light emitting diode · Resistor ·
Microcontroller

1 Introduction

Internet of Things (IoT) is used to connect anything with anyone from anywhere. It
is the aggregation of multiple devices which provides the ability to control all the
connected devices from anywhere. The interconnected devices make a smart city
with smart homes, smart buildings, smart equipment and smart electronic devices
using IoT. It is the combination of various connected objects, appliances, services and
humans by exchange of information among several applications to achieve the objec-
tives. Jian et al. [1], found that the emergence of IoT devices transforms the living
pattern drastically by introducing smart devices to perform daily chores. IoT includes
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smart cities, smart organisations, smart homes, smart transportations and smart equip-
ment all around. IoT is defined as the internet of everything where multiple devices
interact with each other by creating a global network.

The major propaganda of IoT devices is the ability to manage flow of information
in the network withminimum human intervention. Zhang [2], found that the things in
IoT refers to any person with heart monitoring system, any animal with biochip, any
device including sensors and any other automated devices that can be associated with
internet protocol address to build a network for communication. The organisations
and industries are inclining towards IoT to expand their service’s distribution by
understanding the requirements of end users. IoT system includes smart automated
devices that include processors, hardware devices, embedded systems and sensors
to collect data. Sahtyawan and Wicaksono [3], found that the data captured by these
sensors is transmitted using IoT gateways to cloud and then analysed locally by using
data analysis tools. The complete procedure of information exchange occurs without
interference of humans. The data collection and analysing procedure includemachine
learning and artificial intelligence to make devices smarter and generate outcomes
on the basis of learning.

Organizations are benefitted from IoT in different ways that can be industry-
specific and can be used across several industries. Hussain et al. [4], found that
IoT can benefit businesses by monitoring the tasks, improving customer services by
saving time and money, improving employees’ work performance, creating adaptive
models, increasing revenue and generating profits. IoT has vast range of applications
that canbeused in automations, telecommunications and energy savingmodelswhich
includes smart appliances, smart electronic devices, wearable sensor equipment,
patients monitoring devices, smart farming, smart city and smart buildings to connect
anything from anywhere.

1.1 Problem Statement

The problem statement concisely defines the major issue of wasting electric energy
by ignoring regular chores. The careless attitudes of people using electricity for
outdoor lighting in day time cause light pollution. The artificial brightness of the
night sky also causes energy wastage. To save energy consumption authors model a
smart electronic equipment where light switch on and off automatically depending
on the light intensity for smart cities with minimum human interaction.

1.2 Objectives

• The objective is to design a model to minimise energy consumption.
• To design the automated system by using sensors and analysing the captured data

using python.
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Fig. 1 Research methodology [5]

The paper is divided into various sections as: Sect. 1 shows Introduction, Sect. 2 as
ResearchMethodology, Sect. 3 as Literature survey, Sect. 4 as Performance Analysis
and Sect. 5 as Conclusion and Future Scope.

2 Research Methodology

Researchmethodology defines the procedure to evaluate the overall study. It includes
discrete structure which explains how to conduct research in systematic manner to
obtain the results.

Figure 1 shows the methodology adapted by authors to deploy the findings. The
research questions define the need for the required analysis on the basis of literature
review. The literature review represents the related work in the area of IOT and
microcontrollers where research framework is designed and deployed for achieving
the objectives. In this paper authors used IOT devices to generate data and transmit
the data using IoT hub in the network and the accumulated data is then analysed
using anaconda python data analysis tool.

3 Literature Survey

IoT integrates multiple smart devices to transmit information through each other in
the network with minimum human intervention. In the area of computing, IoT is
fastest growing technology. Ngu et al. [6], found that the security methods are to be
improved to secure IoT systems. The machine learning and deep learning techniques
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are used for enhancing the security measures and facilitation of secure communica-
tion among devices. The authors presented an analytical survey on machine learning
techniques and deep learning methods for developing the security methods. Alrawi
et al. [7], proposed a methodology that researchers can take on for enhancing the
security for IoT-based home appliances. The methodology is used to understand
occurrence of different attacks and stakeholders. The authors evaluated 45 devices
to identify different research aspects which are left unexplored. Seok [8], found
that IoT can be applied in the field of blockchain for data management, data relia-
bility and integrity. This approach can be used in industrial internet of things (IIoT)
network which includes actuators, sensors and program logics. The blockchain tech-
nique is based on hashed cryptographic functions which can be implemented in
IIoT. The authors used hashed functions for lightweight blockchains in IIoT and
proposed architecture for hash-based cryptographic functions that can alter hash
algorithms according to network traffic. The future of IoT will impact the life drasti-
cally by expanding its reach in economical, commercial and social areas. Tradition-
ally cryptographic approaches are used in making IoT systems more secure but this
is not enough for newly emerging attacks. Hussain et al. [4], authors systematically
observed the several attack patterns and security requirements and then emphasised
on machine learning and deep learning techniques for resolving different security
hinderance in IoT. Dwivedi et al. [9], found that healthcare area is now adopting IoT
technology. The IoT-based wearables which enclose sensors and embedded systems
to combat health issues which are becoming the most important segment of human
lives. The authors try to understand the need of patient monitoring equipment, health-
care devices and blockchains with IoT for information security. The cryptographic
functions and approaches are used for making system more secure and vulnerable.

Sahtyawan and Wicaksono [3], authors designed a light monitoring device using
relay module, NodeMcu ESP 8266 microcontroller with Wifi module. The device is
used to control led lights in real-time from anywhere from handphone using Blynk
application. The authors modelled 4 switches to on and off Led and is connected by
wifi. The devices can be controlled by using common blynk user IDs from anywhere.

4 Performance Analysis

The framework illustrates the theoretical structure to systematically deploy research
plan in a systematical approach. To achieve the defined objectives authors used IoT
devices, IoT hub and Data analyses. The Ldr is used for resisting light intensity
depending on the amount of light falls on Ldr. The Ldr is connected to IoT hub
which act as gateway for collecting light voltage fluctuations and the collected data
is analysed using python (Fig. 2).

• IoT Devices—The devices are hardware systems that include sensors, antenna
and embedded system to transfer captured data from one device to another. Zhang



Internet of Things (IoT) Based Automated Light Intensity … 27

Fig. 2 Research framework [2, 5]

[2], found that the devices include wireless systems, actuators, mobile devices and
medical devices.

• IoT Hub—IoT Hubs are used for bi-directional communication among devices.
The information is transmitted from IoT devices to cloud and cloud to IoT devices.
The information is secured in the backend of any cloud by using gateways and
hubs as the central system.

• Data Analysis—The information that is accumulated from IoT devices is
analysed by using data analysis tools and machine learning techniques.

The automated system is modelled by authors to conserve energy which includes
the usage of hardware and software systems. The hardware includes NodeMcu, light
emitting diode (Led), Resistor, Ldr, connecting wires and bread board. The software
include Audrino, ThingSpeak and Python. The major component of model is light
dependent resistor that changes its resistance according to the light intensity, if the
light of high voltage falls on Ldr the led will switch off and if the light intensity that
falls on Ldr is low then led will remain on. The data is captured on ThingSpeak cloud
from the Ldr sensor and is analysed by using python.

The Ldr is used for resisting light intensity depending on the amount of light falls
on it.

RL = 500

LUX
(1)
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Fig. 3 Circuit diagram [3]

Here RL is Resistance and LUX is Light Intensity. The Ldr is getting 5 V supply
using ESP8266 and is connected to 3 K resistors. The obtained voltage output is,

V = 5× RL

RL+ 4
(2)

LUX =
2500
V − 500

4
(3)

The circuit for the system is used for creating the model. The Node Mcu ESP
8266 microcontroller is used which is connected with resistor, Ldr and Led. The A0
pin works as input and D0 as output.

Figure 3 shows the circuit diagram for the energy-efficient model. The circuit
diagram is used for connecting the hardware on the bread board to create the
automated system.

4.1 Analysis Outcomes

The different voltage levels data is captured by Ldr and is transmitted to ThingS-
peak cloud. The authors collected the 135 voltage readings to capture the voltage
fluctuations. The Ldr voltage data is analysed by using python.

Figure 4 shows the low voltage readings which is captured by the system. In the
presence of low light the value of voltage is varied from 25 to 40 V depending on
the area where system is placed.

Figure 5 shows that the Led switches on automatically in the absence of light or
in presence of low light. The system acts as smart sensored device which switches
on and off automatically in presence or absence of light.
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Fig. 4 Low voltage fluctuations

Fig. 5 LED on during low
voltage

Figured 6 shows the high voltage readings which is captured by the system. In
the presence of high light emitting device due to which the value of voltage is varied
within 250–1024 V depending on the exposure of light.

Figure 7 shows that the LED switches off automatically in the presence of high
light intensity. The system acts as smart sensored device which switches on and off
automatically in presence or absence of light.

Figure 8 shows the dip and hike of voltage values observed during experimental
setup. The Led will switch on or off automatically by considering the readings. In
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Fig. 6 High voltage fluctuations

Fig. 7 LED off during high
voltage

this authors maintains the voltage level of 150 below which the Led switches on and
above that threshold value the Led switches off.
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Fig. 8 Voltage fluctuation

5 Conclusion and Future Scope

The IoT is the most crucial technology for establishing the interconnected global
network of multiple devices for communication with each other. The major aspect
of IoT devices is the ability to manage flow of information with minimum human
intervention in the network. In this paper, the vision is to analyse a IoT system with
sensors and actuation functions which is blended with each other to generate infor-
mation. The NodeMcu ESP 8266 microcontroller is used for modelling automated
system which embeds wifi module. The Ldr continuously captures the light intensity
and is transmitted over the cloud network using ThigSpeak. The automated system
works according to the intensity of light, if the voltage levels are low the Led will
remain on and if the voltage levels become high then Led will switch off.

• To create user-oriented software that is easy to deploy for things to human
collaboration.

• To introduce nanotechnology devices which support cognitive processing.
• To create self-repairing network which resolves any faults using self-learning.

The model plays an important role for making an energy-efficient system which
works automatically according to the light intensity. The IoT is the crucial technology
for development of future smart housing and smart city.
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Handwritten Mathematical Symbols
Classification Using WEKA

Sakshi , Shivani Gautam, Chetan Sharma , and Vinay Kukreja

Abstract Machine learning tools have been extensively used for the prediction and
classification of mathematical symbols, formulas, and expressions. Although the
recognition and classification in handwritten text and scripts have reached a point of
commensurate maturity, yet the recognition work related to mathematical symbols
and expressions has remained a stimulating and challenging task throughout. So,
in this work, we have used Weka, a machine learning tool, for the classification
of handwritten mathematical symbols. The current literature witnesses a limited
amount of research works for classification for handwritten mathematical text using
this tool. We have endeavored to explore the potential classification rate of hand-
written symbols while analyzing the performance by comparing the results obtained
by several clustering, classification, regression, and other machine learning algo-
rithms. The comparative analysis of 15 such algorithms has been performed, and the
dataset used for the experiment incorporates selective handwritten math symbols.
The experimental results output accuracy of 72.9215% using the Decision Table
algorithm.

Keywords Handwritten · Symbols · Characters ·Machine learning · Decision
table · J48 · Bayes algorithm · Classification ·Weka
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1 Introduction

The emerging trend noticed in the continuous evolution of the tremendous scien-
tific community has witnessed the generation and usage of a massive amount of
scientific documents. It is a remarkable and prodigious achievement, as the scientific
and research zones are consistently and constantly generating supplementary knowl-
edge, which is represented in a different form. And this knowledge and developed
information need to be represented in the form of scientific and mathematical nota-
tions. Nowadays, it is crucial to have this information digitalized, to make feasible
searching, and to access a set of relevant documents. Being an important part of
the scientific and engineering literature, the classification and recognition of the
mathematical expressions have become an exciting and stimulating research area
of the pattern recognition with unlimited real-world implications [1]. However, it
is for analyzing or accessing research works or be it for information retrieval for
other scientific and educational purposes. Also, the recognition of images in the
field of artificial intelligence is prevalent among researchers for many years, as this
can be used in various areas. Machine learning tools have gained commensurable
popularity in the last decade. Thus, today individuals or organizations are using
the machine-dependent application in every sector to perform their tasks. Thus, the
interest of this research work is inclined towards implementing and exploring the
potential of machine learning tools like WEKA. Moreover, recognizing and clas-
sifying a handwritten math symbol is an arduous classification problem, requiring
real-time identification for all the symbols containing an input as well as the complex
2D relationships between symbols and subexpressions [2]. So, the researchers need
to access math information recurrently while working with computational systems.
Mathematical character or symbols recognition is yet challenging, and the emerging
field of research [3].

In the educational area, the recognition of math symbols and characters is incor-
porated with a marking system to evaluate the marks or scores of mathematical
questions and exercises automatically. However, learning notations like LATEX and
MathML, or using graphic editors is an essential requirement for introducing math
notation into an electronic device. The process of recognition of math symbols and
characters aims at building recognition systems and models that can automatically
understand mathematical content provided by humans in the form of printed or
handwritten characters or symbols. Optical character recognition mainly focused on
the machine printed output, where the number of font styles can be used to write
any character or symbol. In that inconsistency between the character font, style and
attributes are small, whereas when a character is written impersonal, their variability
is relatively high. This variability and distortion make recognition very challenging
[4]. The writing style of any individual varies from person to person, and this variety
of writing style of community creates distortion and variation in the dataset [5].
Identification of character or symbol from where refined features can be extracted
from the data is one of the primary task to make recognition rate more accurate,
and to locate such region from the data; various sampling techniques are used in the



Handwritten Mathematical Symbols Classification Using WEKA 35

field of pattern recognition [6]. So, it becomes more critical to extract stable and
reliable features to enhance system performance. In future, character and symbol
recognition in the field of mathematics might serve as a foundation stone to start
the paperless strategy by digitizing and processing the saved hard copy documents.
Handwritten data is vague by nature as they don’t contain the sharp and perfectly
straight lines so, the goal of recognition is to extract the essential information from
any raw image data [7]. Tokas and Bhadu [8] Illustrate structural, statistical, and
global transformation classification methods of feature extraction techniques. The
analytical approach is used to select the data, and it uses the information related to
the statistical distribution of pixels in the image. Neves et al. [9] Conduct study on the
NIST SD19 dataset using SVM based offline handwritten digit recognition system
and concluded that SVM outperforms in their experiment. Perwej and Chaturvedi
[10] Convert the handwritten dataset into electronic data and used the NN approach
to make machines capable of recognizing the dataset.

2 Literature Review and Related Work

Study is conducted on single character recognition of math symbols by the use of
Support vector machines. They focus on improving the classification of InftyReader,
which is optical character recognition (OCR) software used to recognize text, scien-
tific figures, and math symbols. SVM is used to improve the classification of
InftyReader. InftyReader confuses in the classification of pairs letter, so the author
firstly compares the performance of SVM kernels and features of pair letters. Then
they illustrate the multi-class classification with SVM, utilizing the ranking of alter-
natives within InftyReader’s confusion clusters. The proposed technique decreases
its misrecognition rate by 41% [11].

Author considered machine printed and handwritten document images from three
Indic scripts (Bangla, Devnagri, and Roman) for their study. They applied the OCR
technique on printed and handwritten document images. The author has taken 277
document images from both the methods in three mentioned scripts. They used a
Multilayer perceptron classifier with 5-fold cross-validation, an average accuracy
rate of 98.75% for Bangla, 100% for Devnagari, and 100% for Roman scripts are
obtained. When they combined all three scripts, the average accuracy rate of 98.9%
is obtained [12].

Author proposed solution to locate the mathematical formula in any PDF docu-
ment using machine learning and heuristic rule methods. They recommended
four new features in their study for preprocessing and post-processing techniques.
LibSVM-R-D, LibSVM-R, LibSVM-P, Logistic regression, MLP, J48, Random
Forest, BayesNet, PART, Bagging-RF, AdaBoost-RF learning algorithms are taken
by the author to experiment on Ground-truth dataset which is now publically avail-
able. The author concludes that they increased overall accuracy through the proposed
system by 11.52 and 10.65% compared to the previous studies [13].
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Studywas conducted onDevnagri script, which is widely used inmany languages.
The author has taken 60 handwritten Devanagari symbols from different writers; out
of 60 characters, 50 are letters, and 10 are digits. 60 sample of each character has been
taken so in total; 3600 samples are taken for feature extraction. The author performed
classification through Multilayer perceptron, K-Nearest Neighbour, Naive Bayes
classifier, and Classification tree on the selected dataset inWEKA. They compare the
performance of the chosen classifier and found that a multilayer perceptron performs
well among all classifiers and achieves a 98.9% accuracy rate from the multilayer
perceptron classifier [14].

Study is done to discover the software tool which is capable of identifying the
character or digits. The different writing skills of an individual make this field chal-
lenging. The author used theMNIST image dataset to perform classification. Various
steps are followed to achieve rating on the considered dataset, and firstly dataset is
chosen, then the input image is converted to a grayscale image. Finally, all images
are converted to binary format. WEKA tool is selected to experiment, and as WEKA
accepts CSV and ARFF format, so all processed images are converted to a comma-
separated file for training and testing purposes. They used Random forest, Decision
tree, and Hoeffding Trees machine learning algorithms to perform classification on
the selected dataset. On the base of different parameters, the author results in that
the Hoeffding tree is the best classification technique for considered datasets out of
all classification techniques [15].

Author conducted this study to recognize the handwritten digit, which is a signif-
icant problem in the field of pattern recognition. Researchers are working in this
field to develop an efficient algorithm for identifying the handwritten numbers as
input from the user through digital devices. They used a collection of 3689 digit
datasets, which is making available by the Austrian Research Institute for Artificial
Intelligence, Austria. Out of 3689, 1893 samples are taken to train the system, and
1796 samples are taken for testing on the train system. J48, Multilayer Perceptron,
Random forest, SVM, Bayes classifiers, Random Tree machine learning algorithms
were considered by the author to conduct their study to recognize the digits using
WEKA. The author found a 90.37% accuracy rate inMultilayer Perceptron, out of all
considered machine learning algorithms. So, it results in that Multilayer Perceptron
algorithms perform significantly well to recognize the digits [4].

Author illustrates the approach for offline recognition of handwritten mathemat-
ical symbols. The study included symbol recognition for over more than 300 classes.
The objective of designing the classifier to recognize these 300 symbols. Firstly they
describe the issues related to segmentation using SLIC and study experiment results
shows different accuracy rate for different algorithms. They achieved 84% for the
kNN classifier, 57% for HOG, 53% for LBP. The author modified 87 classes using
the LeNet and gained a 90% accuracy rate. SqueezeNet is used to pre-trained the
101 classes and result in a 90% accuracy rate [16].

Study is conducted on handwritten offline Urdu character recognition using
differentmachine learning techniques. They created their dataset with 9600 instances
from the various native writers. The author used edge histogram descriptor,
ColourLayout, andBinary Pyramid to extract the feature from the considered dataset.
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They applied different machine learning algorithms like MLP, SVM, SMO, and
simple logistic using the WEKA 3.8 tool an achieved 98.60% of accuracy through
SVM [17].

3 Proposed Work

• Data Collection: In any recognition system, the first step is to collect the data,
and data can be obtained in any form. Data sets are created by taking handwritten
documents from different users. Further, these documents are scanned through
digital types of equipment and develop a scanned image for extracting feature
purposes.

• Registration: Images collected are mostly in the RGB scale, so after receiving
the data, these images have to be converted into a grayscale format using proper
threshold values to avoid the loss of information and after that these images are
converted to binary format so that feature extraction can be done efficiently.

• Preprocessing: Preprocessing is an essential factor to be considered when we
take any data for recognition as we know any data which is raw by nature contain
some noise factor, vague and inconsistent data that is required to remove to achieve
better performance. Preprocessing is also used to enhance the signal of the binary
image data. Images are preprocessed in different matrix values like 5 × 7, 14 ×
10, 32 × 32, and many more to get better recognition.

• Feature Extraction: In feature extraction processed image is represented in
feature vector and the main goal through this is to extract a set of feature which
helps the system to maximize the recognition rate. In handwritten documents, this
is very challenging to get a useful feature due to the high degree of variability. It
can be solved by dividing the processed image is into the N × M zone to obtain
local characteristics rather than global characteristics. The feature can be extracted
through statistical, structural, and global transformations methods.

• Classification: Once the features are extracted from the images, then we can clas-
sify them through different classification techniques like Hoeffding tree, random
tree, Bayes Classifier, J48, Neural Networks, Random Forest, Support Vector
Machines (SVM), etc. No classificationmethod is considered to be the best classi-
fication method as the use of classifiers depends upon factors like training dataset,
test dataset, number of features, and many more (Fig. 1).

4 Implementation

Dataset to conduct this study is downloaded from https://www.kaggle.com/guru001/
hasyv2,which is publically available for the experiment.Dataset contain 369 symbols
with 168,236 png images for symbols, each 32px× 32px from the different writers.
We had taken 35mathematical symbols shown in Fig. 2 out of 369 symbolswith 3650

https://www.kaggle.com/guru001/hasyv2
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Fig. 1 Stages in character recognition system [14]

Fig. 2 Dataset handwritten mathematical symbols

png images each of 32px× 32px to performour experiment on different classification
methods. Firstly, in WEKA, we preprocessed dataset images included in the .csv file
using a simple color histogram filter and change other attributes to nominal values
for classification.

WEKA 3.6 machine learning tool written in Java and developed at the University
of Waikato is used to conduct our experiment as this tool provides us with different
classifiers to examine the performance. WEKA is used to evaluate different data
mining tasks like pre-processing, classification, regression and many more. WEKA
accepts .csv and .arff file format and the chosen dataset have already created the
required data in the mentioned format. To determine and inspect the performance
of different classification methods mentioned in Tables 1 and 2 comparison has
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Table 1 Experiment results based on correctly classified instances and model time

Algorithms Correctly
classified
instances (%)

Incorrectly
classified
instances (%)

Time taken to build
the model (s)

Kappa statistic

J48 72.36 27.64 1 0.454

Hoeffding tree 67.45 32.55 6.71 0

Decision stump 67.45 32.55 0.16 0

Random tree 72.68 27.32 0.84 0.461

REPTree 67.45 32.55 0.09 0

Bayesnet 72.76 27.24 0.44 0.46

Naïve Bayes 72.68 27.32 0.09 0.462

Multinomial
Naive Bayes

67.45 32.55 0.01 0

Decision table 72.93 27.07 15.05 0.456

Jrip 68.90 31.10 8.39 0.083

One R 6.69 93.31 0.08 0.0009

PART 71.80 28.20 3.08 0.444

Zero R 67.45 32.55 0 0

Input map
classifier

67.45 32.55 0.01 0

Kstar 72.76 27.24 18.93 0.449

been performed. The algorithms named Naïve Bayes, Naïve Bayes Mutlinomial are
Bayesian classifiers which belongs to the family of simple “probabilistic classifiers”
based on Bayes’ theorem and Decision Stump, Hoeffding Tree, Hoeffding Option
Tree, Hoeffding Adaptive Tree are the Decision tree classifiers, which is popular
supervised machine learning classification algorithm. Authors use the same method
or procedure as per theWEKA tool suggestions and dataset is considered as instances
and features in the data. To understand the experiment results we divided the results
into two subparts for easier analysis and evaluation. First part of the results are shown
in Table 1 which contain the correctly, incorrectly classified instances, time taken to
buildmodel, and kappa statistic. In the second part Table 2 contain the different errors
during the simulation in WEKA. We run the different classifiers on the considered
dataset in WEKA, and their results are shown in Tables 1 and 2.

5 Conclusion and Future Scope

In this paper, we have demonstrated several machine learning-based algorithms for
identifying the classification rate of the handwritten mathematical symbols for deter-
mining and comparing the classification rate of these considered algorithms. More
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Table 2 Experiment results based on different errors

Algorithms Mean absolute
error

Root mean
squared error

Relative absolute
error (%)

Root relative
squared error (%)

J48 0.01 0.05 0.60 0.85

Hoeffding tree 0.01 0.06 1.00 1.00

Decision
stump

0.01 0.06 0.91 0.98

Random tree 0.01 0.05 0.61 0.85

REPTree 0.01 0.06 0.96 1.00

Bayesnet 0.01 0.05 0.72 0.84

Naïve Bayes 0.01 0.05 0.69 0.84

Multinomial
naive bayes

0.01 0.06 1.00 1.00

Decision Table 0.01 0.07 1.24 1.02

Jrip 0.01 0.06 0.92 0.98

One R 0.01 0.12 1.63 1.86

PART 0.01 0.06 0.60 0.88

Zero R 0.01 0.06 1.00 1.00

Input map
classifier

0.01 0.06 1.00 1.00

Kstar 0.01 0.05 0.63 0.81

importantly, it becomes crucial to analyze the performance based on several metrics
and compare the results meticulously. This paper compared 15 classifiers used for
the recognition of different handwritten mathematical symbols. All considered algo-
rithms performed well on the considered dataset except the one R algorithm. The
accuracy rate for each algorithm is mentioned in Table 1, and we conclude that the
Decision table presents exceptionally well with an accuracy rate of 72.9251% out
of all algorithms. We propose to extend this work in the future by using different
preprocessing methods and considering an extended and modified dataset with other
exclusive handwritten mathematical symbols and diverse machine learning and deep
learning algorithms.
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Enhancing Sociocultural Learning Using
Hyperlocal Experience

Smriti Rai and A. Suhas

Abstract In today’s scenario of a global pandemic and stay-at-home orders for 1.5
billion people worldwide, the future will be hyperlocal. As per predictions by experts
on how different the world will be in five years, it is believed that a change model
established in mutual benefit evolving in collective action will be led by hyper-
locality. It has gradually led to a revival of a type of human interaction that had
been driven to near extinction by technological and social shifts—hyperlocal collab-
oration. Hyperlocal is information oriented across a community with its principal
focus targeted toward the interests of the people in that community. It refers to all
businesses in your vicinity, the neighboring general store, market, mall, restaurant,
and other products and service providers. Hyperlocal platforms resolve the challenge
of equaling immediate demand with the nearest available supply in the most opti-
mized manner. Thus, it can be said that hyperlocal content has two main aspects:
geography and time. These two aspects when combined help us identify types of
hyperlocal content. Nowadays, the hyperlocal content includes GPS enabled mobile
applications which further accentuate the geographic and time aspects. Geolocation
services have evolved as one of the major sectors in our country and have trans-
formed our lifestyle, health, and relationships. The legacy offline systems have been
re-engineered with the help of technology to create a fresh and unforgettable experi-
ence. Hyperlocal has become the hottest business trend for many e-commerce firms
setting the pathway for concepts like hyperlocal delivery, hyperlocal marketing, and
hyperlocal forecastingwith a sole objective of giving the user an enhanced hyperlocal
experience. This paper presents a sociocultural learning model which is enhanced
by providing a hyperlocal experience.
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1 Introduction

The sociocultural learning theory revolves around the idea that a learner’s environ-
ment plays a crucial role in his/her learning development. Professionals consider
sociocultural perspectives, and the role culture, interaction, and collaboration have
on quality learning. Human development and learning originate in social, historical,
and cultural interactions [1].

The learning community is on the brink of a new era of online learning. Online
learning has been endorsed as being more convenient and economical as compared
to the traditional learning environments. It also provides more opportunities for more
learners to continue their education. Online learning has been defined as any class
that offers at least part of its curriculum in the online course delivery mode, or
as a transmission of information, and/or communication via the Internet without
instructors and students being connected at the same [2]. Today, however, online
learning is defined more clearly as any class that offers its entire curriculum in
the online course delivery mode, thereby allowing students to participate regardless
of geographic location, independent of time and place [3]. In other words, online
learning has advanced to the point where learners need not meet face-to-face to
complete a course. Research has proved that social presence influences results along
with the learners and the instructor’s satisfaction with a course. In online learning
environments, social presence plays a vital role and has direct relation to students’
learning experiences and satisfaction with the instructor.

Dropout rate is one measure of the effectiveness of an online program. Program
quality can be determined, in part, by calculating student completion rates [4], and
these rates tend to be lower for online classes [5]. This indicates that online courses
may be less appropriate for certain students than the more traditional face-to-face
type of training. The factors that influence a learner to leave a course are issues of
isolation, disconnectedness, i.e., lacking one-to-one interaction with the instructors,
schedule conflicts, learning environment was too de-personalized, etc.

This paper proposes an online learning model which attempts to overcome the
challenges of learner retention to an online learning course/program.

2 Literature Survey

Online learning is education that is structured to be held over the Internet. It is
referred to as e-learning among many other terms. It could be considered as one
of the types of distance education/learning which acts as an umbrella terminology
for any learning activity that occurs across distances and not in a traditional class
environment. Online learning enrollments have continued to rapidly increase among
the students and those at organizations who are looking at enhancing their skills
quickly.
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Given the number of smartphone users that exist in the world, it would be easy
to assume that e-learning is easily available to everyone. However, the rate at which
technological capabilities are growing at, it is still evident that computer literacy is
still far away from justifying e-learning as a solution to all in the society. In India,
the average computer illiteracy stands at around 25%, which is about a quarter of its
population still having roadblocks in having access to e-learning. This scenario is
similar in every other developing country with high economic plans toward educa-
tion. E-learning boasts of a lot of features that make it the most sought after means
of learning. These include convenience, flexible learning hours, efficient access to
course materials, real-word skills and lifelong learning methods, global connectivity,
and lastly financial benefits. In an ever-changing world with timeless opportunities
for new technological possibilities, the scope and reach that e-learning has to offer
to learners and educators is extremely widespread. Yet, these models have a lot of
drawbacks which the proposed system is likely to help overcome, opening much
more options in the ever-growing industry.

E-learning ends up taking awaymuchmore time to that of offline sessions. Online
sessions are mainly textual based. Any efforts to communicate with an educator or
learner happens via messages, comments, or post replies. Many a times, learners are
not able to convey what they intend to resolve via text and vice versa for educators.
Reading resource materials takes more time than listening to live lectures. It takes
more effort to understand concepts online. The courses and platforms are structured in
such a way that they allow learners to be more self-paced at finishing the curriculum.
This requires immense sense of managing time and resources, which is not the case
when it comes to a model that involves a mix of both online and offline sessions.
These models also have a very rigid structure that allows either a learner to swim
across easily provided he/she is an active learner or ends up sinking in chunks of
pending lectures. Platforms have a target to meet bundle multiple courses together
in order to lure learners of the best deals they can get. Once enrolled, there is really
none to keep a track of your progress or make you aware of the consequences of not
finishing the course in the stipulated time. This gives learners a sense of freedom,
which is something that learners are not capable of handling wisely.

Communication is a key skill that is necessary irrespective of themode of learning.
The current model often neglects this aspect since there is little or no interaction
among peers. In the long run, this only leads to learners being theoretically sound
but cannot seem to excel at applying them practically. Lastly, online learning is
best suited for a limited set of genres only. Many vocational and non-professional
courses need a certain degree of hands-on sessions and other practical experience
to help understand and learn better. Even though simulations and other means of
instruction cater to these needs, the systems are not yet at a point where this method
is completely sufficient.

A general online learning course/platform evaluation survey was taken up to
better understand the users’ perspective of current learning models, their interests
of learning, and other demographic details. The chart in Fig. 1 shows the various
interests of learning of users who would potentially like to enroll or already taken
courses online. Users from the age group of 18–24 and 35–44 years were identified to
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Fig. 1 Various learning interests of users prefer to take up

have their interests in academic, professional courses, and other vocational training
such as music, dance, photography, and stock market analysis. Users between the
age group of 25–34 preferredmore career-oriented learning programs, whereas those
between 45 years and above-preferred leisure activities and other community-based
programs.

Figure 2 is a chart that shows the overall satisfaction that users have with the
online learning platforms and courses that are currently available. About 52.7% of
the users who have taken up courses online believed the current model is a mere 7
or below on a 10-point grade scale.
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Fig. 2 Overall satisfaction with online learning platforms/courses

3 Working of the System

3.1 Overview

The proposed system for sociocultural learning using hyperlocal experience provides
users with a focused and comfortable technological product that allows the access
to an in-person model of learning by helping them find educators, artists, or courses
on the basis of social validation. It is a one-stop application for all learning needs—
academic oriented, vocational, or hobby based. This product proposes to help you
find the most appropriate courses or educators depending on your choice of interests.
It presents a map-based interface that connects learners to their educators depending
on their geographic location—a Swiggy for e-learning, to be precise.

Smartphones have become universal, not only in developed countries but also in
the developing ones. According to the “EmergingMarkets” report, nearly a quarter of
Indian consumers are using smartphones as their primary devices. Indian consumers’
content preferences are social media (70%), education (50%), travel (49%), and
health (40%). Thus, education seems to be one of the most in demand type of content
on smartphones. Every smartphone has global positioning system (GPS) module
inbuilt in them which when connected to wireless Internet can make instant location
tracking possible. A subset of users in a specific location can be easily tracked by
using a GPS enabled mobile device.

3.2 Hyperlocal Forecasting

The hyperlocal experience aspect is dependent on a process known as hyperlocal
forecasting. Hyperlocal forecasting is an artificial intelligence-based solution that
takes into account each demand tag of a user and their location to provide accurate
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forecasts on the most basic level. One of the features of hyperlocal forecasting is that
it allows the forecasts made to be extremely accurate. Instead of having a general
demand–supply ration between the learners and educators, hyperlocal forecasting
allows the systems to easily predict if a particular community with a dense popula-
tion of teenagers is more likely to be interested in picking vocational courses over
academic courses. This allows the local service providers to cater to the needs of
such communities than to be targeting a geographically infeasible region.

3.3 Architecture

The product offers users with a simple Web application that allows users to enter
personal details, choice of interests/preferences of learning and other demographic
data to help understand the user better. Once the users’ data is collected, the appli-
cation presents him/her with a map-based UI that shows various hotspots, most
happening or live feeds of results based on the interests of the user. The user has to
simply hover around the interface and tap on his/her liking. The default filters are
customized to only offer the solution and services that are geographically closer to the
users’ location. A hyperlocal engine is the powerhouse to the model being offered.
As shown in Fig. 3, the hyperlocal engine is an integration of machine learning
algorithms’ and map APIs that help in forecasting accurate results. This involves
supervised learning, unsupervised learning, and reinforcement learning.

Fig. 3 Sociocultural learning using hyperlocal experience—architecture
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3.4 Methodology

Supervised learning helps the machine learn explicitly. The output of this learning
model is data that is clearly defined with direct user feedback taken into consid-
eration. It helps resolve problems due to regression and classification. With data
collected over a period, supervised learning helps predict outcomes in the future.
Unsupervised learning is an indirect and qualitative-based learning model which
allows the machine to understand data by identifying patterns and structures. It is
incapable of making predictions. Reinforcement learning is an artificial intelligence-
based learning process that mainly works on a reward-based approach. The machine
learns decision making and is capable of acting accordingly in simulated environ-
ments. Being a reward-based model, the outcomes of this model are more dynamic
compared to the other two learning methods. Location-based services are class of
computing services that use the consumer’s location data in order to personalize and
enable features and services. Services include those for mapping and tracking, emer-
gency response and disaster management, and location-based advertising. Of these
services, location-based advertising, also known as hyperlocal marketing, accounts
for the largest market share [6].

Figure 4 shows a modular view of how hyperlocal experience is used to generate
tailored results. User requests from the application are directed to a hyperlocal engine
that is deployed on the remote servers. These user demand requests are run through
various hyperlocal forecasting and machine learning algorithms. The data that is
processed consists of various filters, log files, and other system properties to be
compared to historical data to provide accurate forecast results. The options presented
to the user post forecasting is said to be the hyperlocal tailored results.

Figure 5 shows how a hyperlocal experience can be conceptually applied to
enhance learning. The whole idea of going hyperlocal is to immensely benefit the
local communities and building responsible peer-to-peer oriented learning envi-
ronments that help eradicate social differences in being able to get access to
learning.

Fig. 4 Generating tailored results for user requests using hyperlocal experience
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Fig. 5 Conceptual hyperlocal experience applied to learning

3.5 Proposed Solution

The solution provides the users with an interface that presents them with results
from the hyperlocal area catering to their specific learning needs. The basic interface
collects data like name, age, gender, and e-mail from the user on his/her first visit.
It also collects the user’s learning interests and preferences concentrating mainly on
areas like educational, hobbies like music, dance, photography, or any other voca-
tional areas like cooking, baking, art, etc. The users will also have the option to
mention whether they would be interested in taking up the role of an instructor or a
learner in thementioned areas of interest.On every subsequent visit to the application,
the user is presented amap-based interface showing hotspots/most happening/closest
solutions based on choice of interests. Users will be able to scroll through the
application to find GUI based reviews, ratings, walkthrough, 30 s—stories based
advertisement/real-time feed which is similar to stories on Instagram and Facebook.
This will help the users choose the best options for their learning needs within their
vicinity.

Theproposed solution aims at overcoming the challenges of the existing e-learning
platforms like disconnectedness, i.e., lack of one-to-one interaction with the instruc-
tors, time and schedule conflicts, technological issues, and rigid approach to learning.
It is evident from the following figures that users are open to experimenting newer
methods to online-learning which include a mix of online and offline classes, flex-
ible structure of learning, time, and location suitable to learner and instructor. This
learning model can offer all these features to its users only through a hyperlocal
collaboration. This model describes an approach to infer the location of a social
media post at a hyperlocal scale based on its content, conditional to the knowledge
that the post originates from a larger area such as a city or even a state [7].

Users were asked if they were open to being part of a system which allowed for
both online and offline means of learning depending on their respective interests.
Figure 6 clearly shows that 85% of the users were open to being part of an idea that
is being proposed in this paper.

On being asked if users would like a model that allowed them to be able to go to
classes at their own time and location than being confined to a schedule set by the
organizers, 57.5% agreed that amodel that let them control their schedulesweremore
optimal (Fig. 7). On further being asked if they would benefit better from courses
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Fig. 6 Users opinion on being part of a course that is a mix of both online and offline

Fig. 7 Attending classes at times and locations that is picked by the user vs. being made to follow
a fixed time and location schedule

that were more flexible and open to ones learning needs, 81.2% of the users agreed
to a model that was tailor made to user needs (Fig. 8).

3.6 Algorithm

Reinforcement learning (RL) is the science of making optimal decisions using
experiences. The process of reinforcement learning involves these simple steps:

• Observation of the environment
• Deciding how to act using some strategy
• Acting accordingly
• Receiving a reward or penalty
• Learning from the experiences and refining our strategy
• Iterate until an optimal strategy is found.
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Fig. 8 Users’ opinion on benefitting from flexible and open course structures

The objective of RL is to maximize the reward of an agent by taking a series of
actions in response to a dynamic environment (Figs. 9 and 10).

Ant colony optimization (ACO) algorithms have been used successfully in the
past to tackle combinatorial optimization problems in dynamic environments as its
inbuilt mechanisms allow it to adapt to new environments [8]. Our proposed model
uses the Q-learning algorithm. Q-learning is a model-free reinforcement learning
algorithm. It is a values-based learning algorithm. Value-based algorithms update
the value function based on an equation (particularly Bellman equation). However,
the other type policy-based estimates the value functionwith a greedy policy obtained
from the last policy improvement.

Fig. 9 Four basic
components in reinforcement
learning: agent, environment,
reward, and action

Fig. 10 Reinforcement learning system
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Q-learning is also an off-policy learner. It is capable of learning the value of the
optimal policy independent of the agent’s actions. On the other hand, an on-policy
learner learns the value of the policy being carried out by the agent, including the
exploration steps, and it will find a policy that is optimal, taking into account the
exploration inherent in the policy. The ‘Q’ in Q-learning stands for quality. Quality
here represents how useful a given action is in gaining some future reward.

Q-learning can be defined as:

• Q * (s, a) is the expected value (cumulative discounted reward) of doing a in state
s and then following the optimal policy;

• Q-learning uses temporal differences (TD) to estimate the value of Q * (s, a).
Temporal difference is an agent learning from an environment through episodes
with no prior knowledge of the environment;

• The agent maintains a table of Q [S, A], where S is the set of states and A is the
set of actions;

• Q[s, a] represents its current estimate of Q * (s, a).

The focus of this paper is to:

• Propose a mathematical online community-based dynamic customization model
• Explain its practical mechanism
• Solve its dynamic trade-off challenge [9].

In order for Q-learning algorithm to be implemented, it is necessary to have a
Q-Table. A Q-Table is the data structure used to calculate the maximum expected
future rewards for action at each state. Basically, this table will guide us to the best
action at each state. To learn each value of the Q-table, Q-learning algorithm is used
(Fig. 11).

Fig. 11 Q-learning
algorithm
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Fig. 12 User experience using the Q-learning algorithm

When Q-learning is applied to the proposed system, it is expected to efficiently
enhance the user experience by the means of a constant observation-action change
method. This automatically allows themachine to deliver themost appropriate results
to enable the users to have a seamless experience. The focus is on information
diffusionwithin users of socialmedia to share datawithin a targeted audience of either
a known friend or cluster of locally connected users. As large heaps of information
are globally shared within seconds, the online presence for business, marketing, and
customer services can be benefited by our idea and implementation of our proposal
[10] (Fig. 12).

4 Conclusion

Users need an instantaneous gratification and ease to move between physical and
online experiences. However, the current online learning experiences are disengaged
and non-personalized. The proposed model offers a location-based technology to
improve the user’s learning experience. Owing to a change in the user outlook,
to provide a hyperlocal experience, the use of location-based technology needs to
be considered. This enables interaction with user’s in proximity to enhance their
experiences and increase learning efficiency. The advantage of the solution is that
it is cost effective since it concentrates only on the region surrounding the user. In
addition to providing advantages to the learning community, it also offers benefits
to the individuals who have not undergone formal training to teach/instruct but are
passionate about sharing their knowledge and expertise with the community. One
of the disadvantages of this model could be related to the privacy of users since the
results are optimized based on their geographical and demographical parameters.
This could be overcome with future enhancements such as an advanced verification
system that can be incorporated during the onboarding process. The system could



Enhancing Sociocultural Learning Using Hyperlocal Experience 55

also serve genres that currently do not have any online engagement such as offline
photography clubs, trekking, and biking clubs. One other aspect that would enable
more footprint toward the proposedmodel is hyperlocal marketing andmonetization.
Local community solutions and services could easily use the proposed system for
quick outreach programs that could enable more traffic toward their offering. This
also enable more freelancers and other on-demand B2C services to restructure their
monetization methods.

5 Future Enhancements

The proposed model mainly focuses on providing a hyperlocal service that caters to
vocational and independent learning. The same could be scaled up and customized to
be applied onmainstream learning at schools and colleges that have a rigid curriculum
and structure. It should qualify to provide an on-demand skill-based learning, offered
by the local communities.

Another enhancement is to design a model that allows toddlers to be a part of the
system. Here, the parents can benefit from finding pre-schools and day-care services
offered within the vicinity of either parents’ workplace. The motive here is to help
connect small-time playerswho offer quality services in the industry to their potential
opportunities.

Lastly, a hyperlocal service that is specially made for kids that require special care
and attention in the society.Many a times, these kids are simply denied leading and to
experience a normal life for no fault of theirs. To help kids and parents overcome the
issues they face in terms of finding activities specially meant for the small group, the
proposed model could help identify therapy sessions and other activities that should
help in bringing about a difference in how these children go about their routine
otherwise.
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Subsequent Technologies Behind IoT
and Its Development Roadmap Toward
Integrated Healthcare Prototype Models

Priya Dalal, Gaurav Aggarwal, and Sanjay Tejasvee

Abstract Internet of things (IoT) is a propelled research region that gives further
automate, examination, and combination of the physicalworld into electronic devices
and PC frameworks through system foundation. It permits collaboration and partic-
ipation between a massive assortment of unavoidable objects over remote and wired
associations to accomplish explicit objectives. As IoT has some imperative proper-
ties like dissemination, receptiveness, interoperability, and dynamicity, their creating
presents an incredible test. So, it is an advancement of the Internet and has been
increasingly expanded consideration from scientists in both scholarly and modern
situations. Progressive mechanical improvements make the advancement of savvy
frameworks with a high limit with regard to correspondence and information assort-
ment conceivable giving a few chances to various IoT applications. To permit every-
body to encounter the IoT by observing and feeling the possibilities of primary use
cases through iterative prototyping.At last, to empower people, networks, and associ-
ations to think to envision, and the question “What’s Next?” This explicitly concerns
the administrations and applications made on the head of these regular use cases, to
construct a significant IoT for humans. This paper presents the current status of the
quality of IoT structures with attention on the innovations, possibilities, technolo-
gies behind IoT, a roadmap of IoT improvement, gateways of IoT, and manageability
for model design, particularly in the recent healthcare sector. Moreover, this archive
integrates the current assortment of information and distinguishes consistent ideas
for new immense significance and direction of future research.

Keywords IoT · Automate · PC framework · Interoperability · Roadmap health
care
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1 Introduction

Today IoT uses various tools for optimization and automation. The arrangements of
optimization and automation show practically interoperability abilities to produce
explicit communications. Besides, as IoT single roof like an umbrella wraps up an
exclusively whole application in several fields, apparently improvement sequence
and modernization transformation incredibly. As an outcome vertical and segre-
gated arrangements rise while just a progressively flat methodology, where applica-
tion storehouses share a typical specialized establishing and usual design standards,
could, in the long run, lead to a full-fledged Internet of things [1, 2]. So, as to keep
up and improve individuals’ life quality in all times of life, however, especially
for more seasoned grown-ups, surrounding helped living stays a multi-disciplinary
field that is carefully identified with a biological system of various advances and
applications for individual healthcare services checking and unavoidable and perva-
sive processing [3, 4]. The ascent of the advanced economy, as the majority of the
seismic innovation shifts in the course of recent hundreds of years, has on an elemen-
tary level changed innovation as well as a business also. The very idea of the “digital
economy” keeps on advancing. Where once it was only a segment of the economy
that was based on advanced innovations, it has developed getting practically unclear
from the “conventional economy” and extending to incorporate almost any change,
for example, portable, the Internet of things, cloud computing, and expanded knowl-
edge [5]. There is a core of the digital economy the fundamental need to interface
different information regardless of where it lives. This has prompted the ascent of
utilization combination, the need to associate various applications and information
to convey the best knowledge to the individuals and frameworks who can follow up
on it [6].

IoT incorporation implies making the blend of new IoT devices, IoT information,
IoT stages, and IoT applications—joined with IT resources (business applications,
heritage information, versatile, and SaaS [Software as a service]) function admirably
together with regards to executing start to finish IoT business arrangements [7, 8].
So IoT is an umbrella term that incorporates numerous various classes of advances,
for example, wireless sensor/actuator systems, Internet-associated wearable, low
force inserted frameworks, RFID empowered following, sensors, shrewd cell phones,
devices that interface employing Bluetooth-empowered cell phones to the Internet,
smart homes, associated vehicles, and some more. The outcome is that no single
engineering will suit every one of these territories and the prerequisites every region
brings. In any case, measured adaptable engineering that supports including or taking
away abilities, just as supporting numerous necessities over a wide assortment of
these utilization cases is naturally helpful and essential. It gives a beginning stage to
engineers hoping to make IoT arrangements just as a solid reason for a new turn of
events [9, 10].

IoT is an environment of associated physical articles that are open through the
Internet. As per the Gartner report, by 2020 associated gadgets overall advancements
will arrive at 20.6 billion. According to the Cisco report, IoT will produce $14.4
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trillion in esteem over all enterprises in the following decade. The entirety of this
will prompt better openings for work [11, 12] (Source: Cisco IBS, 2011 Cisco and/or
its affiliate and Press Releases Gartner, Inc. (NYSE: IT), Egham, U.K.).

This paper communicates the perspectives on innovations behind the IoT and IoT
way of development with reference/model design. The design must cover numerous
aspects including the cloud or server-side engineering that permits us to screen,
oversee, associate with and process the information from the IoT gadgets the systems
administration model to speak with the devices. The specialists and code on the
gadgets themselves, just as the prerequisites on what kind of gadget can bolster this
reference engineering.

2 Technologies Behind IoT

Mainly, IoT primarily utilizes networking technologies. In-depth, major enabling
technologies and protocols used by IoT are RFID, NFC, Bluetooth, Wi-Fi, low-
energy radio protocols, LTE-A, etc. [13, 14]. These technologies support the specific
networking functionality needed in an IoT system in contrast to a standard uniform
network of widespread systems. The following entities provide a diverse technology
environment and are examples of technologies used behind IoT [15].

2.1 IoT Development Boards and IoT Hardware

IoT hardware includes a wide scope of devices and tools that forgive the direction of
the sensors and accumulators. The hardware behind the IoT has the capacities of the
actuation of the framework, provides security, action details, communication, and
location of help explicit objectives and activities. Arduino Uno, Beagle Board, XDK
110 Bosch, ARM-MBed, Intel Edison, Intel Galileo, Raspberry Pi, and wireless SoC
are the most widely recognized utilized equipment for the IoT model turn of events.

2.2 IDE (Integrated Development Environment)

IDE is the platform for programming gadgets, firmware, and APIs. The visual devel-
opment tools are intended to be used as an IDE to assist the development cycle of
the enhancement of the IoT framework [16]. The devices that have been introduced
depend on a conceptual IoT design and guarantee a negligible coding condition for
improving the IoT solution [17].
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2.3 Protocols

The conventions are used on constant information stream systems to permit mashups
of the information streams, include activities, and so forth. The last mashups are
deployable in a conveyed situation. The framework particularly centers around the
synthesis of information streams from Internet administrations and IoT gadgets
with Internet interfaces. RPI, CoAP, RESTful, HTTP, MQTT, XMPP (extensible
informing, and nearness convention) are the key conventions utilized for IoT-based
designs. These IoT correspondence conventions take into account and meet the
particular useful prerequisite of an IoT framework.

2.4 Network Spine

A core or center is a component of PC structure that integrates various device bits,
allowing data to be exchanged between different LANs or inter-networks such as
IPv4 (Low-Power Wireless Personal Area Network4), IPv6, UDP, and 6LowPAn.

2.5 Internetwork Cloud Stages/server

For mechanical organizations, ThingWorx is one of the key IoT levels, which gives
devices easy connectivity. IoT Suite on Microsoft Azure. IoT Platform for Google
Cloud, IBM Watson IoT Platform, AWS IoT Platform, and Cisco IoT Cloud Link.

2.6 Software

Programming comprises of two components: programming at IoT gadget and
programming the Server RIOTOS,Contiki OSThing squareMinst Firmware Eclipse
IoT, and so on (Fig. 1).

3 IoT Gateway Device

An IoT gateway is a response to empower IoT correspondence, generally gadget-
to-gadget interchanges or to cloud interchanges of gadgets. The door is normally
a programming device lodging equipment gadget that performs fundamental tasks
[19]. As an equipment gadget or a virtual programming code, the IoT gateway acts
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Fig. 1 IoT S/W components device hardware [18]

as a link between both the IoT sensor nodes and the database server on the cloud
[20].

Important IoT Gateway Device Errand: Facilitate similarity over IoT Organiza-
tion. IoT gateway guarantees this by endorsing various communications conventions
such as Zigbee, 6lowpan, Bluetooth, Wi-Fi, LoRA, Zwave All gadgets to be moni-
tored or regulated have appropriate sensors (temperature, mugginess, closeness, or
specific sensors)mounted on them.These sensors are IP-based; the IoT gateway deals
with the cloud server network of these sensors (and thus genuine physical gadgets)
[21, 22]. A versatile IoT gateway can perform any of the following functions:

(a) Store, buffer, and wipe data
(b) They facilitate correspondence with heritage or gadgets associated with non-

web applications
(c) Building up some information
(d) Preparation, purification, sifting, and forwarding of data
(e) Diagnostic systems
(f) Device design to managers
(g) Information representation and critical information analysis using applications

for IoT gateways
(h) Device correspondence device/M2M
(i) Security monitors the highlights of client access and device security
(j) Short-term professional information history highlights
(k) Highlights networking and live information facilitation.
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4 IoT Development Roadmap and Healthcare Prototype

From the earliest starting point of the turn of events and usage of IoT, the multi-
faceted nature of IoT items and frameworks is brought up in the extent of advanced
business change and the circle of shrewd advances. IoT framework is identified with
the meaning of an innovation stack, so the administration procedure appears to at the
same time control numerous various advancements [23]. To coordinate all parts of
an IoT framework (equipment, programming, conventions, stages, and so forth), it is
important to introduce the IoTmechanical roadmap into a smooth utilitarian arrange-
ment [24]. The very broadness of the idea and the guide depends on the more broad
strides of organization and assessment of tech-stacks to deliberately characterize the
innovation activity that aids the way toward establishing IoT items/environments
including innovative work. As the IoT item/biological system contains IT/web
advancements and different hierarchical procedures, the guide should assist us with
defining the period in which the activities of mechanical procedures will be executed.
At that point, it is significant in addressing the subject of naming the business objec-
tive that will be accomplished, for example, how innovation, applications, forms,
and so forth will help the development of an association or framework that executes
the innovation guide. Looking from the IoT framework and item viewpoint, an IoT
innovation guide is an activity planwhich needs to propose fixings and conduct inside
the framework at the end of the day, a computerized change process with criticism
dependent on information insight going with differing IoT items/resources, tasks,
and individuals as clients just as workers inside advanced frameworks (Fig. 2).

Notwithstanding this intelligent division inside the IoT guide, it is basic to include
another measurement that decides the quality of the IoT environment timescale. The
course of events is significant as exact perceptions have been made in the past period

Fig. 2 Technology roadmap: IoT ( Source SRI consulting Business Intelligence)
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just as expectable gauges for the not so distant future. Such expectation can likewise
be the reason for a more profound review of the IoT innovation stack around the
current IoT biological systems and stages on which they are to a great extent based
(Fig. 3).

A portion of the realized merchants advance their corporate dreams for the IoT
guides, for example, Windows (Fig. 4).

At that point, AWS IoT way to deal with its guide is concentrated on genuine
tech-stack with center around the current proposal of gadget programming, control
administrations, and information administrations. At the majority of the solicitation,
an IoT framework will be a working arrangement and consider all layers of the IoT
innovation stack. Regardless of whether it is a business, mechanical, or associated
home resale, the components that supplement IoT tech-stack, regardless of which
kind of reference engineering is utilized at the base level are (Fig. 5).

Fig. 3 Inside IoT action plan

Fig. 4 Corporate visions for IoT roadmap
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Fig. 5 Base levels of IoT-based prototype model (Source danielelizalde.com/iot-primer)

Spoken to components of the tech-stack has a place with the IoT reference engi-
neering and its fixings, for example, sensors, actuators. Nonetheless, working of an
elevated level IoT environment requires, notwithstanding these fundamental compo-
nents, some more assets to make the IoT guide total and usable. A few distinct
partners need to connect with to completely comprehend the standard and useful-
ness of things to come IoT biological system, for example, administrators, sales,
marketing, and engineering must cooperate on the meaning of tech-stack. Moreover,
it included the consideration of the expressive component, supposed story planning
that brings a novel into a guide that improves comprehension of the subtleties, and
finished the degree of IoT tech-stack. The mix of story planning in IoT tech-stack
furnishes visual item accumulation with enough data that is required for everyday
work. Likewise, by discharging and tending to vital layers, the IoT modeler can
upgrade the method of building obstructs into a framework guide with watch out
for the master plan yet with center around littler subtleties and therefore improve
usefulness. Another progression of expansion IoT tech-stack to improve innovation
guide is on including IoT choice system. This is identified with improved access to
organize addressing and route through specific layers and to settle on better choices.
The components around which the system is based are as per the following:

(a) User Experience
In this part, we are not considering specialized subtleties yet just client needs,
attempt to comprehend an ideal way which is the client.

(b) Data
This speaks to the information decision area, a meaning of by and large infor-
mation methodology and information move through all layers on an innova-
tion guide. Choices of gadget information types are sort of examination and
information volume for cloud activities.

(c) Business Choices
In this part, the business choices will be resolved; for example, the monetary
capability of the IoT item/framework, as such, how to adapt the arrangement.

(d) The Technologies
This choice of territory will give a solid diagram of building nature about
equipment needs, gadget programming, geography that can be utilized, corre-
spondence conventions, and sensor portrayals. Additionally, if some cloud
arrangement will be included, the choice components for that and propose
necessities for a total specialized arrangement.
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(e) Security
Decisions on how each layer could be undermined, how to react to if any of
the gadgets are hacked, and what innovation to execute on making sure about
tech-stack for the total guide.

(f) Standards and Regulations
Area to explain choices on guidelines and norms which can be influenced to
each layer dependent on the kind of item, industry source, and client direction.
Likewise some extra components will be announced, for example, similarity as
indicated by gadget security, law to go along at each layer of the guide. At every
individual layer, an assessment of every choice component is fundamental.

5 Conclusion

The Internet of things (IoT) stage can be used to gather data related to a specific
geographic region using far away watching mechanical assemblies and perform
examination so early reprimands of a disaster can be found. IoT can have a huge
impact concerning far off prosperity checking. Notwithstanding the way that the
patient is advancing, his vitals can be continually sent to the pros with the help of the
IoT stage. The decision of fitting structure is essential to consider the business needs
with the goal that the guide is done, and the last course of action is described. This
together braces the accessibility of all accomplices during the time spent executing the
IoT condition, smoothes out procedure seeing during progress, and testing similarly
as extraordinary completed outcome execution which together brings customer relia-
bility. IoT joinsman-made cognizance, accessibility, sensors, dynamic responsibility,
and little contraption use. These contraptions control, manage the major tasks, for
instance, structure incitation, action subtleties, security, correspondence, and distin-
guishing proof to support unequivocal targets and exercises. In any case, focal points
of IoT length over each zone of lifestyle and business by improving progression of
advancement, decrease time, and update data variety methods yet some multifaceted
nature as for security, assurance consistency notwithstanding everything exit. IoT
has applications overall endeavors, markets, and sharp work especially use full to
make keen healthcare applications with astute devices for the continuous situation
for prosperity from COVID-19 furthermore. It navigates customer packs from the
people who need to diminish imperativeness use in their home to enormous affilia-
tionswho need to streamline their exercises. IoT gives strong techniques for checking
various strategies, and certified straightforwardnessmakes a progressively significant
detectable quality for improvement openings. It exhibits supportive, yet practically
essential in various undertakings as development advances, and we move toward
the pushed motorization imagined in the far away future IoT limits in a relative and
progressively significant way to current development, assessment, and enormous
data. Existing advancement accumulates unequivocal data to make related estima-
tions and models after some time, in any case, that data normally needs significance
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and precision. Thus, IoT enhances and develops this by studying and observing even
more procedures and activities, and with amazement investigating them.
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Bug Assignment-Utilization of Metadata
Features Along with Feature Selection
and Classifiers

Asmita Yadav

Abstract In open source software bug repository, lots of bugs are filed or reported
in a single days and to handle these with manually is difficult and time consuming
process. To build an automatic bug triager is a good way to resolve these bugs effi-
ciently with the use of machine learning based classifiers. This proposed work is
built the triager by utilizing the bug metadata features like product name, keywords,
bug summary and component name which are extracted after applying the feature
selection algorithms that play the important role in triaging process. To measure
the prediction accuracy, ML based classifiers like NB, SVM and DT are applied on
the dataset. Four open source projects based datasets (Eclipse, Netbeans, Firefox
and Freedesktop) are castoff to experiment the En-TRAM triager and achieved
the improved outcomes from the state-of-art that goes to approximately 19%. The
proposed work has empirically proved that selective inclusion of highly ranked
metadata fields improves the bug triaging accuracy.

Keywords Bug classification · Triaging process ·Machine learning algorithms ·
Feature selection · Bugs

1 Introduction

Software bugs are inevitable in open source software projects which occurred in
any software programs in the form of mistake or error [1]. Thus, fixing of bugs is
of upmost priority when they are reported in the system although daily numbers of
bugs are reported in the open source repositories (like- Bugzilla, Mozilla, Eclipse
or Jira) by the end user or developers. So, handle these bugs are difficult as well
as time consuming process. These software bugs are stored in the software bug
repositories that contained all the important information about the software bugs [2,
3]. Typical format of bug report is depicted in Fig. 1 that contains the details about
it in terms of various metadata features like: Bug-id, summary, bug product name,
bug component name, platform name, bug priority and bug severity, assignee and
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Fig. 1 Example of BugzillaMozillae Bug Report (#253,291)

bug history [4, 5]. These bug reports provide vital information to the assignee or
developer in understanding the bug problem faced by the end user, while using the
software. The contents of the reports are also useful in fixing the bugs.

As shown in Fig. 1, bug reports contain several metadata features which are filled
by the reporter at the time of bug reporting. Few of the bug features are generated
during the bug life cycle that contains finer details about the bug which are hidden
in the form of hyperlink. The details of few bug report metadata (namely: Bug-id,
summary, product, component, platform, assignee, reporter, severity, priority, status,
etc.) from BugzillaMozilla repository as demonstrated below in Table 1. These bug
features help the developers in well understanding of bug-report-like bug priority

Table 1 Bug metadata feature description

Feature name Description

Bug-Id Represent an exclusive number id to the bug report

Assignee Developer who finally resolve the bug issue

Component After classification, second-level categories are components; each belongs to a
particular product

Product Bugs are categorized into products and components. Select a classification to
narrow down this list

Creation date Bug reported timestamp

Keywords A unique and distinct work to represent the bug summary

Reporter Any of the end user or developer who filed this bug report

Status Represent the bug state in the form of- unconfirmed, new, assigned, resolved,
closed and reopened etc.

Resolution The resolution field indicates what happened to the respective bug report

Summary The bug summary is a short description of the problem

Priority Prioritize bugs, like: P1,P2,P3,P4,P5, according to its resolution urgency
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Table 2 Classifier prediction
accuracy with and without
feature selection extraction
technique

Recall Precision F-score

WOFS algorithm 0.642 0.628 0.599

WFS algorithm 0.759 0.749 0.699

level tells about the urgency of bug, summary contains the brief detail about the bug
issue.

Previousworks is not utilizing the feature selection (FS) or extraction techniques to
build better bug triager. Although, state-of-art used the various bugmetadata features
to train the classifiers without applying any FS techniques. In this approach, we only
worked with those features which are extracted from the FS algorithms namely: Bug
report summary that tells the brief description about the bug, keyword that tells a
unique word that explain the bug in short, bug product and bug component name and
the name of the developer who resolve or report the various types of bugs [6–12].
Some of the important the bug metadata are briefly explained in Table 1.

To validate the importance of the selection of bug metadata features, we have
done few experiments on four open source projects in order to rank and select the
best metadata feature from the data corpus to train the classifiers. Unlike the most of
the work where feature selection was done by using one technique, we empirically
selected the bestmetadata using three feature selection techniques: (i) reliefAttribute,
(ii) gainratioAttributeEval and (iii) CFS SubsetEval [7]. These FS algorithms are
reduced the noisy bug features from the datasets and ranked the selected features. To
measure the importance of FS algorithms, we tested the triager likelihood correctness
over without using FS algorithm (WOFS) and with FS algorithms (WFS) is shown
Table 2. In primary step, we considered all the reported bug metadata features, where
WOFS as name implies it took entire bug metadata features to train the classifiers,
on the other hand WFS only used selected high impact bug metadata. These three
classifiers are used to measure the prediction accuracy on both conditions, i.e., WFS
and WOFS. The means results of all three classifiers produced better accuracy with
the use of bugmetadata feature selection as compare toWOFSbased classifiers results
and this is happened due to the removal of unnecessary data from bug reports that
only creates the noise in the dataset instead to play a role for accuracy improvement.

Wemanaged this paper in 5 sections, where Sect. 1 contains the brief introduction
of the paper, Sect. 2 explained the state-of-art in the form of literature survey with the
bug triaging process, En-TRAMworking is explained in Sect. 3 and its experimental
evaluation and result discussion is prepared in Sect. 4. Conclusion is accomplished
in Sect. 5.

2 Literature Survey

Machine learning techniques stand the popular way to triage the bug reports. In
this section, we reviewed few of the state-of-art. A bug tossing based method is
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projected by Jeong et al. [13], and this triager is built with the used of metadata
features. This approach is refined in another work by Pamela et al. [14, 15]. This
paper worked on multi-feature tossing graph by taking into account bug product
name, bug component name and developer activity. Version (source) repository is
also utilized for fixing the bug reports in the proposed work of Kagdi et al. [16] and
not received as much as good results and shown 50% negative outcome for finding
the relevant developers due to the noisy data. Ramin et al. [17] are also worked with
source code repositories to extract the noun extraction term which are handled by
the developers to find his/her expertise. Jifeng et al. [18] work is focused to reduce
the noisy data to achieved good prediction accuracy. They built an approach with the
combination of instance and features selection algorithms and successfully reduced
50% of data from the datasets. TRAM [19] paper is based on bug report metadata
features which are extracted through VSM and tested the approach on four different
open source projects and the triager prediction accuracy suffered owing to less used
of bug features. In another paper, bug priority is also taken considered as a major
factor to build bug triager [15]. In bug history, few of the important bug features
are hidden-like bug timestamp. Calvalcanti et al. [20] and Ramin et al. [21] triager
are utilized the bug timestamp metadata features and incorporate it with tf-idf based
similarity measure. These method are based on the last activity of the developer
on a particular term and tested on four classifiers- SVM, NB, VSM and SUM and
achieved upto 45% improved accuracy with the state of work.

All the above approaches are built the bug triager based on various metadata
featureswhich are chosen as randomlyorwith the taken the inspirations from the liter-
ature survey. Here, we applied FS algorithms to extract the important bug metadata
features from the bug datasets and picked up finest features with topmost ranks.

3 Proposed En-TRAM Triager

Here, we are describing the methodology of En-TRAMTriager. The Framework and
flowchart of En-Tram is depicted in Figs. 2 and 3. This En-Tram is divided into two
phases: Modeling (Training) and Testing Phase (Fig. 4).

1. In modeling phase, first we have to applying the pre-processing on bugmetadata
features. Pre-processing is done on unstructured bug dataset to remove irrele-
vant features. To diminish the noise of the bug reports, the text pre-processing is
performed for selection of bug metadata features. Text pre-processing removes
all the whitespace, punctuation, numbers and stopwords from the bug reports.
Stemming is applied on the preprocessed bug reports. In next step, a term
frequency (TF) matrix is built by using most discriminating terms from the
bug reports. In Table 2, we shown that a bug report features, in which only
most important features are extracted by using Feature selection algorithm,
followed by Ranker algorithm. These selective features are ranked according
to their weight score. Bug product name, bug summary, bug component and
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Fig. 2 En-TRAM triager framework

Fig. 3 En-TRAM triager flowchart
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Fig. 4 Triager performance-WFS versus WOFS

bug keyword are those features which are used as input to train the En-Tram
classifier.

2. In testing phase, when a new bug is reported. This same process is done on it
in terms of applying pre-processing and selection of bug metadata features by
using features selection algorithms. Machine learning based classifiers are used
to build the predictive model. This predictive model is successfully generate the
rank list of the relevant and appropriate developers. This bug also entered in the
re-assignment phase if could not be handled by the assigned developer until not
get fix.

Unlike TRAM, we are using features extraction/selection algorithms to collect
most important bug metadata features from the bug report [22, 23]. En-Tram is a
dynamic approach for the selection of bug metadata features. Table 3 depicted the
Bug metadata features ranked weigh or score after applying three different feature

Table 3 Weight score of
feature after applying FS
Techniques

Features GRE ranked
weight

CFS ranked
weight

RA ranked
weight

Product – 0.38132 0.758

Components – 0.048396 0.721

Keywords – 0.09835 0.479

Summary – 0.06709 0.452

Reporter – 0.06652 0.288

Priority – 0.06334 0.272

Platform – 0.03612 0.205

Importance – 0.03569 0.226

Bug-id – 0.00863 0.013



Bug Assignment-Utilization of Metadata Features … 77

Table 4 Collection of
selected metadata fields after
applying FS algorithms

FS algorithms Selected Bug Metadata features
after applying FS algorithms

GainRatioAttributeEval
(GRE)

Component, summary, reporter,
keywords, priority and product

CFS SubsetEval Reporter, product and summary

ReliefAttributeEval (RA) Reporter, keywords, product,
summary and component

selection algorithms [24–27]—CFS SubsetEval, Relief attributeEval and GrainRa-
tionAttributeEval. These approach are applying nine bug features, and thesemetadata
features are graded in respect its weighted score and finally selected bug features are
shown in Table 4 which used in further classification task. This evaluation process
is done with the use of Weka 3.7 tool. In which, we simply used the respective FS
algorithms over the datasets and collect the all relevant bug metadata features with
the weight score.

4 Experimental Setup and Results

4.1 Experiment Setup

A metadata based En-TRAM approach is experimented on four datasets which
are collected commencing the bug repositories: Firefox, Eclispe, Netbeans and
Freedesktop. In this experiment setup, we only collect those bug reports which are in
the status—closed, fixed, verified and resolved. These bugs are contains the details
about the whole life cycle of the bug reports and provide the useful information for
bug resolution. We completely ignore the duplicate bugs to avoid the redundancy in
the dataset. Summary of the datasets is shown in Table 5, and the time span for the
collect of bugs are from Jan 1, 2004 to Dec 31, 2012 that contains approximately
32,330 bug reports. We applied pre-processing on the bug reports and remove the
present noise from it. The summary of datasets features is also shown in Table 6 that
contain the total numbers of bugs, total components and product name, used bug
keywords and total developer and reported names.

Table 5 Summary of the four datasets

Project Initial count of bugs From To Final count of bugs ()

Eclipse 7898 Jan 1, 2004 Dec 31, 2012 7339

Freedesktop 9881 Jan 1, 2004 Dec 31, 2012 8583

Firefox 5101 Jan 1, 2004 Dec 31, 2012 3856

Netbeans 9450 Jan 1, 2004 Dec 31, 2012 8947
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Table 6 Summary of dataset features

Project name # of Bugs # of
Reporter

# of
Component

# of Product # of
Keywords

# of
Developers

Eclipse 7339 1019 29 06 63 61

Netbeans 8947 1677 256 35 144 55

Firefox 3856 719 40 04 289 41

Freedesktop 8583 3249 237 32 137 73

4.2 Results

The above datasets is used to experiment the En-TRAM approach by divided the
dataset into two parts (training and testing datasets) and K-fold method is applied
to avoid biased and overlapping results. This is rummage-sale to split the datasets
in the form of subsets which is used to train the classifier as well as for bug testing
process. Each of the subset is used to train the triager, and rest of the dataset part
is applying for testing. We evaluated the previous state-of–art approaches as well
as our proposed En-TRAM in this dataset. The performance of these approaches
is measured on various measures or parameters as presented in Table 7. As we go
through this table, Baseline approach is suffered low prediction accuracy and our
En-TRAM is achieved good results in all prediction measures as compared to others
that goes to approximately 68% improvement in triager prediction performance.

As we compared En-TRAM to an ABS-Time-tf-idf [9], accuracy on Eclipse and
Netbeans dataset is improved upto 62.4% by using SVM classifier and the same
improvement in respective datasets has been observed upto 51.3% when used NB
classifier (as shown in Table 7 and Figs. 5, 6 and 7). In Fig. 7, we compared our En-
Tram approach with the existing approach BPR, and we used the same dataset for
the experimental setup in all process. These improved results in triager performance
are achieved because of the selection of bug metadata features which are used to
train the En-TRAM triager. Table 7 presented the comparison among the En-TRAM
versus BPR [15], where Naïve bayes and SVM classifier are improved the prediction
accuracy upto 15.2% for both datasets Eclipse and Firefox. The improvement for DT
in both dataset, Eclipse and Firefox are upto 49.2%.

We also evaluated the En-TRAM triager performance along with the use of
bug metadata that are extracted via using different FS algorithms. In Table 8, we
are showing the performance comparison of En-TRAM triager which comes after
applying the respective features selection algorithm. En-TRAM approach achieved
better prediction accuracy when ReliefAttribute+ ranker algorithm based extracted
features are used in triaging process and successfully remove the noisy data from the
dataset. Both later algorithms have not been able to handle redundant or noisy data
and produced inaccurate results as compared to ReliefAttribute.

Our proposed En-TRAM triager achieved the good prediction accuracy in all
aspects and this is happened with the use of the right combination of bug metadata
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Table 7 En-TRAM versus state-of-art results by using reliefattribute feature extraction technique

Project Method Precision Recall F-Score

Eclipse Baseline 0.296 0.289 0.292

X2 0.408 0.188 0.257

TRAM 0.493 0.482 0.487

EnTRAM NVA 0.758 0.749 0.699

Decision tree 0.792 0.816 0.782

SVM 0.996 0.996 0.996

Netbeans Baseline 0.271 0.271 0.250

X2 0.495 0.154 0.235

TRAM 0.666 0.638 0.652

EnTRAM NV 0.848 0.841 0.834

Decision tree 0.933 0.928 0.928

SVM 0.998 0.998 0.998

Firefox Baseline 0.326 0.318 0.322

X2 0.365 0.322 0.342

TRAM 0.532 0.528 0.530

EnTRAM NV 0.740 0.642 0.612

Decision tree 0.977 0.989 0.983

SVM 0.997 0.997 0.997

Freedesktop Baseline 0.31 0.303 0.306

X2 0.539 0.251 0.343

TRAM 0.663 0.623 0.642

EnTRAM NV 0.849 0.825 0.814

Decision tree 0.865 0.853 0.848

SVM 0.991 0.991 0.991

features to build it. These features/attributes from metadata have enhanced the accu-
racy of the classification. For all four datasets, analysis of classifiers has revealed
that SVM and decision tree achieved good prediction accuracy in comparison as
presented in Fig. 5.

5 Conclusion

Our experiment shown the proposed En-TRAM triager performance in all aspects,
and who efficiently achieved the good prediction results as compared to the state-of–
art. This proposed approach is mainly dedicated on the importance of bug metadata
features in the building of bug triager. To accomplish this task, we are applying
three different feature selection algorithms (CFSSubsetEval, Relief attributeEval and
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Fig. 5 En-TRAM triager performance comparison between the classifiers

Fig. 6 En-TRAM versus ABA-Time-tf-idf triager performance comparison

Fig. 7 En-TRAM versus BPR triager performance comparison
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Table 8 Triager performance
over various FS algorithms

Feature selection approach Precision Recall F-score

ReliefAttributeEval (RA) 0.404 0.568 0.470

CFS SubsetEval (CFS) 0.102 0.244 0.144

GainRatioAttributeEval (GRE) 0.192 0.148 0.167

GrainRationAttributeEval) on the bug reports and extract the most important as well
as distinguished bugmetadata features from the bug datasets. Three differentmachine
learning based classifiers are used for evaluation process that are NB, SVM and
DT and achieved upto 21.2% improved accuracy over TRAM approach and 47.6%
improved accuracy over ABA-Time-tf-idf for all four datasets Eclipse, Netbeans,
Firefox and Freedesktop.
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Role of Artificial Intelligence in Detection
of Hateful Speech for Hinglish Data
on Social Media

Ananya Srivastava , Mohammed Hasan , Bhargav Yagnik ,
Rahee Walambe , and Ketan Kotecha

Abstract Social networking platforms provide a conduit to disseminate our ideas,
views, and thoughts and proliferate information. This has led to the amalgama-
tion of English with natively spoken languages. Prevalence of Hindi-English code-
mixed data (Hinglish) is on the rise with most of the urban population all over
the world. Hate speech detection algorithms deployed by most social networking
platforms are unable to filter out offensive and abusive content posted in these
code-mixed languages. Thus, the worldwide hate speech detection rate of around
44% drops even more considering the content in Indian colloquial languages and
slangs. In this paper, we propose a methodology for efficient detection of unstruc-
tured code-mix Hinglish language. Fine-tuning-based approaches for Hindi-English
code-mixed language are employed by utilizing contextual-based embeddings such
as embeddings for languagemodels (ELMo), FLAIR, and transformer-based bidirec-
tional encoder representations from transformers (BERT). Our proposed approach
is compared against the pre-existing methods and results are compared for various
datasets. Our model outperforms the other methods and frameworks.

Keywords BERT · ELMO · FLAIR · Hinglish-English code-mixed text

1 Introduction

In the upfront of our social lives, lies the huge platform of social media sites. Social
media penetration in India is growing very rapidly with currently over 29 percent of
India’s population using social media [5]. Due to the rise in usage of social media,
contrasting ideology and hateful material on the Internet has escalated. An indi-
vidual’s liberty to free speech is prone to exploitation and hate can be conveyed in
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terms of specific or particular speech acts or disjunctive sets of speech acts—for
example, advocating hatred, insulting or defaming, terrorizing, provoking discrimi-
nation or violence, accusation [12]. Hate speech has an adverse effect on the mental
health of individuals [11]. Twitter has seen about 900% increase in hate speech during
COVID-19 pandemic [15]. YouTube reported about 500Million hate comments from
June 2019 to September 2019 [4]. Hate speech has been recognized as a growing
concern in the society and numerous automated systems have been developed to
identify and avert it.

With the recent progress in pre-trained models across different language models
and support forHindi andother languages, better results could be achieved inHinglish
hate speech classification.

1.1 Previous Work

Oneof the earliestworks in hate speech recognition is reported in [22]which extracted
rule-based features to train their decision tree text classifier. A number of studies have
been carried out particularly within the context of social media [6, 8, 19]. In [27],
authors surveyed various application of deep learning algorithms to learn contextual
word embeddings for classification of tweets as sexist or racist or none using deep
learning. Mozafari [16] reported better performance of convolutional neural network
(CNN) with BERT on [8] dataset. Hateful text classification in online textual content
has also been performed in languages like Arabic [17] and Vietnamese [10].

Various approaches and methods for detection of abusive/hateful speech in
Hinglish have been reported in the literature. Hinglish is a portmanteau of the
words in Hindi and English combining both in a single sentence.[28] Now with
increase in the number of youths using this mixed language, not only in urban or
semi-urban areas, but also to the rural and remote areas through the social media,
Hinglish is achieving the status of a vernacular language or a dialect. Sinha [21],
attempted to translate Hinglish to standard Hindi and English forms. However, due
to shallow grammatical analysis, the challenge of polysemous words could not be
resolved. Mathur et al. [14] created an annotated dataset of Hindi-English offen-
sive tweets (HEOT) split into three labels: hate speech, non-offensive speech, and
abusive speech. Ternary trans-CNN model was pre-trained on tweets in English [8]
followed by retraining on Hinglish tweets. An accuracy of 0.83 was reported on
using this transfer learning approach. Multi-input multi-channel transfer learning
using multiple embeddings like GloVe, Word2vec, and FastText with CNN-LSTM
parallel channel architecture was proposed by [13] that outperformed the baselines
and naïve transfer learning models. If the text classification approaches designed for
English language are applied to such a code-mixed language like Hinglish, it fails to
achieve the expected accuracy. Some of these standard models were applied on the
Hinglish dataset and the results obtained have been reported in Sect. 5.

In English language, there was an extensive work on hate speech datasets but
there were no datasets focusing on Indian Social media texts, so we have focused on
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developing a hate speech classifier based on Indian audience. The previous methods
explained by researchers in Hinglish language did not implement pre-trained trans-
formers embeddings considering the barrier of Hindi pre-trained language models.
With the advances in pre-trained language models like multilingual BERT [23] and
support for Hindi and other languages, wewere able to implementmodels like BERT,
ELMo and FLAIR to exceed the previously obtained results in English and Hinglish.
In summary, the contributions of this work are:

• Design of custom web-scraping tools for different social media platforms and
development of an annotated hate speech dataset specific to Indian audiences for
both English and Hinglish languages.

• Development of separate generic pre-processing pipelines for Hinglish and
English languages which are validated on benchmark datasets.

• Demonstration of use of BERT for Hinglish embeddings using pre-trained
multilingual weights.

• Demonstration and validation of a novel approach based on the ELMO and
implementation of FLAIR framework for Hinglish text classification.

The paper is divided into the following sections. In Sect. 2, the data collection
and annotation scheme for both English and Hinglish datasets have been illustrated.
In the Sect. 3, classification systems including BERT, ELMO, and FLAIR have been
summarized, and the pipelines followed for both English and Hinglish datasets have
been discussed in Sect. 4. In Sect. 5, results are presented and compared. In the last
section, the conclusion and future scope is discussed.

2 Corpus Creation and Annotation

The datasets provided by Davidson [8] and in Hinglish by Bohra [3] and [13] have
been used for validation and demonstration of the proposed approach. In addition
to these datasets, primary part of this work was focused on collection and creation
of the datasets us for both languages with the intention of encompassing a wider
spectrum of issues across various verticals of the society.

The data was collected from Twitter, Instagram, and YouTube comments dated
from November 2019 till February 2020 associated with domains such as political,
cultural, and gender. The major portion of the corpus was from trending news head-
lines and hashtags which went viral on social media platforms as they may gather
more hate.

Customweb-scraping tools were designed for YouTube and Instagram using sele-
nium [20] while “Twitter_scrapper” was used to scrape data from Twitter [24]. The
comments that were collected were saved into CSV file format.
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2.1 Annotations

The comments collected were non-homogeneous, i.e., they were a mix of all three
languages, namely English, Hindi, and Hinglish. Hence, the segregation of the
comments into their respective languages was important as different languages
required different pre-processing pipelines. This was carried out by assigning sepa-
rate labels for each language. The comments were then annotated based on the
definition of hate speech stated by the United Nations [26]. The labels of the two
classes were “Hate” and “Not Hate”. Table 1 shows the examples of hate speech and
subsequent annotations from our dataset.

Annotations were performed by the authors who are proficient Hindi as well as
English speakers. The inter-annotator agreement [7] was observed to be 0.89. There
were around 8000 (32.5%-YouTube, 47.9%-Instagram, 19.5%-Twitter) comments
collected which were then divided into 2 datasets, 1683 comments in Hinglish text,
while 6160 comments in English. The comments in Hindi were transliterated to
Hinglish using a Unidecode [25]. Followed by dataset creation, the development of
classifiers has been discussed in the next section.

3 Methodology

Textual data in its raw form cannot be understood by computers and hence embed-
dings are used in NLP to convert text into multi-dimensional vectors. The recent
developments in state-of-the-art language models have proven to be extensive in
giving excellent results with small amount of training data. In this section, we
demonstrate the of use BERT for English and Hinglish embeddings using pre-trained
weights and validate a novel approach based on the ELMO and implementation of
FLAIR framework for Hinglish text classification.

Table 1 Examples of hate speech and subsequent annotations

English Hinglish

Generic The most illiterate, ill-mannered,
psychopath just barks whatever shit out
of his mouth @euler12

Bikao kutta sala. 2 kodi ka insaan.
Tujhe sataye hue ke baddua lagenge
harami

Political We have a stupid government, divide
and rule is their motto. #BJP

Tuje toh kutta bhi nahi bol sakta wo
bhi wafadar hota hai tu toh desh
gad-dar hai sale madarchod

Gender based Hoes what do you expect. Make
money by show in body

Chutiya orat … kisse aajadi chahiye
tuje …randapa krne ki aajadi bol?

Religion based As Muslim will never leave their
ideology of killing non-Muslims and
now other communities have as well
given up on living together peacefully

Madarchod musalman rape hindu
girls



Role of Artificial Intelligence in Detection of Hateful Speech … 87

3.1 Bidirectional Encoder Representations
from Transformers (BERT)

BERT is a deep bidirectional transformer-based language representation model [9]
which is designed fine-tuning with shallow neural networks to obtain state-of-the-
art models. BERTbase-uncased (BERTBU) and BERTmultilingual-uncased (BERTMU) were
used for this work. BERTBU contains 768 hidden layers and is trained on English
Wikipedia and the Book Corpus. BERTMU is similar but trained on lower-cased text
in top 102 Languages in Wikipedia. So, this becomes useful when encoding text in
Hinglish language. BERT was then fine-tuned using our datasets.

3.2 Embeddings from Language Models (ELMo)

ELMo [18] embeddings developed by AllenNLP include both word level contextual
semantics and word level characteristics. It is character based, i.e., the model forms
a vocabulary of words that are not present in the vocabulary and captures their inner
structure. It uses bidirectional LSTMs to create word representations according to
the context of the words they are used in. The forward pass contains words before the
target tokenwhile the backward pass containswords after the target token. This forms
the intermediate word vector which acts as input to the next layer of bidirectional
language model. The final output (ELMo) is the weighted sum of the intermediate
word vectors and the input word vector.

3.3 Flair

Flair [2] library consists of models such as GloVe, ELMo, BERT, character embed-
dings, etc. This interface allows stacking-up of different embeddings which gives
a significant increase in results. “Flair embeddings” [1] which are unique to the
Flair library uses contextual string embeddings that capture latent syntactic-semantic
information and are contextualized based on neighboring text leading to different
embeddings for the same words depending on the context. Flair includes support for
pre-trained multilingual embeddings including “hi-forward” and “hi-backward” for
Hindi.

The standard CNN [29] and Bi-LSTM frameworks are used with the above-
specified embeddings. In the next section, we implement distinctive pre-processing
approaches along with the above-mentioned methodologies.
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4 System Design

4.1 Data Pre-Processing

Separate generic pre-processing pipelines for Hinglish and English languages were
constructed and validated on the benchmark datasets.

English
The social media data tends to be casual and informal, leading to a decrease in
the ability of a language model to understand the corpus, hence, performing exten-
sive pre-processing on the data became necessary. Figure 1 represents the diagram-
matic pipeline for pre-processing in English language. The initial step was expansion
of contractions and abbreviations into their standard notation. Common pronouns,
conjunctions, articles, and prepositions in English vocabulary generally add no
contextual meaning to a sentence and are ignored by search engines thus were
removed from the corpus. Removal of URLs, hashtags, mentions, and punctuations
was also carried out as a part of pre-processing. The emojis were replaced with the
text denoting its meaning.

Lastly, to map the words into their root form, WordNetLemmatizer (NLTK) was
applied. Table 2 shows an example of the pre-processing done on the English corpus.

Hinglish
Prior to performing the pre-processing techniques to Hinglish data, the comments
were manually cleaned to remove ambiguity, perform spell check, removal of
Hinglish specific stopwords and repetitive comments. For this, the English stop-
words list was appended and commonly used Hinglish words along with variations
in their spellings were added to the list. For example, words like teko, terko, tujhe,
etc., were added to the Hinglish stopwords list.

Fig. 1 Pre-processing pipeline for English dataset

Table 2 Example of pre-processing technique for English dataset

Text Pre-processed text

@amitshah You can’t change the minds of such
small minded people who are stuck in the past,
they just don’t understand logics. #India
Against CAA

you cannot change mind small minded people
stuck past understand logic face with symbols
on mouth
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Fig. 2 Pre-processing pipeline for Hinglish dataset

Table 3 Example of pre-processing technique for Hinglish dataset

Text Pre-processed text

@narendramodi BHAI hate ni pyar phailata
ha or jo pyar se nhi manta wo use ache se samjhate
hain!! https://twitter.com/4948747235330

meraa desh hate ni pyar phailata pyar nhi
manta ache samjhate hain

The text was then converted into lowercase as shown in Fig. 2. The Hinglish
data contained a few words in Devanagari script that had to be converted to Roman
Script. For this purpose, Unidecode library was used to transliterate the Hindi text
to Hinglish. Table 3 shows an example of the pre-processing done on the Hinglish
corpus.

4.2 Fine-Tuning Approaches

BERTBU+ CNN for English Dataset
The processed text was then converted to tokens using WordPiece Tokenizer which
has a vocabulary of 30,523 unique keywords. The outputs were then truncated into
100 tokens along with padding for smaller sequences. The tokens were then used to
generate weights of dimensions 1 × 768 from BERTBU. These weights were then
fine-tuned using the CNN architecture proposed by [29] that consisted of 6 filters, 2
filters of sizes 2,3, and 4 each followed by a max pooling layer and a softmax layer.
The learning rate was set to 1e-3 and themodel was trained onNVIDIADGXStation
with 32 GB RAM.

BERTMU+ CNN for Hinglish Dataset
The processed text in Hinglish was converted into tokens using the WordPiece
Tokenizer, but this time using a different vocabulary file for BERTMU which has
a vocabulary of more than 1M keywords from 102 languages. The outputs were then
truncated to 75 tokens. Sequences lesser than it were padded and then the weights
were generated by using the BERTMU language model which were fine-tuned to
specific task of hate speech detection using above-mentioned CNN architecture with
a learning rate of 1e-4 for the HOT dataset [13] (3500 samples) while learning rate
of 1e-3 was used for the dataset annotated by the authors, combined with HOT [13]
and hate speech dataset [3] (9000 samples).

https://twitter.com/4948747235330
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ELMo and MLP for Hinglish Dataset
For implementing ELMo, ELMo model 2 was imported using TensorFlow Hub. The
processed textwas taken as raw input vectors for ELMoembeddings and intermediate
vectors were computed. The concatenation of outputs of both the layers was carried
out to have one vector for each word with a size of 1024. The learning rate was
set to 1e-5 with Adam Optimizer. The training process was carried out on Google
Colaboratory GPU.

Flair
The pre-processed data was split into train (80%), test (10%), and dev (10%) sets
following the convention of flair text classifier with text and labels represented in the
form: label__ < class_n > < text >

Further two approaches were used under flair:
Flair-stacked (WordEmbeddingshi + FlairEmbeddingshi+forward + FlairEmbed-

dingshi+backward).
The input split above is embedded over the stacked pre-trained multi-

lingual embeddings of “WordEmbeddingshi”, “FlairEmbeddingshi+forward” and
“FlairEmbeddingshi+backward” which were specifically chosen for Hinglish-based
applications. The weights were then fine-tuned to explicit detection using Bi-LSTM
with a learning rate of 1e-5 and Adam optimizer. It was trained on Google Colab
GPU Tesla P100.

Flair (BERT + BiLSTM).
Two different embeddings were used in this approach. One was BERTBU while

the other was BERTMU. The input split mentioned above is embedded over two
separate pre-trained multilingual embeddings of “BERTBU” and “BERTMU”. The
weights from both the embeddings were then fine-tuned to explicit detection using
an Bi-LSTMwith a learning rate of 1e-5 and Adam optimizer and trained on Google
Colab GPU.

The above-mentioned approaches were used to train the models on the collected
datasets. The results of the same have been discussed in the following section.

5 Results and Discussion

We evaluate the outcomes of different fine-tuning approaches on their datasets and
compare them with other baseline datasets. Table 4 summarizes the different results
obtained from various fine-tuning approaches for English mentioned in Sect. 4. In

Table 4 Results for English datasets

Dataset Model Accuracy (%) Recall F1-score

Davidson [8] dataset BERTBU + CNN 94 0.94 0.93

English Hate dataset ELMO 73 0.73 0.71

BERTBU + CNN 73 0.73 0.70
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English, two datasets were considered for this purpose: Davidson [8] dataset which
was trained on BERTBU + CNN approach resulting in an accuracy of 94% while the
English hate dataset collected by us was trained on ELMO and BERTBU +CNNboth
yielding a similar accuracy of 73%.The considerable variation between the datasets is
mainly because of the shift in domain as the text inDavidson dataset ismainly generic
while the dataset collected by us is event-driven, i.e., it contains comments based
on political, gender-specific, religious events which in-turn disseminates different
hate-based contextual meaning that may not be directed by any specific abusive
words.

The pipelines used in English were applied on the HOT dataset in Hinglish and
the results obtained are summarized in Table 5 and show that the English pipelines
were ineffective and led to acquiring lower accuracy on Hinglish dataset given the
complex nature of Hinglish corpus. Thus, designing a different pipeline for Hinglish
dataset was necessary. Table 6 depicts that after applying a different pipeline specific
to Hinglish dataset, significantly better results were achieved.

The results obtained using BERTMU were at par with the results of BERTBU in
terms of accuracy for Hinglish datasets. But BERTMU can be considered preferable

Table 5 Results of English pipeline applied to Hinglish dataset

Dataset Model Accuracy (%) Recall F1-score

HOT dataset [13] (Hinglish) BERTBU + CNN 83 0.83 0.83

ELMO 80 0.80 0.79

Table 6 Results for Hinglish datasets based on Hinglish pipeline

Dataset Model Accuracy (%) Recall F1-score

HOT dataset [13] (Hinglish) FLAIR Embeddings hi +
Flair hi-forward+hi-backward

81 0.84 0.91

FLAIR BERTMU +
Bi-LSTM

84 0.86 0.92

ELMO +MLP 85 0.85 0.85

BERTMU + CNN 86 0.86 0.86

FLAIR BERTBU +
Bi-LSTM

88 0.89 0.94

Hinglish Hate dataset + HOT
[13]

ELMO +MLP 71 0.71 0.70

BERTMU + CNN 82 0.82 0.82

FLAIR BERTMU +
Bi-LSTM

82 0.84 0.91

Hinglish hate dataset + HOT
[13] + [3] dataset

ELMO +MLP 67 0.67 0.66

BERT 67 0.67 0.67

FLAIR BERTMU +
Bi-LSTM

73 0.79 0.87
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as it has a broader vocabulary including words from many languages, and hence it
was able to tokenize words in a more contextual form. For example, “kaam karna he”
would be generated as “[CLS] Ka ##am ka ##rna He [SEP]” using BERTBU while
using BERTMU it would be “[CLS] kaam karna he [SEP]”. Also, this leads to loss
of context in case of BERTBU as it contains words from the English vocabulary and
tokenizes out-of-vocabulary words into multiple sub-word tokens.

Tables 7 and 8 compare the obtained results with the baseline results observed
previously on Davidson dataset [8] in English and HOT dataset [13] in Hinglish.

F1-score of 0.93 was achieved on Davidson dataset [8] using the BERTBU fine-
tuned with CNN which exceeds the previous results obtained from [16]. For this,
task around 30 K samples from the Davidson dataset [8] were used.

Along with the English dataset, the best results for Hinglish were yielded using
BERTMU + CNN and FLAIR BERTBU + Bi-LSTM approach, attaining F1-scores
of 0.86 and 0.94, respectively, which exceeds the baseline results obtained by [13].
Figure 3 depicts the confusion matrices for BERTBU on Davidson [8] dataset and
ELMO applied on Hinglish dataset [21], respectively.

6 Conclusion

In thiswork,we have proposed to improve the hate speech detection inEnglish aswell
as Hinglish languages with specific focus on the social media. Language modeling
and text classification in English language are comparatively a well-explored area.
However, for a code-mixed language like Hinglish, which is very common and
popular in India, the detection of hate speech is highly challenging. We collected the
English and Hinglish datasets manually from various online avenues. Fine-tuning-
based approaches for Hindi-English code-mixed language are employed by utilizing
contextual-based embeddings such as ELMO, FLAIR, and transformer-based BERT.

Table 7 Comparison for
accuracies in Davidson
dataset [8]

Method F1-score

Waseem [27] 0.89

Mozafari [16] 0.92 (LSTM) 0.92 (CNN)

BERTBU -CNN 0.93

Table 8 Comparison for
accuracies in HOT dataset

Method F1-score

Multi-channel CNN-LSTM architecture Mathur [13] 0.89

FLAIR BERTMU + Bi-LSTM dataset 0.92

ELMO 0.85

BERTMU + CNN 0.86

FLAIR BERTBU + Bi-LSTM 0.94
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Fig. 3 (Left) Confusion matrix for BERT with Davidson dataset. (Right) Confusion Matrix for
ELMO applied on Hinglish dataset

We compared our proposed approach with various existing methods and demon-
strated that our methods are promising and outperform the other approaches. Our
major contribution lies in designing the annotated hate speech dataset in Hinglish,
developing a pre-processing pipeline which is generic in nature and devolvement
and validation of deep learning-based approaches for detection of hate speech in
Hinglish text.

6.1 Future Scope

Many application-driven pipelines can be designed for Hinglish embeddings as well
as classifiers given the advancement in the field of NLP for multilingual domain
and the scope of transfer learning for further accuracy. Enhanced approaches include
changing the architecture of neural network classifier or using deeper/multi-layer
neural networkswith larger corpus forHindi-English code-mix language. The project
can also be extended to multiclass classification under degree of hate or as labeled
in Davidson [8] dataset that includes classes like toxic, severe-toxic, obscene, threat,
insult and identity-hate rather than bi-class, i.e., Hate and Not Hate. The research
presented in this paper can be extended to other code-mix local+ English languages
from any part of the world. We hope that the dataset and the experimental results
encourage further research inmultilingual domain as well as hate speech recognition.
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FromWeb Scraping to Web Crawling

Harshit Nigam and Prantik Biswas

Abstract The World Wide Web is the largest database comprising information in
various forms from text to audio/video and in many other designs. However, most
of the data published on the Web is in unstructured and hard-to-handle format,
and hence, difficult to extract and use for further text processing applications such
as trend detection, sentiment analysis, e-commerce market monitoring, and many
others. Technologies like Web scraping and Web crawling cater to the need of
extracting a huge amount of information available on the Web in an automated way.
This paper starts with a basic explanation of Web scraping and the four method-
ologies—DOM tree parsing, semantic–syntactic framework, string matching, and
computer vision/machine learning-based methodology—developed over time based
on which scraping solutions and tools are formulated. The paper also explains the
term Web crawling, an extension of Web scraping and introduces Scrapy, a Web
crawling framework written in Python. The paper describes the workflow behind a
Web crawling process initiated by Scrapy and provides with the basic understanding
on each component involved in a Web crawling project, built using Scrapy. Further,
the paper dives into the implementation of a Web crawler, namely confSpider that
is dedicated to extract information related to upcoming conferences and summits
from the Internet and may be used by educational institutions to promote student
awareness and participation in multi-disciplinary conferences.

Keywords Web scraping ·Web crawling · Data extraction · Scrapy

1 Introduction

The World Wide Web is a rich source of ‘big data’ for many applications including
business intelligence [1, 2], competitive intelligence [3, 4], sentiment analysis [5–
7], agriculture and food economics [8], bioinformatics [9, 10], analyzing human
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behavior at social Web level [6, 11, 12] and many more data-driven applications
[7, 13]. However, about 70% of this Web data is published in some unstructured
and hard-to-handle format like PDFs. This becomes a challenge for professionals
involved in data extraction roles who are left with the manual technique of copy-
and-paste so as to convert the data into suitable format to perform further analysis.
Web scraping and Web crawling cut down this manual job into an automated way
of extracting data and converting it into an easy-to-use format like CSV, JSON, or
store it into a central local database.

Many research works and surveys [14–18] have been conducted onWeb scraping
applications and tools available in many different forms with many different features
on a case-by-case basis. Briefly, a Web scraper can be designed using libraries and
frameworks provided in different programming languages, or can come as a Web
site extension or a more powerful desktop application.

This paper highlights the use of Scrapy in the task of Web scraping on multiple
web pages that is often termed as Web crawling. Web crawling allows scraping of
data on multiple web pages by following all the links on a web page. A past few
studies [19–21] deal with effective and scalable Web crawlers. The paper starts with
the explanation of four general methodologies working behind Web scraping tools
and solutions. The later sections dive into a common understanding of Web crawling
and implementation of an application-based Web crawler using Scrapy framework.

2 Methodologies Involved in Web Scraping

In order to understand the working of various Web scraping tools, it is significant to
know the technical perspectives involved in Web scraping. The theoretical methods
that are implemented in practical scenarios via Web scraping tools have significance
in knowing and carrying out further research on them and improving them. The
following is a broad classification of common methodologies working behind aWeb
scraping process at core.

2.1 DOM Tree Parsing

A huge amount of Web data is published on numerous Web pages on multiple sites.
However, these unstructuredWeb pages are commonly made with structured HTML
and CSS languages. These Web pages comprise HTML elements or tags and data
between those elements that is targeted in Web scraping processes for extraction and
use in further analysis and applications [22–24]. This method broadly consists of two
steps: first is to gain access to the site by implementing the client side of the HTTP
protocol and second is the building of DOM tree of the HTML document behind
the concerned Web page and parsing through it while extracting data between the
HTML elements using Xpath matching or CSS selector matching. This approach is
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Fig. 1 DOM tree structure of a simple HTML document

basically based on creating a DOM tree structure of the Web page and searching for
specific elements in the tree. Figure 1 shows a DOM tree structure of a simple HTML
document.

DOM or document object model tree (https://dom.spec.whatwg.org/) is a tree-
based hierarchy for representing aWeb document. Moreover, HTML parsers such as
AngleSharp andHAP in.Net, jsoup and Lagarto in Java, html5lib and lxml in Python,
and many more, used in Web scraping tasks are also based on DOM tree.

Pros:

• Many libraries and frameworks support this approach.
• A hybrid model can be built combining this method with the machine learning

model to predict appropriate elements based on the features extracted via DOM-
based approach [25, 26].

Cons:

• Frequent changes in HTML of a Web page make this approach less reliable.
• Web scraper based on this approach needs to be maintained continuously.
• Time cost of building and parsing the DOM tree is more.

2.2 String Matching

The time-consuming DOM tree construction can be eliminated using less time-
consuming string matching algorithms. These string matching algorithms address
one of the most critical issues in Web data extraction that is searching process. Uzun

https://dom.spec.whatwg.org/
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[24] experimentedwith seven patternmatching algorithms onWebpages and index of
methods in popular programming languages such as Java, c#, Python, and JavaScript.

Uzun et al. [27] present a lightweight parser called SET parser which, unlike
DOM tree parsers, searches in a text of a Web page without performing the creating
process of a DOM tree, thus allowing fast extraction as compared to the DOM-based
parsers. DOM tree-based approach takes the entire Web document into account for
searchingwhich increases the time cost of extraction step,while on the other hand, the
string-basedmethods use an appropriate extraction patternmatching algorithmwhich
provides time efficiency. Using appropriate indexes on the Web page as a starting
index for a search algorithm also proves to improve time efficiency. Most search
algorithms consist of two main phases: the preprocessing phase and the searching
phase. The preprocessing step of an algorithm collects some information like char-
acter ordering and statistical data about a pattern and building a model to search that
complements the next phase of searching where the algorithm finds the index of a
pattern in a text.

To give a better insight, these extraction patterns are HTML tags such as
< div > , < section > , < p > , < span >, and others that are appropriately chosen for
Web data extraction in a more time-efficient way.

Pros:

• Consumes less time than the DOM-based method.
• Scraping tools like ScrapeBox [28, 29] includes keyword harvesting that uses

string matching algorithms to find matching strings based on keywords.

Cons:

HTML structure of aWeb page changes frequently that may force users to change
the relevant extracting pattern.

2.3 Semantic Framework

Semantics, as the word suggests, deals with the meaning and relationship between
entities like words, phrases, signs, or symbols. The World Wide Web is a large
collection of data, most of which is not machine-readable, lacks structure, and is
difficult to extract in an automated way. With the rising demand of data, the online
resources have to be exploited for data-driven tasks. This necessity has marked the
evolution of the World Wide Web to the ‘semantic Web’. According to the W3C,
‘The Semantic Web provides a common framework that allows data to be shared and
reused across application, enterprise, and community boundaries.’ The semantic
Web is therefore regarded as an integrator of Web data and systems and applications.

This parallel Web or an extension of WWW encompasses machine-readable
Internet data that has been semantically encoded to represent metadata in a formal
way. Technologies like resource description framework (RDF) and Web ontology
language (OWL) enable the encoding of semantics with the data, thus creating a
semanticWebmarkup for various domains. Ontologies can describe the concepts and
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relationships between entities and categories. OWL (https://www.w3.org/OWL/) is
a family of knowledge representing languages formulating ontologies.

RDF (https://www.w3.org/RDF/) is a metadata data model used for conceptual
description and modeling of knowledge data in various domains that is further used
in knowledge management applications. It is implemented onWeb resources using a
variety of syntax resources and data serialization formats. It is an abstractmodel facil-
itating linked data structure and data interchange on the Web. Fernández-Villamor
et al. [30] show the semantic–syntactic framework that uses DOM-based method and
RDF-based model to map HTML fragments (extracted via DOM-based method) to
the semantic Web resources.

Pros:

• Semantic Web resources facilitate an efficient management of knowledge and
information of an organization.

Cons:

• Time-consuming

2.4 Machine Learning-Based Web Scraping

Recent studies deal with machine learning techniques applied on training dataset for
the extraction of main content on a Web page, setting aside the irrelevant parts of
a Web page consisting of advertisements. These methods are used for information
extraction andWeb search, link analysis,Web usagemining and opinionmining [31].
These techniques are usually used along with the mention of HTML tags of a Web
page as features wherein segmentation of the page is improved using various visual
cues, as compared to DOM-based method of taking the entire HTML document
into consideration. The extraction of main content of the Web page or better page
segmentation process is based on visual features such as font size, background color
and styles, layout of Web page, text density and text length in different segments of
a Web page that serve as features for a learning model. There may be supervised
approaches [25, 26, 32–34] and unsupervised or statistical methods [35–40] for
content extraction but any of these methods just simulates how a user understands
web layout structure based on his visual perception. An implementation of such
vision-based Web scraping is seen in Diffbot [41].

Pros:

• Not affected by any change in HTML structure as long as the visual representation
of the Web page remains the same.

Cons:

• One needs to have requisite knowledge before applying these methods.
• Most of the machine learning-based Web scraping processes are restricted to

certain types of Web pages.

https://www.w3.org/OWL/
https://www.w3.org/RDF/


102 H. Nigam and P. Biswas

3 Web Crawling

Having said about the methodologies working behind Web scraping processes and
tools, this section throws light on the concept of Web crawling commonly used
in scraping Web data from multiple Web pages. Web crawling can be seen as an
extension of Web scraping that not only scrapes the data from a Web page but also
follows the links on the Web page and jumps to multiple pages performingWeb data
extraction simultaneously. Web scraping is limited to scraping a certain Web page,
whileWeb crawling scrapes the data from all of theWeb pages which can be accessed
from a certain page, thus huge amounts of data can be scraped using a crawler in
a single automated process. There are two ways of following the links that a Web
crawler may opt—one way is to let the crawler hop from one link to the other and
another way is to add a ‘robot.txt’ file (Fig. 2) in the root directory of a Web page
that tells the crawler, the links allowed to be visited.

An example of a Web crawler that performs data scraping at a large scale can
be a ‘Google search engine.’ A search engine, also called search engine spiders, or
search engine robots are human written software programs that can automatically
and constantly visit millions of Web sites every day and include what they find, into
search engine databases. This process is called crawling or spidering. Working of
these search engines can be understood by a simple example. For instance, you have
a Web site, and it has to be indexed by search engines so that users can find you
through a search engine search. It happens when the search engine visits your Web
site, the first file it looks for is ‘robots.txt’ which should be located in your Web root
directory, and looks like, http://www.yoursite.com/robost.txt.

‘Robots.txt’ file gives you control of the following:

1. Crawlers allowed to visit your site.
2. The part of theWeb site allowed to be visited and the parts from which crawlers

should stay away.

However, in the absence of this file, crawlers follow all the links freely on theWeb
site without any restrictions. The restrictions on crawling and techniques to bypass
those restrictions are discussed in brief in the later section. The following subsections

Fig. 2 Robots.txt for amazon.in. (Source https://www.amazon.in/robots.txt)

http://www.yoursite.com/robost.txt
https://www.amazon.in/robots.txt
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enable the readers to construct their ownWeb crawler using Scrapy framework along
with the theoretical understanding of the workflow behind all the actions performed
by Scrapy.

3.1 Scrapy and Spider

Scrapy is an application framework written in Python specifically for crawling
purposes. Scrapy is written with ‘Twisted,’ a popular event-driven network program-
ming framework for Python. ‘Twisted’ projects contain asynchronous (non-blocking)
code for concurrency that provides for a fast crawling process. It also supports TCP,
UDP, SSL/TLS, IP multicast, UNIX domain sockets, and many other protocols.
Scrapy requires no dependencies and ensures that it works in all operating systems.
Briefly, in Scrapy, robots or spiders or crawlers are defined as classes inherited from
BaseSpider class, which defines a set of ‘start_urls’ and a ‘parse’ function called at
each Web iteration. The following subsections deal with the workflow and compo-
nents, basically the architecture (Fig. 3) behind the processing done by the Web
crawler made using Scrapy.

Data Flow The following figure guides us through the data flow happening behind
the hood.

Basic Terminology This section introduces some basic terms used in the above
data flow (Fig. 3) and the terms that will be used later in the paper.

Fig. 3 Data flow in Scrapy. (Source https://docs.scrapy.org/)

https://docs.scrapy.org/
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Engine. It forms themain core of the entireworkflow, establishing communication
among all the other components and making appropriate action as per the request.
The basic functionality includes getting requests to crawl from ‘Spider’; scheduling
requests in a ‘Scheduler’ and asking for next requests to crawl; sending requests to
the ‘Downloader’, passing through ‘Downloader Middlewares’; receiving response
from the ‘Downloader’ and sending it to the ‘Spider’ for further action and receiving
response from ‘Spider’ and communicating it with ‘Item Pipelines’

Scheduler. Engine schedules request on the ‘Scheduler’ and continues taking
up the follow-up requests of crawling from ‘Spider’ and schedules them onto
‘Scheduler.’ The workflow continues until there are no more requests in the
‘Scheduler.’

Downloader. It performs the client side of HTTP protocol for accessing and down-
loading the Web page (whose links are put in ‘start_url’ variable in ‘Spider’) upon
the request of ‘Engine’. Engine takes up the response of ‘Downloader’ that is the
source HTML code of the Web page and forwards it to ‘Spider’ for scraping.

Spider. These are the custom classes coded by the user to perform scraping of data
using CSS selector or Xpath expressions (or by using any library like BeautifulSoup
for it) and taking up follow requests. These classes have a ‘start_url’ global variable
that contains the links to theWeb pages to be scrapped. The parsing of the ‘response’
(source code HTML of the concerned Web page downloaded by the ‘Downloader’)
and extraction of data happen in the ‘parse’ function. These classes are inherited
from the BaseClass ‘scrapy.Spider.’

Item Pipelines. Items are temporary containers that store the data extracted by
the ‘Spider’ in an organized form. Thereafter, the data in the items are pushed into a
database rather than directly storing the extracted data into the database which might
cause problems when working on big/multiple projects with many spiders. This is
handled by the ‘items.py’ file explained in the later sections.

Middlewares. In simple words, some changes or modifications can be made to
the requests or responses flowing between the ‘Engine’ and the ‘Spider’ via ‘Spider
Middlewares’ and between the ‘Engine’ and the ‘Downloader’ via ‘Downloader
Middlewares.’

4 Scraping Conference Data1

Every year, numerous conferences and summits are held in various fields. Ignorance
of these opportunities can cause a very good opportunity for a student to present
his/her work, slip by. Awareness among students on information related to multi-
disciplinary conferences and summits held on different dates can be significantly
increased by collecting the data such as date, location and topics covered and storing
them in a single database and communicating themwith the students in some relevant

1Source code for this project is available on GitHub under the MIT License at https://github.com/
NightmareNight-em/Scrapy-for-Web-Crawling.

https://github.com/NightmareNight-em/Scrapy-for-Web-Crawling
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way. Web crawling can help us in scraping such data in just a few seconds and also
allows us to store it in desired format or in a local database. Educational institutions
can use this way to communicate with the students such data that is scraped once in
a month and can be utilized for many upcoming months.

One such example of a Web crawler, namely ‘ConfSpider’ is built using Scrapy
for this particular task. This would enable the readers to build their ownWeb crawlers
possibly for various different applications. The following subsections explain each.py
file that contributes in making a Web crawler using Scrapy. These files are automat-
ically formed by Scrapy when you start a Scrapy project, giving an instruction on
Command prompt, ‘scrapy startproject project_name‘.

Make sure to have Scrapy installed in your system environment [42].

4.1 Settings.py

This default file contains lines of code that are commented, and the user has to
uncomment or can add as per the demand the lines of code which a project requires in
the crawler. It starts with the BOT_NAMEwhich, in this case, is ‘confSpider.’ There
are some modules and then comes the USER_AGENT along with the instruction of
obeying the ‘robot.txt’ file. The following few lines among others have been made
active in this file.

BOT_NAME = ‘confSpider’.
SPIDER_MODULES = [‘confSpider.spiders’].
NEWSPIDER_MODULE = ‘confSpider.spiders’.
USER_AGENT = ‘confSpider (+http://www.yourdomain.com).
ROBOTSTXT_OBEY = True.

Whenever we visit a Web site like google.com, we have to identify ourselves
as to who we are (that is done by our system’s IP address). The Web site asks the
browser to identify itself exactly. If we are scraping, amore responsible way is to give
ourselves (the bot or User-Agent) a name so that theWeb site who is being requested
can identify us. Most Web sites put restrictions on scraping their data, therefore one
way to fool them or allow scraping their data freely is using such a User-Agent that
cannot be blocked from crawling like a Google bot. We will discuss this later when
we will deal with the restrictions put on Web crawling and will know how to bypass
it using Scrapy.

Further in ‘settings.py,’we have uncommented the item_pipelines so thatwe could
configure pipelines according to our need in ‘pipelines.py’ file.

ITEM_PIPELINES = {
‘confSpider.pipelines.ConfspiderPipeline’: 300,
}.

One can uncomment ‘Downloader Middlewares’ and ‘Spider Middlewares’ as
per his needs. Two more terms that are worth mentioning are ‘Concurrent Requests’
and ‘Autothrottle,’ wherein ‘Concurrent Requests’ refers to the number of requests
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made to the Web site server to open up so as to scrape the data, and ‘Autothrottle’
makes sure that the Web site we are scraping does not get overloaded. To prevent
overloading and server getting down, Concurrent Requests are kept at 16 by default,
however we can change it in ‘settings.py’ but a high value is not recommended for
it.

4.2 Spider

This is the custom class made by the user that inherits from Scrapy’s BaseSpider
class ‘scrapy.Spider’. The ‘parse’ method deals with the parsing of the response (i.e.,
the HTML source code) and extracting relevant data using CSS selectors or/and
Xpath expressions. We, in our method, have mostly used CSS selectors to extract
desired content corresponding to the CSS syntax (or CSS selector) used in the HTML
response source code. CSS selectors can be identified manually by inspecting the
HTMLcode of the concernedWebpage orwe can use an extension inGoogleChrome
by the name of ‘Selector Gadget’ [43] to get the CSS selector of the selected part of
the Web page (Fig. 4).

Before the parse method, we had defined ‘name’, ‘start_urls’ and ‘page’ global
variables that refer to the bot name, link to the Web page to be scraped [23] and
pages to follow up on crawling, respectively. Thereafter comes the parse method
where we have scraped ‘name,’ ‘date,’ ‘location,’ ‘topicCovered,’ ‘conflink’ (link to
the official Web site of the conference), and ‘organizer’ of the conference. Looping
through every division that corresponds to a single conference data,we have extracted
data using CSS selector some of which are defined in Table 1.

Now, we put the data extracted, in ‘items’ that is an object of ‘confSpiderItem’
class defined in ‘items.py’ file. The Web site that we are scraping contains ten pages
which we followed in our crawling process to extract every page data in multiple

Fig. 4 This extension gives the CSS and Xpath in the taskbar at the right bottom corresponding to
the selected (highlighted in yellow color) text ( Source https://zenscrape.com/)

https://zenscrape.com/
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Table 1 Examples of CSS
selectors used for extracting
corresponding data

Data to be extracted CSS Selectors

Name .css(‘.conflistspan:nth-child(1)’)

Location .css(‘span.div_venue’)

confLink .css(‘a.conflist’).xpath(‘@href’)

Note that these selectors are different for different Web pages
because the HTML tags behind a Web page changes with the
layout of aWeb page. This verymethodology used in extracting the
desired data is the DOM tree-based approach wherein the HTML
of a Web page is used to build a DOM tree (Fig. 1) having a
hierarchy of tags and content enclosed within tags. This DOM tree
is parsed by our spider extracting the content which matches the
CSS syntax that we give as an argument for extraction (Table 1).

iterations. The next page variable contains the URL that gets generated when one
goes to the next page in the Web site, thus accordingly changes are made in the link
to follow up.

4.3 Items.py

This file is used to define various fields of data extracted. Herein, we define the fields
of ‘name,’ ‘date,’ ‘location,’ ‘topicCovered,’ ‘organizer,’ and ‘conflink’. These fields
are stored in the item container in an organized manner.

4.4 Pipelines.py2

Web scraped data are handled properly and exported either as.csv/. json/.xml directly
usingScrapyor canbe stored in aSQLfileorMySQLdatabase ormongoDBdatabase.
We do not have to mess up with this file if we need to output our scraped content
in.csv/. json/.xml format.

The command, ‘scrapy crawl confSpider -o yourFile.json,’ starts the process of
crawling and stores the scraped data in ‘yourFile.json’ file. Note that this file must be
present in the folder where all project-related files are present. Output can be in.csv
and.xml file as well. Scrapy also allows us to change the pipelines.py file according
to our needs. For example, storing data in a MySQL database is quite easy with
Scrapy with the use of Python’s MySQL library2.

2The complete dataset in.csv and.json format as well as pipelining through MySQL database is
available at https://github.com/NightmareNight-em/Scrapy-for-Web-Crawling.

https://github.com/NightmareNight-em/Scrapy-for-Web-Crawling
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4.5 Middlewares.py

It allows for cookies and session handling, handling HTTP features, User-Agent
spoofing and handling crawl depth restrictions. It particularly handles the work of
‘Spider Middlewares’ and ‘Downloader Middlewares.’ We have not messed up with
it, however middlewares have significant use in pulling down the restrictions onWeb
scraping by the Web sites, explained below.

5 Restrictions Imposed on Web Scraping

The below subsections describe ways in which Scrapy helps Python Web scraper
to handle restrictions and measures such as user authentication and black listing
imposed by the Web sites to secure its data from scraping.

5.1 Bypass Restrictions Using User-Agents

When some browser visits a Web site, it is asked for its identity and that identity is
termed as ‘User-Agent.’ The User-Agent may have such an identity that may fool
a Web site and could crawl it multiple times without being black listed from server
side. Such a User-Agent can be a Google bot or Google User-Agent that has to be
allowed to crawl by the Web sites in order to get indexed by its search engine. Thus,
defining our User-Agent as Google User-Agent in the ‘setting.py’ file can bypass the
restrictions.

USER_AGENT = ‘Mozilla/5.0 (compatible; Googlebot/2.1; + http://
www.google.com/bot.html)’.

One can find Google bot user agents at,
https://developers.whatismybrowser.com/useragents/explore/software_name/

googlebot/
Another way to get access to Web scraping may be using fake user agents in

rotation such that the Web site gets fooled into believing that a lot of Web browsers
are visiting the Web site and not just one [44].

5.2 Bypass Restrictions Using Proxies

Here, proxies refer to the IP addresses that are not of our own PC. Some Web sites
like amazon.com may ban the IP of our system from accessing the site because of

https://developers.whatismybrowser.com/useragents/explore/software_name/googlebot/
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a lot of scraping done through it. However, using proxies or IP addresses other than
ours, in rotation, could bypass this trouble easily.

Note that this is not illegal as of now, and it does not come under identity theft
because the proxies used do not belong to other computers. ‘Scrapy-proxy-pool’
library can help us generate and use proxies [44].

5.3 Bypass Restrictions by Logging in the Web site

Some Web sites put restrictions on data content by hiding the content behind the
login page. A user then has to log into the Web site to gain access to the content.
Such Web sites require user authentication in order to open up its data to the user.

A user performing Web scraping would need an automated way of logging into
suchWeb sites. This is where Scrapy can help.We just need to change the ‘start_urls’
variable from our Spider class and give it the link to the login page of the Web site.
‘scrapy.http’ provides a library ‘FormRequest’ that helps logging into the Web site
and starts scraping freely again [44].

6 Conclusion

Web scraping has been an evident and significant way of collectingWeb information
for a long time. Professionals use it in many B2B and B2C use cases to integrate
data into innovative applications which offer additional values and novelty. Start-ups
love it because it is cheap and a powerful way to gather data without the need of
partnerships. Big companies use Web scraping for their own benefit but at the same
time do not want their data to be scraped by others. Thus, there always has existed a
question on the legality of Web scraping. While courts try to judge this technology
as legal or illegal, companies tend to develop anti-bots to stop bots from extracting
their data. Rising demands of data require the handling of such anti-bot practices.

Our future work would include performing advanced Python Web scraping to
handle themeasures taken byWeb sites to foilWeb scraping attempts. Suchmeasures
include honeypot trap, building dynamic, and user-friendly Web sites, different
layouts in different pages and captchas and redirects among others.
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(ISCSE). Kuşadasi, Turkey, pp 67–73

28. Jason Mun Personal website, https://www.jasonmun.com/using-scrapebox-for-good-not-evil/.
Last Accessed 22 May 2020

29. ScrapeBox homepage, http://www.scrapebox.com/. Last Accessed 10 June 2020
30. Jose CAIMG, Fernandez-Villamor I, Blasco-Garcia J (2012) A semantic scraping model for

web resources. Applying linked data to web page screen scraping. In: ICAART 2011—
proceedings of the 3rd international conference on agents and artificial Intelligence, 2,
451–456

31. Ioan D, Moisil I (2008) Advanced AI techniques for web mining
32. Mashuq M, Michel, Zhou Z Web content extraction through machine learning
33. Nguyen-Hoang B-D, Pham-Hong B-T, Jin J, Le PTV (2018) Genre-oriented web content

extraction with deep convolutional neural networks and statistical methods. PACLIC
34. Cai D, Yu S, Wen JR, Ma WY (2003) Extracting content structure for web pages based on

visual representation. 406–471. https://doi.org/10.1007/3-540-36901-5_42
35. Gottron T (2008) Content code blurring: a new approach to content extraction. In: Proceedings

19th international conference database expert system applications (DEXA), pp 29–33
36. Weninger T, Hsu WH, Han J (2010) ‘CETR: content extraction via tag ratios. In: proceedings

19th international conference of world wide web (WWW), pp 971–980
37. Gupta S, Kaiser G, Neistadt D, Grimm P (2003) DOM-based content extraction of HTML

documents. In: Proceedings 12th international conference on worldwideweb, pp 207–214
38. Finn A, Kushmerick N, Smyth B (2001) “Fact or fiction: content classification for digital

libraries. In: Proceedings of joint DELOS-NSF workshop, personalization recommender
system digital libraries, [Online]. Available: http://citeseerx.ist.psu.edu/viewdoc/citations;jse
ssionid=8E0FC70BEE7 DFA696487A2F7C6B622FA?

39. Adam G, Bouras C, Poulopoulos V (2009) CUTER: An efficient useful text extraction mech-
anism. In: International conference on advanced information networking and applications
(AINA), pp 703–708

40. Gunasundari R (2012) A study of content extraction fromWeb pages based on links. Int J Data
Mining Knowl Manage Process 2(3):230–236

41. Diffbot homepage, https://en.wikipedia.org/wiki/Diffbot. Last Accessed 10 June 2020
42. Scrapy Installation Guide, https://docs.scrapy.org/en/latest/intro/install.html. Last Accessed 22

June 2020
43. SelectorGadget, Chrome web store, https://chrome.google.com/webstore/detail/selectorg

adget/mhjhnkcfbdhnjickkkdbjoemdmbfginb?hl=en. Last Accessed 25 June 2020

https://doi.org/10.1016/S1389-1286(99)00052-3
https://doi.org/10.1007/978-981-15-1420-3
https://doi.org/10.1145/2187980.2187991
https://doi.org/10.1109/ACCESS.2020.2984503
https://www.jasonmun.com/using-scrapebox-for-good-not-evil/
http://www.scrapebox.com/
https://doi.org/10.1007/3-540-36901-5_42
http://citeseerx.ist.psu.edu/viewdoc/citations;jsessionid%3D8E0FC70BEE7
https://en.wikipedia.org/wiki/Diffbot
https://docs.scrapy.org/en/latest/intro/install.html
https://chrome.google.com/webstore/detail/selectorgadget/mhjhnkcfbdhnjickkkdbjoemdmbfginb%3Fhl%3Den


112 H. Nigam and P. Biswas

44. PythonWeb Scraping and Crawling using Scrapy, https://www.youtube.com/watch?v=ve_0h4
Y8nuI&list=PLhTjy8cBISEqkN-5Ku_kXG4QW33sxQo0t. Last Accessed 22 June 2020

45. Thomas DM, Mathur S (2019) Data analysis by web scraping using Python. In: 2019 3rd
international conference on electronics, communication and aerospace technology (ICECA).
Coimbatore, India 2019, pp 450–454. https://doi.org/10.1109/ICECA.2019.8822022

46. Feng Y, Hong Y, TangW, Yao J, Zhu Q (2011) Using HTML tags to improve parallel resources
extraction. In: 2011 international conference on Asian language processing. Penang, pp 255–
259. https://doi.org/10.1109/IALP.2011.23

https://www.youtube.com/watch%3Fv%3Dve_0h4Y8nuI%26list%3DPLhTjy8cBISEqkN-5Ku_kXG4QW33sxQo0t
https://doi.org/10.1109/ICECA.2019.8822022
https://doi.org/10.1109/IALP.2011.23


Selection of Candidate Views for Big
Data View Materialization

Akshay Kumar and T. V. Vijay Kumar

Abstract Big data is a large volume of heterogeneous data, which can be structured,
semi-structured, or unstructured, produced at a very rapid rate by several disparate
data sources. Big data requires processing using distributed storage and processing
frameworks to answer big data queries. Materializing big data views would facilitate
faster, real-time processing of big data queries. However, there exist large numbers
of possible views and, from among these, computing a subset of views that would
optimize the processing time of big data queries is a complex problem. This paper
addresses this problem by proposing a framework that reduces the large search space
of all possible views by computing comparatively smaller set of candidate views for a
given query workload of a big data application. The proposed framework uses the big
data view structure graph, which represents the structure of big data views and their
dependencies, to compute a set of candidate views and alternate query evaluation
plans for big data queries.

Keywords Big data · View materialization · Query processing

1 Introduction

The information technology revolution has transformed the ways of living and
working of the vast majority of people around the globe. This has resulted in gener-
ation of very large amount of low integrity and low value heterogeneous data, also
called big data, which is being produced at a very rapid rate. This data is collected
from many disparate sources and then integrated, stored, processed, analyzed, and
presented in different visual forms to create useful information for various appli-
cations. A big data application can be deployed in different areas, like scientific,
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knowledge discovery, commerce, governance, learning, healthcare, disaster manage-
ment, etc. Two most recent and challenging applications of big data are modeling
the spread of the worldwide pandemic, coronavirus disease (COVID-19) using big
data geographic information system [5] and the development of a framework for
studying the environmental sustainability of smart cities [4]. Big data applications
should generate correct, precise, consistent, and timely information, which helps in
making timely decisions.

Big data is voluminous and heterogeneous and has high data generation rate,
low integrity, and low value [10, 14, 18, 21, 35]. A big data application is required
to store and process large volumes of structured, semi-structured, and unstructured
data reliably, which was not be achieved using the traditional file processing and
database management systems. Thus, alternative technologies were required, which
supported reliable storage and fault-tolerant distributed processing of very large data.
This led to the design of high-performance distributedfile systems (DFS) likeHadoop
distributed file system (HDFS), which store data reliably in large big data blocks of
size 64MB and/or 128MBormore [7, 15, 16]. In addition, fault-tolerant frameworks
like MapReduce, Apache Spark, and NoSQL databases were developed to process
big data, which is stored on DFS [7, 8, 21].

A big data application is required to process big data queries efficiently. This can
be achieved by materializing the big data views over structured, semi-structured,
and unstructured data. Big data applications have a large number of possible views
for materialization. However, all these views cannot be materialized due to update
processing overheads and storage space constraints. Therefore, a subset of candidate
views, which minimizes the query processing time of a big data application for a
given query workload, is selected for materialization. One of the prerequisites for
big data view materialization is the identification of the candidate big data views
from a very large number of possible views. This paper proposes a graph-based
approach for identifying such candidate big data views for a given query workload
of a big data application. The paper also proposes a theoretical framework and an
algorithm to create a big data view structure graph, which represents big data views
and their interrelationships [23]. This big data view structure graph can be used to
identify candidate views for materialization for a given set of workload queries. The
algorithmalso creates alternate query evaluation plans,which are useful in computing
the optimal query processing cost for selected sets of materialized big data views.

The rest of the paper is organized as follows. Section 2 presents big data view
materialization in the context of structured, semi-structured, and unstructured data.
Section 3 proposes a theoretical framework for candidate view selection using big
data view structure graph. Section 4 presents an algorithm for selecting candidate
views and alternate query evaluation plans for a given query workload. An example
illustrating the use of the proposed algorithm is discussed in Sect. 5. Section 6 is the
conclusion.
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2 Big Data View Materialization

View materialization has been studied for various database management systems. In
the context of structured data, viewmaterializationwas studied for relational database
management systems (RDBMS), data warehouses, and object-oriented database
management systems (OODBMS). View materialization results in the reduction of
time of query processing, as the time to access materialized views is significantly
lower than the time to compute the view query. There can be a large number of
possible views in RDBMS and data warehouse. However, only some of these views
can be materialized, as the materialized views are required to be maintained. The
problem of materialization of views was formally defined for RDBMS and data
warehouse in [30] and is given below.

Given a set R of n relations, represented as R = {r1,r2, … rn} and set ofm queries
on these relations, represented as Q = {q1,q2, … qm}; the view materialization
problem selects a set of p views for materialization (Vm), represented asVm = {v1,v2,
… vp}, from among large numbers of candidate views, which results in minimizing
the cost of query processing at aminimal cost of viewmaintenance and storage space.

The problem of viewmaterialization is a complex problem, which grow exponen-
tially with increase in the number of dimensions of a data warehouse [17]. In order to
solve the view materialization problem, a set of candidate views for materialization
is created. These candidate views are represented using a framework of views and
view defining query expression dependencies. A number of such frameworks have
been designed for data warehouses. Harinarayan et al. [17] proposed a lattice struc-
ture, where a node represents a view created using a group by clause, and a link from
node V1 to V2 exists if V2 can be directly derived from the node V1. Thus, a query
on a data warehouse that can be answered by view V2 can also be answered by view
V1, but not vice versa. Gupta [13] represented the views using a directed acyclic
AND-OR view graph, which represents the views and the dependencies, in terms of
common query sub-expressions. These AND-OR view graphs can be used to create
alternate query evaluation plans for query processing in a data warehouse. The view
selection problem for RDBMS and data warehouse has been solved using several
different approaches, viz. greedy approaches [13, 17], empirical approach [3], and
evolutionary approaches [20]. Authors [6, 32] presented the theoretical framework
on view materialization. However, as big data views and their interrelationships are
more complex in nature due to the presence of large heterogeneous data, newer
frameworks are needed to represent the big data view structure.

The data in databases is also updated frequently. These updates should also be
communicated in real time to the related materialized views. Kenneth et al. [19]
proposed to find common sub-expressions among the materialized views to create
additional materialized views in order to minimize the view maintenance cost.
Authors [12, 31] presented a framework and algorithm to solve the view materi-
alization problem considering the query processing and maintenance costs in the
context of a data warehouse. The approach to find common sub-expressions may
be extended to find the candidate views for big data view materialization, where
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several smaller views may be considered for materialization. However, the expected
minimum size of a big data view should be at least one block of big data, which will
require merging of several related smaller views to a candidate big data view.

Kuno and Rundensteiner [28] presented view materialization for the OODBMS
and represented object-oriented views as schema graphs of base and virtual classes.
A node in the schema graph represents a class, and a link represents a common
inherited property of classes. A virtual class is created in the schema graph, as a
result of a query operator, thus representing a view. Therefore, views are created
without making a copy of the original objects. However, classification of objects
into materialized view classes has to be dynamic, as changes in data may change
this classification, and a view may be assigned to a new materialized view class, if
needed. The viewmaterialization, therefore, inOODBMS canminimizemaintenance
overheads. Big data views may use such a concept when semi-structured data is in
the form of objects.

View materialization has also been studied for semi-structured data using the
ordered tree structure [1, 2, 33]. The basic idea was to identify the query sub-tree
from the ordered tree of the semi-structured data. A greedy algorithm for the selection
of views for materialization on XML data was proposed in [33]. For processing
updates on the views, an incremental update model was proposed for semi-structured
data in [9]. An interesting case of view materialization on semi-structured data was
presented in [27, 29], which proposes to materialize web-views for a database-driven
web application. A web-view was defined as a component of a web page, which can
be reused in several web pages. Kumar and Vijay Kumar [27] also presented an
algorithm, which dynamically selects web views for materialization based on web
page accesses and relation update requests. The graph-based framework of semi-
structured data is needed to be extended to big data view structure representations
for the identification of the candidate big data views.

View materialization has not been specifically studied for unstructured data.
However, [10] defined the importance of unstructured data in the context of big data
and presented methods for efficient handling of unstructured data. An interesting
work on query processing was presented in [34], which suggested the processing of
queries on unstructured data using three different techniques, viz. linking the unstruc-
tured data to a relational model, creating a separate model for the unstructured data,
or extracting attributes from the natural language queries and processing the unstruc-
tured data using these extracted attributes. These models can be used in the context
of big data for the identification of query attributes in unstructured data.

Big data view materialization was proposed in [11] in the context of Hive, a big
data warehousing tool. Goswami et al. [11] proposed the big data view material-
ization, as a multi-objective optimization problem and used the genetic algorithm
to solve the problem for a standard dataset and queries. However, the paper did
not propose any model for identifying big data candidate views. Kumar and Vijay
Kumar [22] defined the big data view materialization problem, which considered the
big data characteristics including heterogeneity, volume, rate of data generation, and
trustworthiness. Big data view materialization was defined as a bi-objective opti-
mization problem in [23], having the objectives—minimization of query evaluation
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cost for a query workload and the minimization of the update processing cost of the
materialized views. The query evaluation cost was computed using query frequency,
change in the size of big data, and alternate query evaluation plans, while update
processing cost was computed using the size of the data required to update the
materialized views and view integrity. Since the two objectives of the bi-objective
optimization problemwere conflicting,multi-objective evolutionary algorithmswere
used to select big data views for materialization. Authors [23–26] used the vector
evaluated genetic algorithm (VEGA), multi-objective genetic algorithm (MOGA),
strength Pareto evolutionary algorithm-II (SPEA-II), and non-dominated sorting
genetic algorithm-II (NSGA-II), respectively, to solve the bi-objective optimiza-
tion problem. However, all these evolutionary algorithms require a set of workload
queries, candidate views for materialization, and alternate query evaluation plans as
input. In order to identify the candidate views for materialization, [22] suggested the
use of query attributes (QA), which are used to retrieve specific information from
the voluminous big data. [23] suggested to use query attributes and their interrela-
tionships to create directed graphs, which may help in the identification of candidate
views. This paper formally defines the big data view structure graph, which were
proposed in [23] and extends these graphs to create a list of candidate views and
alternate query evaluation plans. This is presented in the next section.

3 Big Data View Structure Graph

The views on big data are generated as a result of a query on big data. A query on big
data involves the use of query attributes (QA), which are used to produce a directed
acyclic view structure graph [23]. This big data view structure graph along with the
set of workload queries can be used to identify the candidate big data views, which
form the input for the big data view selection algorithm. A sample big data view
graph, which uses a set of query attributes SQA = {A, B, C}, is shown in Fig. 1. This
figure also assumes that the query attribute A is having a dependence relationship
on the query attribute C, which is represented as C → A. The node of this graph
represents a big data view consisting of structured data (SD), semi-structured data
(SSD) and unstructured data (UD), which has been created for a specific set of query
attributes; whereas, the links represent the interrelationships among these views. For
example, a view Node(C, B) has been created using the query attributes (C, B) and
a link from view Node(C, B) to view Node(C) indicates that the view Node(C) can
be derived from the view Node(C, B). In addition, a link can also be created due to
dependencies of the query attributes. For example, the query attribute dependence C
→ A will result in the creation of links Node(C, B) to Node(B, A) and Node(C) to
Node(A) as shown in Fig. 1. The big data view structure graph can be represented by
the following graph representation equation, where VG represents the big data view
structure graph, VN represents the view node, and DE represents the directed edges:

VG = (V N , DE) (1)
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Fig. 1 Big data view structure graph for QA{A, B, C} with dependence C → A

VN, which represents a set of candidate views created usingQA, is defined below:

V N = {
V Dn|V Dn ∈ P(QA) ∧ (∼ (QAi → QAj )(i �= j)

}
(2)

V Dn is a big data view node, which is created for a member of the power set
(P(QA)) of the set of query attributes (SQA). A viewnode is created for everymember
of the P(QA), except the nodes that have been created using the pair of dependent
query attributes (please refer to Eq. (2)). For example, in Fig. 1, the Node(C, A) has
not been created due to the query attribute dependence C → A. It may be noted that
any multi-level dependence of query attributes may be modeled using the pair-wise
binary dependence. In general, the number of nodes in the big data view graph will
be of the order of the size of the power set, which is O(|P(QA)|) = O(2|SQA|).

The links or the edges in the directed big data view structure graph are defined
below:

DE = {
(x, y)|(x ∈ Qk

A, y ∈ Qk−1
A , where Qk−1

A ⊂ Qk
A

)

or
(
Qk

Ai
→ Qk

Aj

)
(i �= j and all other QA are similar)

for k = n down to 2, where n = ∣∣SQA

∣∣} (3)

In order to define the edges, the term level of nodes (k) is defined. A level of the
node is the number of query attributes that are used to define the node. Thus, the level
of the root node, which includes all the query attributes, will always be n, where n
= ∣∣SQA

∣∣, i.e., cardinality of the set of the query attributes. A directed edge is created
between two big data view nodes, which are at adjacent levels, provided the query
attributes at the lower level are a proper subset of query attributes at the next higher
level. This is the first condition of Eq. (3). A directed edge can also be created if
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the two view nodes are at the same level, having the same query attributes except
the one having the dependence relationship. For example, Node(C,B) and Node(B,A)
in Fig. 1 are related as both have a common query attribute B, and the other query
attribute has a dependence relationship C → A, and thus, a directed edge will be
created from Node(C, B) to Node(B, A). The value of k in Eq. (3) varies from n down
to 2.

Figure 1 also shows the sample size of different types of data at various levels
of the views. The dependence relationship can also be used to identify alternate
query evaluation plans. For example, the query attribute dependence C → A also
implies that a query, which can be answered by a view created on Node(A), can also
be answered by the view on Node(C), but not vice versa. This big data view graph
can be used to generate candidate views. However, it may be noted that a candidate
view need not include all types of data. For example, as per the link structure of
Fig. 1, a query that can be answered by a view on Node(A) can also be answered by
Node(C, B) or Node(B, A) or Node(C), provided they are on the same type of data
and are created using the same query operators. In addition, a view node in Fig. 1
can be used to create more than one candidate view on different types of data (see
Fig. 2). For example, two different views can be created using Node(A, B), e.g., one
on semi-structured data and the other on structured data. It may be noted from Fig. 2
that the root node is used to create three big data views, one each for structured,
semi-structured, and unstructured data. All these three views created using the root
node are always assumed to be materialized. A node, therefore, can be used to create
many different candidate views of different types of data (see Fig. 2). It may be
noted that candidate views generated using a single node, sometimes, are combined
to create additional candidate views. For example, suppose there are two queries in
an application. Suppose the first query can be answered by the semi-structured data

Fig. 2 View node architecture expanded on type of big data
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Fig. 3 View creation on the basis of query operators

in node Node (A, B), which will result in a candidate view on the semi-structured
data. The second query is on the unstructured data in Node(A, B) which will result
in a candidate view on unstructured data. In addition, a third candidate view can be
created on both semi-structured and unstructured data in Node(A, B). Similarly, if
candidate views are on the same node or data, but created using different operators,
then a view formed by the union of the two operators can also be considered as a
candidate view for materialization. Thus, the big data view structure graph shown
in Fig. 1 needs to be further expanded to compute such additional set of candidate
views for materialization. Figure 2 shows the expansion of the root node, Node(C,
B) and Node(B, A) of Fig. 1 using structured, semi-structured, and unstructured data.
Figure 3 shows the expansion of Fig. 2 based on the different operators used for
creating individual candidate views.

Thus, the number of views that can be created using the big data view structure
graph of Fig. 1 can be very large. The graph of Fig. 1 itself has about 2|QA| nodes.
Thus, the problem of computing the candidate view is of exponential complexity.

An algorithm BDCV&QP for computing the set of candidate views for material-
ization and alternate query evaluation plans for the query workload for a big data
application is proposed and is discussed in the next section.

4 Algorithm BDCV&QP

The algorithm BDCV&QP takes the set of queries (Q) in a query workload for a big
data application, as input and produces a list of candidate views for materialization
and alternate query evaluation plans for the query workload in a big data application,
as output. The algorithm BDCV&QP is given below:
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Input:   The list of Queries (Q) in the query workload for a Big data application 
Output:  List of candidate views for materialization (CVm),  Alternate query evaluation plans 

(QEP) for query workload (Q) 
Variables: Query Attribute (QA); Data accessed by Query (Qdata);Query operator (Qoperator) 

Selection operation SA (key : value) pair; Display attributes DA(key : value) pair
Procedure: 
Initialization: QA = Ø ;SA =  Ø; DA =  Ø; CVm= Ø
Method: 
1. Collection Phase of QA

 For each query q Q
For structured data: Collect the Selection operation <key : value> pair (Sk,v) as  

<selection attributes (k) : operator and attribute value (v)> ;  

Identify the projection pair (Dk,v) as <key of data : attribute list> of the query 

Identify aggregate function and add <aggregation attributes : function> pair
in selection attributes:

For semi-structured data
Identify semi-structured data attributes pair (SSk,v)<attribute name : selected values> 

Identify the tags to be kept in the result pair (SDk,v) of  <document : tag list> 

For Unstructured data 
Identify the operation and content object identifiers of results as the pair of

unstructured data (UDk,v) <content object identifiers : operation, other data> 

In case, content object identifier(k) not in 
then add <content object identifier : data selection criteria>

2. Creation of QA, Qdata and Qoperator  for all pairs in SA

For each value pair <k, v> in 
collect all <k, v> with similar k values in a set 

If the size of view > Big data block size, put k in QA and value list v in Qoperator

else take union of values list to create v', where v' is union of the two value lists. 
For each pair <k, v> in DA related to QA so created 

Create the list of view data relating to QA (Qdata) 
3. Creation of Big data View Structure Graph

Create a Power set of QA( ( ))
n=Cardinality of set of QA

At each level k of view node create a link from n down to 2 
if ith  node at level k-1 jth  node at level k, create a link from node i to node j 

For every QA use Qdata to identify related query attribute dependencies 
if (Qdata)j of  (QA)j  (Qdata)I of  (QA)i

then create a query attribute dependence as (QA)i  (QA)j
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For each query relationships of the type (A B) 
Create a link at each level from (A B) if all other QA are same for the nodes 
Delete the node (A,B) and merge the links of the node containing a hierarchy

with the identifying attributes 
The output of this step is the Big data View Structure Graph 

4. Create the Candidate Views and Query Evaluation Plans 
Using the Big data View Structure Graphs, Qoperator and Qdata 

For every node identify candidate views, their data type and operator 
Create related sub-graphs of View structures 
Each node in each sub-graph is listed as candidate views (CVm) 

a candidate view is a triple <node number, data types, query operator>
Combine candidate views to create additional candidate views.
For each Query
To identify the candidate views in each view sub graphs to answer the query

Use the View Structure Graph, Qoperator and Qdata

perform depth first traversal listing all the nodes having same Qoperator and Qdata

Generate all possible combinations to form alternative query evaluation plans
Output all the Candidate views and Evaluation plans for each query

In the first step, all the queries are explored to create a set of attributes on which
an operation has been performed. SA records the attributes on which the operation
has been performed (k), the operator, and the value lists of the operation (v). For each
of these Sk,v pair, the values of the displayed attributes, e.g., attribute of projection
operation in RDBMS (<key of data: attribute list > ) or tags in semi-structured data
(<document: tag list > ), are added toDk,v. The aggregate functions are also recorded
inSk,v. These operations are also performed for semi-structured data. For unstructured
data, if the selection attribute is not in Sk,v, thenUDk,v is stored in the Sk,v. In addition,
the related values of selected data are included inDk,v. After completing the collection
phase, at second step,QA list is created based on the value of k in the Sk,v. In addition
to collecting the query attributes, the operators that are applied on the query attributes
are identified. If the operator produces a view with size less than one big data block,
then such view is merged with other views created on the same data using different
operators. The output of this step is the set of query attributes QA, the values (Qdata)
of the query attributes (QA), and operators (Qoperator) that were performed on these
query attributes (QA).

In the next step, a big data view structure graph is created by creating the power
set of the set of query attributes (QA). A view node is created for each member of
the power set, and the directed edges are created for the adjacent levels of node
(Refer to Eq. 3). In order to identify the dependencies among the candidate views
at the same level, query dependence relationships are identified using QA and Qdata.
These dependence relationships between query attributes are used to create the links
between the candidate views that are at the same level in the view structure graph.
Further, the redundant view nodes are removed, and links are accordingly adjusted.

In the final step of BDCV&QP, candidate views for materialization and query eval-
uation plans for each query are computed. The big data view structure graph along
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with Qdata and Qoperator is used to create subgraphs of candidate views. Next, depth
first traversal in each subgraph is performed to compute a set of candidate views for
materialization and alternate query evaluation plans for the given query workload.

An example illustrating the use of algorithm BDCV&QP is discussed next.

5 An Example

Consider that a group of banks maintains big data for a banking loan application
system of its customers. The loans are issued by various bank branches. The big
data of the banks includes structured data, such as the customer accounts and loans;
semi-structured data, such as various assets of the customers, the value of assets as
per market indexes, mortgage of assets, industries owned by customers, and yearly
turnover of industry, etc.; and the unstructured data, such as web based financial
statements of companies, complaints, feedback, or any other information about the
customers or their assets. Suppose the following queries are raised on this big data
application:

Query 1: What is the current status of a customer’s assets and their liabilities, as
per records of a specific branch?

Query 2: Are there any complaints against the customers, who have taken loan?
Query 3: List of customers who are bank defaulters.
The scope and queries of this application can be vast. However, in this paper,

this big data application is used to illustrate the working of the algorithm BDCV&QP.
The three queries clearly involve the three main query attributes, viz. the branch, its
customers, and the bank. These three QAs are corresponding to the query attributes
A, B, and C in Fig. 1 with A being the branch, B being the customer, and C being
the bank. It can also be observed that the query attribute dependence bank → branch
is the same as dependence C → A, as shown in Fig. 1. The identification of these
attributes by the algorithm BDCV&QP is given below:

The input to the procedure would be the abovementioned three queries. Using
step 1 of the algorithm BDCV&QP, QAs will be collected as follows.

For Query 1:  For the structured data: 
    <Customer : Bank Balance, Loan balance in a Branch> 
   For the semi-structured data  
     <Customer : Assets, liability details in a branch> 

For Query 2: For unstructured data 
  <Customer: Search and selection of complaint against customers, assets> 

 For Query 3: For structured data 
<Branch: Selection on defaulted customer> 
<Bank: Common defaulting customer on various branches of banks> 
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Thus, the set of attributes SA will include the key value pairs of branch, customer,
and bank, as shown above, whereas attributes dataDA will include the customer data
that would be displayed as the output of the queries. For bank branches, the data may
include the branch ID, customer ID, asset details, etc., and for the bank, the data may
include bank-related details in addition to the branch data. It may also be noted that
the selection operator would be used for the above-mentioned three queries. Using
step 2, query attributes will be created from SA and DA. The < key: value > pairs
generated in step 1 have a key value (k) customer, which is related to structured
data, viz. bank balance, loan balance; semi-structured data, viz. assets and liabilities;
and unstructured data, viz. complaint against customers. These < key: value > pairs
are used to identify the query attribute customer, which is related to structured data
(bank and loan balance), semi-structured data (assets and liability), and unstructured
data (complaints). Similarly, the other two query attributes branch and bank will
be identified using this step. Using step 3, first the power set of these three query
attributes will be created. This power set will result in the generation of the root node
withQA (A, B, C) and other possible nodesQA (A, B),QA (A, C),QA (B, C),QA (A),
QA (B), andQA (C). The null set of the power set will not be selected. The root node is
at level 3, which is the cardinality of set QA {A, B, C}. Next, the links from the level
3 to level 2 nodes QA (A, B), QA (A, C), and QA (B, C), will be created. In addition,
links will be created from the level 2 node QA (A, B) to level 1 nodes QA (A) and QA

(B); level 2 node QA (A, C) to level 1 nodes QA (A) and QA (C); and level 2 node QA

(B, C) to level 1 nodesQA (B) andQA (C). Since the data of the query attribute—bank
(C) is the superset of the query attribute—branch (A), the query dependence C → A
will be identified. This query dependence will cause deletion of the node QA (A, C),
and its links will be merged with the nodeQA (B, C), which in turn would result in the
creation of a link from QA (B, C) to nodes QA (A, B) and QA (A). In addition, a link
from node QA (C) to node QA (A) will be created, thus creating the view structure
graph, as shown in Fig. 1. Using step 4, the query data output and query operator shall
be used to generate the set of candidate views. For customers, the possible views are
on the structured and the semi-structured data; or are on structured or unstructured
data; or are on all the three structured, semi-structured, and unstructured data, as
illustrated in Fig. 2. Since a selection operator is used, no further decomposition of
views will be needed, as illustrated in Fig. 3. Likewise, the possible views can be
identified for the query attributes branch and bank. For the root node, three views,
one each for structured (V1), semi-structured (V2), and unstructured data (V3), will
be created. Finally, from the view structure graph and queries in the query workload,
alternate query evaluation plans will be computed. For query 1, structured and semi-
structured data of the query attributes customer (B) and branch (A) is needed to
answer the query. The algorithm BDCV&QP will create the alternate query evaluation
plans using the depth first search, as views V1 and V2 from the root node; or view
V4, created using the structured and semi-structured data of node (B, A); or views
V5 and V6 created using the structured and semi-structured data of node B and node
A, respectively. In this way, algorithm BDCV&QP is used to compute the candidate
views for materialization along with alternate query evaluation plans for the query
workload.
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6 Conclusion

Abig data application is required to process big data queries efficiently.Materializing
big data views would improve the processing time for big data queries. However, big
data applications have a large number of possible views, and selecting, from among
these, big data views that would reduce the processing time of big data queries
is a complex problem. This paper has addressed this problem and proposed a view
structure graph framework that reduces the large search space of all possible views by
computing comparatively smaller set of candidate views for a given query workload.
The proposed framework uses the big data view structure graph, query attributes, data
accessed by the queries, and query operators to compute a set of candidate views and
alternate query evaluation plans for big data queries. These candidate views provide
a smaller search space from which reasonably good quality big data views can be
selected for materialization.

References

1. Abiteboul S, Goldman R, McHugh J, Vassalos V, Zhuge Y (1997) Views for Semi-structured
Data. Tech. Report. Stanford InfoLab, Workshop on Management of Semi-structured Data,
Tucson, AZ

2. Abiteboul S (1999) On views and xmL, SIGMOD Record 28(4)
3. Agrawal S, Chaudhari S, Narasayya V (2000) Automated selection of materialized views and

indexes in SQL databases. In: 26th international conference on very large data bases (VLDB
2000). Cairo, Egypt, pp 486–505

4. Bibri SE (2018) The IoT for smart sustainable cities of the future: an analytical framework
for sensor-based big data applications for environmental sustainability. Sustain Urban Areas
38:230–253

5. Chenghu Z, Fenzhen S, Tao P, Zhang Y, Du A, Luo B, Cao Z, Wang J, Yuan W, Zhu Y, Song
JC, Xu J, Li F, Ma T, Jiang L, Yan F, Yi J, Hu Y, Liao Y, Xiao H (2020) COVID-19: challenges
to GIS with big data. Geograp Sustain 1(1):77–87

6. Chirkova R, Halevy AY, Suciu D (2001) A formal perspective on the view selection problem.
In: Proceedings of the 27th VLDB conference. Roma, Italy

7. Dean J, Ghemawat S (2012)MapReduce: a Flexible data processing tool. CommunACM53(1)
8. Dezyre (2019) Hadoop ecosystem components and its architecture, from the web site dated

04 Jun 2015. Last accessed on August 08, 2019 from the website: https://www.dezyre.com/art
icle/hadoop-ecosystem-components-and-its-architecture/114

9. El-Sayed M, Rundensteiner EA, Mani M (2006) Incremental maintenance of materialized
xquery views. In: Proceedings of 22nd international conference on data engineering (ICDE’06).
Atlanta, GA, USA

10. Gandomi A, Haider M (2015) Beyond the hype: Big data concepts, methods, and analytics. Int
J Inf Manag 35(2):137–144

11. GoswamiR,BhattacharyyaDK,DuttaM (2017)Materialized view selection using evolutionary
algorithm for speeding up big data query processing. J Intell Inf Syst 49(3):407–433

12. Gupta A, Mumick IS (1995) Maintenance of materialized views: problems, techniques, and
applications. Data Eng Bull 18(2)

13. Gupta H (1996) Selection of views to materialize in a data warehouse. In: Afrati F, Kolaitis P
(eds) ICDT 1997 Lecture notes in computer science, vol 1186. Springer, Heidelberg

https://www.dezyre.com/article/hadoop-ecosystem-components-and-its-architecture/114


126 A. Kumar and T. V. Vijay Kumar

14. Gupta R, Gupta H, Mohania M (2012) Cloud computing and big data analytics: what is new
from database perspective? In: Proceedings of big data analytics-first international conference.
Springer

15. Hadoop (2012) http://hadoop.apache.org/. Last Accessed December 2012
16. Hadoop Documentation (2008) on http://hadoop.apache.org/docs/r0.17.0/mapred_tutorial.

html. Last Published on May 2008, Last Accessed Oct 2012
17. Harinarayan V, Rajaraman A, Ullman JD (1996) Implementing data cubes efficiently. In:

Jennifer W (ed) Proceedings of the 1996 ACM SIGMOD international conference on
Management of data (SIGMOD ‘96). ACM, New York, NY, USA, 205–216

18. Jacobs A (2009) The pathologies of big data, communication of ACM, vol 52(8). ACM
19. Kenneth R, Srivastava D, Sudarshan S (1996) Materialized view maintenance and integrity

constraint checking: trading space for time. In SIGMOD international conference on manage-
ment of data

20. Kumar S, Vijay Kumar TV (2018) A novel quantum inspired evolutionary view selection
algorithm. J Sadhana Springer Indian Acad Sci 43(10) 166

21. KumarA,VijayKumar TV (2015) Big data and analytics: issues, challenges, and opportunities.
Int J Data Sci 1(2):118–138

22. Kumar A, Vijay Kumar TV (2021) Viewmaterialization over big data. Int J Data Anal 2(1):61–
85

23. Kumar A, Vijay Kumar TV (2021) AMulti objective approach to big data viewmaterialization.
Int J Knowl Syst Sci 12(2):17–37

24. Kumar A, Vijay Kumar TV (2021)Multi objective big data viewmaterialization usingMOGA.
Int J Appl Metaheuristic Comput 13(3) (Accepted)

25. Kumar A, Vijay Kumar TV (2021) Multi-objective big data view materialization using
improved strength pareto evolutionary algorithm. J Inf Technol Res 15(6) (Accepted)

26. Kumar A, Vijay Kumar TV (2021)Multi-objective big-data viewmaterialization using NSGA-
II. Inf Resour Manag J 34(2):1–28

27. Kumar A, Vijay Kumar TV (2020) Dynamic web-viewmaterialization. Adv Commun Comput
Technol Lecture Notes Electr Eng 668:605–616

28. KunoHA,Rundensteiner EA (1995)Materialized object-oriented views inmultiview. In: ACM
research issues data engineering workshop, pp 78–85 (1995)

29. Labrinidis A, Roussopoulos N (2000) WebView materialization. ACM SIGMOD Record
29(2):367–37. In: Proceedings of the ACM SIGMOD conference. Dallas, Texas, USA

30. Mami I, Bellahsene Z (2012) A survey of view selection methods, SIGMOD record 41(1)
31. Mistry H, Roy P, Sudarshan S, Ramamritham K (2001) Materialized view selection and main-

tenance using multi-query optimization. In: Proceedings of the ACM (SIGMOD) conference
on the management of data, 307–318

32. Roussopoulos N (1998) Materialized views and data warehouses, SIGMOD record
33. Tang N, Xu YJ, Tang H (2009)Materialized view selection in xml databases. Database systems

for advanced applications, vol 5463
34. Yafooz W, Zainal A, Siti Z, Omar N, Idrus Z (2013) Managing unstructured data in relational

databases. In: Proceedings—2013 IEEE conference on systems, process and control. ICSPC
2013, 198–203

35. Zikopoulos P, Eaton C (2011) Understanding big data: analytics for enterprise class hadoop
and streaming data 1st edn. McGraw-Hill Osborne Media

http://hadoop.apache.org/
http://hadoop.apache.org/docs/r0.17.0/mapred_tutorial.html


AMachine Learning Approach
to Sentiment Analysis on Web Based
Feedback

Arnav Bhardwaj and Prakash Srivastava

Abstract The advent of this new era of technology has brought forward new and
convenient ways to express views and opinions. This is a major factor for the vast
influx of data that we experience every day. People have found out new ways to
communicate their feelings and emotions to others through written texts sent over
the Internet. This is exactly where the field of sentiment analysis comes into exis-
tence. This paper focuses on analyzing the reviews of various applications on the
Internet and to understand whether they are positive or negative. For achieving
this objective, we initially pre-process the data by performing data cleaning and
removal of stop words. TF-IDF method is used to convert the cleaned data into a
vectorised form. Finally, the machine learning algorithms: Naïve Bayes, Support
Vector Machine and Logistic Regression are applied and their comparative analysis
is performed on the basis of accuracy, precision and recall parameters. Our proposed
approach has achieved an accuracy of 92.1% and has outperformed many other
existing approaches.

Keywords Sentiment analysis · Machine learning · Review text · Tf-idf

1 Introduction

The most imperative aspect of any organization/institution is the feedback given by
the people/users. With the onset of the technological era, this process of feedback
submission has also been revolutionized, and people today provide their feedback
through online services such as social networking sites, interactive applications or
by electronic mails. Since the written texts take away our ability to understand the
feelings and emotions of the users, it becomes extremely important to understand
them through their texts. But since we cannot read and review all the feedbacks
from the users, we make the machines do this task. Sentiment analysis is the way of
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understanding the texts which contain emotions, sentiments and other human aspects
such as sarcasm, irony etc. These datasets are used for machine learning applications
[1].

The organizations/institutes collect the feedback from the users, but it is very
difficult to segregate them into positive and negative feedback. For this purpose, they
ask the user to provide the rating with their feedback, so as to make the process of
training and prediction more accurate. Very strong words must be included in the
texts so that the summary of the feedback gets correctly categorized. Even with a lot
of data available to train the machines to predict the sentiment, the complexities and
construct of the languagemakes it difficult to predict the sentiment [2]. Sentiments of
the texts in social sites, interactive applications or electronic mails are classified into
positive or negative on the basis of certain features that further help in classifying the
unseen texts [3]. For example, “I loved this application. It was a good choice” has
words “loved” and “good choice”. Thesewordswill bemapped to the positive aspects
of the feedback. Similarly, “this was the worst application ever. Made a bad choice”
has words “worst” and “bad’. These would be mapped to the negative aspects.

Two of the approaches to sentiment analysis are text mining which builds upon
the hard facts such as occurrence of the words, and opinion mining prioritizes the
emotions and attitudes in the text [4]. The words that are considered to be positive
in one context, can be treated as negative in another context, and can also be treated
as neutral/no opinion in some other context [5]. This challenge is faced in sentiment
analysis, where sentiments are prioritized over the text, unlike the traditional text
mining where preference is given to the words themselves. In sentiment analysis, a
phrase is considered different from another slightly different phrase, irrespective of
the difference. This mechanism works on the sentences individually to process the
sentiments. Also, this mechanism works well with concrete sentences with a definite
structure, but fails to recognize sentences that a normal human is capable of but does
not have any concrete information [6]. For example, let us consider the sentence,
“This application is same as the previous one”. Here the user does not provide any
concrete information, and the polarity of the review depends upon the reviews of the
previous application.

Machine learning can be applied by either supervised learning or unsupervised
learning [7]. In our approach, we have performed supervised learning, using Naïve
Bayes, Logistic Regression and SVM classifiers. The data is cleaned, transformed
into a vector, and then the vectorised data is fed to the classifiers for their training.
90% of the dataset is used for training purpose and 10% for testing, which then
generates the results for performance measures. Our achieved accuracy is 92.1%,
which is comparable to other similar approaches.

2 Literature Review

Sentiment analysis dealswith the analysis of the emotions of the users regarding prod-
ucts, services, organizations, institutions, people or topics. This concept of sentiment
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analysis was developed in the beginning of 2000s, and since then it is evolving, taking
more andmore aspects into consideration and becomingmore diverse in its approach
to unseen reviews.

Sharma et al. [8] have determined the polarity of the reviews of movies at a docu-
ment level. According to their work, Document Based Sentiment Orientation System
has better results when compared to a similar approach of AIRC Sentiment Analyzer
for the movie domain, achieving 63% accuracy with their model. He successfully
analyzed various feature selection schemes and their impact on sentimental analysis.
The classification clearly shows that linear SVM gives more exact results compared
toNaive Bayes classifiers. Althoughmany other previous works have also shown that
SVM is an improved method for sentiment analysis, it differs from previous work in
terms of comparative studies of classification approaches with different patterns of
characteristic selection.

Tripathi andNaganna [9] have performed sentiment analysis by applying different
algorithms along with various feature selection methods. They were able to analyze
different feature selection methods and how they impacted in the field of sentiment
analysis. Their results have shown that Support Vector Machine was more successful
than Naïve Bayes classifier in this field. Other previous works have also shown the
same results, but their approaches were different than mentioned in this Kudo and
Matsumoto [10] paper, as their feature selection methods were different.

Khan and Baharudin [11] have proposed a method which categorizes the
sentences. The blogs and reviews are categorized into objective and subjective, and
the subjective sentences are considered for calculating the semantic score, which in
turn is further used to classify the sentence as positive, negative or neutral. Their
results have shown that their proposed method was more effective than the machine
learning approach, with an accuracy of 87% for feedbacks.

Liu et al. [12] have developed and designed a method to perform movie review
and feedback summarization. Feature selection methods have been used to generate
a condensed summary of the review. They have used the Latent Semantic Analysis
approach for feature selection. Furthermore, the product summary can be reduced by
Latent Semantic Analysis approach and the method can be extended to any review
system efficiently.

Zedah et al. [13] in their paper have devised a new model named Tensor Flow
Network (TFN),which learns both inter and intramodality of the data and categorizes
it into unimodal, bimodal or trimodal interactions. Their proposed model produced
state-of-the-art performance in comparison to other multi modal approaches.

Ramachandran and Gehringer [14] showed how varied pre-processing steps can
help in making the sentiment analysis method more efficient in approach. They
have categorized the sentences on the basis of Latent Semantic Analysis and Cosine
Similarity to study the results of their text classification done during pre-processing.
Theirmethod provides sentiment analysis on the student reviews on different aspects.

Agarwal et al. [15] have considered phrases as an invariant factor in the process of
sentiment analysis. The have applied Parts of Speech rule to determine the sentiment
rich phrases and dependency relation, followed by Point-wise Mutual Information
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method to calculate the semantic orientation of the texts in the document. Finally,
the semantic orientation are classified into polar reviews to generate outputs.

Zhu et al. [16] have studied the opinion polling method of unlabeled text of
reviews of a Chinese restaurant. They identify aspects of the text to perform aspect
based bifurcation on the text and finally generate the model to perform sentiment
analysis of reviews. Interesting feature of themodel is that it does not require labelled
data to train the model. This Rambocas and Gama [4] paper follows unsupervised
learning approach and achieves 75.5% accuracy. Their model can be extended to
other languages and fields other than restaurant reviews also.

Neviarouskaya et al. [17] have generated a method, SentiFul, which scores
the sentiment lexicons and expands itself through antonyms, synonyms and
compounding with other known lexicons in the grammar. They have categorized four
types of lexicons and the role they play: propagate, intensify, weaken and reverse.
These provide the basis for expansion of the lexicon set to improve the sentiment
analysis process.

Liu et al. [12] have illustrated in their paper feature level sentiment analysis
method. They have used fuzzy domain sentiment ontology tree extraction algorithm
for sentiment analysis, which automatically constructs a fuzzy tree with inputs as
product reviews.

Hemalatha et al. [18] have shown that emoticon used as training set for different
machine learning algorithms can achieve great accuracies for sentiment analysis by
this mechanism. Even though Twitter comments and reviews are different from other
fields and domains, this method proves itself to be equally effective either ways.

Kudo and Matsumoto [10] suggest that the sentiment analysis goes beyond the
scope of bag-of-words approach and must be performed in more sophisticated and
structured manner. The machine learning algorithms should be able to detect the
structures observed in the text. For this, they proposed Bosting algorithm that recog-
nizes sub-structures in the text. They further illustrated the similarity in their approach
and Support Vector Machine algorithm.

Jebaseeli and Kirubakaran [19] performed a survey that depicts and underlines
the imperative role of sentiment/opinion analysis for the organizations/corpora. They
state that one of the major challenges that are faced in the field of sentiment analysis
is the process of feature extraction, because feature extraction governs the whole
machine learning process and its final outcome.

3 Proposed Methodology

In our approach, we have collected Amazon’s application review database and
analyzed it. The analysis is based upon labelled data using a combination of unigram,
bigram and trigram feature extraction technique. We have applied pre-processing
to the texts to make it more concise for feature extraction, followed by Machine
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Learning algorithms: Naïve Bayes, Support Vector Machine and Logistic Regres-
sion. The complete process along with the methods used is described in detail the
next sub-section.

3.1 Data Collection

The paper uses Amazon’s application review dataset. The dataset has been collected
from http://jmcauley.ucsd.edu/. In this dataset, we have a total of 10,000 reviews,
where 5000 are positive reviews and 5000 are negative reviews. The dataset’s
‘reviews’field has been changed to ‘positive’ and ‘negative’ respectively, for labelling
purpose.

3.2 Pre-Processing Data

This step breaks down the complete data into individual sentences in a form such that
only relevant information is present along with their reviews. The dataset contains a
lot of reviews that consist of words and symbols which are useless for the Machine
Learning purpose. In order to improve the quality of the data, we pre-process it as
follows.

3.2.1 Data Cleaning

It is the process of removing or correcting the words that are of little or no use to
the dataset. This removes incomplete and inaccurate parts of the dataset, which is
then replaced by complete information, or removed completely from the dataset. Our
dataset was checked and cleaned of all the username mentions, hyperlinks, HTML
tags, numbers, sitelinks and special characters. This is followed by replacing the
abbreviations such as ‘isn’t’ by ‘is not’ etc.

3.2.2 Stopwords Removal

Stopwords are those words that are very frequently used in a language and are
omitted from the data before or after the processing of data in Natural Language
Processing. For example, words such as ‘I’, ‘me’, ‘myself’, ‘we’, ‘our’ etc. are
considered stopwords.

http://jmcauley.ucsd.edu/
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3.3 Feature Extraction

After the pre-processing of the dataset, the dataset gets converted into a concise form,
from where we can extract certain properties of the text which are then used to train
the model. These properties (adjectives) can be chosen in the form of unigram or
n-gram. In the later stages, these features are used for determining the polarity of the
unseen texts to determine the sentiments of the texts. We have used a combination
of unigram, bigram and trigram features for feature extraction purposes.

Text Frequency Inverse Document Frequency (TF-IDF) method has been used
to determine features in the text and then implement vectorization of the features.
It determines how important a certain portion of text is in the whole document.
This method determines the frequency of a text in the document and inverse of the
frequency of occurrence of the text in a number of documents.

3.4 Training and Classification

Sentiment analysis can be performed by either document, sentence or text analysis,
considering each of these as a level. In our study, we have used the document level
analysis approach to perform sentiment analysis. This method is companied by three
Machine Learning algorithms: Naïve Bayes, Support Vector Machine and Logistic
Regression to implement sentiment analysis on the application review dataset. Clas-
sification of the dataset is done by TF-IDF algorithmwhere the features are extracted
into a vectorised form, which then is fed into the Machine Learning algorithms.

3.4.1 Naïve Bayes

Naïve Bayes classifier method is one of the simplest algorithm that can work effi-
ciently on a small dataset, generating high accuracies. This classifier algorithm uses
Bayes Theorem which assumes all the variables independent of each other. This
algorithm is naïve because it assumes that the variables are independent and there is
no way to know about a particular variable, given another variable. Bayes theorem
is given as follows in Eq. (1):

P(A|B) = P(B|A)P(A)
P(B)

(1)

where A and B are two events independent of each other. The same concept and
formula is used while applying Naïve Bayes classifier to the variables. Regardless of
its naïve nature, it has proven itself highly efficient as aMachine Learning algorithm.
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3.4.2 Support Vector Machine

Support Vector Machine algorithm is used for both classification and regression
problems, but is highly used for classification problems for its capability to classify
objects efficiently. In this algorithm, we plot the data obtained. The plot is done in
an n-dimensional space where n is the number of features of the input. The value of
each feature is the coordinate value in the n-dimensional plot. The main objective
is to find a hyperplane that separates the two classes of classification problem as
distinctly as possible, and the margins of each class should be as far as possible. This
classifier is based upon margin distance of a hyperplane, rather than probability as
in the case of Naïve Bayes.

3.4.3 Logistic Regression

Logistic Regression is a classification algorithm which is very useful in applications
of classification problems. The variables in LogisticRegression can take only discrete
values for any given feature of the problem. The algorithm calculates the probability
of the variable to lie in a particular category and uses the Sigmoid function, given in
Eq. (2), for its calculations.

g(x) = 1

1 + e−x
(2)

3.4.4 Term Frequency—Inverse Document Frequency

Inverse Document Frequency: Term Frequency—Inverse Document Frequency
computes the weight of the certain text which is used to determine the importance of
that text in the whole corpus. The weight of a certain text increases with the increase
in the occurrence in a document, but decreases with the decrease in the occurrence
per document in the corpus.

Term Frequency: It is the count of number of times a word occurs in the document
and is calculated as given in Eq. (3).

TF =
(
Number of times term ′t ′ appears in document

)

(Total number of terms in document)
(3)

Inverse Document Frequency: It determines how important a word is in the
complete given corpora and is calculated as given in Eq. (4)

IDF = log _e
(Total number of documents)

(Number of documents with term t in it)
(4)
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4 Implementation

We, in our study, have used Python andNatural Language Tool Kit to train themodels
and perform sentiment analysis on unseen texts. The dataset consists of 10,000 texts
along with their reviews as ‘positive’ and ‘negative’, out of which 9000 is used for
training the model and 1000 is used for testing the models. The following diagram
shows the flow of process of our study (Fig. 1).

The complete description of the approach of our process is given in the form of a
pseudocode as follows:

Fig. 1 Flow diagram for the study conducted
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STEP 1: Import necessary files and required Dataset 
STEP 2: Cleaning of Dataset  

Define function Data_Cleaning(Dataset) 
    For (W in Dataset) 
    W = Remove_Mentions (W) 
    W = Remove_Hyperlinks (W) 
    W = Remove_HTML_Tags (W) 
    W = Remove_Special_Characters (W) 
    W = Convert_LowerCase(W) 
    W = Convert_NegativeWords(W) 
   Append W to Cleaned_Dataset 
   Return Cleaned_Dataset 
STEP 3: Removal of Stopwords 

Define function Stopwords_Removal(Cleaned_Dataset) 
    For (W in CleanedDataset) 
    If (W not in Stopwords) 
    Append to Stopwords_Removed 
   Return Stopwords_Removed 
STEP 4: Convert Reviews to Numbers for Classifiers 

Define function ReviewLabel(Stopwords_Removed) 
    For (W in Dataset) 
    Convert ‘positive’ of W to 1 
    Convert ‘negative’ of W to 0 
   Return Stopwords_Removed 
STEP 5: Vectorise the Dataset 

Define function Vectorise_Dataset (Stopwords_Removed) 
    For(W in Stopwords_Removed) 
    Features = words in Stopwords_Removed 
   Return Features 
STEP 6: Train the Classifier models with Features 
STEP 7: Test the Accuracy, Precision and Recall 
STEP 8: Plot the Results 

The detailed description of our method applied is as follows:
The dataset is imported and preprocessed. The preprocessing includes data

cleaning, which further includes removal of hyperlinks, mentions, special keywords,
HTML tags and conversion of the text to lower case. Further in preprocessing, we
remove stopwords such as ‘I’, ‘me’, ‘our’ etc. from the text. After pre-processing
the data, the reviews are converted into numbers; 1 for ‘positive’ and 0 for ‘nega-
tive’. This is followed by vectorization of the texts by using TF-IDF method. After
the vectorization, the dataset is divided into 90% training set and 10% test set. The
training set is fed into our classifiers and the performances are generated on the basis
of results of the test set.
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5 Result and Discussion

The effectiveness of a Machine Learning model is determined by analyzing its accu-
racy, precision and recall. These measures are determined by finding True Positive
(TP), True Negative (TN), False Positive (FP) and False Negative (FN) through the
confusion matrix. In this section, we determine and compare the performance of our
Classifiers: Naïve Bayes, Support Vector Machine and Logistic Regression.

Accuracy is calculated as given in Eq. (5):

Accuracy = TP + TN

TP + FP + TN + FN
(5)

The precision for positive values (positive precision) and negative values (negative
precision) is calculated as given in Eqs. (6) and (7):

Positive Precision = TP

TP + FP
(6)

Negative Precision = TN

TN + FN
(7)

Similarly, the recall for positive values (positive recall) and negative values
(negative recall) is calculated as given in Eqs. (8) and (9):

Positive Recall = TP

TP + FN
(8)

Negative Recall = TN

TN + FP
(9)

Tables 1, 2 and 3 show the Precision and Recall of our three classifiers: Naïve
Bayes, Support Vector Machine and Logistic Regression (Table 4).

Figure 2 shows the positive and negative precision comparison of the three clas-
sifiers. As seen, Naïve Bayes has highest precision. Positive precision is higher
than negative precision, implying that greater number of actual positives have been
predicted correctly out of the predicted positives as compared to the same for
negatives.

Table 1 Performance
measures of Naïve Bayes
classifier

Performance measures of Naïve Bayes Percentage (%)

Positive precision 92.87

Negative precision 91.43

Positive recall 90.33

Negative recall 93.70
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Table 2 Performance
measures of support vector
machine classifier

Performance measures of support vector
machine

Percentage (%)

Positive precision 93.95

Negative precision 87.36

Positive recall 84.87

Negative recall 95.03

Table 3 Performance
measures of logistic
regression classifier

Performance measures of logistic regression Percentage (%)

Positive precision 89.62

Negative precision 91.50

Positive recall 90.75

Negative recall 90.45

Table 4 Accuracy
comparison

Accuracy Percentage (%)

Naïve Bayes 92.10

Support vector machine 90.20

Logistic regression 90.60

Fig. 2 Measurement of
positive and negative
precision of the classifiers

Figure 3 shows the comparison of recall of the three classifiers. For the recall,
negative recall is greater than positive recall, implying that the ratio of predicted
negatives and actual negatives is greater than the same for predicted positives and
actual positives.

The result analysis shows 92.1% accuracy for Naïve Bayes, 90.2% for SVM and
90.6% for Logistic Regression. The high accuracy is attributed to the simplicity in
the approach and the ease in applicability of the classifiers to the dataset. The results
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Fig. 3 Measurement of
positive and negative recall
of the classifiers

Fig. 4 Accuracy
measurement of the
classifiers

show that Naïve Bayes has the highest accuracy as well as precision and recall,
followed by SVM and Logistic Regression respectively (Fig. 4).

6 Conclusions and Future Scope

In this paper, we have aimed to create a model using TF-IDF vectorizer and Naïve
Bayes, Logistic Regression and SVM classifiers that provides a precise analysis of
the texts and helps the users to classify reviews as positive and negative. We see
that Naïve Bayes has the highest performance of 85% in comparison to SVM and
Logistic Regression. The use of collection of unigram, bigram and trigram models
improves the results as more phrases can be included for training the model. Thus we
can say that Naïve Bayes can be successfully used along with TF-IDF to precisely
analyze application reviews.
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As a part of future work, we plan to incorporate a neural network model with
TF-IDF as classifier to further improve the performance measures.
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Forecasting of Stock Price Using LSTM
and Prophet Algorithm

Neeraj Kumar, Ritu Chauhan, and Gaurav Dubey

Abstract Advancement in new era of computational techniques has offered a wide
opportunity to develop and deploy efficient and faster algorithmic solutions to the
extensive research problem in various application domain. Although, they are wide
application domain accessible but financial forecasting is among the most desirable
area of research due to its broad attainment around the globe. In, context with same
stock price prediction is quite essential for any organization in respect to financial
gain. Mostly, all financial assets are intense to identify the next move of the share
market to attain the maximum profit from it. In past, various machine learning and
regression techniques have been applied to detect stock price prediction but they
are unable to publish the significant results. In current study of approach, we have
implemented the LSTM (Long Short-Term Memory) and Prophet algorithm over
the stock market data. The financial time series data has been analyzed for last six
years to perform the future forecasting and comparative results shows that LSTM
out performs the Prophet algorithm for stock market prediction.

Keywords Long short-term memory · Prophet · Deep learning · Neural network ·
Recurrent neural network · Financial data

1 Introduction

The prediction modeling of stock forecasting has been a challenging task for the
researchers and analysts around the globe. Investors are mostly interested in gaining
the maximum profit which is constantly relied more on stock price prediction. In
general, mostly all investors are keen to know about future prediction of the stock
market. In such, scenario an effective prediction system for stock market can benefit
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traders, investors and analysts by providing supportive information like diffuse of
value among the certain stocks. We can discuss stock market prediction as a process
to determine the future value of company stock or other financial instrument trade on
an exchange. However, the successful prediction of stock’s future price could yield
significant profit. In general, prediction is trivial process in financial systems as there
exist lot of complicated financial indicatorswhich also termed as the fluctuation of the
stock market which are very violent. However, as a technology is getting advanced,
we tend to develop opportunity which can gain insights of stockmarket with constant
informative indicators to make a better prediction.

Usually, stocks tend to be an equity investment which represents the part of owner-
ship in company or corporation. However, Stocks entitle you to be part of a company
operation and assets. In general, the organizations are only considerate for prediction
of market value, which tends to be a great importance among organizations to gener-
alize or maximize the profits of your stock option purchase and discriminating the
low risk patterns. We can say, that the Recurrent Neural Network (RNN) has proven
to be the one of the most powerful algorithm for processing sequential data, the Long
Short Term Memory (LSTM) is the well-known RNN architectures [1]. The overall
working of LSTM consists of the memory cell, a unit of computation that replaces
the traditional artificial neurons in the hidden layers of the network. The memory
cell networks are capable to effectively associate the memory and input remote in
time, hence the suits to grasp the structure of the data dynamically over time with
high prediction capacity. LSTM is proven itself one of the best-known algorithms
for time series prediction, so checking the quality of results with stock market data
is the main motivation of this paper.

On the other end, Prophet Algorithmwas discussed firstly by Facebook for predic-
tion in time series analysis. The algorithm tends to predict and discover knowledge
for the future price of stock market. It was basically created to automate the time
series prediction problem [2, 3]. In the literature study, there are various traditional
techniques available for time series forecasting which include statistical techniques
and artificial neural networks. Thus, there are various automated issues with current
existing techniques such as with artificial neural network, it is very difficult to tune
ANN. Prophet is a curve fitting algorithm it is not a machine learning algorithm [2].
Prophet builds the model by finding a best smooth line which can be represented
as a sum of these components: Overall growth trend, yearly seasonality, weekly
seasonality and holiday effect. There are few benefits of using prophet algorithm
over the past traditional approaches. It is not mandatory to have evenly interval time
series data, ‘NA’ or missing data is not a problem for time series forecasting, any
type of seasonality can be handled by default, it works well with default settings
so minimum parameter tuning is required [2, 4–6]. Prophet forecasting model was
designed to work with business time series data of Facebook but as we know stock
market data is also a time series data. In current study of approach, we have applied
Prophet Algorithm over the stock market data for prediction of future price. Main
motivation to use the Prophet algorithm in this paper is just to check the quality of
result it returns with very least effort, as it is very simple to implement and very less
parameters to tune.
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The overall paper is organized in varied sections, related works are discussed in
Sect. 2, Sect. 3 discuss the overall stock market prediction, Sect. 4 discuss about the
methodology applied, Sect. 5 represents the conclusive results and in last section
conclusion is discussed.

2 Related Work

Forecasting in financial research is quiet anticipated area of research from past
decades, a lot of research work has been proposed by the researchers for future
forecasting. To predict the knowledge, ARIMA model has been applied to forecast
Indian stock market. An ARIMA model is discussed as a univariate model for time
series forecasting [7]. In context, to same several other techniques are available for
forecasting which include Artificial Neural Network i.e. MLP, CNN and LSTMwere
used to predict the stock market price and found LSTM outperform other two tech-
niques [8]. A complex neuro fuzzy system (CNFS) has been integrated with ARIMA
for prediction of stock price movement and depicted positive results [9]. An FGL
(Financial loss or gain) model has been proposed for the prediction of future elec-
tricity price of GenCo company, an integrated approach using Silhouette criterion
and k-means clustering techniquewere applied to improve the prediction results [10].

A framework has been proposed using “Two-Stream Gated Recurrent Unit” and
“Sentiment Analysis” for prediction of short-term trend prediction of stock market
[11]. Over- fitting of data is very common problem of Deep Neural Network, a
novel technique Dropout is introduced to deal with overfitting problem [12]. A Fully
Convolutional Network (FCN) is augmented with LSTM and a model is introduced
FCN-LSTM for prediction of time series data and found the results better than some
state of art algorithms [13].

A fuzzymethod algorithmwas applied for prediction of time series data; it is basi-
cally inherited the features of Japanese Candlestick theory used for assisting financial
prediction [14].A comparative studyofDiscreetWavelet Transform (DWT),ARIMA
&RNN for predicting the traffic over computer network [15]. A novel Prophet Algo-
rithm is introduced to work with time series data for future prediction, this algorithm
considers various type of seasonality in future prediction [2]. A new method based
on convolutional neural network to simplify noisy-filled financial temporal series via
sequence reconstruction by leveraging motifs is used for prediction of stock price
and found that the results are 4–7% better than the traditional signal processing
methods [16]. A new integrated approach which combines the CNN and LSTM and
makes a new technique Conv1D-LSTM, it is used to make prediction on the stock
price two Indian origin companies TCS and MRF and found the good results [1].
Another research that uses a generalized regression neural network (GRNN), which
was applied to automate the time series prediction process [17]. Again, different deep
learning techniques, auto encoder and restricted Boltzmannmachine are applied over
Chinese stockmarket and compare the resultswith othermachine learning algorithms
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in the same area [18]. A similar approach related to the Prophet algorithm for predic-
tion of future sales in retail sector was concluded to represent that Prophet Algorithm
works well with this kind of data [19]. The series of deep learning techniques, in this
paper author compares two deep learning techniques CNN and LSTM over Indian
stockmarket data and found that LSTM outperforms CNNwith time series data [20].

3 Stock Market Prediction

The Stockmarket plays amajor role for overall economic standardization of country;
it works as an economic indicator. We can say that, if the stock price of companies
goes up to higher extend then the linearly, we can correlate and prediction the exten-
sive growth of the country. In India there are two major stock exchanges National
Stock Exchange (NSE) and Bombay Stock Exchange (BSE). BSE is an older stock
exchange as compare to NSE; BSE started its operation in 1875 whereas NSE starts
its operationmuch later thenBSE aroundmid of 1994. There are around 5000 compa-
nies listed in BSE on the other end NSE is new so companies listed are comparatively
less to BSE. Around 2000 companies are listed under NSE. There are two separate
indexes Sensex and Nifty which used for these two stock exchanges. Sensex is used
for BSE and Nifty is used NSE. There are top 30 companies of BSEwhich represents
the Sensex and top 50 companies of NSE represents Nifty. These top companies are
generally belonging to the different sectors of business.

Stocks price prediction plays very important role in stock market. An investor
can determine the future price of a particular stock in advance, so it can wisely
decide while investing in any stock. Generally, brokerage firms are there to do the in-
vestment in stock market on behalf for their investors. Now the big question is how
we can identify the future price of any stock? As per studies there are various types
of factors which may affect the stock price of a company such as: human re- sources,
plan and policies, political effect, climate condition, positive or negative news in the
market, economic condition of country, condition of global market of that sector and
other factors. However, all these factors come under the fundamental factors which
may affect the stock price. Hence, while predicting over stock data we have to keep
all these factors in our mind, but practically it is not possible to map all these factors
inclusively for future prediction.

There is other applicable method which are also known as technical analysis.
In technical analysis future price is predicted on the basis of the past price of
that stock. There are other techniques available for forecasting of data which may
include regression, machine learning, neural network techniques such as: ARIMA,
ARCH, GARCH, Random Forest, Neuro-Fuzzy, SVM and many more techniques
have been applied to read the pattern from past data and predict the future price [3,
21–23]. In thin current study of approach, we have applied two techniques LSTM
and Prophet algorithm over the Indian stock market data for prediction of future
price.
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4 Methodology

In current study of approach, we have utilized the LSTM and Prophet algorithm
over the stock market data of SBI using python script language. The wide associated
techniques are discussed in this section to identify the recognizable parameters.

4.1 Artificial Neural Network (ANN)

ANN is a combination of artificial neurons and these artificial neurons integrate
or combine themselves together to communicate with each other. We can say that,
Artificial neurons are just like the replica of the biological neurons in human mind,
it works in the similar context as human brain works. Similarly, like humans it can
correlate with the patterns of past events and take the decision, in the comparable
way artificial neurons are also trained to do the same. Past data has been provided
to train the ANN, once the network has trained completely it can be applied to do a
particular task. An ANN with more than one hidden layer is known as deep neural
network, number of hidden layers may in- crease as per the nature of the problem.
Figure 1 represents the artificial neural network model.

Fig. 1 Artificial neural network
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Fig. 2 Structure of recurrent neural network

4.2 Recurrent Neural Network

MLPwas the first successful ANNarchitecture, it works verywell with application of
big data for learning patterns with high dimensionality but MLP was not the perfect
choice for time series data. MLP was not capable to learn from the past sequence of
the same data. To overcome this drawback ofMLP recurrent neural network has been
proposed. RNN’s have associative memory with it that can mimic human memory in
the network. In Eq. (1) RNN keeps a hidden vector h that updates after the time step
t. tanh is hyperbolic function and W is a weight matrix of neurons in RNN whereas
I represent a projection matrix. The structure of RNN is discussed in Fig. 2.

ht = tanh(Wht−1 + I xt ) (1)

yt = softmax(Wht−1) (2)

hlt = σ
(
Whlt−1 + I hl−1

t

)
(3)

In Eq. (2). Softmax is used to provide a normal distribution. In Eq. (3) σ is a
sigmoid function and W is weight matrix of neurons. Deeper architectures can be
created using h.

4.3 LSTM (Long Short Term Memory)

LSTM is a type of RNN (recurrent neural network) and one of the most successful
RNN architecture in the field of time series forecasting. Aswe have already discussed
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Fig. 3 Structure of LSTM

LSTM uses a memory cell that replaces the artificial neurons in the hidden layers of
the network. With these memory cell networks are capable to effectively associate
thememory and input remote in time, hence the suits to grasp the structure of the data
dynamically over timewith high prediction capacity. In Fig. 3 the LSTM architecture
is discussed, we have the forget gate, input gate and output gate. LSTMwas designed
to remove the vanishing and exploding gradient problem. Apart from the hidden state
vector each LSTM cell maintain cells state vector and each time stamp the LSTM
can choose to reform form it, write to it or reset the cell using gating mechanism.
Each unit has three gates of LSTM cell of the same shape each of these are binary
gates. Input gate controls whether the memory cell updated or not, forget gate used
to reset the memory cell to 0 and the output gate controls whether the information of
the current cell state is visible or not. Equations (4), (5) and (6) represents the input,
forget & output gate respectively.

Input gate : i (t) = σ
(
Wi

[
h(t−1), x (t)

] + bi
)

(4)

Forget gate : f (t) = σ
(
W f

[
h(t−1), x (t)

] + b f
)

(5)

Output gate : o(t) = σ
(
Wo

[
h(t−1), x (t)

] + bo
)

(6)
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They all have a sigmoid activation, why sigmoid? So they can constitute a smooth
curve in the range 0–1 and the model remains differentiable. Apart from these gates
we have another vector shows in Eq. (7) (Fig. 3).

C(t) = σ
(
Wc

[
h(t−1), x (t)

] + bc
)

(7)

That modifies the cell’s state, it has the tanh activation now why tanh here?
tanh distributes gradients hence prevents vanishing/exploding. Why LSTM’s are
constructed in this way and how it mitigates the problem of vanishing or exploding
of gra- dients. Each of the gates in LSTM takes the hidden state and the current
input x as input, it concatenates the vectors and applied sigmoid � represents a new
candidate value can be applied to the cell’s state. Now we can apply the gates, like
we said earlier input gate controls whether the memory cell updated or not, so its ap-
plied to � which is the only vector that can modify the cell state. Forget gate control
how much the old state should be forgotten.

C (t) = f (t)C (t−1) + i (t)C (t) (8)

h(t) = tanh(C (t) × o(t) (9)

Equation (8) applied to the output gate to get the hidden vector.Here,we have three
gates per LSTM so we have slow parameters to model. Now we can say LSTM’s are
basically explicitly designed to avoid long term dependency problem. Remembering
information from longer periods of time is practically the default behavior it is not
something to struggle to learn. Nowwe directly move to the stock prediction through
LSTM.

4.4 Prophet Algorithm

Prophet is an additive regression model used for time series data which is mainly
designed for business forecasting problems [2]. Business forecasting or stock price
prediction are interrelated, if business flourish then definitely share price will go
up else go down for vice versa, hence both the problems are almost similar. The
implementation of prophet algorithm is a very simple and easy to deploy al- gorithm.
The prophet algorithm input very a smaller number of parameters that needs to be
tuned. Hence, the future forecasting is utilized keeping variable parameters in mind
but themost important is the seasonal effects, but most of themethods are not capable
enough to map seasonality in future prediction. The ARIMA models are capable to
include seasonality factor in the forecasting. According, to this model forecasting
can be done on the three points of time series: trend, seasonality and holiday effect
[2, 5]. So, this model mainly works within these three points and it can also consider
all types of seasonality daily, weekly or yearly. But with stock market data out of
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these three points holiday effect cannot be considering as stock markets are closed
on holidays. This model divides the time series into three major components trend,
seasonality and holidays and it can be representing with Eq. (10).

y(t) = g(t) + s(t) + h(t)+ ∈ (10)

In Eq. (10) g(t) is the trend function, s(t) is seasonality function and h(t) is holiday
function, et is the error term.

Trend Model: There are two variants of trend model 1. Saturating Growth 2.
Piecewise linear model. Saturating growth means how the populations is growing

over time so there is no fixed rate of population growth at a particular time that is
why it is a nonlinear model.

g(t) = C

1 + exp(−k(t − m))
(11)

In Eq. (11) C is the carrying capacity, k growth rate, m offset parameter. For
forecasting problems that do not show any saturating growth, a linear growth supplies
a close and useful model.

g(t) = (
k + a(t)T δ

)
t + (

m + a(t)T γ
)

(12)

In Eq. (12) k is the growth rate, δ is rate adjustment and m is offset.
Seasonality: On every time series data there must be some seasonal effects for

example: a fireworks company see an upward sale near the festival Christmas &New
Year. That upward trend is not for a long period it is because of yearly seasonality. So
a time series model must be capable to consider the seasonality effect while doing the
forecasting. In Prophet Algorithm Fourier series is used to map the periodic effects.
Let P be the time period (i.e. P = 365 for yearly data, P = 7 for weekly data).
Equation (13) shows the Fourier series for calculation of seasonality effect.

s(t) = a0 +
N∑

n=1

(
an cos

2πnt

P
+ bn sin

2πnt

P

)
(13)

Holiday’s and Events: holidays and events also affect some businesses time series
in positive or negative way. Generally, most of the time series model avoids the effect
the holidays onbusiness although it should be part of any time series predictivemodel.
Prophet model provide this function to include all the past and futures events in the
model.



150 N. Kumar et al.

5 Results

We have implemented the LSTM and Prophet algorithm over the stock market data
of SBI. The last six years’ time series data has been collected from 01-01-2013
to 31-12-2018 for training purpose, data has been composed from yahoo finance
for training purpose. We have forecasted the price of next sixty days on the basis
of training data; we have compared the error percentage after applying both the
methods. A representation of SBI stock price for six years in Fig. 4,it shows that
there is no clarity of upward or downward trend in the movement of stock price.
This is the reason we have taken this data for training purpose, so we can check the
pattern reading capability of the models used.

5.1 Implementation of LSTM

In this paper, we have applied univariate LSTM model, further we have chosen
Open index of share market data of SBI to train the model. We have also
predicted the future price for the Open index only. First step is to preprocess
the data, we have chosen Open price column form the columns provided in
the dataset[‘Open’,’High’,’Low’,’Close’,’Adj Close’,’Volume’], after that we have

Fig. 4 Graphical representation of SBI stock price
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applied MinMax scaler to scale the datafrom range 0 to 1, scaling of data is required
for optimal performance.LSTM needs the data to be in specific format generally a
3D array, so we have divide our data into time steps. We are taking 60 time steps as
input and 1 feature at each time step. So there will be two separate arrays X_Train()
& Y_Train for time steps and features respectively. Now we have to build the LSTM
model, here we are using sequential mode of LSTM with one in-put layer, four
hidden layer and one output layer. In each layer we are using 50 neurons to train the
model, to prevent the model from overfitting we are using a dropout ratio that 0.2
with each layer, it means the 20% of the neurons will be dropped in each layer during
forecasting. In the compilation of LSTMmodel we have used one of the famous opti-
mizer that is “adam optimizer” and for calculation of loss we used “mean squared
error”. In the last step to fit the model we used batch size 32 and number of epochs
100.

The Fig. 5 clearly indicates the overall performance of LSTM prediction capa-
bility, there is very small difference between the predicted share price and the actual
share price. We have calculated performance matrices in Table 1 to show the error
rate in the prediction.

Table 1 represents MAE (mean absolute error) is approximately 4 which is very
good, MSE (mean squared error) is 25.15, RMSE(root mean squared error) is around
5 and Bias is −0.368.

Fig. 5 Actual and predicted stock price of SBI using LSTM

Table 1 Mean absolute error MAE: 3.965692

MSE: 25.15772

RMSE: 5.015747

Bias: −0.36869
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5.2 Implementation of Prophet Algorithm

Data Preparation: Prophet works good on daily periodicity data, so in this paper
we are also considering daily periodicity data of stock market. Prophet is robust
algorithm for missing data, so there do not need to handle the missing values, but
large amount of missing data may degrade forecasting results. So the data we are
using is free from any missing value. Our aim is to predict the future “Open” price of
SBI stock using previous data of N years. In this paper we are using 5 years previous
data of SBI and predicting future prices of next 60 days. To check the effectiveness of
this algorithm we have forecasted the different dates in dataset instead of forecasting
it on single date. To perform the forecasting, we have trained our model first. As it
is a univariate model so in data set, we can have maximum two columns, in our case
we have ‘Date’ and ‘Open’ price. Prophet always expects two columns in input data
frame as ‘ds’ and ‘y’. Index column must be renamed as ‘ds’ and other column for
which we are doing forecasting should be renamed as ‘y’, in our case Date is the
index column, so it will be renamed it as ‘ds’ and Open column as ‘y’. Now our data
is ready to use with Prophet algorithm. After we have fit the prophet model over the
training data with various parameters of trends and seasonality. After that we have to
fit the model on the training data, then the mod- el is ready to do forecasting. Firstly,
we have to create a data frame for future dates and then we do forecast for these
future dates only on the “Open” price of SBI stock.

In Fig. 6, it clearly represents the prediction for next 60 days, black dots are the
actual share prices of last six years and we can see a line between these black dots it
shows the prediction. Prophet predicts for entire training period and continues it for

Fig. 6 Prediction of SBI stock price using Prophet algorithm
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future forecasting as well. We can see in graph after 2019 there is a prediction line
only there are no black dots it shows the prediction for future.

Figure 7 represent various components of trend and seasonality (weekly and
yearly). As the data belongs to bank so rarely, we see any seasonal effect over it.
Figure 8 shows the comparison between the predicted stock price and the actual stock
price. Red line shows the actual share price and green line shows the prediction over
it. We can see that predicted price line almost follows the same path as actual price
line but somewhere around the mean value of actual price at different time steps.
There are two more lines shows the minimum and maximum range of predicted
share price. Black line represents the minimum threshold and blue line rep- resent
maximum threshold. We can clearly see that the predicted price is within the range
of minimum and maximum threshold. So, we can say that prediction quality is very
good. We have calculated the performance matrices for prophet algorithm also same

Fig. 7 Component forecast using Prophet Algorithm
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Fig. 8 Comparison graph between actual stock price and predicted stock price

Table 2 Mean absolute error
of LSTM

MAE: 17.627316

MSE: 457.361253

RMSE: 21.386006

Bias: 14.060809

as we have calculated for LSTM. In Table 2 we can see the MAE value is 17.62,
MSE is 457.36, RMSE is 21.38 and Bias is 14.06.

6 Discussion and Conclusion

We have seen the implementation of LSTM and Prophet Algorithm both and finally
we can compare the performance matrices of both the algorithms. If we see theMAE
value of LSTM it is approximately 4 and for Prophet, it is 17.62 so we can say LSTM
is much better the Prophet is terms of MAE. On the other end if we compare the
MSE of both the algorithm LSTM again shows much better results 25.25 is far better
then 475.36, definitely same of RMSE also LSTM outperform Prophet in terms of
RMSE. If we see the Bias again LSTM beats Prophet. So now we can conclude that
in overall performance LSTM is better as compare to Prophet algorithm. But there is
one more thing that is to be notice that Prophet algorithm is very easy to implement,
very less parameters are there to tune and you get very good results also in very
least knowledge of data analytics on the other end LSTM is very accurate but at the
same it is not easy to train any neural network there are lots of parameters and very
high level network tuning is required to get the better results and it can also face the
problems of over fitting and under fitting.
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Towards a Federated Learning Approach
for NLP Applications

Omkar Srinivas Prabhu, Praveen Kumar Gupta, P. Shashank,
K. Chandrasekaran, and D. Usha

Abstract Traditional machine learning involves the collection of training data to a
centralized location. This collected data is prone tomisuse and data breach. Federated
learning is a promising solution for reducing the possibility ofmisusing sensitive user
data in machine learning systems. In recent years, there has been an increase in the
adoption of federated learning in healthcare applications. On the other hand, personal
data such as text messages and emails also contain highly sensitive data, typically
used in natural language processing (NLP) applications. In this paper, we investigate
the adoption of federated learning approach in the domain of NLP requiring sensitive
data. For this purpose, we have developed a federated learning infrastructure that
performs training on remote devices without the need to share data. We demonstrate
the usability of this infrastructure for NLP by focusing on sentiment analysis. The
results show that the federated learning approach trained a model with comparable
test accuracy to the centralized approach. Therefore, federated learning is a viable
alternative for developing NLP models to preserve the privacy of data.

Keywords Federated learning · Natural language processing · Privacy ·Machine
learning

1 Introduction

Large amounts of data need to be aggregated on a centralized platform for training
traditional machine learning models [1]. This induces an inherent requirement of
trust in external organizations. We see regular data breaches and misuse of collected
data by many organizations [2]. With text and speech being our primary means of
communication containing sensitive and personal data, it is essential to find alterna-
tive ways of using it for getting required insights and personal user recommendations
[3].
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In this paper, we discuss federated learning [4], which allows us to train a machine
learning model on user devices collaboratively. This method ensures that all forms
of sensitive data are only kept on user devices. This uses the existing distributed
nature of real-world data while allowing us to comply with privacy regulations, thus
overcoming the legal and ethical obstacles to sharing data. Federated learning also
eliminates the need to store large amounts of data at a single location, thusminimizing
the losses incurred during data breaches. It also encourages different data holders to
participate to gain benefits from a better machine learning model without directly
sharing their data with any external entity.

Federated learning techniques can be broadly classified as single party or multi-
party [5]. In single-party systems, there is a single entity responsible for the gover-
nance of the flow system. Data has the same structure on the end devices, and the
required model can be trained in a federated manner without much changes for the
different clients. Inmulti-party systems, different parties forman alliance for a collab-
orative environment for training a common machine learning model. Preprocessing
is required at client devices to follow a common defined standard.

The approach of using the inherently distributed nature of the data for federated
learning has been used in different application domains. Some of them include banks
using their data to train a better fraud detection system, using sensitive private data
on mobile devices for training keyboard prediction and emoji prediction models.
Medical institutes are building federated learning infrastructures to use their medical
records and other sensitive data for collaborative training with other organizations.

Text and speech have been the primary mode of communication for humans. The
increasing number of mobile devices has led to an upsurge in the amount of such
data being collected. Most of the personal data like text messages, emails, and user
habits are in the form of such data. Data protection laws are getting stricter after the
regular misuse of data by organizations, leading to difficulties in data collection [3].
Moreover, the amount of such data can be massive, making it difficult and costly
to accumulate it on a central location. It can also result in data misuse due to data
breaches in the government or the companies. This makes it essential for us to find
good ways of gaining insights from such data without compromising the privacy of
users. The federated approach can be used to overcome these challenges and help in
developing useful natural language processing (NLP) applications.

Although there is evidence of using federated learning in NLP, there is a lack
of proper infrastructure for the same. In this paper, we have developed a federated
learning infrastructure and trained a deep neural network architecture to predict
the sentiment of texts. The federated learning infrastructure can train on remote
devices and can aggregate the model updates. The results show that the test accu-
racy of the model trained using federated learning is comparable to centralized
training. However, federated learning carries an additional overhead of aggregating
the individual updates, which can be optimized for better training speeds.
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This paper is organized as follows: Sect. 2 describes application of federated
learning in different domain; Sect. 3 explains the design of federated learning infras-
tructure including the communication protocol and the phases and provides imple-
mentation details of the same; Sect. 4 presents experimental results and analysis;
Sect. 5 concludes the paper and discusses some future directions for this work.

2 Related Works

The rise in usage of mobiles as primary user devices has opened up numerous
possibilities of exploiting the inherently distributed nature of devices for collabo-
rative training using federated learning. Federated learning has also found numerous
applications in health care due to difficulties in getting sufficiently large and high-
quality data sets for training. We examine some applications in these domains where
federated learning has been applied.

Hard et al. [6] usemobile clients for nextword prediction in virtual keyboards. The
authors use a long short-term memory (LSTM) recurrent neural network called the
coupled input-forget gate (CIFG) and compared it with a classical stochastic gradient
done on a centralized server. The model size and inference time prediction latency
are low due to limitations in the computational power of the end client devices.
The ratio of the number of correct predictions to the total number of tokens is used
as a metric for comparison. Top-1 and top-3 recall predictions are found to be on
par or better than the server-based approach because of better availability of locally
cached data. The authors showed that the federated approach could outperform the
traditional methods in a commercial setting by training on a higher-quality dataset,
which was not possible due to privacy concerns with the centralized training.

Beaufays et al. [7] use a transfer learning approach for predicting emoji using
a pre-trained language model. The authors use a word-level CIFG-LSTM recurrent
neural network for prediction and cache the model state to reduce inference-time
prediction latency. They discuss different ways of triggering the emoji predictions
like using a single language model for predicting the next words as well as emojis,
using a separate binary classifier to predict the likelihood of user typing an emoji
after a given phrase. The ratio of accurate top-1 emoji predictions to total examples
containing an emoji is used as a metric for the model quality. Area under the ROC
curve is used to evaluate the quality of the triggering mechanism used. The results
showed that federated learning worked even with sparse data and poorly balanced
classes and was found to outperform the traditional centralized approach.

Nadiger et al. [8] discuss a federated reinforcement learning (FRL) technique
that is focused on improving the personalization time. The authors use in-game
metrics and length of a rally in a ping pong game as metrics indicating the level of
personalization. The FRL architecture is divided into a grouping policy, a learning
policy, and a federation policy. The authors showed a considerable improvement in
the time taken for personalization with different number of agents.
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Deist et al. [9] have built an IT infrastructure, named euroCAT, for federated
learning across five different clinics located in three European countries (Belgium,
Germany, and Netherlands). A server within each clinic’s infrastructure hosts its
local database and its local learning connector. A central server (master) outside the
infrastructure of individual sites is connected to individual learning connectors by a
global learning connector. They claim that the discriminative performance obtained
in euroCAT is similar to previously published SVM [10, 11] models for this use case.

Jochems et al. [12] solve the problem of predicting dyspnea (a common side
effect after radiotherapy treatment of lung cancer) by federated learning. They have
used a Bayesian network model for distributed learning on horizontally partitioned
data located at five different locations. The results obtained show that the average
difference of percentages in the conditional probability tables (CPTs) is 1.6% (0.7%),
and the average difference in area under the curve (AUC) is 0.002 (0.002) between
the distributed model and local (centralized) model for a dataset size of 100,000.

Brisimi et al. [13] tried to predict hospitalizations due to cardiac events using a
federated learning approach. They have developed a federated optimization scheme
called cluster primal-dual splitting (cPDS) for solving the sparse support vector
machine (sSVM) problem. The data is distributed over hospitals connected through
a specific graph topology. The results obtained show that cPDS solves the sSVM
problem by building a classifier using relatively few features and that cPDS has
improved convergence rate compared to the centralized barrier methods such as the
SubGD [14], the IncrSub descent [15], and the LAC scheme [16].

Sheller et al. [17] have demonstrated the use of a federated learning approach
to solve the problem of brain tumor segmentation. The results show that the feder-
ated learning approach achieves 99% of the model performance of the centralized
data-sharing model. They have also compared federated learning (FL) with other
types of collaborative learning techniques: institutional incremental learning (IIL),
where each institution trains the shared model once in succession, and cyclic institu-
tional incremental learning (CIIL), which is IIL performed in rounds with prescribed
numbers of epochs. They find that IIL performs poorly compared to FL and CIIL,
while CIIL is less stable and harder to validate than FL.

The existing research papers show several applications of federated learning in
mobile and healthcare domains. Although there have been some evidences of using
federated learning for NLP applications, it lacks a well-defined infrastructure that
can show federated learning to be a viable alternative. Therefore, in this paper, we
investigate the suitability of using federated learning for training NLP models.

3 Federated Learning Infrastructure

In this section, we present the design of our system tuned for NLP applications.
We describe implementation details along with the experimental environment. Our



Towards a Federated Learning Approach for NLP Applications 161

design is inspired by Bonawitz et al. [18], where they introduce a high-level descrip-
tion of the various components and the protocol in a federated learning infrastruc-
ture. We have implemented the services in our system using Go [19] and Python [20]
programming languages. gRPC [21] is used as a protocol to define the interfaces for
communication between the services.

3.1 Design and Implementation

We follow a simple client–server model with client service acting as end devices in
federated learning. The phases of federated learning round (fl round), as depicted in
Fig. 1, include selection configuration and reporting. The central server is responsible
for the selection of clients, which indicates their availability, configuration: sending
the required files to selected clients, aggregation: averaging ofweights sent by clients,
and updating the global model with the averaging process result. Aggregation is done
using federated averaging [4]. Algorithms 1 and 2 describe the states in server and
clients during an fl round. Currently, we are not considering any selection criteria for
the clients.

However, the server can easily incorporate these changes. The clients train the
model received with the data present on them and send the updates to the model
(updated checkpoints) after training to the server.

Fig. 1 Sequence of events in a federated learning round
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Algorithm 1: Server
1 Wait until checkInLimit number of clients have connected. Reject other clients 

once the threshold is reached.
2 Send model architecture, checkpoint, vocabulary and tokens files to the clients
3 Wait until clients complete training. Receive the checkpoint updates from each 

client
4 After checkInLimit updates are received start the Federated Averaging process.
5 Update the checkpoint

Algorithm 2: Client
1 Send a connection request to the server to participate in the FL round
2 Receive model architecture, checkpoint, vocabulary and tokens files
3 Train the model using available data which is locally stored.
4 Report the new checkpoint created back to the server

To begin the training process, each client needs to receive files such as model
file (architecture of the model), checkpoint file (containing the weight/parameter
values of the model), vocabulary file (a finite set of words), and token (containing
token values for each word in vocabulary). These can be sent only in the first round
of federated learning as they are common for all rounds. NLP applications such as
sentiment analysis from the text applications explicitly require the vocabulary and
token files.

For the implementation, the server has a connection handler function running on a
go-routine running in the background, which is responsible for updating count vari-
ables so that it is the only routine making updates and hencemaintaining consistency.
Other routines will communicate with this routine via channels to query or make
updates to count variables. For every new client connection, there will be a separate
go-routine functioning. After the training process completes, the client calculates the
update between checkpoints and sends it along with a weight (number of batches of
data) to specify the amount of data it trained on back to the server. Checking whether
the count of updates received is greater than some decided threshold, the connection
handler starts the federated averaging process, and the global model checkpoint is
updated by adding the aggregated values.

For creating a simulation environment, we have used Docker [22]. We container-
ized the applications for the client and the server and employed three clients and one
server docker container instances, as shown in Fig. 2. The global model architecture,
checkpoint, vocabulary, and token files are mounted onto the server container, and
for the clients, data files are mounted onto them.

3.2 Dataset and Model

The dataset used is the largemovie review dataset [23] for demonstrating the proof of
concept. This dataset is for binary sentiment classification.Wedivided the dataset into
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Fig. 2 Container deployment and interaction of client and server

three disjoint subsets of the same size, with each subset containing the same number
of positive and negative classes. Each subset contained 4000 positive reviews and
4000 negative reviews. Then these subsets were stored in three different locations to
simulate the decentralization of data.

Before training, we preprocess the data, which involves cleaning data to remove
punctuations and removing words not present in a preset vocabulary (about 25,000
words). We then tokenize texts (i.e., convert words to unique integer ids) by having a
common tokenizer for all devices during both training and testing. We then truncate
or pad texts to be of a fixed size to pass it to the input layer of a deep neural network.
Our deep learning architecture contains three layers. The first layer is the embedding
layer, which learns tomapwords to fixed-length vectors. The second layer consists of
the LSTM (long short-termmemory)[24] neural network architecture with dropouts.
The third layer is a dense layer with sigmoid activation for binary classification.

4 Results

In this section, we compare the performance of the model trained on our feder-
ated learning infrastructure with the model trained using the centralized learning
approach.

The performance is measured in terms of train and test accuracy of the model.
We provide a brief description of how the experiment was conducted, along with the
results obtained.

Federated learning approach: Federated training was performed on three client
devices for five rounds. In each round, we used a unique set of 1600 data points with
800 positive and 800 negative classes for training. This methodology was adopted to
simulate a real-life scenario where each end device generates or collects varying data
continuously at different rounds of federated training. Also, in each round, training
was carried out for three epochs. The model was also tested on a separate dataset
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with 8000 data points with 4000 positive and 4000 negative classes. Test accuracy
was calculated just after training as well as after federated averaging in each round.
Table 1 shows the accuracy achieved on different end devices in each round. For each
client, three kinds of accuracy measures are recorded:

• Train: Accuracy on the training dataset
• Local test: Test accuracy calculated just after training locally on the device
• Fed. Avg. Test: Test accuracy achieved by the model after running federated

averaging for the given round.

Centralized learning approach: The model was trained on three epochs with the
training dataset formed by collecting and combining the training data present on the
three client devices. The train and test accuracy of the centralized approach are as
follows.

• Train accuracy: 91.26%
• Test accuracy: 82.46%

From Table 1, we see that the model trained using a federated learning approach
improves after each round. After five rounds of federated learning, the test accuracy
of the federated learning model reaches a similar value of test accuracy as that of
the model trained using a centralized approach. As shown in Fig. 3, the average test
accuracy of the model on test data present on the three client devices in the federated
learning approach after five rounds is 86.67%, which is higher than the test accuracy
of 82.46% of the model trained using the centralized approach.

From the results obtained, we infer that the model trained using the federated
learning approach can achieve a similar level of performance as that of the model
trained with a traditional centralized approach. Thus, the infrastructure presented in
the paper provides a proof of concept for using the federated learning approach to
train machine learning models for NLP applications.

5 Conclusion and Future Work

Federated learning infrastructure enables the training of machine learning models
while trying to maintain the privacy of data used for training. The quality of a model
trained by federated learning (FL) infrastructure should be on par with that trained
using a traditional centralized approach. Inspired from previous work on federated
learning infrastructures, we have designed a federated learning infrastructure tuned
for natural language processing (NLP). We demonstrate the usability of this system
for NLP applications by solving a problem on sentiment analysis with the Large
Movie Review Dataset. The results show the performance of the model trained on
our federated learning system after certain number of rounds is on par with the model
trained using the centralized approach. There is a great scope for improvement of
the proposed federated learning infrastructure. Improvements in training process,
optimized aggregation algorithm, incorporation of secure aggregation protocol for
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Fig. 3 Comparison of test
accuracy between centralized
learning and federated
learning approaches

securely computing sums of vectors, etc., can be made in the infrastructure. Through
this paper, we have shown a proof of concept for a federated learning infrastructure
for an NLP application using a dataset for sentiment analysis. We believe that the
results presented in this paper will pave the way for future research in using federated
learning for NLP applications.
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Analysis of Groundwater Quality Using
GIS-Based Water Quality Index
in Noida, Gautam Buddh Nagar, Uttar
Pradesh (UP), India

Kakoli Banerjee, M. B. Santhosh Kumar, L. N. Tilak, and Sarthak Vashistha

Abstract The current research aims to establish GIS-based water quality
index by analysing 51 groundwater samples collected from various sectors
of the Gautham Buddh Nagar district of Noida, U.P., India. To deter-
mine WQI the groundwater samples were exposed to a detailed physico-
chemical experimentation of seven parameters such as pH, Total Hardness,
Total Alkalinity, Chlorides, Turbidity, Carbonates and Bicarbonates. The values
of the examined samples were compared with the water quality require-
ments of the Bureau of Indian Standards (BIS). The result of the present study
indicates that 84.4% of water samples fell in good quality and that only 15.6%
of water samples fell under the poor water category exceeding the acceptable and
permissible limits of BIS approved drinking water quality standards (Indian Stan-
dard Drinking Water IS:10500–2012). This determined the WQI index for the same
and the values ranged from 47.12 to 192.104. Along with that machine learning
techniques helped us understand the relation between pH and WQI index, where pH
fluctuation is compared to water quality. The study shows that treatment is needed
in the region’s groundwater before it is used for drinking and other uses.
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1 Introduction

Groundwater has a major role in water supply system for drinking, irrigation and
industrial purposes. Exploitation of groundwater in India collectively surpassed total
US and Chinese use, thus holding the world’s first position on the list [10]. However,
according to the CGWB report, about 245–109 m3 of groundwater is utilized to
meet the demand in India’s agricultural sector. About 65% of the world’s ground-
water is used for drinking purposes; about 20% is used for agriculture purposes and
15% is used for industrial benefits, placing immense stress on this critical resource
as demand rises [12]. Human actions such as land use/land cover changes, infiltra-
tion from polluted crops, geological formation, change in depletion of rainfall and
decrease in precipitation infilteration influence the quantity/quality of groundwater
and result in contamination of the groundwater [14]. Regardless of the unsafe and
improper disposal of sewage, industrial waste, groundwater pollution is also a major
environmental issue in recent times [7]. Groundwater biological, physical, and chem-
ical factors may be affected due to pollution. The water quality index (WQI) assess-
ment of drinkingwater qualitywas developed in the 1970s by theOregonDepartment
of Environmental Quality to evaluate and summarize water quality coditions [1, 3,
8, 16]. Monitoring the quality of water plays a crucial role in protection of envi-
ronment, humans and marine ecosystem integrity. In this context, the water quality
index (WQI) methodology is an important tool that offers policymakers and inter-
ested individuals in the study area knowledge about water quality [14]. GIS has been
a commonly usedmethod for manipulating multivariate values, processes and spatial
mapping outputs, helping to draw a conclusion on the environmental and geolog-
ical scenario [6]. Due to geogenic and anthropogenic processes, several studies have
been published on groundwater quality and pollution in the literature [1, 3–5, 9, 11,
16, 13]. The present research is an attempt on the GIS-based groundwater quality
index to determine its adoptability for human use and to communicate for successful
management to policy makers and local bodies/people. The aim of this paper is
to understand the hydro-geochemical cycle of groundwater using physico-chemical
parameters and to determine the groundwater quality of the NOIDA for drinking and
other human uses using the WQI and GIS techniques. In fact, the outcome of these
investigations provides baseline data on quality of groundwater status in the chosen
study area, which benefits in groundwater resources management and the importance
of volatility limit the pH should be in to understand its effect on water quality, i.e.
WQI. Machine learning techniques such as multivariable linear regression, support
vector regression, and decision tree regression were used to predict the pH of the
water body based on its geographical location.
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2 Study Area

Noida is located in the Uttar Pradesh state’s Gautam Buddh Nagar district, near to
Delhi’s NCR. The geographical location of Noida is between 28° 26′ 39′′ N–28° 38′′
10′′ N and 77° 29′′ 53′′ E–77° 17′′ 29′′ E. Spanning Geographical Area of 203 km2

and with a population of 642,381 according to the 2011 census. The City’s climate is
sub-humid, and is marked by hot summer and cold season bracing. In the most part
of the year Noida has a hot and humid climate. Annual rainfall averages 642.0 mm.
The region typically has flat topography from north-east to south-west (< 1°) with
gradual slope. The current study area is 204 m above mean sea level near to Parthala
Khanjarpur village situated at the northeastern and with the minimum elevation of
195 m above mean sea level near Garhi Village located at south-west region. Noida
city uses water source from Ganga Canal interception at Masoori Dasna, situated in
Ghaziabad, and a normal occurrence of groundwater. Noida falls under the Yamuna
River catchment area; it is bound by the Yamuna River to the west and south-west,
and by the Hindon River to the south-east. In the south, the city is bounded by the
two rivers, Yamuna and Hindon, meeting point (Figs. 1 and 2).

Fig. 1 Study area
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3 Materials and Methods

Fig. 2 Flow chart adopted for methodology



Analysis of Groundwater Quality Using GIS-Based Water Quality … 175

3.1 Methodology

The current study focuses on data that are gathered from the field and produced
through laboratory research. Physico-chemical analysis of groundwater samples
taken from Noida was analysed at environmental laboratory of Civil Engineering
Department, JSS Academy of technical education Noida. Results from the physico-
chemical analysis of groundwater samples which were acquired from randomly
distributed fifty-one different sites, such as public hand pumps, borwells and main-
tained according to the methods recommended in the American Public Health Asso-
ciation manual (APHA-2320 1999). Using Global Positioning System, geospatial
specifics of sample sites were determined. An attempt is made to define the ground-
water quality index and compared the resultswith the values specified inwater quality
standards such as the Bureau of Indian Standards (BIS), the Indian Standards (IS)
[2] and the World Health Organization [15]. All the concentrations of the chemical
are measured in mg/l. On an alternate side multivariable linear regression, support
vector regression, and decision tree regression are used to predict the pH of locations
and using the Bureau of Indian Standards (BIS), the limit of pH we understood and
upon applying it as a limiting feature the range ofWQI is understood for the locations
which are in the pH limits.

3.2 Physico-Chemical Parameters

3.2.1 pH

The pH of the groundwater tested is between 7.1 and 8.9 representing acidic to
alkaline groundwater samples, accordingly. After evaluation of the test samples pH
value shows that all water samples were in the BIS [2] allowable limits (6.5–8.5)
except at eight locations (Fig. 3).

Fig. 3 pH distribution in different groundwater samples
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Fig. 4 Turbidity distribution in different groundwater samples

Fig. 5 Total hardness distribution in different groundwater samples

3.2.2 Turbidity

Turbidity is calculation of a liquid’s relative visibility. It is an optical characteristic
of water that is a measure of the amount of light that is spread in the water by
substance when a light is shined through the water sample. Extreme turbidity is
aesthetically unattractive in potable water, and may also cause health issue. The
GW8 sample shows the highest turbidity with a value of 56 NTU which is preceding
the permissible limits for drinking water recommended in [2] (Fig. 4).

3.2.3 Total Hardness

Total Hardness indicates that 68.6% of the groundwater sample lies below the
permissible limit (600 mg/l) and 31.4% groundwater are above the permissible limit
(600 mg/l) as prescribed in BIS [2]. High TH concentrations above the permissible
limit were found at 16 locations in the study region between 600 and 1780 mg/l
(Fig. 5).

3.2.4 Chlorides

The chloride level at Baraula Village, Sector 49 is 3288.98 mg/l where the limit
is 1000 mg/l and the presence of sewage treatment plant attributing the values is
observed using satellite image by visual confirmation. The effect of high Chlorides
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Fig. 6 Chloride distribution in different groundwater samples

levels in groundwater results in indigestion, taste palatability and corrosion of pipes
(Fig. 6).

3.2.5 Total Alkalinity

At GW45 the Highest total alkalinity value of 695 mg/l was found and at GW31
the lowest value of 200 mg/l. The alkalinity value was found to be higher than the
appropriate level for drinking water as recommended in BIS [2] (Fig. 7).

Fig. 7 Total Alkalinity distribution in different groundwater samples

Fig. 8 Carbonate distribution in different groundwater samples
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Fig. 9 Bicarbonate distribution in different groundwater samples

3.2.6 Carbonates

Carbonate value of GW33 was found above the allowable limit being as mentioned
in BIS [2] for drinking water (Fig. 8) and 270mg/l was the lowest value of carbonates
that was found at GW1 with a value of 45 mg/l.

3.2.7 Bicarbonates

GW49 sample has bicarbonate value higher than the limit prescribed by the BIS [2]
for drinking water (Fig. 9) with 645 mg\l and 10 mg\l of bicarbonate was found at
GW15.

3.2.8 Water Quality Index Computing

TheWQIwasmeasured using the drinkingwater quality requirements recommended
by the World Health Organization (WHO) and the Bureau of Indian Standard (BIS).
The weighted arithmetic index method was used in groundwater WQI calculation
(Brown et al. 1972). The WQI is computed in 3 steps. In the first step, a weight (wi)
has been assigned to 07 parameters (pH, TH, Total Alkalinity, Chlorides, Turbidity,
Carbonates Bicarbonates) according to its relative significance in the overall quality
of drinking water (Table 1) in the first step. 2nd step involves calculating relative
weight (Wi)

Wi = Wii = 1nWi (1)

where Wi is the relative weight and wi is the weight of each parameter and the
total number of parameters is n, respectively.

3rd step consists of calculating the quality rating scale (qi) for each parameter
determined by dividing its standard concentration as specified by the BIS guidelines

qi = (ci/si) × 100 (2)
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Table 1 Relative weight of
physico-chemical parameters

Parameters Weighted Relative weight (Wi
= kSi)

BIS [2]

pH 5 0.208333 6.5–8.5

Turbidity (NTU) 3 0.125 1

Hardness (mg/1) 5 0.208333 200

Chlorides (mgl) 4 0.166667 250

Total Alkalinity
(mg.l)

4 0.166667 200

Carbonate (mgfl) 2 0.083333 200

Bicarbonate (mg
l)

1 0.041667 200

Wi = 24 Wi = 1.0

where qi is the quality rating scale, the concentration of each chemically parameters
is ci in each water sample in mg/l, si is the Indian standard water parameters in mg/l
as guided by the guidelines of BIS.

Further each physico-chemical parameter, its concentration will be divided by the
permissible limits (as mentioned in the BIS) and it will be multiplied by 100.

qi = (ci/si) × 100 (3)

Next the Sli is defined first for each physico-chemical parameter derived by the
following equation for the calculation of water quality index.

Sli = Wi × qi (4)

WQI =
N∑

i=1

Sli

where the sub-index of i th parameters is Sli, the rating of each concentration of i th
parameters is qi, and the number of parameters is n. Table 2 displays the measured
water quality index in five categories of ranging from > 50 (excellent water) to > 300
(water unsuitable for drinking) range water quality index for drinking purposes.

Table 2 Groundwater
classification related to WQI
range

WQI Status

< 50 Esc client water

50–100 Good water

100–200 Poor water

200–300 Very poor water

> 300 Unfit for drinking purpose
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3.3 Spatial Analysis

Spatial analysis of different physico-chemical parameterswas performed inGIS envi-
ronment with an open source QGIS programme. The map of the pH, TH, Total Alka-
linity, Chlorides, Turbidity, Carbonates and Bicarbonates was prepared for Noida
using inverse distance weighted (IDW) interpolation technique.

3.4 Machine Learning Techniques

This machine learning technique is an augmentation to Linear regression. Which,
using the linear dataset helps in predicting the required result.{

yi , xi1, . . . , xip
}n
i=1 Consisting of n instances.

y = β0 + β1x1 + β2x2 + · · · + βk xk+ ∈ (5)

where
β i = slope constants.
∈ = Error.
xi = input variable.
y = output variable.
When the dataset is passed through the algorithm it iterates one by one and finds

error and minimizes it with each iteration thus improving the accuracy and the last
iteration, yields the best results.

3.4.1 Support Vector Regression

It works on the principle that classes have a separating hyperplane between them
which differentiates one class from the other keeping the property of each class in
consideration. The procedure in this algorithm invokes the property and minimizes
the error by subsequent iterations.

minimize
1

2
‖w‖2 (6)

subject to|yi − 〈w, xi 〉 − b| ≤ ε (7)

y = wx + b (8)

where xi = training sample.
〈w, xi 〉 + b = prediction of sample.
And ε = Threshold free parameter.
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The approach for prediction starts by feeding xi to Eq. (7) and finding the which
ensures Eq. (6) is minimized. Then after the result of the hyperplane parameter is
used in predicting the y value which is afterwards fed in R2 method for finding the
accuracy.

3.4.2 Decision Tree Regression

It is a tree-like regression algorithm based on decision tree which divides the classes
into subsets which are treated as nodes of the tree. The resulting outcomes are consid-
ered from the leaf nodes and decision nodes. It priorities the nodes and traversing
through the tree gives the prediction result.

Top-down tree construction method is used in this regression. The probabilities
of occurring classes are used in this regression.

Gini Index(GI ) = 1 − �Pi2

Pi = Probability of occurrence of Pi.
The tree is constructed to ensure that the next class is selected such that the Gini

index remains as low as possible. The target is finding the lowest Gini impurity node
as the leaf node. The outcome which is predicted is a real number.

4 GIS Statistical Model

The spatial distribution and the spatial modelling in the present study have achieved
by inverse distance weighted (IDW) interpolation technique and the groundwater
quality index is determined according to BIS [2]. The IDW is an interpolation
method that represents difference and continuous type of spatial attribute in the
region [17]. The value measured by IDW interpolation is a weighted average of the
ground sampling points that are neighbouring it.Weights are determined by reversing
the distance from the origin of an observation to the position of the predicted value
[17].

5 Results and Discussions

Noida is an industrial area of Gautham Buddh Nagar District UP. Without adequate
treatment, the industrial effluents pollute water bodies, rivers, etc. Untreated effluents
from sewage treatment plants percolate into the groundwater making it unfit for
drinking and other use.
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Alongside themachine learningmodels gave astonishing resultswhichwould help
in understanding the relation of the pH to the WQI and understanding the mapping
relation between these two (Fig. 10; Table 3).

Fig. 10 Spatial distribution of physico-chemical parameters
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Table 3 R2 scores of pH

Model R2 test (Training data) R2 test (Test data)

Multivariable linear regression 42.90125594276315 −6.07342695815436

Support vector regression 92.09154744482632 46.97531102030899

Decision tree regression 98.28134611023242 94.7828134623048

Then by segmenting theWQI values it is found that the water quality index values
which are said as the “Excellent water” resulted in 5 pHvalues in the limits prescribed
by BIS [2] and only 5 WQI which could be classified as “Excellent water”.

6 Spatial Distribution of GIS-Based WQI

The WQI calculated for assessing Noida’s groundwater quality. Calculated ground-
water samples WQI values ranged from 47.10 to 192.10 (avg. 78.14). The highest
value was observed at the groundwater samples collected at the Gulavali sector 162
and lowest WQI value was observed in Momnathal, sector 150. The WQI in the
samples could be because of natural and anthropogenic activities. The GIS-based
WQI analysis shows the groundwater samples, 9.9% excellent water, 74.5% of good
water and 15.6% of poor water. These results reveal that the samples collected at the
study area are moderately contaminated and inappropriate for direct use in drinking.
It is advised to consider any treatment methods before utilizing it (Fig. 11; Table 4).

7 Conclusions

The GIS-based water quality index analysis reveals that the 84.4% of collected
groundwater samples falls in excellent and good water category and 15.6% ground-
water samples falls in poor category. The results revealed that water quality index
varies from 47.10 to 192.10. The water quality index less than 50 is considered as
excellent water, 50–100 is considered as good water, 100–200 is considered as poor
water, 200–300 is considered as very poor water and WQI greater than 300 will be
considered as unfit for drinking. The highest WQI values founded in high in GW19,
GW27, GW31, GW34, GW36, GW43 and GW89 groundwater samples which lie
in the poor water category. The study recommends some treatment considering for
drinking purpose and locals in that area need to treat thewater before usage. TheGIS-
based analysis suggests sewage treatment plants, industries for considering treatment
of water before discharging into the water bodies. The study recommends continuous
monitoring of groundwater quality, and implementation of methods and techniques
for improving water quality. Further, it is advised to avoid water consumption from
bore wells and hand pumps should be treated to avoid unnecessary health disorders.
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Fig. 11 Spatial distribution of GIS-based WQI

Predicting and mapping the pH value with the WQI gave us insight of the volatility
of WQI on the pH, although “good water” in WQI index is also fit for usage but the
pH if it is in limit contributes to the “Excellent water”.
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Table 4 Water quality index for groundwater samples

Location Sam. No Lat Long WQI values Description

Pump No. H-1, Sector 15A GW1 28.58 77.31 66.93783 Good water

Asagarpur Jagir Village, Sector
128

GW2 28.53 77.35 53.82815 Good water

Hindustan Petroleum, Near Jaypee
Hospital

GW3 28.51 77.37 50.91777 Good water

Balaji Temple, Sector 126 GW4 28.54 77.34 61.53172 Good water

Ankit Nursery, Sector 131 GW5 28.51 77.35 58.09573 Good water

Green Beauty Farm, Sector 135 GW6 28.48 77.38 55.73013 Good water

Yakootpur, Sector 167 GW7 28.48 77.42 47.48599 Excellent Water

Gulavali, Sector 162 GW8 28.47 77.44 192.1043 Poor water

Jhatta Village, Sector 159 GW9 28.46 77.45 51.10198 Good water

Badauli, Sector 154 GW10 28.46 77.46 56.20924 Good water

Kambuxpur Derin Village, Sector
155

GW11 28.44 77.46 49.13407 Excellent Water

Gujjar Derin, Kambuxpur, Sector
155A

GW12 28.45 77.45 51.59635 Good water

Kondali Bangar, Sector 149 GW13 28.44 77.48 51.69048 Good water

Garhi Samastpur, Sector 150 GW14 28.43 77.47 63.92533 Good water

Momnathal, Sector 150 GW15 28.61 77.36 47.19809 Excellent Water

Shafipur Village, Sector 148 GW16 28.45 77.49 83.99748 Good water

Mohiyapur Village,Sector 163 GW17 28.48 77.43 55.67721 Good water

Nalgadha, Sector 145 GW18 28.48 77.44 60.49112 Good water

Ideal Industrial Training Institute,
Sector 143

GW19 28.49 77.43 148.5878 Poor water

Shahdara, Sector 141 GW20 28.50 77.42 105.9785 Poor water

Hindon Flood Plain, Kulesara,
Sector 140

GW21 28.51 77.43 60.00302 Good water

Illahabas, Sector 86 GW22 28.52 77.41 97.21823 Good water

Sai Dham Colony, Sector 88 GW23 28.54 77.43 52.57598 Good water

Kakrala Village, Sector 80 GW24 28.55 77.41 71.1939 Good water

Gijhor Village, Sector 53 GW25 28.59 77.36 73.28433 Good water

Sarfabad, Sector 73 GW26 28.59 77.39 58.56977 Good water

Sorkha Village, Sector 118 GW27 28.58 77.41 112.9936 Poor water

Pumping Station 3, Sector 71 GW28 28.59 77.38 65.4666 Good water

Pump House, Sector 122 GW29 28.59 77.39 68.28567 Good water

19, Block H,Sector 116 GW30 28.57 77.40 79.08585 Good water

Baraula Village, Sector 49 GW31 28.57 77.37 153.1029 Poor water

Pumping Station, Sector 35 GW32 28.58 77.35 65.09853 Good water

(continued)
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Table 4 (continued)

Location Sam. No Lat Long WQI values Description

Pumping Station 3, Sector 34 GW33 28.59 77.36 101.1179 Poor water

Peerbabaji, Sector 144 GW34 28.49 77.43 121.8443 Poor water

Dallupura Village, Sector 164 GW35 28.48 77.43 47.10549 Excellent Water

Dostpur, Mangrauli, Sector 167 GW36 28.49 77.42 164.1895 Poor water

Nangli Village, Sector 134 GW37 28.50 77.38 55.28453 Good water

Bakhtawarpur, Sector 127 GW38 28.53 77.35 60.53784 Good water

Sultanpur Village, sector 128 GW39 28.52 77.37 70.43717 Good water

Shahpur, Sector 131 GW40 28.52 77.37 79.41056 Good water

Sadarpur, Sector 45 GW41 28.55 77.35 77.74496 Good water

Chhalera, Sector 44 GW42 28.55 77.35 84.53748 Good water

Sanatan Temple, Sector 41 GW43 28.56 77.36 135.2111 Poor water

Shiv Mandir, Sector 31 GW44 28.58 77.35 67.55356 Good water

Nagla Charan Dass, Noida
Phase-2

GW45 28.54 77.41 97.53002 Good water

Nursery, Sector 104 GW46 28.54 77.37 71.27371 Good water

Pumping Station, Sector 80 GW47 28.55 77.41 47.86249 Excellent Water

Shiv Mandir, Sector 93 GW48 28.53 77.38 101.6343 Poor water

Salarpur Village, Sector 102 GW49 28.55 77.38 80.97442 Good water

Garhi Chaukhandi, sector 121 GW50 28.60 77.39 74.07227 Good water

Pumping Station, Block-G, Sector
63

GW51 28.60 77.39 66.5801 Good water

Acknowledgements Authors are thankful to The JSS MAHAVIDYAPEETA, Management, Prin-
cipal and Heads of Computer Science & Engineering and Civil Engineering Departments of JSS
Academy of Technical Education, Noida for providing constant support and motivation and extend
humble gratitude to all faculties and staff of both the departments.

Funding The authors thank Dr. A.P.J AKTU, Lucknow, for providing financial assistance through
Collaborative Research and Innovation Program (CRIP).

References

1. Adimalla N, Li P, Venkatayogi S (2018) Hydrogeochemical evaluation of groundwater quality
for drinking and irrigation purposes and inte- grated interpretation with water quality index
studies. Environ Process 5(2):363–383

2. BIS (2012) Bureau of Indian Standards. New Delhi, 2–3
3. Bashir N, Saeed R, Afzaal M, Ahmad A, Muhammad N, Iqbal J, Khan A, Maqbool Y, Hameed

S (2020) Water quality assessment of lower Jhelum canal in Pakistan by using geographic
information system (GIS). Groundw Sustain Dev 10:100357



Analysis of Groundwater Quality Using GIS-Based Water Quality … 187

4. Batabyal AK, Chakraborty S (2015) Hydrogeochemistry and water quality index in the
assessment of groundwater quality for drinking uses. Res Water Environ Res 87:607–617

5. Brindha K, Elango L (2012) Groundwater quality zonation in a shallowweathered rock aquifer
using GIS. Geo-Spatial Inf Sci 15:95–104

6. Brindha K, Rajesh R, Murugan R, Elango L (2011) Fluoride contamination in groundwater in
parts of Nalgonda District, Andhra Pradesh, India. Environ Monit Assess 172:481–492

7. Deepesh M, Madan KJ, Bimal CM (2011) GIS-based assessment and characterization of
groundwater quality in a hard-rock hilly terrain of Western India. Environ Monit Assess
174:645–663. https://doi.org/10.1007/s10661-010-1485-5

8. Karanth KR (1987) Ground water assessment: development and management. Tata McGraw-
Hill Education

9. Magesh NS, Krishnakumar S, Chandrasekar N, Soundranayagam JP (2013) Groundwater
quality assessment using WQI and GIS tech-niques, Dindigul district, Tamil Nadu, India.
Arab J Geosci 6:4179–4189

10. Munesh K, Rai SC (2020) Hydro geochemical evaluation of groundwater quality for drinking
and irrigation purposes using water quality index in Semi-Arid Region of India. J Geol Soc
India 95:159–168

11. SaleemM, Hussain and Gauhar Mahmood (2016) Analysis of groundwater quality using water
quality index: a case study of greater Noida (Region), Uttar Pradesh (UP), India Civil &
Environmental Engineering. Research Art Cogent Eng 3:1237927

12. Salehi S, Chizari M, Sadighi H, Bijani M (2018) Assessment of agricultural groundwater users
in Iran: a cultural environmental bias. Hydrogeol Jour 26:285–295

13. Schot PP, Van der Wal J (1992) Human impact on regional groundwater composition through
intervention in natural flow patterns and changes in land use. J Hydrol 134:297–313

14. Singh DF (1992) Studies on the water quality index of some major rivers of Pune Maharashtra.
Proc Acad Environ Biol 1:61–66

15. Swati B, Mazhar Ali Khan M (2020) Assessment of ground water quality of Central and
Southeast Districts of NCT. J Geol Soc India 95:95–103 Assessment of Ground Water Quality
of Central and Southeast Districts of NCT of Delhi

16. Vaiphei SP, Kurakalva RM, Sahadevan DK (2020) Water quality index and GIS-based tech-
nique for assessment of groundwater quality inWanaparthy watershed, Telangana India. PMID
32779065 https://doi.org/10.1007/s11356-020-10345-7

17. WHO (2008) World Health Organisation guidelines for drinking-water quality: second
addendum. vol 1, Recommendations

https://doi.org/10.1007/s10661-010-1485-5
https://doi.org/10.1007/s11356-020-10345-7


An Artificial Neural Network Based
Approach of Solar Radiation Estimation
Using Location and Meteorological
Details

Amar Choudhary, Deependra Pandey, and Saurabh Bhardwaj

Abstract This paper proposes a methodology to estimate monthly average global
solar radiation using Artificial Neural Network. Due to abundancy, solar energy is at
the cutting edge for a long time among other types of renewable energy. It has several
applications in several fields. Solar energy devices completely depend on the amount
of solar radiation that is to be received. So, optimization of solar energy is possible
onlywhen solar radiation is estimatedwell in advance. This is challenging since solar
radiation is the location and seasonal-dependent. The current study addresses the
issue of scarce meteorological stations which in turn limits the radiation measuring
devices at the location of interest of the researchers. In this study, an ANN-based
solar radiation estimation model is proposed using Levenberg–Marquardt training
algorithm here. The study is performed on the six stations of Bihar, India. The Neural
Fitting Tool (NF Tool) of MATLAB R2016a is used for simulation purposes. The
data set is collected from the FAO, UN. The proposed model shows the R values
of 0.9974, 0.97909, 0.90589, 0.9925, slope (m) values of 0.99, 1.0, 0.87 and 0.99,
and intercept (c) values 0.0086, 0.021, 0.021 and 0.0066, for ‘training’, ‘validation’,
‘testing’, and ‘all’, respectively. Themean square error (MSE) is found to be 0.07727,
0.08092, and 0.08076 for ‘training’, ‘validation’, and ‘testing’, respectively.
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1 Introduction

The well-known drawbacks of non-renewable energy resources, renewable energy
resources are fastly becoming a point of attraction of policy makers. Renewable
energy resources are non-pollutant and they are available in plenty. Among all types
of renewable energy resources, solar energy attracts the systems developers due to
large abundancy [1–3]. In the early twenty-first century, only low-power electronic
gadgets were using the solar energy but nowadays researchers are looking towards
its industrial utilization to meet huge electricity requirements. Abrupt fluctuations
and inconsistency are the major challenges behind the optimization of solar energy
[4]. The well-known fact is that solar energy depends upon site/location and seasonal
changes which makes it difficult to estimate well in advance. Still, then large invest-
ments are being planned for the establishment of solar power plants, solar grid to
establish solar energy as an alternative source of conventional energy. These efforts
draw the attention of researchers towards the estimation of solar energy. Solar radia-
tion is measured by the devices installed at meteorological stations which are scarce
and itmay not be the location of interest of the researchers [5]. In the early twenty-first
century, solar radiation used to be estimated by mathematical models establishing a
mathematical relationship between seasonal variables and solar radiation. But these
models were very prone to errors. Since the last 20 years, computer-aided solar
radiation estimation is mainly going on. Artificial Intelligence techniques such as
ANN, CNN, Deep Neural Network, Fuzzy logic, SVM, etc. became the integral
methodology of solar radiation estimation. Each technology has its advantages and
disadvantages as well. Several researchers have proposed an ANN-based estimation
model for the locations of India with the suitability of their model [6–9].

In this study, the ANN-based solar radiation estimation model is proposed. LM
algorithm is used here since it fastly executes minimizing statistical errors. ANN
technology is briefed in Sect. 2. Section 3 is for data collection and development of
the estimation model. In Sects. 4 and 5 simulation results and conclusions are placed.

2 Artificial Neural Network Based Solar Radiation
Estimation

The mathematical Architecture of ANN is shown in Fig. 1. It consists of input,
output, weight, bias, transfer function, and activation function. The network output
of Fig. 1 is determined by Eq. 1. Its parallel structure enables it for fast learning and
computing from the data set [10] and ensures the fastest way to establishing a linear
relationship between input and output. ANN has been widely used by a number of
researchers in solar radiation estimation [11–19].

o j =
n∑

i=1

xiwi + φθi (1)
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Fig. 1 Mathematical representation of ANN

Here,
Oj is the output of ANN, xi denotes the input of ANN, wi denotes the corre-

sponding weights of ANN, θi denotes the threshold and ∅ denotes the activation
function.

The neural network is trained before it is used for the estimation of data and testing
for accuracy. In the next section development of the estimation model is briefed.

3 Solar Radiation Estimation Modeling

In the present analysis, stations of Bihar (second-most populous state of India) are
considered. The stations under consideration are shown by red dots in Fig. 2. The
location detail and meteorological data of all six available stations are obtained from
the Food and Agriculture Organization (FAO), United Nations. CLIMWAT 2.0 and
CROPWAT 8.0 are the two tools by which these data are collected.

Table 1 represents the location details of the stations while Table 2 represents
annual averagedmeteorological and solar radiation detail of all six available stations.

The 3D climatic plots of all the six stations are shown in Figs. 3, 4, 5, 6, 7 and
8. In those plots, monthly variations of Min Temp, Max Temp, Humidity, Wind
speed, Sunshine hours, and Solar Radiation are shown by blue, orange, violet, green,
yellow, and pink color respectively. From the plain observation of plots, it is clear
that the seasonal/monthly variation of solar radiation is almost following the trend
of sunshine hours.

The location parameters (latitude, longitude, and altitude) and meteorological
parameters (temperature, humidity, wind speed, sunshine hour, and solar radiation)
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Fig. 2 Stations of Bihar (India)

Table 1 Geographical details
of stations under observation

Stations Latitude (°N) Longitude (°E) Altitude (m)

Darbhanga 26.16 85.90 49

Gaya 24.75 84.95 116

Motihari 26.66 84.91 66

Patna 25.60 85.10 60

Purnea 25.26 87.46 38

Sabaur 25.23 87.06 37
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Table 2 Annual average meteorological details and solar radiation data of stations

Stations Maximum
temp. (°C)

Minimum
temp. (°C)

Humidity
(%)

Wind
speed
(km/day)

Sunshine
(h)

Solar
radiation
(MJ/m2/day)

Darbhanga 18.2 30.7 68 71 7.4 17.9

Gaya 20.8 32.4 65 204 8.5 19.7

Motihari 18.8 30.6 72 63 7.7 18.2

Patna 20.8 31.2 67 110 7.6 18.2

Purnea 19 30.8 69 78 7.1 17.7

Sabaur 19.2 31.1 68 129 6.6 16.9

Fig. 3 Climatic plot of Darbhanga

Fig. 4 Climatic plot of Gaya

of Table 2 have different measuring units and scales. These data are normalized
before giving input to the model. Here, max–min normalization is executed as per
Eq. (2):
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Fig. 5 Climatic plot of Motihari

Fig. 6 Climatic plot of Patna

Fig. 7 Climatic plot of Purnea
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Fig. 8 Climatic plot of Sabaur

Table 3 Customization of
neural fitting tool

S. No. Particulars Configuration details

1 Network type Feed forward back
propagation

2 Training algorithm TRAINLM

3 Error function MSE

4 Number of hidden layers 02

5 Transfer function TANSIG

6 No. of neurons 10

7 Training parameters Epochs: 1000,
max_fail: 6

8 Data division Random (dividerand)

9 Performance Mean squared error
(MSE)

10 Calculation MEX

11 Plot Interval 1 epochs

xnormalised = x − xminimum

(xmaximum − xminimum)
(2)

Once data is normalized, simulation starts using the Neural Fitting Tool (NF
Tool) of MATLAB R2016a. The NF Tool is customized as per Table 3. The network
architecture is shown in Fig. 9. Here 9 inputs are applied with 10 hidden layers and

Fig. 9 ANN architecture
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Fig. 10 Data division

1 output layer. The training algorithms used in this proposed model is the Leven-
berg–Marquardt (LM) algorithm. LM is assumed to be the fastest back propagation
algorithm.

The normalized data set are divided into three parts as per the default value of NF
Tool as shown in Fig. 10. Out of 72 samples, 70% (50 samples) are used for training,
15% (11 samples) for validation, and the rest 15% (11 samples) for testing the neural
network.

Once the simulation is performed, the output is obtained. After this, Mean Square
Errors (MSE) are found as per Eq. 3. These errors indicate the suitability of the
proposed model.

MSE =
[(

1

n

) n∑

i=1

(
SRi(predicted)−SRi(estiamted)

)2
]

(3)

Here, n is the number of input, SR is the solar radiation.

4 Results

The training environment using the LM algorithm is shown in Fig. 11. The best
network performance is obtained after 9 iterations and 5 validation checks.

The performance of the network is shown in Fig. 12. In this figure,MSE decreases
as the epoch increases. The best validation performance of 0.0016254 is obtained at
epoch 4.

Figure 13 is for gradient plot in which Gradient of 0.00154, Mu of 0.000006, and
Validation Checks of 5 are obtained at epochs 09.
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Fig. 11 Training environment
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Fig. 12 Performance plot

The plot between error and instances (Error Histogram) is shown in Fig. 14. It is
a plot for training data. It has 20 Bins. Here most of the data are below Zero Error
line which supports the quality of the simulation.

The regression value determines the variation of output with the target. Here, it is
represented in Fig. 15. The best value of R is considered to be 1 and in this case, it is
almost obtained. The regression value (R) obtained to be 0.9974, 0.97909, 0.90589,
0.9925 for training, validation, testing, and all respectively. The slope (m) are found
to be 0.99, 1.0, 0.87 and 0.99 whereas intercept (c) are found to be 0.0086, 0.021,
0.021 and 0.0066 for training, validation, testing and all, respectively.

Figure 16 is forMean Square Errors (MSE) during training, validation, and testing
and it is found to be 0.07727, 0.08092, 0.08076 respectively. These values are quite
satisfactory.

Comparing the obtained results with methodologies such as CVNN, ECWN, and
CWN [20], the proposed model shows better accuracy and other values.
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Fig. 13 Gradient plot

Fig. 14 Error histogram
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Fig. 15 Regression plot

Fig. 16 Obtained MSE

5 Results

This paper briefly gives the idea and need for solar radiation estimation. The proposed
models based on ANN for solar radiation estimation are briefed in this paper. The
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model is proposed with 09 input parameters and it is tested for 06 stations of Bihar,
India. The model gives significantly better R values, minimum MSE, better values
of slope (m), better intercept values (c), and better performance. The LM algorithm
again shows good performance. Thismodelmay be used to estimate solar radiation in
remote areas where solar radiation measuring devices are scarce. As stations of plain
area are used in this simulation and as the estimation of solar radiation is location
dependent so, this model may not perform very well in high hilly areas. In the future,
improvement may be executed in this regard.
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Applications of Machine Learning
and Artificial Intelligence in Intelligent
Transportation System: A Review

Divya Gangwani and Pranav Gangwani

Abstract Due to the tremendous population growth in the country, the use of vehi-
cles and other transportation means has increased which has led to traffic congestion
and road accidents. Hence, there is a demand for intelligent transportation systems
in the country that can provide safe and reliable transportation while maintaining
environmental conditions such as pollution, CO2 emission, and energy consump-
tion. This paper focuses on providing an overview and applications of how Artificial
intelligence (AI) and Machine Learning (ML) can be applied to develop an Intel-
ligent Transportation system that can address the issues of traffic congestion and
road safety to prevent accidents. We will then re-view various ML approaches to
detect road anomalies for avoiding obstacles, predict real-time traffic flow to achieve
smart and efficient transportation, detect and prevent road accidents to ensure safety,
using smart city lights to save energy, and smart infrastructure to achieve efficient
transportation. Next, we review various AI approaches such as safety and emergency
management system to provide safety to the public, autonomous vehicles to provide
economical and reliable transportation. We then propose smart parking management
and how it can be used to find parking spaces or spots conveniently, incident detec-
tion which detects the traffic incidents or accidents in real-time provides a report.
Finally, we conclude with predictive models and how the algorithms utilize sensor
data to develop an Intelligent Transportation System.
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1 Introduction

Artificial Intelligence (AI), also calledmachine intelligence, is awide-ranging branch
of computer science that makes machines function like a human brain. It solves
various problems that are difficult to address using conventional computation tech-
niques. AI research was first conducted at Dartmouth College at a workshop in 1956.
JohnMcCarthy coined the term “Artificial Intelligence” to differentiate the area from
cybernetics, which is the science of automatic control systems and communication
in both living things and machines. By the middle of the 1960s, the Department
of Defense heavily funded AI research in the U.S and established laboratories all
around the world [1]. In the 1980s the development of practical Artificial Neural
Network (ANN) technology was enabled due to the development of metal-oxide-
semiconductor (MOS) very-large-scale integration (VLSI), in the form of comple-
mentary MOS (CMOS) transistor technology. AI began to be used in many areas
such as medical diagnosis, logistics, data mining, and other areas in the late 1990s
and early twenty-first century [2].

Access to a huge volume of data, faster computers, and algorithmic improve-
ments enabled advances in perception and Machine Learning (ML). In 2012, deep
learning algorithms started to dominate accuracy benchmarks [3]. Architectures of
deep learning including deep belief networks, convolutional neural networks, deep
neural networks, and recurrent neural networks have been applied to various appli-
cation areas. These include speech recognition, audio recognition, computer vision,
natural language processing, machine vision, and many more [4].

The most distinguished AI method is ANN, which is used in various applications.
ANNs consist of artificial neurons which are a collection of nodes or connected units
that loosely resemble the biological brain’s neurons. Each connection can transmit
a signal to other neurons just like the synapses in a biological brain. The received
signal is then processed by the artificial neuron and signals the neurons connected to
it. The output of each neuron is the “signal” at a connection, which is a real number
and is computed by some non-linear function of the sum of inputs.

Transportation difficulties can become a major challenge especially when the
network and users’ activities are too difficult to predict and model the patterns in
travel. Thus, to overcome the challenges of increasing travel demand, environmental
degradation, safety concerns, and CO2 emissions, AI, and ML are deemed to be
a perfect fit for transportation systems. In developing countries, the steady growth
of urban and rural traffic due to the increasing population is the main cause of
these challenges. In Australia, by 2031, the population is expected to increase to 30
million, and therefore the cost of congestion is expected to reach 53.3 billion [5]. In
the twenty-first century, several researchers are attempting to achieve a smarter and
reliable transportation system or in other words, Intelligent Transportation Systems
(ITS). ITS will have less detrimental effects on the environment, and people will be
using AI and ML techniques that are more reliable and cost-effective [6].

This paper is structured as follows: Sect. 2 elaborates on the various Applications
of ML in ITS. This section is subdivided into Road Anomaly Detection, Traffic
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Flow Detection and Travel Time Prediction, Accident Detection and Prevention,
Smart City Lights, and City Infrastructure. Section 3 discusses the Applications of
AI in Smart Transportation. This section is subdivided into Safety and Emergency
Management System, Autonomous Vehicles, Smart Parking Management, Incident
Detection, and Predictive Models. Section 4 discusses the Challenges of AI and
ML in ITS. Section 5 discusses Future Trends in Intelligent Transportation Systems.
Finally, Sect. 6 concludes this paper review.

2 Applications of ML in ITS

In this section, we cover the major challenges faced in ITS and ML techniques used
to solve the problems faced in the transportation system. The applications of ITS are
quite broad, but we focus on a few of the important applications and challenges faced
in ITS which are crucial for societal development. Table 1 covers all the applications
of ITS and lists all the algorithms used in AI and ML.

2.1 Road Anomaly Detection

The condition of the road makes a huge impact on the traffic and can lead to traffic
accidents, delays, and cause damage to the vehicles. Hence, road anomaly detection
plays an important role in the development of ITS. The main objective of the road
anomaly detection system is to detect bumps and potholes on the road and notify

Table 1 ITS applications in AI and ML

S. No. ITS applications AI and ML algorithms References

1 Road anomalies detection Support vector machine (SVM),
Naïve Bayes, K-means clustering

[7–9]

2 Traffic flow detection and travel
time prediction

k-Nearest Neighbor (k-NN), support
vector regression (SVR), SVM, long
short-term memory (LSTM)

[10–14]

3 Accident detection and
prevention

Classification and regression tree
(CART), k-NN, SVM

[15, 16]

4 Smart city lights [17–20]

5 City infrastructure CNN [21–23]

6 Safety and emergency
management system

ANN [25–27]

7 Autonomous vehicles CNN, SVM, K-means clustering,
k-NN

[28–31]

8 Smart parking management Genetic algorithm (GA) [32–35]
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the driver [7] so that the vehicle can be controlled and prevented from any damages.
Various ML techniques can be used to detect road anomalies.

Road surface monitoring like detecting potholes can be done by using smart
mobile devices equipped with GPS and accelerometer, which is used to collect accel-
eration data [8]. This data can then be used to analyze the road condition for future
use. Supervised and unsupervised ML techniques are used to detect road anoma-
lies. Support vector machines (SVM) and Naïve Bayes are the most common ML
techniques used to detect and label road conditions such as ‘Smooth’ or ‘Pothole’.
Authors in [9] used k-means clustering andSVM to detect road anomalies and labeled
the road conditions as ‘Smooth’, ‘Bumps’, and ‘Potholes’. These ML techniques are
capable of detecting road anomalies and make it easy not only for the drivers to
avoid the route but also for the government to take necessary action to rectify the
road condition.

2.2 Traffic Flow Detection and Travel Time Prediction

It is important to detect traffic flow information in an accurate and timely manner
[10]. Over the years, with the increasing population, traffic flow has also increased.
This leads to road accidents and delays in arrival time. ML techniques have proved
to be capable of solving traffic flow patterns and have contributed to the development
of ITS [11]. ML approaches such as k-Nearest Neighbors (k-NN) [12] and Support
Vector Regression (SVR) is used to address traffic flow detection problems. Other
ML approaches like SVR and SVM are also used to predict the travel time of the
road segment.

SVR is an adaptation of the SVM algorithmwhich is used for regression problems
like detecting traffic flow and predicting speed at randomly selected roads [13].
SVR has proven to be successful in solving regression problems and “overcomes
the shortcoming of traditional ML algorithms”. Hence, SVR has been successfully
applied in traffic flow problems. Travel time detection of road segments is also an
important contribution when developing an intelligent transportation system. Public
transportation such as trains and busses can be utilized effectively if there is an
efficient system in place to detect traffic flow and travel time estimation. Several
ML techniques such as SVR, SVM, and deep learning methods such as Long Short-
Term Memory (LSTM) [14] have been applied in the area of travel time prediction.
Deep Learning methods have attracted a lot of attention nowadays as its methods are
showing tremendous results in the transportation network.

2.3 Accident Detection and Prevention

Prevention and detection of accidents in a road segment are crucial for the develop-
ment of a smart transportation system. Creating a smart system to prevent accidents
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can save human lives. Drivers can avoid common mistakes and concentrate on the
road to prevent accidents from happening. An accident prevention system can notify
the driver of any critical scenarios and can alert the driver to act on time and avoid
accidents. Similarly, prompt detection of accidents on the road can help the driver to
avoid taking that particular road and give an update regarding the time delay expected
to reach a specific location. ML algorithms have been used extensively in the field
of accident detection and prevention. ML techniques can detect road accidents and
identify any pattern which can help avoid new accidents from happening.

Nearest neighbor is one of the most common classification techniques that can be
used for pattern recognition and classification problems. Classification and Regres-
sion Tree (CART) is another classifier that uses entropy or class variance information
to detect suchMLproblems [15]. k-NNandSVMclassifiers have been used in combi-
nation to detect traffic accidents. A deep learning study has been conducted in the
development of accident prevention systems. “An Inception Neural Network was
used in [16] to detect accident-prone areas".

2.4 Smart City Lights

To develop a smart transportation system, it is beneficial to implement smart street-
lights for the city.Major energy expenditure comes from the streetlights beingON the
whole night [17]. With the implementation of smart city lights, energy consumption
can be reduced dramatically. Smart city lights are implemented based on IoT infras-
tructure. Smart sensors, GPS, and wireless communication is used to control the
mechanism of streetlights. These sensors help in detecting motion which automati-
cally controls the LED lights to be ON or OF depending upon the street utilization at
night [18]. The GPS is used as a centralized system to monitor the lights and capture
its location and city information so that the maintenance can be easily managed and
repair any damages to the lights.

Another approach which the authors implemented in [19] is to use a Raspberry
Pi as a microcontroller that controls the lights connected to Infrared sensors. These
sensors detect sunrise and sunset and automatically switch the lights ON and OF
accordingly.

In [20] the authors proposed a technique in which each city light is used as aWi-Fi
hotspot which helps in transferring information about the number of vehicles passing
by the street and severe weather conditions. The light post will be equipped with
cameras and sensors to detect changes in the weather condition, damaged vehicles
stranded on the street, and detect vehicles and pedestrians passing by the street. All
this information will be beneficial in controlling the movement of city lights so that
energy conservation can be done efficiently and help in the faster maintenance and
development of smart cities.
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2.5 City Infrastructure

Asmart city transportation systemalso requires having a smart infrastructure in place.
This will benefit modern transportation in many ways. Changes in the infrastructure
provide a huge impact on the public transportation system and provide efficient ways
of communication among different vehicles. In [21] the authors proposed a method
in which vehicles can communicate with each other and can get notified about their
speed, location, and other travel information. This vehicle-to-vehicle communication
is done by using a GPS device to detect the vehicle’s position and speed and other
information. This information is uploaded to a server which is then used to alert the
driver about the nearby vehicle information. This will help in avoiding accidents and
collisions by notifying the drivers about other vehicle speed, movement, and even
traffic congestion beforehand [22]. Another approach that requires ML algorithms
can be used to control vehicle movement and steering speed [23]. A Convolutional
neural network (CNN) is used to control the steering speed and movement of the
vehicles for the development of smart infrastructure.

3 Applications of AI in Smart Transportation

This section provides applications of AI in the Intelligent Transportation Systems.
The need for ITS is rising linearly with the increase in the population. Hence, the
transportation system should be safer, faster, reliable, environment friendly, and cost-
effective [24]. Figure 1 shows the overall structure of ITS applications.Wewill cover
a few of the important applications of AIwhichwill be beneficial for the development
of ITS.

Fig. 1 Block diagram of AI and ML applications
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3.1 Safety and Emergency Management System

With the number of accidents on the road, there is always a risk to the people who
are traveling as well as the pedestrians on the street. Even with the latest technology
in vehicles, safety is a major concern in the development of ITS [25]. Artificial
Intelligence plays an important role in the safety and emergencymanagement of smart
transportation. AI techniques are used to develop a dependable and comprehensive
database of accident data that can provide necessary information for trends and
analysis of traffic accidents. ANN is used for road planning and safety management.
This information and analysis can then be used to provide safe mobility to people. AI
can also provide fast and effective development in the traffic analysis which can be
useful in emergencies and provide safety to the people and protect their health [26].
AI is also useful in providing an emergency management system to people which
can ensure safe and faster travel from one destination to another [27].

3.2 Autonomous Vehicles

Advancement in AI has given a rise to the introduction of self-driving cars for people
whocan take advantageof this latest technology.Autonomousvehicles or self-driving
cars use a combination of the latest technologies like a sensor, camera, radar, and AI
techniques to move around from one location to another [28]. Autonomous vehicles
require a lot of trust from the people since there is always a question of safety
involved with these vehicles. Therefore, a combination of ML, deep learning, and
AI techniques need to prove the safety and reliability of such vehicles. The main
algorithm used for self-driving cars is CNN, which is a building block for object
detection in a self-driving car database [29]. “This technology works by teaching the
vehicle how to drive while maintaining safety and lane discipline” [30]. Several ML
algorithms like k-means clustering, SVM, and k-NN are also used in autonomous
vehicles. With the use of self-driving cars, major changes have been noticed in
the transportation system and their impact on traffic safety and congestion due to
their prediction by AI. These cars can tremendously reduce traffic congestion by
providing options for ride-sharing [31]. Ridesharing options can be used by many
private businesses and provide safe travel to people. This technique can also reduce
energy consumption along with providing safety to people.

3.3 Smart Parking Management

AI algorithms have benefited in the development of smart parking systems. A smart
parking management system is crucial for the growth of smart cities. Many univer-
sities, colleges, and public places face challenges in organizing a systematic parking
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system so that people don’t waste their time to find a parking space. As a result, a
well-structured system is needed which can detect available parking spots and notify
the driver beforehand. A smart parking management system uses AI technology
to detect available parking spaces as well as notify the driver and provide a status
update about the availability of a parking space [32]. The most used AI algorithm
called Genetic Algorithm (GA) is based on the biological evolution concept. This
AI algorithm has now been used to solve many transportation problems of optimiza-
tion.GA can be used in urban design problems that require optimum utilization of
space to create a smart parking management system [33]. Most of the smart cities
are equipped with parking lot monitoring sensors which can assist the drivers to find
an available parking location [34]. Nowadays with the development in smart cities,
multistory parking lots are equipped with digital sensors that can be utilized and
managed productively. Drivers can get an online notification about which parking
floor is empty and can be directed towards that particular floor. This can help save
time and energy and reduce carbon emissions by minimizing the number of drivers
searching for parking spaces [35]. With the advancement in these technologies, it is
possible to develop an efficient and productive transportation system that will help
make traveling safe, smooth, and faster for the public.

3.4 Incident Detection

There have been many attempts to identify, the location, time, and severity of an
incident to support professional traffic managers which work to mitigate conges-
tion. All these attempts range from traditional reports to automated algorithms to
neural networks. Humans write these traditional reports which can create a delay in
detecting traffic incidents. On the other hand, flow characteristics can be measured
by algorithms before and after the incident by using the data collected from the
sensors along the road. Incident detection algorithms were first implemented using
statistical techniques, for instance, California Algorithm. However, in the case of
arterial roads, it is difficult to use an algorithm because of the traffic signals and
parking on the street. Hence, neural networks have been developed to overcome
these challenges. An ANN algorithm was evaluated which performed classification
to detect the occurrence of an incident on a freeway [36]. Another research focused
on finding a suitable package of the software which detects all objects of vehicles on
a real-time basis [37]. The AdaBoost software package was proposed in this research
for accurate image detection.

3.5 Predictive Models

ITS is rapidly developing and has emphasized the need to predict traffic information
using advanced methods. For the success of ITS subsystems, these methods play an
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important role. These subsystems include advanced traffic management, commer-
cial vehicle operations, advanced traveler information systems, and advanced public
transportation systems. Sensors are attached to the roads and the historical data is
extracted from them which is then utilized to develop intelligent predictive systems.
Machine learning and AI algorithms utilize this data to make short-term, real-time,
and long-term predictions [38]. Short-term flow prediction was the focus of past
research which used a simple feedforward neural network [39]. Another research
focused on integrating a neural network system to the overall urban traffic control
system consisting of one hidden layer.

4 Challenges of AI and ML in ITS

AI and ML have shown promising results in the applications of ITS. When applied
to the transportation system, these technologies can improve the quality of lifestyle
and provide safety along with the ease of quicker transportation services to people
[40]. AI and ML techniques have also been used in the overall development of smart
cities. However, these technologies face certain challenges in the development of
transportation systems that need to be taken care of by the researchers and developers.

To get better accuracy of theML algorithm, a very large training data set is needed
which provides information such as vehicle speed, the distance between two vehicles,
location, miles traveled, etc. [41]. This data will then provide better results in the
transportation system because a larger training dataset will provide more accurate
results. Therefore, it is important to collect a large volume of transportation data
[42].

In the development of ITS, security is a major concern when developing smart
techniques using ML. With the advancement in technology and the development of
smart infrastructure and smart transportation systems, there is an ever-growing need
to protect the security of the system [43]. For example, a security breach at smart
parking management or traffic detection can affect the communication between the
vehicles and can cause delays in response time. In turn, more advanced techniques
like big data analytics are needed to ensure cyber safety and security in the smart
transportation system [44].

Autonomous vehicles have proven to be reliable and an efficient way to commute
to various locations. AI advancements have changed the way humans think about
technology today [45]. The autonomous vehicles such as self-driving cars have been
improving and advancing with the recent developments in AI. Researchers are still
trying to improve the technology in self-driving cars and make it safer for travel.
Even though a great number of models have been proposed and improvisations have
been made several times, there is still no proper method to validate the correctness
of the model. With the rapid implementation of smart transportation systems, there
is an expectation for the faster development of autonomous vehicles [46]. Shortly,
as the data keeps growing, it will be possible to collect enough data to minimize the
error rate to use self-driving cars more commonly in the real world.



212 D. Gangwani and P. Gangwani

Another challenge is in the security and privacy issue of the people traveling from
one location to another [47]. To develop a smart transportation system, there is a
need to access a user’s smartphone which contains information about their travel.
This information is important as it helps to analyze the average travel time of the
vehicle and get the information about the busiest location at a particular time of the
day. The data can also be used to collect information about the nearest vehicle and
help in developing a smart system with sensors that can detect a collision and avoid
accidents between the vehicle by giving them an indication of how close the vehicles
are to each other [48]. Hence, the data collected by the user’s smartphone give very
important and useful information that will help in the development of a smart city and
transportation system. There is a need to protect the data which is being captured by
sensors, actuators, and backend servers [49]. The data must be implemented securely
and it should follow all the privacy rules and regulations [50].

A smart transportation system requires a need for a suitable machine learning
algorithm that is lightweight and accurate in capturing and detecting traffic anomalies
and generating real-time traffic information. This ML algorithm will be capable of
detecting real-time traffic information and hence it will be conforming with the
privacy rules and regulations as the data will not be transferred to a cloud platform.
Implementing this type of ml algorithm that can generate real-time information is
challenging and thus require efficient sampling and a scalable model [51].

5 Future Trends in Intelligent Transportation System

In the previous section, we have covered various applications of AI and ML in ITS
which will benefit society in the development of a smart transportation system. These
applications will provide smart and convenient travel options to people. With the
continuous advancements in AI and deep learning algorithms, it is expected that in
upcoming years, AI will colonize the entire world. As the data for the transportation
system keeps growing, AI can perform and do wonders in the transportation sector.
The authors in [52] provided facts of how AI algorithms can improve the future
trends in the business and economy of the transportation sector. In the future, AI
can provide effective use of roads for faster means of travel. New and improved
algorithms will be in use which will provide different and unique route options for
each group of travelers. For example, mail delivery vehicles will have a unique route
option as compared to common travelers. This will reduce the fuel cost tremendously
and also minimize the travel time [53].

It is expected that the percentage of self-driving cars will increase in 2030. By
that time AI deep learning algorithms will become smarter and will have much more
capability to self-learn and handle safety and emergencies appropriately [54]. With
the increase in the use of self-driving cars, the percentage of traffic congestion will
likely decrease to a high degree. Over the years, issues related to cybersecurity will
likely be much lower. For this reason, the perception of the common public would
also change and their trust in AI will grow [55].
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Pattern recognition andNatural Language Processing (NLP) algorithms inML are
being widely used in the transportation sector. Within a few years, these algorithms
should be able to detect and predict traffic congestion a few days before the actual
travel date. For example, with the help of the social network and public comments,
these algorithms should be able to detect and predict traffic congestion if there is a
huge concert or a football match in the city. It should be able to extend its finding
and provide additional details like expected clearance time of the traffic congestion,
estimated train delay, and reasons for the delay must also be provided [56]. With
more data being available for researchers over the years, a better analysis can be
done on the traffic data, which can then provide additional details and advancements
in the transportation sector [57].

6 Conclusion

This paper presents a review of AI andML applications to develop Intelligent Trans-
portation Systems that can tackle problems related to transportation. Our review
explains how the applications of AI and ML deal with real-time transportation
issues such as road anomalies, road accidents, the energy expenditure of streetlights,
improper infrastructure, safety, traffic congestion, and availability of parking space.
This paper focusesmainly on applications of the road network for the development of
ITS and highlights the ml algorithms which have been widely used for the analysis of
traffic accidents and safety concerns. This paper provides a baseline for other authors
and researchers to focus on each aspect of the development of smart transportation.
Finally, we conclude by analyzing the challenges currently faced by AI and ML in
ITS.
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Abstract With recent advancements in technology and the excessive use of smart-
phones, all internet-based applications like WhatsApp, Facebook, Netflix, etc. are
one tap away, thereby resulting in increased internet usage on an average, especially
among the young population. This has affected the cognitive and affective processes
of the users and has caused various problems like loss of focus, fatigue, and burning
sensations in the eyes, severe harm to mental health, reduction in response to events
happening around, and many more. An unconventional method of recovering from
internet addiction could be the use of mobile applications that help users monitor
their usage and motivate them to have better self-control. There are a number of such
applications, henceforth called apps, available that claim to help recover from internet
addiction. However, their efficacy in curbing internet use has not been studied previ-
ously. This study is primarily based on assessing the efficiency of these app-based
recovery methods from internet addiction. Using statistical analysis and polynomial
regression, it was found that these apps do help in lowering internet use. This effect
is largely seen in the first week of app use, after which significant reduction is not
observed.

Keywords Internet addiction · App-based recovery · Screen-time ·Mobile usage

1 Introduction

Behavioral addictions, that is, the compulsive use of non-chemical substances, such
as gaming disorder, have been a popular area of research [1–4]. These addictions
involve compulsive engagement of stimuli, despite harmful consequences and are
also associated with withdrawal symptoms [5, 6].With the coming in of smartphones
and faster internet connections, there has been an upsurge in internet usage, especially
among the young population [7]. This pathological use of the internet is a huge health
concern [8]. However, pathological gambling and internet gaming disorder are the
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only 2 formally recognized disorders [9, 10] and as such, there is an urgent need for
research in this domain.

With tremendous advancement of smartphones, and owing to their availability
and portability, self-help healthcare apps and smart monitoring systems are popular
and readily available [11, 12]. A number of applications have been made with the
aim of monitoring and verifying internet addiction [13]. As opposed to traditional
methods of recovery, these apps provide various features and functionalities to tap
information regarding internet use and to help users employ self-control in recovering
from this addiction. These are more available, flexible, and cheaper as compared to
the conventional methods like de-addiction centres. Some of the features include
self-monitoring feature, notification feature, manual limit and block feature, auto-
matic limit feature, and the reward feature. With these features, the apps attempt to
capture and target cognitive and affective processes like attention, social interaction,
emotional laden behavior, response to happenings around, etc. Many such apps are
available on Google’s Play Store and Apple’s App Store, however, their effective-
ness in curbing internet use has not been studied, nor has there been any comparative
analysis of these apps. This paper aims to understand whether these apps can be used
as a viable method of recovery from this enormous problem of internet addiction.

2 Prior Work

A number of diagnostic criteria have been put forward to capture the Internet Addic-
tion Disorder. Of these, Young’s Internet Addiction Test (YIAT) [14] is the oldest
and one of the most utilized diagnostic instruments for internet addiction. Its features
include:

1. It consists of 20 questions that measure mild, moderate, and severe levels of
Internet Addiction.

2. Each question has a response on the scale of 0–5.
3. The score is calculated by adding the responses to given 20 questions set.
4. Table 1 lists the result calculated on the basis of the scale provided by Young.

Previous research in the domain of internet de-addiction includes pilot study that
was conducted for the internet-addicted college students in China which involved the
development of an online expert system named Healthy Online Self-helping Center
(HOSC) as an intervention tool to help those who wish to reduce online usage [15].
The study also explored the effectiveness of HOSC for college student’s internet
addiction behavior. This was one of the first uses of online expert systems to manage

Table 1 Scale for young’s internet addiction test

Range 0–30 31–49 50–79 80–100

Result Normal Mild Moderate Extreme
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internet addiction, and was found to be moderately effective in reducing internet
usage of the users.

A study carried out in Malaysia that aimed to carry out an investigation on online
intervention factors for effectivemanagement of Facebook addiction in higher educa-
tion found six addiction features—relapse, conflict, salience, tolerance, withdrawal,
and mood modification—out of which relapse is the most important factor and
mood modification is the least important factor [6]. This study also discovered five
intervention features (notification, auto-control, reward, manual control, and self-
monitoring) out of which notification was the most important intervention feature,
whereas self-monitoring was the least important feature [6].

Another comprehensive system called SAMS (Smartphone Addiction Manage-
ment System) was developed for objective assessment and intervention. Through the
system operation verification and the pilot data study, the reliability of the SAMS
was verified and also showed examples of its efficacy [13].

These studies demonstrate the use of online expert systems or management
systems in recovery from internet addiction. However, no previous research has
been done on already existing self-help or self-monitoring mobile applications, to
assess their efficacy in reducing internet usage among the addicted users. Hence,
the purpose of this study is to assess the efficiency of such commercially available
self-control usage tracker apps to facilitate research in the domain of recovery from
Internet Addiction.

3 Methodology

The participation of all the participants in the study was kept anonymous. Approval
from any board or committee for this researchwas neither applied nor received as this
was a techno-behavioral general study that was non-medicinal, non-intrusive, and
non-clinical in nature. Also, all the authors are affiliated to a technology university
which has no internal committee related to research on human subjects. Informed
consent was obtained from all individual participants included in the study. None of
data collected from the participants has been disclosed in the study or elsewhere.

In order to serve the purpose of study, i.e. assessing app-based recovery methods
for internet de-addiction, requirements included target population with volunteers
addicted to the internet to be surveyed, internet addiction diagnostic instruments,
mobile applications to be studied, methods of analysis.

3.1 Mobile Applications

To assess the efficiency of app-based recovery methods, first and foremost require-
mentswere the apps. SinceApple’s iOS andAndroid are the twomost popularmobile
OS, top three highest-rated and freely available apps were chosen on the basis of their
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compatibility with both IOS and Android mobiles. These were Screen Time (App
A), Space (App B), and Stay Focused (App C).

3.2 The Basic Methodology

The basic methodology followed is shown in Fig. 1.
Step 1: 158 students of age group 17-23 years took the YIAT so that the addicted

population could be identified. To stress the gravity of the issue of internet addiction,

Fig. 1 Methodology
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Fig. 2 Population
distribution after YIAT test

out of these 158 participants who took the test, 104 were found to be addicted to
the internet (mildly, moderately, or extremely) which is about 65.82% of the sample
(Fig. 2).

Step 2: The addicted population was then informed about the next stage of the
study in which they were supposed to download one of the tracking applications and
provide their internet and smartphone usage data over a period of four weeks. After
this stage of informed consent, volunteers who agreed for the study were recruited
(P = 30). Of these, 18 were Mildly addicted (P0 = 18) to the internet and 12 were
moderately addicted (P1 = 12). Hence, P = P0 + P1.

Step 3: In order to study the efficacy of the three identified apps, the volunteers
were divided into three groups with approximately equal representation of mildly
and moderately addicted individuals. This division was as follows:

App A: PA = 10

Mildly addicted: P0A = 6

Moderately addicted: P1A = 4

App B: PB = 10

Mildly addicted: P0B = 6

Moderately addicted: P1B = 4

App C: PC = 10

Mildly addicted: P0C = 6

Moderately addicted: P1C = 4

No-App: Pn = 10

Initial usage(without using monitoring app)
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Step 4: The volunteers then downloaded and used the apps and their usage data
was captured weekly for 4 subsequent weeks.

4 Results and Analysis

This section discusses the methods used for analysis and the results observed. The
analysis can be divided into three steps. The first step consists of getting a consol-
idated curve for each app so that the performance of each app can be visualized
graphically. The second step consists of finding whether these apps are really effec-
tive or not. This is done by comparing the internet usage statistics of the population
after four weeks of using these monitoring apps and their initial usage data. Finally,
the third step consists of comparing these apps against each other and to find out the
most efficient app in reducing internet addiction.

4.1 Step 1: Polynomial Regression

To visualize the performance of the apps during four weeks, a consolidated curve
was needed which could depict the average trend of usage in the population using
each app. For this, polynomial regression was used as it models a non-linear rela-
tionship between the independent variable x and the dependent variable y as an nth
degree polynomial in x, which can be plotted to get the curve. This curve can be of
varying degrees, but the one that most accurately represents the relationship between
dependent and independent variables must be used. To find the most suited poly-
nomial degree to get an accurate curve, RMSE (Root Mean Square Error) and R2

metrics were used to be used in this model. The R2 metrics denotes the proportion
of the variance for a dependent variable that’s explained by an independent variable.
Whereas RMSE indicates the absolute fit of the model to the data i.e. how close the
observed data points are to themodel’s predicted values. Therefore, a higherR2 value
and a lower RMSE value denotes an increase in accuracy of curve.

The RMSE and R2 values of the 3 apps for different polynomial degrees are given
in the Tables 2, 3 and 4. As observed, the RMSE decreases from degree 1 to degree

Table 2 RMSE and R2

metrics for App A
Degree RMSE R2

1 11.84 0.023

2 11.75 0.029

3 11.60 0.037

4 11.66 0.041

5 11.66 0.042



Analyzing App-Based Methods for Internet … 223

Table 3 RMSE and R2

metrics for App B
Degree RMSE R2

1 10.88 0.053

2 10.80 0.060

3 10.75 0.068

4 10.71 0.075

5 10.70 0.076

Table 4 RMSE and R2

metrics for App
Degree RMSE R2

1 10.35 0.042

2 10.25 0.059

3 10.18 0.068

4 10.11 0.074

5 10.11 0.075

4 and then it becomes constant on further increase in degree whereas the R2 value
increases from degree 1 to degree 4 and then becomes constant, for all the 3 apps.
This shows that polynomial of degree 4 depicts the relationship more accurately than
lower degree polynomial. Hence, degree 4 was used to fit the dataset because the
error is least at degree 4 and on further increase in degree, it becomes more or less
constant.

The consolidated curve, obtained after applying polynomial regression, for each
app can be seen in Fig. 3. Here, the green color curve represents App A, blue repre-
sents App B and red represents App C. From this figure, it can be inferred that the

Fig. 3 Comparison of performance of 3 apps using polynomial regression
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Table 5 Descriptive statistics
(dependent variable)

Apps Mean Standard deviation N

App A 32.680 11.7465 10

App B 31.350 10.1271 10

App C 28.175 9.5815 10

Non App 44.060 14.2310 10

Total 34.066 12.6619 40

internet usage of the users who have been using these apps tend to decrease over
4 weeks which shows the effectiveness of the apps in internet de-addiction.

4.2 Step 2: ANOVA

To statistically determine the effectiveness of these apps, the mean difference in the
usage data of the population while using these apps was compared with the usage
data without using any of these apps. Therefore, ANOVA was used to analyze the
differences among these group means.

When ANOVA was used to compare four group means (App A, App B, App C,
and No-App) as shown in Table 5, statistically significant results indicate that not
all of the group means are equal, p value < 0.05. Therefore, LSD (Least Significant
Difference) was further used as a post hoc test to determine exactly which means
were significantly different from each other.

According to the Least Significant Difference (LSD), the non-app data is signif-
icantly different from other 3 apps data, p values (0.034, 0.019, 0.004) < 0.05 as
shown in Table 6. Also, the mean difference (I–J) between non-app and app data is
positive for all the 3 apps which means that the usage of non-app users was more
than the users with apps installed.

These tests showed that there is significant difference in the internet usage while
using these apps and without using any of these apps and also the usage while using
these apps is lower than that of without using any app. Hence, it was inferred that
these apps are indeed effective in reducing mobile usage.

4.3 Step 3: Multivariate Analysis of Variance (MANOVA)

To compare the efficiency of these apps against each other, the usage data of each
app was compared over a period of four weeks. To compare data for multiple weeks
i.e. multiple dependent variables, MANOVA was used.

Before applying MANOVA, certain assumptions must be met, like, homogeneity
of variance, homogeneity of covariance, and absence of multicollinearity. For testing
the assumption that the dependent variableswould be correlatedwith each other in the
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Table 6 Least significant difference (LSD)

(I) App (J) App Mean difference
(I–J)

Std. error Sig. (p) Lower bound
(95% C.I.)

Upper bound
(95% C.I.)

App A App B 1.330 5.1714 0.799 − 9.158 11.818

App C 4.505 5.1714 0.389 − 5.983 14.993

Non App − 11.380* 5.1714 0.034 − 21.86 − 0.892

App B App A − 1.330 5.1714 0.799 − 11.81 9.158

App C 3.175 5.1714 0.543 − 7.313 13.663

Non App − 12.710* 5.1714 0.019 − 23.19 − 2.222

App C App A − 4.505 5.1714 0.389 − 14.99 5.983

App B − 3.175 5.1714 0.543 − 13.66 7.313

Non-App − 15.885* 5.1714 0.004 − 26.37 − 5.397

Non-App App A 11.380* 5.1714 0.034 0.892 21.868

App B 12.710* 5.1714 0.019 2.222 23.198

App C 15.885* 5.1714 0.004 5.397 26.373

*The mean difference is significant at the 0.05 level

moderate range, Pearson correlations were performed between all of the dependent
variables. The results showed absence of multicollinearity where all correlations
are positive and below r = 0.90, suggesting the appropriateness of MANOVA. To
examine the homogeneity of variance, Levene’s Test gave non-significant results, p
> 0.05, which indicates equal variances between groups. In addition, the Box’s M
value of 49.63 had a nonsignificant association with a P value of 0.213. Therefore,
this indicates the equality of covariance between the groups. Hence, the prerequisite
assumptions were met.

Next, MANOVA was performed on the data of four weeks for the three apps to
test the hypothesis that one or moremean differences would exist between the groups
(App A, App B, App C) of the independent variable with regard to the dependent
variables (Table 7). Among the different statistical tests [(a) Pillai’s Trace, (b)Wilks’
Lambda, (c) Hotelling’s Trace, and (d) Roy’s Largest Root] which differ in their
statistical power, Roy’s Largest Root test was used as it had the most power in the
results. It provided a statistically significant effect, Roy’s Largest Root = 0.593, F
= 2.845, p < 0.05, partial eta squared = 0.372 with observed power = 0.742 which
indicates that the null hypothesis is rejected and there is significant difference in the
performance of the apps used. Therefore, Tukey HSD was used as a post hoc test to
determine where the significant difference lies while reducing Type 1 error.

The post hoc test statistics show that there is a significant difference between App
B and App C data in the week 1 as p < 0.05 (Table 8). The individual t-tests about the
mean difference were conducted in order to investigate the specific mean difference
between App B and App C. The results showed a significant difference in the usage
in Week 1 for App B (M = 40.61, SD = 9.95) and App C (M = 30.04, SD = 9.07);
t(18)= 2.47, p= 0.023. These show that App C fared better than App B as its mean
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Table 7 Descriptive statistics (between 3 Apps)

Week App Mean Standard deviation N

Week 1 App A 37.4100 9.30489 10

App B 40.6100 9.95852 10

App C 30.0450 9.07948 10

Total 36.0217 10.17217 30

Week 2 App A 35.0200 13.38895 10

App B 36.8600 10.68584 10

App C 28.7750 9.01114 10

Total 33.5517 11.34269 30

Week 3 App A 31.990 11.6811 10

App B 35.550 10.7907 10

App C 27.460 9.0195 10

Total 31.667 10.7269 30

Week 4 App A 32.6800 11.74647 10

App B 31.3500 10.12711 10

App C 28.1750 9.58150 10

Total 30.7350 10.33614 30

Table 8 Tukey HSD

Week (I) App (J) App Mean
difference
(I–J)

Std. error Sig. (p) Lower bound
(95% C.I.)

Upper bound
(95% C.I.)

Week 1 App A App B − 3.2000 4.2284 0.732 − 11.876 5.476

App C 7.3650 4.2284 0.208 − 1.311 16.041

App B App A 3.2000 4.2284 0.732 − 5.476 11.876

App C 10.565* 4.2284 0.048 1.889 19.241

App C App A − 7.3650 4.2284 0.208 − 16.041 1.311

App B − 10.565* 4.2284 0.048 − 19.241 − 1.889

*The mean difference is significant at the 0.05 level

is significantly lower in the first week. The main reason behind better performance
of App C is the distinguishing feature of ‘blocking’ which is missing in other 2 apps.
This feature is used to block the mobile applications for which the usage exceeds
the set limit by the user on a daily basis. This feature targets the cognitive process of
attention and the affective process of social interaction and response to happenings
around.
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5 Conclusion

The results of the statistical analysis of mobile usage data show that there is a signif-
icant difference between the internet usage hours of users who used these recovery
apps and that of those who didn’t use any of these apps. The number of internet usage
hours of the users who have these apps installed on their devices tends to decrease
within four weeks. Further, the performance of the three apps was compared andApp
C (Stay Focused) was found to be the best among them because of its ‘blocking’
feature.

Hence, it was concluded that the apps that target the cognitive process of attention
and restrict the user’s internet usage prove to be efficient. The results of the study
reaffirm that the app-based recovery methods are a good way of recovering from
internet addiction and can be used efficiently to monitor and control a user’s internet
usage successfully.
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Revolution of AI-Enabled Health Care
Chat-Bot System for Patient Assistance

Rachakonda Hrithik Sagar, Tuiba Ashraf, Aastha Sharma,
Krishna Sai Raj Goud, Subrata Sahana , and Anil Kumar Sagar

Abstract Chat-Bot is like our personal virtual assistantswhich can conduct a conver-
sation through textual methods or auditory methods. One of the important tools of
AI is Chabot’s which can interact directly with humans and provide them with a
considerate solution to their problem. These kinds of AI programs are designed to
simulate how a human behaves as a conversational partner, after passing the Turing
test. Chabot’s are generally accessed via public virtual assistants such as Google
Assistant, Microsoft Cortana, Apple Siri, or via various individual organizations’
apps and websites. The process of building a Chat-Bot involves two tasks: under-
standing the user’s intent and predicting the correct solution. In the development of
Chat-Bot, the first task is to understand the input entered by the user. The prophecy is
made depending on the first task. The main feature one can use of Dialog Flow API
is follow-up intent. By using follow-up intent, one can create a decision tree that will
help in the prediction of a disease by the Chat-Bot. Through this project, one can get
insights into the actual understanding of Chat-Bot, explore various NLP techniques,
and understand how to harness the power of NLP tools (Bennet Praba et al in Int
J Innov Technol Explor Eng 9:3470–3473, (2019) [1]). One can thoroughly enjoy
building their Chat-Bot from scratch and learning the advancements in the domain
of machine learning and general AI.
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1 Introduction

Chat-Bots are the software program applications that use Artificial intelligence and
natural language processing that is used to apprehend what a human wish within
the specific field and guides them to get the desired outcome which also makes use
of existing consumer conversations to offer better outputs in destiny. Chat-Bots is
commonly used a lot in customer interaction, marketing on social network sites, and
instant messaging the client. Chat-Bots provides accurate and efficient information
based on the user’s requirement. Chat-Bots are utilized in conversation machines
for diverse functions together with customer service, request routing, or for infor-
mation collecting [2]. At the same time as a few Chat-Bot packages use substan-
tial world-class techniques, NLP, and sophisticated AI, others truly experiment for
trendy keywords and generate responses using commonplace phrases obtained from
a related library of databases. Chat-Bots has the technology, which are computer
programs that mimic human communication through voice commands or text chat
[3]. Smaller Chat-Bots Sometimes chatterbots are an artificial intelligence feature
that may be embedded and used in any primary messaging programs which include
FB messenger, Viber, WeChat, WhatsApp, Coursera, and so on [4].

Some of the examples of Chat-Bots are Apple has Siri, Google has Google Assis-
tant, and Microsoft has its Cortana for windows [5]. These are the most popular
Chat-Bots with many features and high compatibility generally, Chat-Bots intelli-
gence depends on how humans like but are made of pattern-matching technology
[6]. They train using predefined patterns are and how good the text from the user
is understood moreover some Chat-Bots functions are in an advanced manner using
machine learning What is done behind working of Chat-Bots are:

1. User request analysis.
2. Returning the response.

Thefirst task that aChat-Bot performs isUser request; it analyzes the user’s request
to identify intents and to extract relevant entities after identifying user requests and
understanding those responses of a Chat-Bot are predefined and generic text [7].

Textual content retrieved fromknow-howbase that carries unique answers contex-
tualized records primarily based on statistics the consumer has furnished records this
is saved in employer machineMovements Results are defined by the way that a Chat-
Bot is interacting with backend application with one or more the disambiguating
question that allows the Chat-Bot to properly apprehend the purchaser’s request.
The proposed medical Chat-Bots can interact with the user, giving them a realistic
experience with a medical professional. The Chat-Bot will be trained on the dataset
which contains categories, patterns and responses from, medical sector [8].

Artificial Intelligence (AI) is a field of study in intelligent agents where the main
aim is to make human’s work easy with the help of highly intelligent machines. One
can achieve it to a few extents over the past few decades. Moreover, it was amusing to
know the most precious feature of Dialog Flow which can easily deploy the model to
cloud on voice command. For that, it can say, “Deploy NLP app” to Google Assistant
on our phone and the code will be deployed on the cloud platform.
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1.1 History of Chat-Bots

The first Chat-Bot was introduced even before the launch of PC by MIT Artificial
Intelligence Laboratory by Joseph Weizenbaum in 1966 and was named “Eliza”.
Eliza in 2009 a Chinese company created a more advanced Chat-Bot called WeChat
which conquered the hearts of many users who demonstrated unwavering loyalty to
it. Chat-Bots are a highly thriving social media platform [9].

After Eliza, it became “Alice” which has evolved in 1995 with the aid of Richard
Wallace, not like Eliza this Chat-Bot became able to use herbal language processing
which allowed greater for sophisticated conversations changed into open for open
supply. Developers can use synthetic intelligence mark-up language to create their
very own Chat-Bots powered by Alice.

After “Jabberwacky” was created by British programmer Rollo Woodworker. It
intends to “simulate herbal human chat in an interesting, exciting and funnyway”. It’s
an early try to develop synthetic intelligence via human interaction. The reason for
the task changed into creating synthetic intelligence that can pass the Turing check.
Jabberwacky has become designed to imitate human interaction and to perform
conversations with users. It wasn’t designed to perform every other capability [10].
In contrast to greater conventional ai packages, the gaining knowledge of the era
is meant as a shape of entertainment instead of being used for computer support
structures or company illustration. Modern-day developments to this Chat-Bot do
permit managed approach to take a seat atop the overall conversational ai, aiming to
carry together the quality of both approaches, and used inside the fields of income
and marketing is underway [11]. The closing intention is that software passes from a
textual content-primarily based gadget to be voice operated-mastering at once from
sound and other sensory inputs. Its creators accept as true that it can be included in
items which are around the house such as robots or talking pets, intending each to
be useful and interesting, preserving human’s agency [12].

Next, it’s “Mitsuku” which is made out of AIML generation with the aid of
Steve Warwick. It claims to be 18-year-old girl Chat-Bots from Leeds, England.
Mitsuku carries all ofAlice’sAIMLfiles,withmany additions fromperson-generated
conversations, and is constantly a work in development [12]. Its intelligence consists
of the ability to reason with specific items. For instance, if a person asks “can you
devour a residence? Mitsuku looks up the homes for “residence”. Find the fee of
“crafted from” is about “brick” and reply “no”, as a house is not suitable for eating.
Mitsuko can play video games and do magic tricks at the user’s request. In 2015
Mitsuku conversed, on average, in extra a quarter of a million instances day by day
[13].

This healthcare Chat-Bot gadget will assist hospitals to offer healthcare support
on number 24 * 7 in Fig. 1. It also gives the basic medications to the customers and
if needed it suggests the customers visit the doctors in case of emergency [14].
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Fig. 1 The history of Chat-Bots from 1965 to 2016

1.2 Ease of Use

Faithful assistant within the pocket: Chat-Bots integrated with applicable cellular
apps assist the sick yet busy and the on-the-move patient to time table appointments,
problem reminders, manage check outcomes, statistics on nutritional picks, and even
provoke a medicinal drug refill.

Inside the function of a virtual nurse, these Chat-Bots are trained using custom-
designed questions and their answers frequently handled through physicians.

Effective: Experts consider that via significant facts analysis machines will
quickly expect illnesses better than humans.

First-degree primary care and emergency first useful resource: The important
scenario when you require ultimate-minute assistance may not be progressed by
looking forward to a message reaction from a busy doctor or by the way of planning
an emergency visit to a medical institution placed protracted away. An attempted and
examinedChat-Bot carrier, specially trained in dealing solelywith such emergencies,
is frequently a heaven-dispatched solution at such junctures [15].
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2 Literature Review

The contemporary paper gives facts about a healthcare Chat-Bot that’s useful for
clients to achievewhat theywant precisely.Query answering structuresmaybe recog-
nized as data gaining access to structures which attempt to solve natural language
queries by way of giving appropriate answers creating use of attributes to be had
in herbal language strategies [16]. The proposed machine of Chat-Bot takes a text
from the user as entered and answers for educated scientific questions output via a
qualified user is the output. The motive of the Chat-Bot is to provide a frequent way
to this problem [10].

The modern-day paper facilitates in recognizing the fact in texts and giving the
past content for developing a communique that is utilized in middle-college CSCL
eventualities. A clever Chat-Bot for medical customers by using the software as a
provider which analyses the message of every utility server [17]. It’ll help the user
to clear up the difficulty by imparting a human way to interplay the use of LUIS and
cognitive offerings that are applied on AWS public cloud-admin feeds the input to
the system so that gadget can discover the sentences and take a decision itself as a
reaction to a question [18, 19].

The conversations may be executed so that it might add a few expertise to the
database as it has no longer been modeled before. Data is remodeled if the entered
sentences didn’t match with the database [19]. This utility can be developed by using
google conversation-flow. The current paper makes use of AI that’s expecting the
diseases primarily based on the signs and delivers the list of “to be had treatments”.
It can additionally facilitate us to determine the trouble and to validate the answer
[1].

3 Proposed System

Some of the chat bots are compactmedical reference bookswhichmight be beneficial
for doctors, patients, persons, and so forth and for individuals who want to examine
something about fitness. The customers might sense that they’re included inside the
method of their fitness. Patients, who might feel included, which’s interacting via
Chat-Bots with the healthcare gadget, will stay with the system, and this is crucial for
them and the healthcare issuer. The vintage Chat-Bots which are currently available
are consumer communications systems and their exceptional attempt is a question
and solution web page on a website however Chat-Bots can facilitate to get the not
unusual fitness related query and prediction of disorder without human interference.
Purchaser pride is the principal problem for growing this system. The welfare of
the Chat-Bot is to facilitate the people by using given right steerage regarding the
good and wholesome living. For some of the reasons that among the people now
do not have fundamental recognition of bodily conditions. Several human beings
stay for years debilitating but they no longer pay a whole lot attention to signs and
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symptoms without a doubt due to the fact they think they don’t require a physician.
The operating of the cutting-edge device is as follows.

1. Simply logon to Chat-Bot site and begin asking your questions.
2. You may ask some of the questions regarding a few healthcare. And it’s related

to textual content- text communique. Using Google API for interconversion of
textual content-textual content.

3. You may get clinical info on medication names and you can even ask about
medicinal drug-related information on the idea of medication names.

Chat-Bots are created using platforms such as wit.ai, Dialog Flow, Microsoft
Language Understanding Intelligent Service (LUIS), TensorFlow, etc. Among the
various platforms, Dialog Flow was chosen for this project because the platform is
very intuitive, the ease of creation of the Chat-Bot was better as compared to other
platforms, provides integration with various third-party apps and it provides support
for an enormous set of languages [20].

The architecture of creating a Chat-Bot can be divided into design, building,
analytics, and maintenance. The Chat-Bot development is the process where devel-
oping Chat-Bot as the purpose of interaction between the user and the Chat-Bot.
Chat-Bot developers define Chat-Bot personality, the questions that will be asked to
the patients (end-users), and the overall interaction. An important part of the Chat-
Bot development is also centered around user testing. Dialog Flow provides out of
the box techniques for testing and training [17].

3.1 Processing of Chat-Bot

First, it tries to get input from the user then process input and return the value
that generated the highest confidence value from the logic adapters then return the
response for the input in Fig. 2.

• The general process of building a Chat-Bot is:

1. Preparing the dependencies.
2. Import classes.
3. Create and train the Chat-Bot.
4. Communicate with python Chat-Bot.
5. Training the python Chat-Bot with a corpus of data.

Intents: Intents refer to goals of the customer; Entities: Entities used to add values
to search; Candidate response generator generates a response for the user to give to
respected questions; Context refers to collaborative act; Response refers to Chat-Bot
replies [21].
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Fig. 2 This is the architecture of Chat-Bot

3.2 Some Common Mistakes

Most common problems faced by current generation Chat-Bots are:

i Making Chat-Bot Affordable

Mainly whilst looking to sell to the board of directors, irrespective of enterprise
advantages of integration of Chat-Bot into any commercial enterprise model, it relies
on who can pay it. It wouldn’t forget building a Chat-Bot ourselves using loose
software. This not best will result in an inferior product, the hidden fees will quickly
pile up, too [22].

ii Making a secure Chat-Bot

A Chat-Bot needs to have strong protection from day one. Clients count on high-
quality safety protocols alongwith https andHTTPmetadata linked to anynet channel
that makes use of their non-public facts. Anything which isn’t always a relaxed web
page and clients will flat-out refuse to apply Chat-Bot.

Need to make sure that safety features are in location, such as stop to-forestall
encryption, component authentication, biometric authentication, and authentication
timeouts. Behavior finding out of Chat-Bot through manner of jogging penetration
exams and API safety tests.

Being updated with the cutting-edge developments in Chat-Bot cybersecurity
packages. But, this type of pressure calls for expert information [23].
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iii Getting human beings to love Chat-Bot

It required a kind of Chat-Bot that actions beyond the ‘magic’ tag many tech gadgets
suffer from and offers clients a few aspects they’ll want to interact with—be it text-
based Chat-Bot or voice-based Chat-Bot. It does not necessarily have to be ‘almost
human’—customersmight as a substitute have interactionwith a Chat-Bot that offers
superb, applicable responses than one that’s overly pleasant [24]. The 5 key factors
to getting human beings to apply a bot:

1. Chat-Bot should be useful.
2. Chat-Bot should be relatable.
3. Chat-Bot should be accurate.
4. Chat-Bot wishes to be truthful.
5. Chat-Bot wishes to be likeable.

iv Deciding on among text-primarily based Chat-Bots and voice-activated
Chat-Bots

The fact that anyone can choose out among specific forms of Chat-Bots offers us a
bargaining chip while seeking to convince different activities’ interior agency that a
smart Chat-Bot which might pass through possible channels through which has in a
position to connect to our clients.

Whilst clientsmight not be equipped to take a bounce and expand a voice-activated
Chat-Bot just but, reluctant events might be more willing to provide entertainment
to the concept of a textual kind of content-based Chat-Bot rather, particularly if it
has given already robust virtual footsteps.

1. Chat-Bots activated through VOICE

i. Generally, these are greatly suitable for static use—if our client base desires
a “circulated-to” factor or integrated with a special Internet of technology
era in conjunction with a domestic hub.

ii. These are generally expensive to grow and maintain and have great
personality quota and move generational of their enchantment.

2. Chat-Bots activated through TEXT:

i. These are satisfactory for mobile gadgets and records particular responses
consisting of online banking or financial statistics.

ii. The usage of devices that your clients are already sociable with tablets and
Phones and people are much less high priced to increase and hold.

v Ensuring Chat-Bot offers actual cost to customers

There may be no point handing over attractive, technologically superior Chat-Bots
if it does not do something in reality! Chat-Bots should have a USP to make them
appealing to customers, and top to that listing of a Chat-Bot makes their lives much
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less difficult in some kind manner. As a route to be presenting Chat-Bots with instan-
taneous access to personal statistics, giving them beneficial statistics that enriches
them enjoy (or perhaps makes their day better) or assisting them in their paintings.

Thinking cautiously, who might be using the Chat-Bot, and what they need; does
it have a USP?

How much better is it than other Chat-Bots?
Determine whether need a Chat-Bot with particular competencies such as tailor-

made to our audience [25].

vi Getting to know our Chat-Bot audience

Technical challenges of developing Chat-Bot may be without difficulty triumph over
by using experienced designers, but it nonetheless needs to make certain that if the
Chat-Bot has some person to talk to as soon as it’s out there. To try this, it must
recognize our target market.

Attempt to research how Chat-Bot is deployed to your unique industry. Commu-
nicate to Chat-Bot builders about whether they have any case research that could
provide insight into how a specific consumer base has reacted to Chat-Bot deploy-
ment in the beyond. Carry out some demographic analytics of the present-day target
market through a short questionnaire, online survey, or electronic mail advertising
marketing campaign [26].

vii Constructing the bot

Technical elements of constructing Chat-Bot depend upon what sort of Chat-Bot that
want to grow. Merely textual content-primarily based bot will be massless difficult
to increase than a voice-activated model most of the instances as beginners [27].

For any enterprise, there should be a hard and fast approach that any Chat-Bot
undergoes through, so it’s crucial to extend a ‘wise’ platform that:

1. Reveals out the intention of character by using the usage of asking the set of
questions and then trying to respond to the solutions coherently.

2. Collect an applicable record from the user.
3. Techniques the records and uses its evaluation to respond to the goal of the

person.
4. Shops record in the database so that if the same question arises yet again, it may

use the information to shape a much accurate reaction than it is normally known
as device getting to know.

3.3 Building Bot Using Dialog Flow API

There are various platforms available to create Chat-Bot forex as msg.ai, wit.ai,
Dialog flow, Microsoft Language Understanding Intelligent Service (LUIS), etc.
Dialogue flow was chosen for this project because the platform is very intuitive,
the ease of creation of the Chat-Bot was better when compared to other platforms,
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provides support for a large set of languages andprovides integrations to various third-
party apps. But most of the platforms follow the same concepts and terminologies
[28].

A Dialog device or conversational agent (CA) is a laptop gadget intended to
communicate with a human, with a coherent shape. Chat-Bots are usually being
used in scenarios like dialog structures for different kinds of practical functions
and use sophisticated NLP structures. The criterion of intelligence relies upon the
capacity of a laptop software to impersonate a human in a real-time written verbal
interchange with a human decide, sufficiently proper that the device is not able to
distinguish reliably among this system and an actual human [22].

Dialog Flow (formerly API.AI) is Google-owned developer of human laptops
interplay technology-based totally on herbal language conversations. Dialog Flow
allows us to construct herbal and rich conversational studies that offer users new
approaches to interact with the product by constructing attractive voice and text-
primarily based conversational interfaces powered by way of AI. Dialog Flow
contains Google’s device studying know-how and merchandise which includes
google cloud speech-to-textual content and is backed via google cloud platform
which can easily scale millions of customers. Using years of domain information
and NLP, Dialog Flow analyses and is familiar with the user’s rationale and responds
in the maximum useful way [15].

In Fig. 3. The technique a Dialog Flow follows from invocation to fulfilment is
similar to a person answering a question, with a few liberties taken of the path.

So, one can start a verbal exchange with an agent, the user wishes to invoke the
agent.Auser does this by asking to speakwith the agent in amanner specifiedutilizing

Fig. 3 An explanation of the training phase
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Table 1 Table of threshold representation and disease

Name of disease/illness

Tags

Threshold value

Symptoms

Score = Value Symptom Check Question Recommended Medication

Med 1

Med 2

Etc.

Recommended Remedy

Precaution

Remedy

Etc.

the agent’s developer but the agent is trained using NLP and machine learning tech-
niques such asword embedding, user data, lexical synonyms, bag-of-words, synonym
detection, regular expressions, tokenization, tags, supervised learning, etc. and hence
was able to detect what the user said.

3.4 Tabular Design of Disease Record

See Tables 1 and 2.

3.5 Decision Tree of Chat-Bot

Agents work based on decision trees and at each step of the conversation flow, it can
have multiple paths to proceed and determines the best path based on the previous
outcome and input as in Fig. 4. By making a decision tree by using the data of
symptoms and its illness and then using the follow-up feature of intent. The picture
below is the small snip of how we made it:

Figure 5 shows a small part of the decisions taken by our bot. This figure covers
a portion of the illness such as common cold, diabetes, gastric problem, COVID-19,
and interesting activities.
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Table 2 Example table of threshold representation

Migraine

TAGS: Headache, Head pain, pain, eye pain, eye

Threshold

Symptoms

Score = 2
Do you experience pain in your eyes

Recommended Medication

ibuprofen

Aspirin Recommended Remedy

Stay away from light

Close your eyes and relax

Wash your eyes with cold water

Score = 1

Do you feel like vomiting?

Recommended Medication

ibuprofen

Aspirin

Recommended Remedy

Drink warm water

Stay in cold place

Fig. 4 Screenshot of our bot flowchart, described in below page detailed
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Fig. 5 Decision tree diagram for having fatigue

3.6 Developing Chat-Bot

Construction of Chat-Bots that integrate within a digital gadget mainly in case Chat-
Bot is a covered device that makes use of both online portals and IVR telephony is
a mission that calls for a big quantity of information.

With the useful resource of ways the exceptional choice to be had is to paint with
an expert to create a bespoke tool in particular tailored to your corporation. At the
same time as there are structures that allow us to build set up bots, they lack the
nuance of tailor-made designs, are not likely to offer our customers with a quality
level, and might be tough to combine into our wider channel shift approach.

3.7 Normalizing the Tech Inside Present Digital Channels

Integrating Chat-Bots into present digital channels has to be pretty sincere, mainly if
both us and our clients are already acquainted with right away messaging protocol.

The network of a Chat-Bot to most of the other additives of our set-up is the
trouble of embedding type of links to most of the online content cloth, ensuring that
there aren’t any protocol which conflicts between channels and that theirs is an easy
course map for users to take to the Chat-Bot and lower again all over again.
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To honestly acquire the blessings of our Chat-Bot, it enables us to combine it
into an Omni-channel gadget that makes full use of ivy, email, mobile web sites, and
SMS integration. This requires an entire channel switch method that experienced
customer service era providers will help us to put in force.

1. Get users to get signed up for the Chat-Bot provider by the use of signposting
them to the carrier via exclusive channels.

2. Get builders to Trojan horse-take a look at thoroughly earlier than liberating the
Chat-Bot so that there are not any coding or protocol conflicts. Channel moving
users in the direction of the Chat-Bot via the use of incentives together with
precedence responses; get right of entry to big codes that unencumbered one of
a kind deals, and so forth.

3.8 Ensuring the Chat-Bot Suits in with Emblem Identity

Prolonged-term emblem identification is themaximum important advertising device.
Whether or not we’re an industrial agency or a public-sector enterprise, it’s how
human beings recognize us. Our Chat-Bot wants to supplement our emblem.

Consequently, it needs to look for a Chat-Bot expert who is inclined to work
intently to extend aChat-Bot that represents and respects our unique identity.Whether
or not it’s adapting scripts to satisfy our particular wishes and needs or providing
solutions to client inquiries which are precise to our line of exertions, our Chat-Bot
partners will need to paintings issue-via way of-aspect with our institution to make
certain the Chat-Bot presentations our brand.

If our logo identification is a laugh and mild-hearted, our Chat-Bot must suit that
by being pleasant, chatty, and customized.

To achieve a high-end business-orientatedChat-Bot,which is refined, professional
language is quite essential with an entire absence of emojis!

Voice-activated Chat-Bots: The voice that it has picked has to be a representation
of our business, which may also show whether or not you pick a male or lady voice.

3.9 Handling Chat-Bot

Even asmost of theChat-Bots are on occasion portrayed as in large part self-assisting,
there wishes to be a few tweaking every so often to make certain exceptional perfor-
mance and for the various folks who move down the direction of building a free
Chat-Bot themselves, that is where prices begin to add up.

As each person knows, a negative carrier drives ability client away and ensures
that they’re not going to ever return. This is a very good-sized hazard with poorly
designed, loose Chat-Bots.

As an alternative, it has endorsed partnering with a Chat-Bot expert that.
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Is communicative and available 24/7, if there are issues with Chat-Bot protection
otherwise you need to make modifications to the script, this need to be finished as
soon as viable.

Affords 12 months upkeep services and guarantees the right functioning of the
bot.

Try and provide a reporting provider that feeds lower back beneficial person facts
for your management team.

3.10 Coping When Matters Go Wrong

Not anything is ever ideal, but with the aid of careful management and thoughtful
creation on the front quit, it will minimize capability problems in a while. However,
if matters do move incorrect, want a contingency plan. Or, higher but, we need if you
want to leap at the smartphone and get a Chat-Bot provider working day and night
time on a restore.

Make clarified that its groups are updated with the programming language that
it’s made with and protocols that bot makes use of.

Have strong safety features in location so that failure isn’t always the result of a
virus or a hack.

Take survey (feedback) remarks from users on board—in case the bot isn’t calcu-
lating up then react quicker in place of later to conform the programming and make
it more consumer-pleasant.

3.11 Knowing When a Human Need to Take Over

Trouble comes whilst a successful integration of virtual technology like Chat-Bots
is the idea that humans could continually as a substitute speaks to a human rather
than a system.

That is a commonplace misconception that for example in a current survey
achieved with the aid of Hub Spot, fifty-five % of customers stated they have been
interested in the usage of a Chat-Bot to engagewith an enterprise. Still not convinced,
k what about this, mind browser’s 2017 survey observed that ninety-five% of users
trust the customer service component of business will, in the long run, be more
advantageous via Chat-Bots.

But there are usually those cases where a Chat-Bot really cannot really resolve a
question, so constantly make certain that there may be always a man or women who
could take it over if vital.

1. Most of the time makes sure that there is a choice for persons to switch from
bot to a human operator.
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2. Always try including a ‘back door’ that customers can access if the bot is not
interacting properly for them.

3. Try assisting the user feel valued through imparting them with vanity codes
which could permit them to skip automated telephony structures and cross
instantly over to a human operator.

3.11.1 Understanding How Successful the Chat-Bot is

Generally, Chat-Bots are most famous with clients, with 50% of the users in a Hub
Spot ballot saying they could as a substitute have interaction with a commercial
enterprise via the Chat-Bot than every other approach of touch. But most of the
customers having the identical revel in?

Analytics shall say how many interactions the Chat-Bot is dealing with, the
commonplace interaction duration and whether a person is suffering a better-than-
not unusual dropout rate. ThemaximumChat-Bot gives integrated analytics modules
and documents ordinary usage reports for the one’s individuals of your corporation
that need them. Not surely this however directs customer comments are likewise very
critical, so:

1. Ballot individuals and ask those at once how they’re locating their Chat-Bot
experience.

2. Constantly try to tackle board feedback on how a Chat-Bot can step forward
and, genuinely as importantly on what you’re doing right.

3. Evaluate the Chat-Bots channel to different digital touch factors to check if there
are special, extra productive routes it must blend into the bot’s protocol.

3.11.2 Word Order Similarity Among Sentences

The order of words is vital too due to the fact change so as of words might bring an
incorrect output, as an instance:

“he can’t swim however dogs can” it could trade its order: “dogs can’t swim but
the bird can” hence the which means of both sentences is special consequently, it
should shape word order vectors for each sentence, specifically r1 and r2.

For the very first sentence, that is carried out by using doing the subsequent for
each word w in the joint phrase set:

If the first sentence carries v, it fill the access in “r1” with the corresponding index
of v within the first sentence.

If the primary sentence does not comprise v, it finds the word from the first
sentence that is much like V. This phrase is denoted as ~ v. If the similarity of these
is greater than the pre-set threshold, it fills the first sentence’s vector access with the
corresponding index of ~ v within the first sentence. If the similarity between them
is not greater than the threshold, it fill the vector’s access with zero.

The threshold could be very critical due to the fact are calculating the phrase
similarity of various phrases, and consequently the similarity measures may be very
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low. Since that means “S” the phrases aren’t comparable, it doesn’t need to introduce
such noise into our calculation.While it booms the brink, it would probably introduce
more noise to our calculations, which isn’t always appropriate. It’ll repeat themanner
for each sentence, so it achieves phrase order vectors for both sentences. The very
last price of/for the phrase order similarity measure is evaluated using the following
formulation:

Sr = 1 − ‖r1 − r2‖
‖r1 + r2‖ (1)

Word order similarity is measured amongst two sentences and is calculated as
a normalized differentiation of word order. The measure is very touchy to the gap
betweenwords of thewordpair. If the distancewill increase then the degree decreases.

H =
∑n

i=0 (score)

Threshold value
(2)

H It’s the decision parameter which is used to check if the
threshold level was hit.

Σ (Score) It’s the total score of all the symptoms that the user claims
to experience.

I Random number starting from first.
Threshold Value It’s the upper limit value until which the Chat-Bot can

handle.
Condition for triggering ifH ≥ 1 the Chat-Bot connects the user to the doctor [9].

4 Results

The above screenshot shows the outputs of our Bot responding to medical healthcare
questions of customers/users. The link to the bot is provided below: https://dialog
flow.cloud.google.com/#/agent/bot-decision-tree-fxssat/intents The intention of this
paper becomes to introduce healthcare Chat-Bot, a machine designed to enhance
the health paradigm through the usage of a Chat-Bot to simulate human interplay
in scientific contexts based totally on gadget gaining knowledge of and synthetic
intelligence strategies, our bot is in a position to triumph over the drawback of
classical human-gadget interaction, consequently removing bias and allowing the
patient to an unfastened and natural communique (Fig. 6).

The Chat-Bot is efficaciously designed to work as a supporting device in health
practitioner-patient conversation, however, it should be a global magazine of fashion
in clinical studies and development emphasizing that it must be paintings primarily
importantly as complement and not a substitute.

https://dialogflow.cloud.google.com/%23/agent/bot-decision-tree-fxssat/intents
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Fig. 6 Screenshots of our bot, when it starts a conversation it’ll introduce itself and asks if a person
is having any fewer or cold

5 Future Work

Nowadays technology is moving at a very frighteningly fast pace, so it’s crucial to
avoid the uncertainty of discontinuance by future-proofing Chat-Bot even though
incorporated synthetic intelligence represents the next technology of conversation, it
may not be the bot that hype revolves, but also 0 the hardware used by the customers.
If the included system learns protocols into Chat-Bot then it ought to be able to
preserve pace with outside technology advances.

It has to additionally paintings to update our tech and hold us abreast of tendencies
but we also can make certain:

This shall rent the very modern-day technology of NLP software program and
keep updating it regularly.

It has to plot in advance for brand spanking new structures which include
subsequent-generating hardware holding a tight watch on bot’s improvement and
also if our Chat-Bot is on a valid supported platform, make sure the provider issues
everyday updates.

Along the time and more deep knowledge, we can add more features to our
Chat-Bot like:
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• Adding more training data for more accurate prediction.
• Adding one more function of booking appointments to the doctors according to

the patient’s location.
• Can provide this Chat-Bot with a more segregated and user-friendly interface.
• For making it a personal healthcare doctor, we can add a function of keeping the

record of patient’s data so that Chat-Bot doesn’t have to ask the same questions
every time a patient visits the platform.

• Taking remarks from users on board if the bot isn’t measuring up then to react
quicker as opposed to later to evolve the programming andmake it greater person-
pleasant.

It has applied variousMachineLearning algorithms in the background for effective
text analysis which was provided by Google and also performed Intent and entities-
based analysis for implementing smooth Chat-Bot conversation.

As the future work, our team is also working on adding more intents and better
specification of entities to cover more symptoms, to make Chat-Bot able to diagnose
more diseases. Currently, our bot responds to text thus we would like to add voice
input and output.

Face recognitionwould also be added in future andwebcamsupport so that the user
can explain his/her problems to professionals when professional support is added.

In the conclusionof our healthcareChat-Bot, itwas successfully able to understand
user/patient’s healthcare-related queries and lead the conversation to final diagnosis
by an effective text-based diagnostic technique and knew when to handover to the
human.

6 Conclusion

Given the huge population, not every person gets tomeet a doctor as perWHOdoctor
to patient ratio in India in the year 2017 was 1:1000. In the USA, “doctor shortage”
was reported from year 2010 to 2016 as there are approximately 277 to 295 patients
per doctor. It is obvious to us that it is not possible for every human being to have
access to a doctor whenever they have a known health problem but not knowing
existing health issues is also a major concern. Hence, considering this situation we
have planned to create virtual doctor assistance for everyone with no cost and just
using Internet.

Chat-Bots are easily accessible and understood by anyone mainly when it is
in their own language. Moreover, Chat-Bots interface emulate patient and doctor
conversations, thus, we have chosen Chat-Bot as the primary interface.

The assessment proves that the usage of a Chat-Bot is consumer-friendly based
on a survey conducted within the community. The usage of a Chat-Bot also does not
depend on how far a person is making location an irrelevant concern.
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The intelligence of a Chat-Bot can be extended by gathering and growing the
database so that the Chat-Bot can cover different types of queries about each sick-
ness/health concern. Hence, considering all additional features not present in the
already existing Chat-Bots makes our Chat-Bot more efficient for users and has
wider access range.
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Air Quality Prediction Using Regression
Models

S.K. Julfikar, Shahajahan Ahamed, and Zeenat Rehena

Abstract Due to the urbanization, the cities are under pressure to stay livable all
over the world. The quality of air in modern cities has become a remarkable con-
cern nowadays. Air pollution is defined as the presence of harmful substances in
the atmosphere that are adverse affected to the health of humans and other living
beings. Thus, it is necessary to monitor air quality constantly of a city to provide a
smart and healthy environment to citizens. Any air quality monitoring system first
collects information about the concentration of air pollutants from the environment
then evaluates those raw data. After evaluation, the system provides an assessment
or prediction of air pollution of that particular area. In this work, different regression
models have been used on the pollutants to find out the suitable model for predict-
ing the air quality. Here, multiple linear regression, support vector regression, and
decision tree regression are used for prediction. The simulation results showed that
decision tree regression is the best model amongst these three models. It generates a
good quality output, and it can be used for predicting the air quality in any air quality
monitoring system.

Keywords Air quality prediction · Regression models · AQI · Machine learning

1 Introduction

Not only in India, but also all the cities throughout the world are facing tremendous
air pollution. It is one of themajor concerns for humans as well as for animals, plants,
oceans, and aquatic life worldwide. As air pollution has a direct impact on human
health, thus there has been increased public awareness about the same in our country.
According toWorld Health Organization (WHO) [1], air pollution levels are severely
very high in many region of the world. The statistics shows that 9 out of 10 people
breathe air having high concentration of pollutants. WHO also claims that almost 7
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million people die every year due to air pollution. A safe and healthy environment
is the most important factor for people especially children under age of 5 years are
vulnerable to air pollution, hazardous chemicals, havoc change in climate. These
environmental risks take lives of 26% [1] of children under 5year every year.

Further, in most countries, air quality monitoring systems in urban areas are
based on centrally located fixed monitoring stations. So, predicting air pollution,
the researchers have tried to design and develop models to monitor pollutants in air.

This paper is motivated to predict the air quality using all those labeled data of
much known harmful pollutants in our country. This prediction system will help the
people to be aware about the air quality and its effect, and also the researcher may
get help from this system to find some solutions for this air pollution phenomenon.

This paper studied several regression models to find out the best suitable model
of air quality prediction systems. It discusses how the air quality can be predicted by
collecting the concentration of pollutants from stations where sensors are available.
Multiple linear regression, support vector regression, and decision tree regression
models are developed to predict the air quality.

The rest of the paper is organized as follows: Sect. 2 highlights the detailed sur-
vey of the literature study on air quality prediction models. Section3 describes the
working procedure of the work presented here. It also demonstrates a brief descrip-
tion of the chosen models. Section4 shows the simulation results and evaluates the
performance of the models. Finally, the paper is concluded in Sect. 5.

2 Related Work

Currently, the whole world is badly facing and going through under different types
of toxic waste due to urbanization, population growth, and other changes in envi-
ronment. Among them, air contamination is one of the major causes of ailing the
whole world. The air pollution may occur by the emission of CO2, CO from vehicles,
factories, and industries. Many researchers have done different works in this area.

The authors [2] reviewed variousmeasures which had been used for the prediction
of air pollution pollutants. These approaches are deep learning, machine learning,
feedforward neural network. In [3], the authors proposed an approach which utilizes
the information relevant to the unlabelled data to perform the interpolation and the
prediction. They had performed features selection also. In [4], a mechanism has
constructed for monitoring the air quality using context-aware computing of urban
areas. In [5], the authorsworkedwith time series data using deep learning approaches.
They used RNN and LSTM as a framework for estimating the air pollution in South
Korea. The authors in [6] compared four unpretentious machine learning algorithms:
linear regression, naive Bayes, support vector machine, and random forest to predict
air pollutants levels ahead of time. In [7], the authors proposed a system called
UH-BigDataSys which monitors urban air quality. They first developed a method
by collecting air quality data from multiple sources. Their system finally provides
a health guideline of surrounding environments for citizens. In another work, the
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authors [8] proposed an air quality index prediction model. It is based on historical
data, and it predicts the air quality of coming years. The authors proposed a regression
model [9] to predict the air quality index (AQI) in Beijing and other pollutant like
NOX in an Italian city. Their regressionmodel usedmachine learning algorithms like
support vector regression (SVR) and random forest regression (RFR) for prediction.
They compared SVR and RFR models, and they claimed RFR model that shows
better result than SVR model.

In [10], the authors have investigated machine learning-based techniques for air
quality prediction. In theirwork, supervisedmachine learning techniques like logistic
regression, random forest, K-nearest neighbors, decision tree, and support vector
machines have been used. They compared different pollutants’ value using these
methods.

In this work, we studied the background work related to prediction of air quality.
Three prediction models are thoroughly studied and implemented to find a good
model which predicts the air quality in urban region.

3 Overview of the Proposed Work

In this work, different regression models, namely multiple linear regression, support
vector regression, and decision tree regression, are studied and developed to under-
stand the best suitablemodel for predicting air quality in smart city. First, theworking
steps are discussed and the brief overview of the above-mentioned three models are
described later. Figure1 shows the working procedure of air quality monitoring.
These steps are briefly described as follows.

1. Data Collection: It is the initial phase of the monitoring process. Required
dataset for this work has been collected from Central Control Room for Air
Quality Management [11] from the station Anand Vihar, Delhi—DPCC (Delhi
Pollution Control Committee).

2. Sub-index calculation: Sub-index calculation is the second phase and very
important part of this work, because without calculating sub-index, there is no
other way to get the air quality index (AQI). The sub-index calculation procedure
has discussed later.

3. AQI calculation: An air quality index (AQI) is used by government agencies.
They communicate to the public regarding the how much pollution in the air.
Increase in AQI increases the risk of public health. So it is important to calculate
the AQI value. IT can be calculated by comparing the sub-index of all pollutants.
The highest sub-index will be the AQI of those pollutants. In this work, AQI is
calculated for those parameters which are mentioned in [12].

4. Creating Dataset: Once the AQI has been computed, there is no need to keep
the sub-indices for predicting the AQI. So, the dataset has been created using
the pollutants and the AQI, and all the sub-index has been deleted.
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Fig. 1 Working procedure of proposed work

5. Preprocessing of data: Preprocessing of data means rectification of data before
feeding it into the model. The raw data may have inconsistency, redundant value,
missing value, etc. So, preprocessing is used to convert the raw data into a clean
dataset by removing redundant values and filling null values. This is done for
getting better prediction accuracy.

6. Model building and prediction: It is the final step. In this step, model is built
using predefined algorithm according to the outcome needed. In this work, three
regression models are used for prediction.

3.1 Multiple Linear Regression

Multiple linear regression (MLR) [13] is a statistical technique. It uses two types of
variables, namely (i) explanatory variables and (ii) response variable. MLR allows
estimating the relation between a response variable and a set of explanatory variables.
The explanatory variable is called independent variable and the response variable is
called dependent variable. In other words, it can be defined as a multiple linear
regression analysis is carried out to predict the values of a dependent variable, say
d and a given a set of n explanatory variables (x1, x2, ..., xn). MLR is defined using
the following equation.

di = γ0 + γ1xi1 + γ2xi2... + γnxin + ε (1)

where

i n observations
di dependent variables
xi independent variables
γ0 d-intercept
γn slope coefficient for each independent variable
ε error
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Fig. 2 Support vector regression working functionality

The following assumptions are taken for MLR:

1. A linear relationship exists between the dependent variables and the independent
variables.

2. The independent variables are not too highly correlated with each other.
3. Random and independent selection of di observations are done from the dataset.

3.2 Support Vector Regression

Support vector machines (SVMs) [14] are very popular and widely used for classifi-
cation problems in the domain of machine learning. Support vector regression (SVR)
is the most common application form of SVMs and uses the same theory as SVM.
The problem of regression is defined as a function that approximately maps from an
input data in to real data on the basis of a trained data. Figure2 shows the working
functionality of SVR.

In the above figure, consider the two red lines as the decision boundary and the
green line as the hyperplane. The objective is to consider the points that are inside
the decision boundary line.
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3.3 Decision Tree Regression

The decision tree [15] is very simple and the most strong algorithm in machine
learning. It belongs to the family of supervised learning algorithms. The decision
tree algorithm can be used for solving regression and classification problems as
well. It breaks down a dataset into smaller subsets, and as a result, the decision tree
is incrementally developed. Thus, the final resultant tree contains decision nodes and
leaf nodes. Decision nodes represent a condition, whereas leaf nodes represent the
output of the algorithm.

In addition, decision tree used for two categories, namely (i) categorical output
problem and (ii) continuous output problem. Decision tree regression is used for the
continuous output problem. It selects features of an object and trains a model in the
structure of a tree. The trained model helps to predict data in the future to generate a
required output. Figure3 shows the working functionality of decision tree regression.

Fig. 3 Working process of DTR
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4 Experimental Setup and Result

This section represents experimental setup and simulation process. Simulation and
experiments have been done using Python and Jupyter as a tool. The experiment is
divided into two primary phases:

1. Training phase: The model is trained by using the dataset and is ready for
testing.

2. Testing phase: In the testing phase, the model is given with the input data for
testing. The accuracy is checked in this phase.

The whole dataset has divided into two parts in 80 and 20%. The 80% dataset are
for trained the models, and rest of 20% of dataset are used for testing the model and
find the accuracy. Below are the following steps which are taken for the experiment.

4.1 Dataset

Initially, the lists of the primary pollutants are formed. The air pollution data of
hourly manner are collected from the Central Control Room for Air Quality Man-
agement [11] for the following location:

• Station Name: Anand Vihar, Delhi—DPCC.
• Address: Delhi
• Latitude: 28.646835, Longitude: 77.316032

Only eight pollutants have been chosen to calculate the AQI as guided by the India
Environment Portal [16]. The dataset of eight pollutants is represented in Fig. 4.
These are PM10, NO2, PM2.5, SO2, NH3, CO, O3, C6H6.

After getting the input data, the sub-index of every pollutant has been calculated
by the following equation:

Ip = [{(IHI − ILO)/(BPHI − BPLO)} ∗ (COp − BPLO)] + ILO (2)

where

Ip The sub-index of a particular pollutant concentration COp

BPHI Breakpoint concentration higher or equal to given concentration
BPLO Breakpoint concentration lower or equal to given concentration
IHI AQI value corresponding to BPHI
ILO AQI value corresponding to BPLO

Once the sub-indices are formed, AQI can be calculates as AQI = Max(Ip) as
shown in Fig. 5. After doing all this steps, final dataset has been created using seven
pollutants as shown in Fig. 6. In this dataset, total number of rows are 8276 of the
given dataset. Here, a small portion of it is depicted.
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Fig. 4 Collected data of eight pollutants

Fig. 5 Calculating AQI

Figure7 shows correlation factors. It is seen that all the features that are used for
the prediction are correlated to each other. Now, this values can be used to train the
model.

Data splitting was done as 80% for training and 20% for testing in this work.

4.2 Preprocessing of Data

Data preprocessing has been done (e.g., removing null values, filling null values,
etc.), and standard scalar is used as feature selection as shown in Fig. 8.
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Fig. 6 Final dataset

Fig. 7 Relation among all attributes
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Fig. 8 Procedure for the feature selection process

Table 1 AQI prediction for three prediction models.

Model RSME MSE Score

Multiple liner
regression

22.76 517.87 0.94

Support vector
regression

30.61 936.69 0.89

Decision tree
regression

9.26 85.74 0.99

The standard score of a sample x is calculated as: z = (x − u)/s where u is the
mean of the training samples. s is the standard deviation of the training samples.

RSME and MSE are calculated for each of the model. Table1 shows the AQI
prediction for the three models.

4.3 Results

Comparison of the three models is shown in Fig. 9. It shows the boxplot of AQI of
the used models. When compared to other machine learning models applied on the
chosen dataset, decision tree regression (DTR) shows the best for this system with
the mean accuracy and standard deviation accuracy to be 0.99 (99%). It also can be
seen in the figure that the original value and the predicted values of DTR are very
close to each other. Figure10 also depicts the RMSE and MSE values of all the three
models. From the figure, it is clear that DTR has the lowest value of RSME andMSE
among these. Hence, to predict AQI value from a given sample, the decision tree
regression could be used.
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Fig. 9 Comparison of all models using boxplot

Fig. 10 Comparison of the models using RSME and MSE value

5 Conclusion

Rapid urbanization puts pressure on controlling the air pollutant levels low, and it is
becoming one of the most important tasks. Air quality prediction system is important
to know the pollution of the surrounding environment. In this work, a thorough study
of several prediction models, mechanisms are studied. Here, mainly three prediction
models like multiple linear regression, support vector regression, and decision tree
regression are studied and implemented. These three models are compared with
each other by comparing RSME and MSE value. The results show that decision tree
regression can be efficiently used to detect the quality of air and predict the level



262 S. K. Julfikar et al.

of AQI in the future. This study will help the researcher as well as the government
organizations to use the decision tree regression to develop and form policies for an
air quality management system. A good air quality monitoring system is required to
develop where this prediction model need to be incorporated as a future direction of
this work.
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Anomaly Detection in Videos Using Deep
Learning Techniques

Akshaya Ravichandran and Suresh Sankaranarayanan

Abstract People’s concern for safety in public places has been increasing nowadays
and anomaly detection in crowded places has become very important due to this
aspect. This paper provides an approach towards identifying suspicious behaviors
automatically in a crowded environment. In light of this, we have validated two
powerful deep learning basedmodels namely CNN andVGG16. So, for this purpose,
wehave collected a number ofCCTVvideos for detecting anddifferentiating between
both normal and anomalous activities. Nowbased on videos collected, they have been
trained using VGG16 and CNN model towards achieving the best accuracy

Keywords CNN · Deep learning · Anomaly detection · VGG16

1 Introduction

Public places, such as airports, train stations, theme parks, and shopping centers are
usually crowded. Every year the number of people is increasing due to urbanization.
These places should be monitored constantly to avoid such dangerous situations
and any unusual activity that is being spotted should be reported immediately. Public
health and security are primary considerations for study of crowds. Human operators
observe the visual screens continuously to detect any event of interest that becomes
challenging to tackle for long durations. This process seems to be more taxing than
it sounds and therefore, researchers are developing an automatic system that allows
the user to monitor the scene.

The computer vision and signal processing departments have performed extensive
research in the area of crowd anomaly identification. Recently, there have been many
attempts to exploit deep learning frameworks to avoid some complex approaches for
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the retrieval and delivery of hand-designed software. In [1], computer vision guided
anomaly detection studies have first been performed and it proposes various model-
based approaches for anomaly detection such as Dirichlet Process Mixture Models
(DPMM), Bayesian Mixture Model, etc. In [2], a fully convolutional feed-forward
auto encoder to learn both the local features and the classifiers as an end-to-end
learning framework has been proposed for this same problem of anomaly detection.
In [3], Hochreiter’s 1991 analysis of this problem has been discussed, then it has
been addressed by introducing a novel, efficient, gradient-based method called Long
Short-Term Memory” (LSTM). In this paper [4], a general end-to-end approach
to sequence learning that makes minimal assumptions on the sequence structure
has been presented. In this paper [5], precipitation nowcasting as a spatiotemporal
sequence forecasting problem has been formulated in which both the input and the
prediction target are spatiotemporal sequences. This has been done by extending
the fully connected LSTM (FC-LSTM). In this paper [6], a comprehensive survey
of several representative CNN visualization methods, including Activation Maxi-
mization, Network Inversion, Deconvolutional Neural Networks (Deconv Net), and
Network Dissection based visualization has been provided. In [7], Adam, an algo-
rithm for first-order gradient-based optimization of stochastic objective functions,
based on adaptive estimates of lower-order moments has been discussed. A key
insight of the paper [8] is that if anomalies are local optimal decision rules are
local even when the nominal behavior exhibits global spatial and temporal statis-
tical dependencies. This insight helps collapse the large ambient data dimension for
detecting local anomalies. In [9], a novel unsupervised deep learning framework for
anomalous event detection in complex video scenes has been discussed. In [10], a
novel framework for anomaly detection in crowded scenes has been discussed. In
[11], for each category i.e. anomaly or normal, a basic anomaly detection technique
has been discussed, and then how the different existing techniques in that category
are variants of the basic technique has been discussed. In [12], an unsupervised
approach for anomaly detection in high-dimensional data has been discussed. There
are numerous shortcomings in all the above-proposed work, such as the availability
of ground truth, the type of anomaly, etc., despite comprehensive research work and
advancement in this area. The computer vision group also faces a variety of obstacles
in designing successful solutions for detecting anomalies. It covers the unavailability
of sensors, severe weather situations, night vision issues, etc. The researchers are
unable to detect abnormal scenarios often because of these obstacles. To fix these
issues, smartphones are suitable alternatives for other issues, as discussed. Increasing
number of mobile phones has helped the network of signal processers to evaluate
and appreciate crowd dynamics. The data obtained from these devices may be used
to reveal information regarding human behaviors and community dynamics within
a crowd.

Inside mobile phones, sensors such as accelerometer, gyroscope, Bluetooth, prox-
imity sensor, webcam, ambient light sensor, etc. aid to take more precise images.
These sensors acquire data that helps understand the behavior of the people in
crowds. More research can be done relating to the identification of single human
action structures. Such systems can catch events such as walking, sitting, biking,
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swimming, etc. The key purpose of the device developed and suggested by this
paper is to identify suspicious events in the crowd by concurrently analyzing the
non-visual data collected synchronously from a bunch of individual smartphones.
It is the first research to our knowledge that uses non-visual data from handheld
accelerometers and gyroscopes to identify crowd-based community anomaly.

One of the main inputs to this paper is the usage of a smartphone equipped with
rich sensors to gather data together and track suspicious activity in crowds. This
paper presents a comprehensive collection of data coupled with video-based ground
reality, collected from accelerometers, gyroscopes, and several fixed cameras that
may be used for analysis purposes to examine individual behaviors in crowds. The
rest of the paper is organized as follows: Sect. 2 analyzes the state of the art, while
Sect. 3 explains the methodology of the new idea. Section 4 reflects on the results of
the new program and, ultimately, Sect. 5 summarizes and addresses potential plans
for more technology enhancements.

2 Anomaly Detection Recent Surveys

Deep learning algorithms allow the systems to track the behavior based on actual
data. It is possible to develop algorithms that allow computers to view behaviors
learned from the trained model. Deep learning algorithms are used in a given video
to study abnormal instances. The video dataset is trained with multi-data algorithms.
This concept is used to identify and track real-time anomalies. Deep learning is
important for training and studying anomalous behavior.

A few important findings in this area of study that has been published over
the last ten years or so. The authors in [13] used visual trajectories to analyze
the identification, tracking, scenario analysis, and behavioral perception. The study
addressed surveillance, knowing the behavior, and detecting incidents from the video.
The study discussed is the first work covering strategies for anomaly detection.
To find phenomena, it included individuals, including detection processes, learning
processes, and scenario simulation. From object identification, monitoring, and anal-
ysis of actions detailing the success of the last decade of works, this was portrayed
with an object-oriented approach. A multi-camera study on surveillance in multi-
camera setup is presented in the research. Authors addressing events that are regarded
as a type of anomalous event need urgent intervention, arising accidentally, rapidly,
and spontaneously.

The work discussed in [14] addresses machine vision-related implementations
from the perspective of intelligence and law enforcement. The analysis described
in [1] addresses the characteristics of human behavior and mechanisms for conduct
awareness. The authors of [15] describe the task of knowing human nature through
human actions and experiences. Intelligent camera systems have been studied in
[16], covering facets of analytics. Surveillance systems were introduced in [17], with
different implementation areas. Datasets used for the identification of phenomena are
covered in [18]. In [19], Scientists presented anomalous human behavior recognition
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analysis with an emphasis on task representation and emulation, object extraction
approaches, classification and behavior analysis models, performance assessment
techniques, and video surveillance system sample repositories. The paper summa-
rizes major computer-based vision studies undertaken over the last 10 years and
also summarizes significant computer-based vision research conducted in the past
10 years. In our work, we have concentrated in particular on the anomaly detection
studies. Anomalies are by their very definition subjective. The principles used in
detections of phenomena cannot be uniformly generalized across various situations
of operation. From the application viewpoint, we examine the capabilities of anomaly
detection approaches utilized in road camera surveillance.

3 Proposed Work

We have used CNN and VGG 16- special CNN architecture in this work to identify
the videos of an anomaly. The model used are convolution neural normal networks
(CNN), and VGG16—specific type of CNN architecture. We train the pattern in
this project with videos of a real-time anomaly. We have constructed both CNN and
VGG16 models independently and trained them using the same dataset. This has
been done in order to compare the performance of the models and make use of the
model which performs best.

3.1 CNN Model

A convolution neural network (CNN) is a deep learning algorithm capable of
collecting an input image, assigning meaning (learnable weights and biases) to
specific aspects/objects in the image, and separating one from another. In CNN the
need for pre-processing is far smaller than other classification algorithms. In CNN,
we have convolution layer followed by pooling layer where Relu activation is used.
Finally, after flattening the layer, it is constructed as fully connected layer where
SoftMax activation function applied for output (Fig. 1).

3.2 VGG 16 Model

VGG16, introduced byK, is a blueprint of the convolution neural network. Simonyan,
A.Zisserman, ofOxfordUniversity, in the article “VeryBroadConvolutionaryObject
Recognition Networks”, the algorithm reaches 92.7% of the top-5 measurement
accuracy in ImageNet, which is a dataset of over 14 million images belonging to
1000 categories. This was one of the ILSVRC-2014 best-recognized concepts that
had been received. Building on Alex Net, it replaced large kernel filters (11 and 5
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Fig. 1 CNN structure [20]

Fig. 2 VGG 16 structure [21]

in the first and second convolution layers respectively) with miniature, one by one,
33 kernel-sized filters. VGG16 was primed for weeks and was using NVIDIA Titan
Black GPUs (Figs. 2 and 3).

4 Implementation

This system is developed using Python programming utilizingAnaconda framework.
Datasets have been collected retrospectively from the UCF Center for Research in
Computer Vision. Videos have been labeled according to their relevant classification
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Fig. 3 Anomaly detection system flow

and then fed into the system. Videos have been trained and tested with CNN Model
and VGG 16. We have gathered the dataset from the website Center for Research
in computer vision [22]. We have classified our data into five categories: Arson,
Robbery, Fire, Protection, and Routine. We have 25 videos in each category making
up 125 videos on thewhole. Surveillance recordings can capture a variety of plausible
phenomena.Within this article, we recommend investigating phenomenawith the aid
of manipulating both anomalous and daily images. To stop annotating the anomalous
fragments or excerpts in educational films that can be very time-consuming, we
recommend learning anomaly bymore than one sample ranking system by exploiting
weakly classified educational films. The training marks (anomalous or normal) are
at the video stage, instead of the clip-point. In our approach, we find normal and
anomalous motion pictures as bags and video segments as instances in a few cases
that gain knowledge of (MIL), and periodically evaluate a profound anomaly ranking
model that predicts high anomaly rankings for anomalous video segments. Also,
inside the ranking fault function, we integrate sparsity and transient smoothness
constraints to consider anomaly higher all by planning.

4.1 UCF-Crime Dataset

To test our strategy, we compile a brand new, huge-scale dataset, dubbed UCF-
crime. This contained long unregulated surveillance films covering 13 real-world
anomalies, including violence, detention, attack, road crashes, burglary, fire, fighting,
theft, firing, stealing, shoplifting, and vandalism. Such results are chosen as they have
an immense effect on public safety. Here is a summary of each anomalous event.
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Fig. 4 Video frames for Arson [22]

Fig. 5 Video frames for Burglary [22]

4.1.1 Video Frames for Arson

Figure 4 shows the Arson video where people deliberately setting fire to property.

4.1.2 Video Frames for Burglary

Figure 5 shows the video frames illustrating burglary. This burglary video shows
thieves barging into a residence and robbing it. It no longer consists of exerting
pressure on humans.

4.1.3 Video Frames for Fighting

Figure 6 shows frames from a fighting video, which shows two or more people
attacking each other.
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Fig. 6 Video frames for fighting [22]

4.1.4 Video Frames for Explosion

Figure 7 illustrate an Explosion video, showing the destructive event of something
blowing apart. This case does not contain images in which a human intentionally
causes a fire or starts an explosion.

Fig. 7 Video frames for explosion [22]

Fig. 8 Video frames for normal event [22]
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4.1.5 Video Frames for Normal

Figure 8 illustrate a Normal Event. It contains a video where no crime has occurred.
These videos include both indoor and outdoor scenes (such as a shopping mall), as
well as day and night scenes.

Classification in deep learning refers to a problem of predictive modeling where
a class mark is predicted for a given example of input data. Types of classification
problems include: Classify whether it is Anomaly or not, provided an example.

4.2 VGG16 & CNN Model Implementation

After collecting the dataset, dataset is arranged based on the classification and has
made it ready for the training process. The frames have been extracted from videos
using the OpenCV library for the training process. Even though all the frames have
been extracted it doesn’tmean that the frame size of all pixels are the same. Therefore,
all the frames have been resized into (64 * 64 * 3) using OpenCV. After this process,
datasets are made ready and model built.

The uniqueness of the VGG16 implementation is that, instead of using a large
number of hyper parameters as we do in CNN, more focus has been given in building
convolutional layers of 3× 3 filter with stride 1. Also, the same padding andmaxpool
layer of 2× 2 filter of stride 2 has been used. Convolutional as well as maxpool layers
have been arranged in a consistent manner throughout the architecture.We have used
two fully connected layers followed by a SoftMax layer for output.

In VGG16 implementation, firstly all the libraries imported which would be
required for implementation. Then, sequential model has been created. After this,
Image Data Generator from keras. Preprocessing has been imported. The objective
of Image Data Generator is to import data with labels into the model. After this,
the data is passed into the neural network. After the creation of the convolutional
layer, data has been passed onto the dense layer and ReLu activation function has
been used for this layer. Then after the SoftMax layer has been created, the model
is finally prepared and then compiled. Followed by this, Adam’s optimizer has been
used to reach the global minima while training the model.

5 Results and Analysis

Anomaly detection in videos is one of the emerging requirements in this jiffy. Using
deep learning techniques, namely CNNandVGG16we have built amodel to classify
anomaly in videos and the results indicate that VGG16 performs slightly better
compared to CNNwith an accuracy of 90%. CNN achieved an accuracy of 88%. The
reason CNN performs better than other previously implemented models is because
it detects the important features without any human supervision. The reason VGG16
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has performed slightly better is because it uses a more basic architecture with no
residual blocks. In terms of Precision-Recall, VGG16 give precision of 0.91 and
recall of 0.90 as compared to CNN which shows the maximum videos classified
correctly. Also,VGG16 gives aF1 score of 0.90 as compared toCNNwhich indicates
the test accuracy. These are shown in Figs. 9, 10, 11 and 12.

Fig. 9 CNN results

Fig. 10 Confusion matrix of CNN
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Fig. 11 VGG16 results

Fig. 12 Confusion matrix of VGG16

6 Conclusion and Future Scope

In this paper, deep learning-based models namely CNN&VGG16 have been imple-
mented for detecting anomalies in surveillance videos. To train and test the models
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125 videos have been used. The result shows that VGG 16 performs slightly better
than the CNNmodel. Video classification is much different from Image classification
and also it is complex. Also, achieving 90% accuracy in video classification shows
that our model works perfectly.

These models have been created and tested using Python on desktops. However,
actual usage of video anomaly detection is usually required inCCTVcamera systems.
Hence, in future, these models can be inserted in hardware chips and added in hard-
ware systems to provide Artificial Intelligence (AI) such that when an anomaly is
detected the hardware itself sends an alert notification to the corresponding depart-
ments. Also, in future we aim to implement more datasets for better results and
comparison.
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Unsupervised Activity Modelling
in a Video

Aman Agrawal

Abstract In today’s modern era, human activity recognition is widely used in video
surveillance for various purposes like safety and security. This proposed work is also
used in health care system, entertainment environment. In the unsupervised activity
recognition, it recognize the activity in current frame and compares it to the previous
frame. If there is any sudden change in activity then it gives the current frame number.
The proposed system is basically divided into three phases: Pre-processing, Feature
extraction, and Recognition. Gaussian Mixture Model is used to recognise moving
object by using background subtraction. Then I apply some rules to recognize the
different activities. I create two types of datasets i.e. two activity and three activity
dataset. This approach shows better results in both the datasets.

Keywords Activity recognition · Gaussian mixture model · Centroid · Speed ·
Precision · Recall · F-measure

1 Introduction

Over the last decade, the use of surveillance cameras increases very rapidly. The
demanding task is to understand the Human Activities from videos. The main func-
tionalities of video system are automatically detecting the action of humans from
video sequence. Video surveillance is important for observing the safety and security
of elderly individuals in the home domain. Video surveillance is also used to analyze
uncommon movements of patients in the hospital.

Today’s video surveillance is leading research areas and also used in various fields
like safety and security of common people in public places. It provides important
information about various crimes and terrorist attacks and also used to provide good
management in transportation and other public services. It detects various activities
of humans and categorized into normal, abnormal and suspicious activities. There
are two approaches for learning are as follows:
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In supervised surveillance systems, it requires label data for training. Possibly, all
the activities cannot processwith one-time training so this approach is not suitable for
large-scale deployment. Hence, there is need for unsupervised surveillance. It learns
the activities by its own from unlabelled data, i.e. it does not require any labelled data.
System is able to learn itself, easy to deploy and make system possible for large-
scale monitoring. Therefore, latest research tries to adapt or build the automatic
system in unsupervised manner. In activity recognition system, there are various
challenges such as occlusion, intraclass variability, illumination changes, noise, etc.
For foreground detection there are various techniques for background subtraction
are Kalman filter, Gaussian Mixture Model (GMM), HMM, Histogram similarity,
Incremental PCA, etc.

Themain goal of this approach is to develop a framework for unsupervised activity
detection. It gives the frame number when the activity changes in a video sequence.
It detects the changes in activity automatically. It does not require any trained data
and perform a task in unsupervised manner.

2 Related Works

Lots of research are done in the field of activity recognition. Different researchers
give various methods in the field of activity recognition. Some of them are discussed
in this section: Ke et al. [1] proposed a survey on human activity recognition in a
video. They describes three levels in human activity recognition as follows: core tech-
nology, activity recognition system and various applications. In core technology, they
discussed about segmentation, feature extraction and classification of the activity. In
recognition system, they discussedmainly three typeswhich are single person, multi-
person and crowd behaviour. Finally, various applications are discussed like health-
care systems, entertainment and surveillance system which also gives the various
challenges related to the applications. They gave a fine survey on human activity
recognition in a video. Vishwakarma et al. [2] give the review paper on activity
recognition in a video. They discussed about simple and complex activities and its
various applications. It covers all aspects of general framework of activity recogni-
tion and summarized recent research progresses related to general framework and
also provides the overview of various datasets of activity recognition. Ning et al. [3]
proposed a framework of object tracking by active coutour segmentation and joint
registration. It deals with non-rigid shape changes of target. Singh et al. [4] proposed
human activity tracking which is capable of detecting people in both indoor and
outdoor environment. On the basis of space and time feature, the behaviour of the
object in a video sequence is easily detected. The temporal information is useful for
motion detection in video sequence that’s why Cheng et al. [5] proposed an approach
for event detection by temporal sequence.

In this, video is represented by sequence of visual words and apply sequence
memorizer to capture dependencies in video sequence in temporal context and this
model is further integrated with the classifier for classification of the activities.
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This approach is applied to two challenging datasets. For object detection, various
approaches are proposed: Deepak et al. [6] gives the implementation of bounding
box for object detection. It separates the moving object from background and detect
all the objects from video sequence. They design a bounding box for human detection
in the presence of crowd. Bounding box is used to track the object in each frame
and help for recognising the various activities in a video sequence. Hossen et al. [7]
proposed activity recognition in thermal infrared video.

Semisupervised approach is the combination of both supervised and unsupervised.
Initially, it needs manpower to train and then it increments after every iteration. So,
this approach is not suitable and requires large memory. Zhang et al. [8] give semisu-
pervised approach using HMM for detection of unusual events. In unsupervised,
different researchers gave different approaches. Nater et al. [9] gave temporal relation
in video for unsupervised activity analysis. In this approach, it encoded the temporal
relation by discriminative slow features between consecutive frames and automati-
cally segment the activities in hierarchicalmanner. It is used to analyse the unseendata
activities which aremodelled in a generativemanner. This approach is purely feature-
independent and data-driven. Yeo et al. [10] proposed unsupervised coactivity detec-
tion using Markov Chain. In this, it constructs a complete multipartite graph where
vertices in subsequence of video and edges are connective between those vertices and
weight is directly proportional to the similarity of two end vertices. This algorithm
identifies the subset of subsequences as a co-activity by estimating absorption time.
The main advantage of this algorithm is that it can handle two videos naturally.Wang
et al. [11] proposed unsupervised activity perception in crowded and complicated
scenes. Author uses hierarchical Bayesian model to connect three elements that are
visual feature, atomic activities and interactions. Author proposes three Bayesian
models which is Latent Dirichlet Allocation (LDA) mixture model, Hierarchical
Dirichlet Processes (HDP) and Dual Hierarchical Processes (Dual-HDP) model.

Based on Hidden Markov Model Trabelsi et al. [12] gave an unsupervised
approach for automatic activity recognition. They proposed the method which is
based upon joint segmentation ofmultidimensional time series and it uses expectation
maximization algorithmwhere no activity is labelled. For abnormality activity recog-
nition, lots of research is done. Hu et al. [13] give unsupervised activity detection in
crowded scenes using semiparametric scan statistics. Here, Training datasets are not
needed before detection. The abnormality is measured by likelihood ratio test statis-
tics. Si et al. [14] give unsupervised learning of events using and-or grammar. It uses
predefined set of unary and binary relation for each frame and their co-occurrences
are cluster into atomic actions.

Najar et al. [15] this paper proposed finite multivariate generalized Gaus-
sian mixture model to recognize human activities using unsupervised learning.
They develop algorithm by using fixed point covariance matrix combined with
Expectation-Maximization algorithm. This recognition applies both images and
videos.
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3 Proposed Methodology

Unsupervised activity detection system developed to make surveillance system intel-
ligent and smart. In recent years, when the criminal activities are increases. We need
a good surveillance system. This approach is helpful to detect activity as well as any
mis-happening in a video. In this work, activity is detected and classified but it does
not give the name of the activity.When the person suddenly changes its activity then it
gives the alert and frame number when activity is change. This proposed approach is
work well for real-time videos. This approach used an unsupervised learning method
and it does not require any training database unlikely as supervised requires training
database.

Previously, many researchers work in the field of unsupervised activity detection.
Initially, it does not require any training database.When new activity arrived, it added
to the database and incremented. When next time activity is arrived it match to the
database. This approach required more memory to save the activities. This method
is not suitable for large videos and real-time videos.

In this approach, Gaussian mixture model is used to detect the human in a video.
After foreground detection, different features are extracted like centroid, height-
width ratio, distance, and speed. When the person change its activity it gives a frame
number of the video.

The framework of proposed work is shown in Fig. 1. There are three phases in
proposed framework: Pre-processing, Feature Extraction, and recognition phase. In
pre-processing phase, first we extract frames from video, then detect the moving
object and then noise removal is done. In feature extraction, calculate different
features like centroid, speed and dimensions. Finally, in recognition phase imple-
ment rules based on that it classifies different activities and gave frame number when
activity changes as an output.

3.1 Pre-processing

The Pre-processing phase consists of frame extraction from input video, foreground
detection and noise removal. For foreground detection, Gaussian Mixture Model
(GMM) is used. Gaussian Mixture Model (GMM) [16] is a popular method that has
been employed to tackle the problem of background subtraction. In this, each pixel in
a frame is modelled into Gaussian distribution. Each pixel is divided by its intensity
value and compute probability for each pixel. According to the probability, each pixel
is decided whether it belongs to foreground or background pixel. Some snapshot of
moving object detection is shown in Fig. 2. By using the following Eq. (1):

P(Zt ) =
K∑

i=1

wi,t .η
(
Zt , μi,t , �i,t

)
(1)
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Fig. 1 Framework of
proposed system

where

Zt Current pixel in frame t,
K Number of distributions in the mixture.
wi,t The weight of the kth distribution in frame t.
μi,t The mean of the kth distribution in frame t.∑

i,t The standard deviation of the kth distribution in frame t.

And η
(
Zt , μi,t , �i,t

)
is probability density function which is defined as Eq. (2):

η = 1

(2π)
n
2 |�| 12 exp

−1
2 (Zt−μ)�−1(Zt−μ) (2)

3.2 Feature Extraction

Feature extraction is an important step in recognition of different activities. After
object detection, different features are extracted. For classification of different
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Fig. 2 Snapshots of moving object detection

activities, we consider different parameters like Centroid, Distance, Speed and
Measurements. It is defined as follows:

Centroid: Centroid is a centre of mass of an object. Centroid is computed for
both x and y directions. It is formulated as:

Centroid inx-direction = width of blob

2
(3)

Centroid iny-direction = height of blob

2
(4)

Distance: It is defined as distance covered by an object in two consecutive frames.
Distance is calculated by Euclidean formula.

Distance =
√

(x2 − x1)2 + (y2 − y1)2 (5)

Speed: It is defined as distance travelled by object in consecutive frames divided
by time taken by that object. To distinguish between walking and running speed is
calculated. It is formulated as:
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Speed = distance covered by object

total time taken by object
(6)

Measurements: It the measurement of the ratio of height of blob to width of blob.
It is calculated by using a formula:

Height Width ratio = height of blob

width of blob
(7)

3.3 Recognition

In the proposed framework, I define some rules to classify different activities. This
method is unsupervised so it does not require any labelled training database. In this
method, define rules to differentiating between different activities and every frame
is compared with previous frame on the basis of different features. It checks whether
object changes its activity or same as previous frame. When object changes, its
activity gives the frame number of the video.

In Fig. 3, there are multiple frames which shows different activities in a single
video. In the starting frames, person is walking. After some time, person changes its
activity from walk to sit in next frames. Again, person changes its activity from sit
to walk in further frames. So, in this particular video, person changes its activity two
times.

Fig. 3 Different activities in a single video
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4 Experimental Results

The entire examinations and approval with different measurements performed in the
proposed approach. The test comes about performed on the dataset used to incite the
best outcomes. Different measurements applied to demonstrate that our outcomes
are predominant and analyzed.

4.1 Dataset

There is no availability of standard dataset. We make our own dataset. Our dataset
consists of 165 videos of different activities. Our dataset consists of 4 activities: walk,
run, sit and stop. Our dataset categorised into two categories are as follows: 1. two
activity dataset 2. Three activity dataset.

In two activity dataset, there arefive combinationswhich are as follows:walk-stop,
run-stop, walk-run, walk-sit, and run-sit.

In three activity dataset, there are six combinations which are as follows: run-sit-
run, run-sit-walk, run-stop-run, walk-stop-walk, walk-sit-walk, and run-stop-walk.
Some snapshots of our dataset are shown in Fig. 4.

Fig. 4 Snapshot of our dataset
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4.2 Result Analysis

The performance of our proposed framework is evaluated for two activities dataset
and three activities dataset. I have calculated precision and recall scores for
quantitative analysis for both categories.

The precision-recall can be calculated by the equation given in Eqs. (8) and (9)

precision = tpr

tpr+ fpr
(8)

recall = tpr

tpr+ fnr
(9)

where, tpr is the true positive rate, fpr is the false positive rate and fnr is the false
negative rate.

The Accuracy is for the proposed method and to validate the performance of
our proposed method. I have assumed the general computation in this measure to
determine flexibility.

F-measure is a harmonic mean of precision and recall, which is defined as

F-measure = 2.precision.recall

precision+ recall
(10)

Table 1 shows the detection rate and accuracy of two activity dataset. Proposed
framework correctly classified the videos and gives the frame number when activity
changes and also classified as true positive and false negative. I take the 75 videos
of two activity which consists 5 combination of activities. Each combination has 15
videos. Table 2 shows the detection rate and accuracy of three activity datasets. I take
90 videos of three activity dataset and make 6 combinations. Each has 15 videos and
both tables show the average of various measurements.

In Fig. 5, shows the PR curve of both two and three activity dataset. In this, I
performed precision-recall curve (PR Curve) to validate our results. If the approach

Table 1 Detection rate of two activities dataset

Classes of
two activity
videos

Total
number of
videos

True
positive

False
positive

False
negative

Precision Recall F-measure

Walk–Stop 15 12 2 1 0.85 0.92 0.88

Run–Stop 15 11 2 2 0.84 0.84 0.84

Walk–Run 15 12 1 2 0.92 0.85 0.88

Walk–Sit 15 12 1 2 0.92 0.85 0.88

Run–Sit 15 11 3 1 0.78 0.91 0.84

Total 75 58 9 8 0.86 0.88 0.86
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Table 2 Detection rate of three activities dataset

Classes of three
activity videos

Total
number
of
videos

True
positive

False
positive

False
negative

Precision Recall F-measure

Run–Sit–Run 15 10 3 2 0.77 0.83 0.80

Run–Sit–Walk 15 12 2 1 0.86 0.92 0.89

Run–Stop–Run 15 11 2 2 0.84 0.84 0.84

Run–Stop–Walk 15 11 2 2 0.84 0.84 0.84

Walk–Sit–Walk 15 13 1 1 0.93 0.93 0.93

Walk–Stop–Walk 15 13 1 1 0.93 0.93 0.93

Total 90 70 11 9 0.86 0.89 0.87

(a) (b)

0.85

0.86

0.87

0.88

0.89

Precision Recall
0.84

0.86

0.88

0.9

Precision Recall

Fig. 5 Graph show PR curve of a two activity dataset, b three activity dataset

correctly given the frame number when activities are changed and compared with the
ground truth then it adds to the True Positive Rate. If it gives more activity changes
when compared with the ground truth then it adds to the True Negative Rate and if
it gives no activity change then it adds to False Negative Rate.

In Fig. 6, graph shows the average F-measure of two activity and three activity
videos. The accuracy computed for three activity videos is slightly larger than the two
activity videos as shown in the graph. The F-measure has been computed for both

Fig. 6 Graph shows the
accuracy of two activity and
three activity dataset

0.855

0.86

0.865

0.87

0.875

Two Activity ActivityThree

F-measure

F-measure
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two and three activity datasets. The analysis in this graph determines the computation
for both datasets. Our approach has found better results compare with the ground
truth on both of the datasets.

5 Conclusion and Future Work

In this proposed approach the unsupervised activity recognition in a video surveil-
lance and create our own dataset with different scenes, person, illumination changes
and natural scenes. Various researchers have done valuable researches in unsuper-
vised activity recognition and proposed different kinds of approaches and techniques
which accomplish the goals of activity recognition successfully The proposed system
is basically divided into three phases: (1) Pre-processing (2) Feature extraction and (3)
Recognition. In pre-processing, we extract frames from video then we apply GMM
for moving object detection. In feature extraction, we extract different features like
centroid, speed and height-width. In recognition phase, with the help of features
extracted it detect different activities and give frame number when activity changes.
We have verified the proposed approach on our own created dataset. We make two
datasets that are two activity and three activity dataset.We calculate Precision, Recall
andF-measure to validate our results in both datasets. The aim to extend the proposed
work could be as follows: To detect the activity of multiperson in a video and we can
also detect more activities in a video.
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Performance Comparison of Various
Feature Extraction Methods for Object
Recognition on Caltech-101 Image
Dataset

Monika, Munish Kumar, and Manish Kumar

Abstract Object recognition system helps to find the label of the object in an image.
The identification of the object depends on the features extracted from the image.
Features play a very important role in the object recognition system. The more rele-
vant features an object has, the better the recognition system will be. Object recog-
nition system mainly works in two major phases—feature extraction and image
classification. Features may be the color, shape, texture, or some other information
of the object. There are various types of feature extraction methods used in object
recognition. These methods are classified as handcrafted feature extraction methods
and deep learning feature extraction methods. This article contains a comprehen-
sive study of various popular feature extraction methods used in object recognition
system. Various handcrafted methods used in the paper are scale invariant feature
transformation (SIFT), speeded-up robust feature (SURF), orientedFASTand rotated
BRIEF (ORB), Shi-Tomasi corner detector, and Haralick texture descriptor. The
deep learning feature extraction methods used in the paper are ResNet50, Xcep-
tion, and VGG19. In this article, a comparative study of various popular feature
extraction methods is also presented for object recognition using five multi-class
classification methods—Gaussian Naïve Bayes, k-NN, decision tree, random forest,
and XGBoosting classifier. The analysis of the performance is conducted in terms of
recognition accuracy, precision, F1-score, area under curve, false positive rate, root
mean square error, and CPU elapsed time. The experimental results are evaluated
on a standard benchmark image dataset Caltech-101 which comprises 8677 images
grouped in 101 classes.
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1 Introduction

Object recognition system is a key research area in the field of artificial intelligent
and computer vision. This system works on identifying objects in the real world
from an image in the world. The system receives an image as an input and provides
the correct label of the object in image as an output. Humans can recognize objects
effortlessly and instantaneously but it is very difficult for a machine to do the same
task. There is a need to train the machine by storing the relevant information of the
images with their associated label. The trained data enables the system to assign a
label for the input image/test data. Object recognition system mainly works in two
phases—feature extraction and image classification.

Feature extraction is one of the most important phases in object recognition
system. It describes the relevant features of an image. It is a kind of feature reduction
algorithm. An input image in the recognition system contains a lot of information
which is too large to process and needs a huge memory to store. Even this huge
information may cause the problem of overfitting during classification. So there is a
need to extract the most relevant features from the image that will help to identify
the label of the object in the image. Feature extraction algorithms involve the proce-
dure of transforming the large dimensional data into the reduced dimensional data
by accepting important data and discarding unnecessary data. An image contains
various types of features like color, texture, shape, or some other information. The
efficiency of recognition system depends on the selection of features and depends
on the choice of particular feature extraction method. This phase forms the feature
vector of extracted features that are then used by the classifier to recognize the
image. There are various types of feature extraction methods used in object recogni-
tion. In the beginning of computer vision, a lot of work has been done using various
handcrafted (conventional) feature extraction methods. Nowadays, feature extrac-
tion through deep convolutional neural network has made a tremendous response
for object recognition. Specifically, features are extracted using handcrafted and/or
deep learning feature extraction methods. In the paper, the authors have considered
some well-known feature extraction methods such as scale invariant feature trans-
form (SIFT), speeded-up robust feature, oriented FAST and rotated BRIEF (ORB),
Shi-Tomasi corner detector, Haralick texture descriptor, ResNet50, Xception, and
VGG19. The authors have evaluated the performance of each method in terms of
recognition accuracy, precision, F1-score, area under curve (AUC), false positive
rate (FPR), root mean square error (RMSE), and CPU elapsed time. The experiment
is conducted on one of the most challenging image dataset Caltech-101. This dataset
contains 101 object classes and 1 background. Each class contains numerous images
in the range of 40–800. This is an unbalanced and multi-class dataset. The authors
have experimented their work on 101 object classes. So for classification, the authors
have considered multi-class classification methods and evaluated the results using
multi-class performance evaluation measures.

The rest of the paper is organized in various sections; Sect. 2 presents the literature
review related to the feature extraction methods. Section 3 comprises the detail of
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various feature extraction methods used in the work. In Sect. 4, the authors have
given the description on various classification algorithms used in the work. Section 5
reports the comparative analysis of various feature extraction methods over various
classification methods. Finally, the paper is concluded in Sect. 6.

2 Related Work

Affonso et al. [1] proposed a combined approach of feature extraction to find the
quality of wood boards based on their images. They combined deep learning and
Haralick texture descriptor for feature extraction. Then, they applied various classifi-
cation algorithms to predict the quality of the board. They represented the comparison
of experimental results achieved using various classification algorithms. Agarwal
et al. [2] performed a comparative study of SIFT and SURF algorithms for object
recognition. They evaluated the performance of both algorithms on different objects
under different background conditions. At the end, they evaluated that SIFT canwork
for noisy and illuminated images but SURF is not able to extract features for noisy
images. SURF executes faster than SIFT. Routray et al. [3] presented the performance
analysis of three popular feature extraction techniques—SIFT, SURF, and HOG over
noisy images. The experiment was evaluated on three types of noisy images such
as Gaussian, salt and pepper, and speckle. Three levels of variance were considered
for Gaussian, salt and pepper, and speckle noisy images. The performance of these
methods was presented by considering the number of correct matches between orig-
inal and noisy images. The paper concluded that SIFT extracts more features and
matching points than SURF and it is slow. Rather SURF is faster than SIFT and
extracts more relevant information from images. However, HOG focuses on textural
information of the image. He et al. [4] experimented with a modified SIFT feature
extraction method for content-based image retrieval (CBIR). They compared the
performance of the proposed method with some other feature extraction methods
such as SURF and HoG. The experiment proved the performance of the proposed
system for image retrieval. Xiao et al. [5] presented a comparison among three
pre-trained convolutional neural network (CNN) models—Inception V3, ResNet50,
Xception, a convolutional neural network with three layers and traditional hand-
crafted feature extraction methods. They proposed a combined approach using three
pre-trained CNN models on breast ultrasound images. Gupta et al. [6] performed
an analysis on two feature extraction techniques, i.e., SIFT and ORB for object
recognition. In the paper, they used feature selection and dimensionality reduction
algorithms using k-means clustering and locality preserving projection, respectively.
They made a comparative analysis on three-dimension sizes of feature vectors—8,
16, and 32 dimensions and observed highest results for a feature vector of size 8.
Finally, they proposed a combined approach using both feature extraction methods
for object recognition system. Tropea and Fedele [7] presented a comparative anal-
ysis of various machine learning classifiers on a pre-trained convolutional neural
network Google Inception v3 model. The classifiers used in the experiment were
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multi-class logistic regression (MLR), Gaussian Naïve Bayes, k-nearest neighbor
(k-NN), random forest, and support vector machine (SVM). The experiment was
conducted on a benchmark dataset Caltech-256 where the first 100 images of each
category were chosen. The authors also reported the performance results on varied
dataset size for training and test dataset such as 50:50, 60:40, 70:30, 80:20, 90:10.

3 Feature Extraction Methods

Features are defined as the properties of an object that helps to identify it. Feature
extraction is the procedure to select a subset of important features from the whole
dataset of an image. Object recognition system uses many types of features such as
color, edges, corners, texture, or some other information. These features are cate-
gorized in local, global, or deep features. Local features represent the small portion
of the image such as corner, edges, and shape. Some of the local feature extrac-
tion methods are scale invariant feature transform (SIFT), speeded-up robust feature
(SURF), oriented FAST and rotated BRIEF (ORB), Shi-Tomasi corner detector,
Haralick texture descriptor, etc. Global features are usually some characteristics of
the image such as area, perimeter, and moments. It describes the image as a whole.
Some of the global features are Hough transform, Zernike moments, Hu moments,
discrete cosine transform (DCT), etc. Deep features are the features derived from a
set of neural network layers. There are various popular pre-trained deep models used
for feature extraction such as VGG19, ResNet50, and Xception. The detail of local
and deep feature extraction methods is described in this section.

3.1 Local Features

Local feature extraction methods refer to the low level information of an image. In
this subsection, the authors have described various local feature extraction methods
used in the work.

3.1.1 Scale Invariant Feature Transform (SIFT)

Scale invariant feature transform (SIFT) provides a robust mechanism for feature
extraction in object recognition. Thismethod ismore robust to translation, scale, rota-
tion, and illumination. SIFT is proposed by Lowe [8]. It also works for low resolution
images efficiently. SIFT performs in four computational stages—scale space extreme
detection, keypoint localization, orientation computation, and keypoint descriptors.
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• Scale-space Extreme Detection—In the first step, Difference-of-Gaussian (DoG)
is computed to identify the keypoints. The computed keypoints are invariant to
scale and orientation.

• Keypoint Localization—This step performs the selection of important keypoints.
This is done with the use of threshold. The intensity of the keypoints computed
in the first step is compared with the threshold. If the intensity is less than the
selected threshold, then that keypoint is discarded. This removes the low contrast
keypoints and unnecessary edges.

• Orientation Computation—In this step, various rotations are assigned on each
keypoint. An orientation histogram of 36 bins covering 360o is created. It also
computes the direction of gradient which makes the image invariant to rotation.

• Keypoint Descriptors—Here, a 16 × 16 neighborhood around each keypoint is
computer, which are further divided into 16 sub-blocks of 4 × 4 size. For each
sub-block, an orientation of 8 bins is applied. Finally, it computes a feature vector
of 128 dimensions.

3.1.2 Speeded-Up Robust Feature (SURF)

Speeded-up robust feature (SURF) is a local feature detector and descriptor proposed
by Bay et al. [9]. SURF, which is motivated by SIFT, is much faster than SIFT. It
works in two stages—feature detection and feature description that is described as:

• Feature Detection—Here, features are extracted using convolution of Laplacian
of Gaussian with box filter on integral images. SURF follows the space scale by
keeping the same size of an image and increasing the size of the filter. Further,
a non-maximum suppression in a 3 × 3 × 3 neighborhood is applied to localize
the keypoints in an image.

• FeatureDescription—Here, features are described by constructing a square region
aligned to the selected orientation. A rotation of angle 60° is done for the scanning
region and wavelet responses are recomputed. This results in a feature vector of
64 dimensions.

3.1.3 Oriented FAST and Rotated BRIEF (ORB)

Oriented FAST and rotated BREIF (ORB) is also a feature detector and descriptor
used in object recognition developed by Rublee et al. [10]. It is built on two algo-
rithms—FAST keypoint detector and BRIEF keypoint descriptor. Some modifica-
tions are further introduced in the method to enhance the performance. It works in
the following steps.

• First it uses features from accelerated segments test (FAST) algorithm to find the
keypoints.

• Then, it applies Harris corner measure to find the top N points among them.
• For scale invariance, it uses a multiscale image pyramid. For rotation invariance,

moments are computed with x and y. From these moments, centroid for each
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patch is computed and orientation of the patch is computed to make it rotation
invariance.

• Then, binary robust independent elementary feature (BRIEF) descriptor is used
to create the feature vector. BRIEF is not robust to rotation so ORB uses a steered
version of BRIEF. Finally, a feature vector of length 64 is created for object
recognition.

3.1.4 Shi-Tomasi Corner Detector

Shi-Tomasi corner detector is used to detect the corners of the object which helps in
the identification of the object. It is proposed by Shi and Tomasi [11]. This method
is based on Harris corner detector but it has given more accurate results than Harris
algorithm. A modification has been done in the selection criteria (R) of Harris corner
detector which has made it better than the original. The value of R is compared with
a certain predefined value. If it exceeds, it can be marked as a corner.

3.1.5 Haralick Texture

Haralick texture feature is a local feature extraction method proposed by Haralick
et al. [12]. It extracts the features of an object based on the texture. For this, it uses
the gray level co-occurrence matrices (GLCM) to count the co-occurrence of gray
levels in the image. GLCM contains the information about how image intensities in
pixels with a certain position in relation to each other occur together. This method
computes fourteen features from the elements of GLCM. These features are angular
second moment (ASM), contrast, correlation, variance, inverse difference moment,
sum average, sum variance, sum entropy, entropy, difference variance, difference
entropy, information measures of correlation, and maximal correlation coefficient.

3.2 Deep Features

In the current era, deep learning is widely used for object recognition and in other
fields of research. Deep learning models are designed on the architecture of the
human brain. There are various pre-trained convolution neural networks (CNN) used
for feature extraction. Further, these features are classified using machine learning
or deep learning classifiers. Specifically, CNN performs both feature extraction and
classification automatically (see Fig. 1). By removing the last layer(s) from themodel,
it can be used for feature extraction. The models are trained on a predefined huge
dataset that may be implemented on other datasets. In the study, the authors have used
three popular pre-trained CNN models—ResNet50, Xception, and VGG19. These
models are already trained on ImageNet dataset which contains 1000 categories and
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Fig. 1 Basic diagram of convolutional neural network (CNN) model

millions of images. In the experiment, the authors have reduced the size of the feature
vector by 8 dimensions. This section describes the architecture of the models as.

3.2.1 ResNet50

ResNet50 proposed by He et al. [13] is designed in four stages. It considers an image
of size 224 × 224 × 3. Initially, it performs convolutional and max-pooling using
7 × 7 and 3 × 3 kernel sizes, respectively. Afterward, Stage 1 starts consisting of 3
residual blocks containing 3 layers. Then, Stage 2 starts by performing an operation
on the first residual block with stride 2. It reduces the size of input but doubles the
channel width. Continuing it, the next 3 residual blocks perform operation. Stage 3
has 1 residual block with stride 2 and 5 normal residual blocks. Stage 4 has 3 residual
layers out of which first performs stride 2. Each residual layer contains 3 layers of
convolution of 1 × 1, 3 × 3, and 1 × 1 in sequence. Finally, there is an average
pooling layer followed by a fully connected layer.

3.2.2 Xception

Xception was developed by Chollet [14]. The architecture of the model is based on
depthwise separable convolution layers. It consists of three sections—entry flow,
middle flow, and exit flow. Entry flow section initially starts with 2 convolution
layers, and afterward, contains 3 Residual blocks. At the start of each residual block,
there is a convolution layer with stride 2 to reduce the size of input by half. Then,
each of three Residual blocks contains 2 separable convolution layers followed by
a max-pooling layer. The middle flow section contains one residual block having 3
separable convolution layers. Exit flow section again has 2 residual blocks which
starts with a convolution layer with stride 2. First residual block consisting of 2
convolution layers ends with max-pooling layer. Second residual block comprises
of 2 convolution layers and ends with global averaging pooling. Finally, a fully
connected layer is added to the end of the model.

VGG19

VGG is named after Visual Geometry Group at Oxford’s and is proposed by
Simonyan et al. [15]. VGG19 contains 5 residual blocks followed by a max-pooling
layer. First two residual blocks consist of 2 convolution layers of 3 × 3 kernel size.
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Next three residual blocks consist of four convolution layers of 3 × 3 kernel size.
Next VGG19 has three fully connected layers used for classification.

4 Classification Methods

Classification is used to classify the images according to the similar features of an
image. It helps to predict a label for a given image in object recognition. This is a
supervised approach which is accomplished by training a part of the dataset and then
applying the test data (image) for the recognition of the object. There are various
machine learning and deep learning classifiers used in object recognition system. In
the article, the authors have made a study on various well-known machine learning
classifiers such as Gaussian Naïve Bayes, k-NN, decision tree, random forest, and
XGBoosting classifier. The authors have presented a comparative analysis of these
classifiers on various feature extraction methods mentioned in Sect. 3. The results
of comparison are reported in Sect. 5. In this section, a detail of various classifiers
used in the experiment is described as follows.

4.1 Gaussian Naïve Bayes

Gaussian Naïve Bayes is a supervised machine learning algorithm used for classi-
fication of images. It is a variant of Naïve Bayes classifier. Gaussian Naïve Bayes
classifier assumes that the value of one feature does not depend on values of other
features. It supports the continuous data and distributes the data according to the
normal (or Gaussian) distribution. It uses the probabilistic approach to predict the
class label for the object.

4.2 K-Nearest Neighbor (k-NN)

K-NN is a very simple and easy to interpret method used for supervised machine
learning classification. The performance of the algorithm depends on the value of
k. This algorithm assigns the correct label to the object through majority voting by
considering the distance between its k-nearest neighbors closest to the training data.
Various distance measures are used to find the distance for k-NN algorithm such
as Euclidean, Manhattan, Minkowski, and Hamming distance. Most classifiers use
Euclidean distance. For categorical variables, Hamming distancemust be considered.
After evaluating the distance between k neighboring points, amajority voting scheme
is applied to find the class for a test data.
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4.3 Decision Tree

Decision tree is a supervised machine learning algorithm where the features of the
images are represented through a decision tree [16]. The tree is created by splitting
the training data (or features) of the images according to a certain criterion. Root of
the tree represents all the features of the images. Each node of the tree represents a
specific attribute, and a branch connects one node to the other by splitting the features
into further nodes. The leaf of the tree specifies the label (or class) of the object. Class
for the test data is obtained by comparing the features of the test to each node of the
tree in a specific path. Various measures are used to determine the best way to split
the data such as Gini index, entropy, and misclassification error. The tree is grown by
considering impurity, Gini index, and information gain. These parameters are used
to create an efficient structure of the tree by removing the impurities in the tree.

4.4 Random Forest

Random forest is a supervised and ensemblemachine learningmethod used for image
classification. It is introduced by Kleinberg [17]. It consists of several decision trees
that are created during training of the dataset. Random forest overcomes the limita-
tions of decision tree such as overfitting problem and dependency on one criterion.
In random forest algorithm, a forest is created by considering several decision tree
(CART) in parallel using some form of randomization. It also adds the concept of
bootstrapping which ensures that each individual decision tree in the forest is unique.
Randomness is applied during both steps of classification—training and testing of
data. During training, randomness enables to grow the decision tree using a different
subset. In testing phase, it helps to select the correct nodes that matches the attributes
of the test data. It follows the top-down approach to build the forest. For splitting of
training dataset, Gini index is used that minimizes the impurities in the forest. The
class label is predicted using themajority voting scheme of all the trees. As compared
to the decision tree, it works slow due to the large number of trees but gives more
efficient results.

4.5 XGBoosting Classifier

XGBoosting classifier proposed by Chen et al. [18] is an ensemble machine learning
classifier that is designed using three components—bagging, stacking, and boosting.
Bagging or Bootstrap Aggregation helps in classification during training phase and
predictive phase. In the training phase, it separates the training dataset into different
random subsamples, and in the predictive phase, it uses the majority voting for all the
subsamples. Stacking helps to improve the accuracy and reduce overfitting. Boosting
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helps to convert the weaker trees into stronger trees. This reduces the bias from the
tree and improves the accuracy of the recognition system. XGBoosting classifier
works in two steps. First, it regularizes learning objective to convert the weaker
trees into stronger trees. Next, it uses gradient tree boosting to train the data in an
additive manner. XGBoosting classifier has many advantages over other classifiers
as it is highly scalable, fast, and more accurate. Hyperparameter for this algorithm
improves the recognition results of the system.

5 Experimental Results and Discussion

This section comprises about the dataset used in the study and results of the
experiment.

5.1 Dataset and Data-Partitioning Methodologies

Caltech-101 is one of the most challenging datasets used for supervised learning. It
contains 102 categories out of which 101 categories represent different objects such
as airplanes, faces, ant, chair, pizza, wrench, and 1 background scene. Each class
contains a collection of images in the range of 40–800. The images in the dataset
are noisy, rotated at different angles, scaled in different sizes. In the experiment, the
authors have used 101 class categories which comprises a total of 8677 images. A
standard data-partitioning strategy, i.e., 70:30 is used to train the data where 70%
images of each category are used as training dataset and remaining 30% are used for
testing purpose.

5.2 Performance Evaluation

In this subsection, the authors have made a comparative analysis of various hand-
crafted feature extraction techniques, i.e., SIFT, SURF, ORB, Haralick texture
descriptor, Shi-Tomasi corner detector, and various pre-trained convolutional neural
network models, i.e., ResNet50, Xception, and VGG19 model. Because of multi-
class dataset used in the experiment, various multi-class classification algorithms,
i.e., Gaussian Naïve Bayes, k-NN, decision tree, random forest, and XGBoosting
classifier are applied on the extracted features. The performance of these feature
extraction methods is computed using various classifiers in terms of recognition
accuracy, precision, false positive rate (FPR), F1-score, area under curve (AUC),
root mean square error (RMSE), and CPU elapsed time. The algorithms are imple-
mented on Intel Core i7 processor having Windows 10 operating system and 8 GB
RAM. Programming language Python 3.6, Keras and OpenCV image processing
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library are used for coding. Table 1 depicts the recognition accuracy of each feature
extraction method using various classifiers. It shows that pre-trained model VGG19
has achieved maximum accuracy (85.64%) for object recognition using XGBoosting
classifier. Table 2 represents the comparative view among various feature extraction
techniques using precision rate. Table 3 presents F1-score of various feature extrac-
tion techniques. Comparison of other parameters like AUC, FPR, RMSE, and CPU
elapsed time are presented inTables 4, 5, 6 and 7, respectively. For all parameters, pre-
trained model VGG19 has shown best results as comparison to other feature extrac-
tionmethods. The experiment exhibits that feature extraction using pre-trainedmodel
VGG19 usingXGBoosting classifier is performing best among all the classifiers used
except for FPR, RMSE, and CPU elapsed time. The experiment shows that in the
same case, XGBoosting algorithm takes more time (2.63 min) as compared to others
but other parameters like precision (84.76%),F1-score (84.78%), andAUC (92.73%)

Table 1 Feature extraction technique-wise recognition accuracy for object recognition

Feature extraction
algorithm/classifier

Classifier-wise recognition accuracy (%)

Gaussian Naïve
Bayes

k-NN Decision
tree

Random
forest

XGBoosting

SIFT 54.20 53.89 55.17 57.43 64.43

SURF 48.32 49.72 47.84 51.85 59.58

ORB 56.68 57.79 57.96 61.04 72.01

Haralick texture 61.00 17.94 69.26 55.93 80.73

Shi-Tomasi corner
Detector

50.17 51.84 52.53 58.62 64.84

ResNet50 50.19 49.97 51.01 54.69 60.25

Xception 54.66 52.46 54.73 56.92 65.27

VGG19 63.45 75.23 74.71 82.06 85.64

Table 2 Feature extraction technique-wise precision for object recognition

Feature extraction
algorithm/classifier

Classifier-wise precision (%)

Gaussian Naïve
Bayes

k-NN Decision
tree

Random
forest

XGBoosting

SIFT 52.23 54.94 54.56 56.41 63.52

SURF 45.32 50.92 46.00 50.22 57.66

ORB 54.70 60.63 57.97 60.54 70.68

Haralick texture 60.20 20.93 70.39 57.58 81.38

Shi-Tomasi corner
Detector

47.74 55.60 51.94 57.99 63.63

ResNet50 47.24 51.35 50.02 52.99 59.09

Xception 53.12 52.69 53.83 55.35 64.12

VGG19 61.85 77.31 73.36 83.47 84.76
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Table 3 Feature extraction technique-wise F1-score for object recognition

Feature extraction
algorithm/classifier

Classifier-wise F1-score (%)

Gaussian Naïve
Bayes

k-NN Decision
tree

Random
forest

XGBoosting

SIFT 52.32 52.43 54.35 56.41 63.60

SURF 45.77 47.98 46.26 49.90 57.59

ORB 54.85 57.36 57.03 59.90 70.72

Haralick texture 59.00 17.40 68.82 55.61 80.31

Shi-Tomasi corner
Detector

48.05 51.37 51.64 57.42 63.35

ResNet50 47.78 48.87 49.36 52.51 59.16

Xception 52.86 50.73 53.80 55.26 64.19

VGG19 61.58 74.91 73.49 81.51 84.78

Table 4 Feature extraction technique-wise area under curve (AUC) for object recognition

Feature extraction
algorithm/classifier

Classifier-wise AUC (%)

Gaussian Naïve
Bayes

k-NN Decision
tree

Random
forest

XGBoosting

SIFT 52.48 76.65 52.59 52.66 81.96

SURF 50.16 67.28 50.19 50.24 79.53

ORB 53.68 78.63 53.57 54.02 85.82

Haralick texture 80.36 57.08 84.52 77.83 90.30

Shi-Tomasi corner
Detector

52.72 75.62 52.64 52.77 82.20

ResNet50 50.14 74.70 50.34 50.36 67.27

Xception 58.55 75.73 58.34 59.04 82.42

VGG19 50.22 87.49 50.33 50.43 92.73

Table 5 Feature extraction technique-wise false positive rate (FPR) for object recognition

Feature extraction
algorithm/classifier

Classifier-wise FPR (%)

Gaussian Naïve
Bayes

k-NN Decision
tree

Random
forest

XGBoosting

SIFT 0.57 0.60 0.56 0.53 0.50

SURF 0.58 0.58 0.61 0.54 0.53

ORB 0.47 0.54 0.46 0.41 0.38

Haralick texture 0.27 0.60 0.21 0.28 0.12

Shi-Tomasi corner
Detector

0.53 0.60 0.53 0.45 0.45

ResNet50 0.55 0.57 0.55 0.50 0.49

Xception 0.48 0.51 0.49 0.45 0.42

VGG19 0.50 0.26 0.29 0.17 0.17
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Table 6 Feature extraction technique-wise root mean square error (RMSE) for object recognition

Feature extraction
algorithm/classifier

Classifier-wise RMSE (%)

Gaussian Naïve
Bayes

k-NN Decision
tree

Random
forest

XGBoosting

SIFT 30.02 32.97 30.88 29.58 28.60

SURF 33.31 33.90 33.47 32.46 31.20

ORB 29.71 32.79 29.24 2763 26.14

Haralick texture 18.67 31.56 17.09 20.36 11.76

Shi-Tomasi corner
detector

30.24 34.85 30.93 29.39 28.72

ResNet50 31.53 33.31 31.07 29.98 30.42

Xception 26.85 29.48 27.55 26.86 24.56

VGG19 30.37 20.03 23.00 17.80 16.82

Table 7 Feature extraction technique-wise CPU elapse time for object recognition

Feature extraction
algorithm/classifier

Classifier-wise CPU elapsed time (min)

Gaussian Naïve
Bayes

k-NN Decision
tree

Random
forest

XGBoosting

SIFT 0.00 0.01 0.00 0.17 2.95

SURF 0.00 0.01 0.01 0.31 3.26

ORB 0.00 0.01 0.01 0.26 2.67

Haralick texture 0.00 0.02 0.01 0.25 2.49

Shi-Tomasi corner
detector

0.00 0.01 0.01 0.25 2.89

ResNet50 0.00 0.01 0.01 0.25 3.04

Xception 0.00 0.01 0.01 0.22 2.90

VGG19 0.00 0.01 0.00 0.15 2.63

are maximum as compared to others. But the results obtained for FPR and RMSE
using VGG19 model are not satisfactory as compared of Haralick texture descriptor
method. Haralick texture method achieves FPR as 0.12% and RMSE as 11.76%. The
experimental study on various feature extraction methods using various classifiers
might help other researchers for the selection of object recognition technique.

6 Conclusion

In this article, the authors have presented a comparison among various feature extrac-
tion techniques and multi-class classification methods for object recognition. The
authors have taken some well-known handcrafted methods, i.e., SIFT, SURF, ORB,
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texture, and Shi-Tomasi corner detector method. An analysis of various deep feature
extraction methods, i.e., ResNet50, Xception, and VGG19 is also made along the
handcrafted methods. The study is done on a benchmark dataset Caltech-101. The
comparison shows that pre-trained CNN model VGG19 are performing best among
other feature extraction methods and XGBoosting classifier performed best among
various classifiers like Gaussian Naïve Bayes, k-NN, decision tree, and random
forest. If false positive rate and root mean square error are considered, then Haralick
texture descriptor has proved best results. The authors have shown the performance
of each algorithm providing a comparison among them in order to show the best
feature extraction method and the best classifier on the basis of accuracy and time.
In future, more feature extraction methods will be explored for object recognition
and a study using deep learning classifiers will be done to represent a comparison
between machine learning and deep learning.
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Leukemia Prediction Using SVNN
with a Nature-Inspired Optimization
Technique

Biplab Kanti Das, Prasanta Das, Swarnava Das, and Himadri Sekhar Dutta

Abstract Blood smear examination is a basic test that helps us to diagnose various
diseases. Presently, this is done manually, though automated and semiautomated
blood cell counters are also in vogue. Automated counters are very costly, require
specialized and proper maintenance to work, and trained manpower. Thus, in small
laboratories and in periphery blood smears aremostly being donemanually, followed
bymicroscopic evaluation by trainedmedicos. Though thismethod is easily available
and cost-effective, but there are always chances of variation in the result due to
differences in the methods of preparation of slides and experience of the pathologist.
To overcome the manual methods of blood smear examination, various studies are
being undertaken which are targeted not only to identify different blood cells but also
to specifically identify blast cells which are the cornerstone of diagnosis of acute
leukemia by automated methods. This study proposes a leukemia detection method
using salp swarm optimized support vector neural network (SSA-SVNN) classifier to
identify leukemia in initial stages. Adaptive thresholding on LUV transformed image
was used to perform segmentation of the preprocessed smear. From the segments,
the features (shape, area, texture, and empirical mode decomposition) are extracted.
Blast cells are detected using the proposed method based on the extracted features.
The accuracy, specificity, sensitivity, andMSEof the proposedmethod are found to be
0.96, 1, 1, and 0.1707, respectively, implies that compared to other methods—KNN,
ELM, Naive Bayes, SVM, there is improvement in leukemia detection.
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1 Introduction

Blood investigations are one of the most used investigations that we undergo every
now and then. In routine blood smear examination, we examine the cellular compo-
nents of blood. They are RBC, WBC, and platelets [1]. Depending on the suspected
disease, target cell is selected. The most commonly looked one isWBC as these cells
change both in number and morphology in various diseases. There are five subtypes
of WBC—neutrophil, lymphocyte, monocyte, eosinophil, and basophil. Depending
on the underlying diseases their number, proportional count, size, shape changes,
and these changes guide us to accurate diagnosis of the disease. The origin of these
cells is in the bone marrow, and they reach peripheral blood after the maturation
process completes. Naturally, any abnormality in the bone marrow or of the matura-
tion process will also be reflected by the presence of abnormal progenitor cells in the
peripheral smear. One such disease is leukemia, which involves abnormal reproduc-
tion of WBCs from affected bone marrow with unsuppressed cell growth [2]. Two
types of acute leukemia are acute lymphocytic leukemia (ALL) and acute myeloid
leukemia (AML). Leukemia diagnosis procedure requires an analysis, involving the
detection of abnormal WBCs. Two analyses are performed, i.e., classification and
counting of blood cells. ALL affects progenitor cells of WBC lineage, so the pres-
ence of blast cells (abnormal progenitor) in the smear is an indicator. The percentage
of blasts in the smear and morphology both are important for diagnosis. Naturally,
a good blood smear and experienced pathologist both are prerequisites for this anal-
ysis. Starting from manual preparation of smear up to the examination of smear by a
trained person; at every step, there is a possibility of human error which may be due
to ignorance, inadequate knowledge, fatigue, and inter-observer variation; even there
are chances of using defective staining material methods. Therefore, an automatic
segmentation method is used for effective WBC identification using microscopic
smear images. In the case of morphological analysis, the blood sample is not neces-
sary, as it is achieved using a single image [3]. Edges, texture, geometric, statistical
features, and histogram of gradients (HOG) [4] are the features by which the classi-
fication of images is done. In computer vision, to detect leukemia using the smear
image, involves five stages, i.e., image acquisition, preprocessing, segmentation,
feature extraction, and detection of leukemia cells [3].

The goal of the paper is to propose a classifier, named salp swarm algorithm (SSA)
[5]-based support vector neural network (SVNN) classifier, to spot the blast cells.

1.1 The Novelty of This Paper

The proposed SSA-based support vector neural network is used to detect the presence
of leukemia based on blast cellWBCs. The proposed SSA-based technique is applied
to optimize the weights of the classifier. This paper is structured as Sect. 1 gives an
introduction to leukemia identification. The literature review of older methods is
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shown in Sect. 2. The proposed SSA-based SVNN classifier for leukemia detection
is dealt with in Sect. 3. Section 4 discusses the results obtained, and the paper is
concluded in Sect. 5.

2 Motivation

This section describes previous methods that are associated with the identification of
leukemia and their limitations. The proposedwork has been inspired by the following
methods.

2.1 Literature Survey

A method developed by Putzu et al. [6] to automatically detect and identify leuco-
cytes showed high accuracy, but it provides very low specificity and the sensibility
for different lighting conditions and resolution. To get the total number of lympho-
cytes, Le et al. [7] developed a system by applying the watershed algorithm, which
shows high accuracy with low execution time and little computational complexity.
The shortcoming of the process is that counting of the cell cannot be applied in this
method when the clinical testing procedure is done. Chatap and Shibu [8] designed
a model using SVM and nearest neighbor to detect leukemia. The classification was
reliable and also efficient with less processing time. This model gives high accuracy,
less error, and cost. But its limitation is its inability to find lymphoblast subtypes.
An automatic detection system with the counting of lymphoblasts was developed
by Shankar et al. [9]. This model provides higher speed, improved accuracy, and
added scope for the early identification of leukemia. But the limitation of it is poor
accuracy. A light-induced optical biosensor with CNTs was developed by Gulati
et al. [10] to detect leukemia early. The best part of this system is its simplicity and
cost-effectiveness. The main disadvantage is that it produces poor performance. An
approach was developed by Soni et al. [11] to synthesize the polyaniline-nanotubes
by using manganese oxide. This method shows improved redox activity and conduc-
tivity. However, it was not up to themark in point of view of diagnostics. For selective
and ultrasensitive identification of Leukemia, Khoshfetrat andMehrgardi [12] devel-
oped an electrochemical biosensor. It was robust with high sensitivity and simplicity.
But itwas not suitable to identify other cancer-affected cells.Analyticalmethodswere
developed by Yazdian-Robati et al. [13] such as electrochemical and optical aptasen-
sors to identify leukemia. But it was not considered as a valuable tool by clinicians. A
coupling algorithm based on glowworm swarm optimization and bacterial foraging
algorithm was developed by Wang et al. [14] to solve multi-objective optimization
problems. But the computational time is high.
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3 Proposed Method of Leukemia Detection

The paper’s main objective is to propose an SSA-based SVNN classifier to detect
the existence of leukemia. The block diagram is displayed in Fig. 1 to the detec-
tion of leukemia. Initially, microscopic images of blood smear were used as input.
These images are passed through a preprocessing phase to enhance certain aspects
of the input image. Using adaptive thresholding on LUV transformed image, the
preprocessed image is then segmented. Feature extraction is done on these segmented
images. In the feature extraction step, different features—area, shape, empiricalmode
decomposition, and texture—are extracted. Salp swarm algorithm (SSA)-SVNN
classifier to detect the blast cells is applied on generated features of WBCs.

3.1 Preprocessing of the Input Image

To enhance the microscopic smear image, the images pass the preprocessing phase
and are followed by other successive phases like segmentation and classification. The
required proper area is identified from the input image, and the resulting preprocessed
image is denoted by Kj.

Fig. 1 Block diagram for
leukemia detection
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3.2 Blast Cell Segmentation

Segmentation generates segments from the preprocessed images. Through this
process, meaningful patterns are produced for the simplification of analysis.

LUV transformation of the preprocessed image. The preprocessed image under-
goes transformation to generate the LUV image. The jth RGB image (ARGB

j ) is
changed into the LUV space (K LUV

j ).

Adaptive thresholding of LUV transformed image. From the binary LUV region
(K LUV

j ) just the ‘U’ space is taken to generate thresholding, after generating image
segments from input (RGB) image segment Aj. If the value of the pixel is less than
the average of (u × u) the neighboring window of the integral image, the pixel is
black and white otherwise. Equation (1) shown below is for segments generated by
using adaptive thresholding.

T j =
{
T j
1 , T j

2 , . . . , T j
i , . . . T j

n

}
(1)

where T j
i indicates the ith segment of the jth image, and n is the total number of

generated segments from the jth image.

3.3 Identification of WBCs

To identify WBCs among the RBCs is a complex process. The geometry of the cells
is extracted and used for classification, to minimize the difficulty in the detection
process. The steps for identification are:

Feature extraction process. To extract features, a suitable feature set with fewer
dimensions is defined from a sparse distribution of needless data. The features which
are extracted consist of area, texture, shape, and the EMD of the cells.

Extraction of grid-based shape features. Grid-based features are used to represent
the shape of the segment. Scanning is performed from top-left to bottom-right to
cover the shape fully or partially is assumed ‘1’, and the area which is outside the
shape boundary is treated ‘0’. Thus, a binary boundary is formed to represent the
shape. Grid-based features form a set of size [1 × 64], each representing a point on
the boundary, and is denoted by q1

i, j .

Texture-based features extraction using LGP. Gradient values are calculated by
subtracting intensities of the center pixel and its neighboring pixels. With the imple-
mentation of LGP [15], the gradient values of eight-neighbor pixels with respect to
the center pixel are generated. Hence, the variation of neighboring pixel w.r.t. the
center pixel is the texture. Equation (2) represents the LGP operator
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l2i, j = LGPr
j ,s j

μ,τ =
μ−1∑
τ=0

α
(
γτ − γ ∗) ∗ 2y (2)

α

{
0; u < 0
1; Otherwise (3)

γ ∗ represents the average gradient values and γτ represents the center pixel’s gradient
value, at

(
r j , s j

)
.

γτ = ∣∣δ − δ∗∣∣ (4)

The threshold is applied to the absolute intensity difference using adaptive LGP
local threshold φ∗ to generate the code as in Eq. (2). Depending on gradient differ-
ences, LGP produces invariant patterns and the LGP feature dimensions are [1 ×
64]. If there occur local color variations, then also LGP is not affected.

Area. All non-zero pixels are counted from the image region of the original image,
to get segment area. a3i, j represents the area features with size as [1 × 1].

Employment of empirical mode decomposition. Intrinsic mode functions (IMFs) [16]
comprising a set of various frequency components are obtained by using an adaptive
method namedEMDfrom the decomposition of non-stationary and nonlinear signals.
The main advantage is that there is no requirement of predefined wavelets or filters.
To extract bi-dimensional IMFs, the bi-dimensional sifting process is applied. Based
on the characteristic multiscale, making use of sifting, the separation was performed
on the local mode of the image. The sifting process generates final image residue
with the size of [1 × 256].

Feature vector. Equation (5) represents the segment feature vector

V = {
b1i, j , b

2
i, j , b

3
i, j , b

4
i, j

}
(5)

where b1i, j , b
2
i, j , b

3
i, j , and b

4
i, j represent area, texture, shape, and EMD of the segment.

Equation (6) shows the features associated with ith segment.

V = {
m1,m2, . . . ,mg, . . . ,mp

}
(6)

where p represents the total feature count and the gth feature of the segment is
represented by mg . The size of the generated feature vector is [1 × 329].

Classification using the proposed method. The aim of the proposed model is to
perform the detection of blast cells, given the [1 × 329] feature set. The extracted
features consist of various data that helps to find the blast cells. To identify theWBCs,
these features are analyzed by applying the proposed SSA-based SVNN classifier.
To model the swarming behaviors and population of salps, two groups are formed—
leader and followers, forming the mathematical model of the salp chain. The leader
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salp will always at the front to lead the group and the rest are followers, who follow
its preceding one.

The search space of n dimensions is defined for the position of salp, n being the
number of parameters of the problem. A 2D matrix termed x is used to store all the
salp positions. It is also presumed that there is a target of the swarm (food source F)
in the search space. Similarly, a salp swarm-based algorithm has been used to train
the proposed SVNN classifier for the classification to detect WBCs.

Architecture of SVNN classifier. Figure 2 shows the SVNN [17, 18] architecture. It
shows three layers, namely input, hidden, and output layer. The feature vector V acts
as input to the first-layer (input layer). The weights of the input layer are multiplied
with the feature vector. The result is passed as the input to the hidden layer. The
weight and the bias values are processed to obtain the output of the hidden layer.
After that the hidden layer output is passed as input to the final output layer, where
WBCs are identified. The output equation of the proposed classifier is shown in
Eq. (7) as

SSVNN = x3 × log sig

⎡
⎢⎢⎢⎢⎢⎢⎣

⎛
⎜⎜⎜⎜⎜⎜⎝

4∑

j = 1
j ∈ i

bi, j ∗ x2

⎞
⎟⎟⎟⎟⎟⎟⎠

+ x1

⎤
⎥⎥⎥⎥⎥⎥⎦

+ x4 (7)

where x1 denotes bias of hidden layer, x2 is hidden layer’s weight, x3 is the output
layer’s weight, and x4 is the output layer’s bias.

Algorithmic steps of the proposed SSA-based method. The algorithm of the proposed
SSA-based method is as follows:

Step 1: Salp (leader) positions are set in a random manner, initialized as Hd(t).

Step 2: Assign upper and lower bounds of the search space for all d dimensions, as
per current salp-positions, as shown in Eq. (8)

ubed = max(Hd(t)); I bd = min(Hd(t)) (8)

Fig. 2 Architecture of
SVNN
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where, ubed and lbd denote upper and lower bounds of the dth dimension.

Step 3: Regularization factor, loss, and cardinality of the training dataset are used to
calculate the fitness value for all positions of the salp are shown in Eq. (9).

KFtd = ρmax + ρmin + ER × be

C
(9)

where ρmin is the minimum, and ρmax is the maximum values of ρ, respectively.
Where,

ρ = Eig
(
Nw · NT

w

)
(10)

Fitness of the dth salp at tth interval is represented by KFtd . Regularization factor
denoted by ER, be represents the SVNN-loss, Nw refers to the SVNN weight matrix
and the cardinality of the training set is denoted by C .

Step 4: Initialize the global best, and the personal best.

Step 5: Next, SSA efficiently initializes the random solutions and helps to converge
to the optimized value. Equation (11) represents the standard form of SSA.

Hd(t) =
{
MFd + k1((ubed − lbd)k2 + lbd), k3 ≥ 0
MFd − k1((ubed − lbd)k2 + lbd), k3 < 0

(11)

where for the dth salp, Hd(t) signifies the location at tth interval (Hd being its
personal best), location of food source represented by MFd (Global best so far),
upper and lower bound of the dth dimension denoted by ubed , lbd , respectively,
k1, k2, k3 denote randomly chosen numbers. The leader changes its position w.r.t.
the source of food only that has been shown in Eq. (11). Coefficient k1, balances
exploitation and exploration and is thus the most significant parameter in SSA. It has
been defined as:

k1 = 2e−( 4l
L )

2

(12)

Step 6: Update, personal best, and the global best position.

Step 7: End of the algorithm.

3.4 Detection of Leukemia

Based on the trained SVNN classifier’s output, the input image is classified, and
the classification process helps to decide whether the input image is of affected or
un-affected blood cells. If the image is normal, then the output is marked as ‘0’,
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otherwise the level of infection (IL) is calculated by Eq. (13). The level of infection
is calculated based on the number of blast cells and pixel count.

IL = 1

2

(
NBC

TBC
+ NBP

TBP

)
× 100 (13)

where the calculated blast cell count is represented by NBC, calculated blast pixel
count is referred by NBP, TBC refers to the actual count of blast cells, and TBP is the
actual blast pixels.

4 Results and Discussion

In this section, the results of the classifier have been compared to the conventional
classifiers in terms of mean square error (MSE), the ROC curve, sensitivity, speci-
ficity, and accuracy. The research was carried out by training our proposed model on
the open ALL-IDB1 database (free dataset of microscopic blood sample images in
JPG format with resolution 2592 × 1944, 24-bit color depth) [19], and intermediate
outputs from random samples have been shown. Two sample images (Fig. 3a, b)
were considered for this intermediate analysis. The color transformation is applied
to obtain the clarity of the images and is displayed in Fig. 4a, b. Then, preprocessing
is applied to the images to enhance the image. Then, WBCs are detected as shown in
Fig. 5a, b. Finally, Fig. 6a, b shows the WBCs that were identified from the original
images.

Fig. 3 Sample input images for a original image 1 and b original image 2
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Fig. 4 Color space transformation for original images a image 1 and b image 2

Fig. 5 Cell identification for a image 1 and b image 2

Fig. 6 WBCs identification for a for image 1 and b for image 2
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Fig. 7 Performance w.r.t. resolution a accuracy and b ROC curve

4.1 Performance Analysis

Performance is analyzed with changing resolution. At the training percentage of
50, accuracies of the SSA-based-SVNN classifier with respect to respective image
resolutions [128 × 128], [192 × 192], [256 × 256], [384 × 384], and [512 × 512]
(Fig. 7a) are 0.9272, 0.8363, 0.9454, 0.96363, and 0.98181. The proposed classifier
is observed to have an improved accuracy at higher resolutions generally, and it also
shows an increase in accuracy as the training percentage increases. The ROC curve
is plotted (Fig. 7b) by observing the values of TPR at the corresponding values of
FPR. At 20% FPR, corresponding TPR with respect to respective image resolutions
[128 × 128], [192 × 192], [256 × 256], [384 × 384], and [512 × 512] were found
to be 85.7, 81.81, 90.33, 93.75, and 95.56%.

4.2 Comparative Analysis

To prove the efficiency of the proposed classifier, it is compared to previous methods,
K-nearest neighbors classification, extreme learning machine, Naive Bayes, and
support vector machine.

The accuracy of each method at various training percentages is shown in Fig. 8a.
At the training percentage of 40, the accuracy of the different methods—KNN,
ELM, Naive Bayes, SVM, and the SSA-based-SVNN classifier, respectively, are
0.75, 0.6666, 0.796875, 0.5, and 0.8906. At training percentage of 60, accuracy
of these respective classifiers become 0.8636, 0.6944, 0.8636, 0.7924, and 0.9598.
The proposed SSA-based-SVNN classifier has improved accuracy, making it better
than previous methods; also showing increase in accuracy as the training percentage
increases. The MSE of each method at various training percentages is shown in
Fig. 8b. As seen in the figure, at the training percentage of 40, MSE values of the
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Fig. 8 Comparative analysis based on training percentage, a accuracy, bMSE

different methods—KNN, ELM, Naive Bayes, SVM, and the SSA-based SVNN
classifier, respectively, are 0.4848, 0.5151, 0.3535, 0.3771, and 0.2606. Similar to
the improvement as in the case of accuracies, at a training percentage of 60, MSE
of these respective classifiers become 0.2626, 0.4848, 0.2474, 0.3181, and 0.1707.
Thus, the proposed SSA-based-SVNN classifier has a decreased MSE, making it
better than previous methods; also, generally showing a decrease in MSE value as
the training percentage increases. Besides having low mean square error and high
accuracy, a model should have both high sensitivity and high specificity to ensure
the absence of bias or skew, i.e., the classifier performs well for both positive and
negative samples. The sensitivities of each method at various training percentages
are shown in Fig. 9a. It is observed at the training percentage of 40, sensitivities of
the different methods—KNN, ELM, Naive Bayes, SVM, and the SSA-based-SVNN
classifier, respectively, are 0.7878, 0.6493, 0.8055, 0.5, and 0.8361. Similar to the
improvement as in the case of accuracies, at a training percentage of 60, sensitivities
of these respective classifiers become 0.95, 0.75, 0.909, 0.7894, and 0.9673. So, the

Fig. 9 Comparative analysis based on training percentage, a sensitivity, b specificity
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proposed classifier has an improved sensitivity value, making it better than previous
methods; also showing an increase in sensitivity as the training percentage increases.
Finally, the specificities of each method at various training percentages are shown
in Fig. 9b. At the training percentage of 50, specificities of the different methods—
KNN, ELM, Naive Bayes, SVM, and the SSA-based-SVNN classifier, respectively,
are 0.7692, 0.6363, 0.8181, 0.7857, and 1. Also, at a training percentage of 70,
specificities of these respective classifiers become 0.8333, 0.7096, 0.8823, 0.9333,
and 1. The proposed SSA-based-SVNN classifier has a higher specificity value,
making it better than previous methods. Therefore, it is clear from the results of
this analysis, this novel method involving the proposed SSA-based-SVNN classifier
delivers high accuracy, sensitivity, and specificity as well as low MSE, and is thus a
better performer in blast cell-based leukemia detection than other existing techniques.

5 Conclusion

The classification is found to be sufficiently capable in estimating the presence of
blast cells, to determine whether or not a person is suffering from leukemia. This
method involving the proposed SSA-based-SVNN classifier was proven to be effec-
tive, when trained on the ALL-IDB1 database, relative to existing methods with
respect to evaluation metrics—accuracy, sensitivity, specificity, and MSE. The accu-
racy, specificity, sensitivity, and MSE of the proposed method are found to be 0.96,
1, 1, and 0.1707, respectively, implies that compared to other methods, and there is
an improvement in leukemia detection. Future work should include further variation
and take steps to improve accuracy.
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Selection of Mobile Node Using Game
and Graph Theory for Video Streaming
Application

Bikram P. Bhuyan and Sajal Saha

Abstract Solving the bandwidth scarcity problem is the need of the hour. In this
paper, we propose an architecture that offloads the computational resources from
cloud server to edge node to reduce the power consumption and data traffic consump-
tion of the receiving mobile node. The edge node may be local edge server of the
ISP or a mobile node. A cooperative game-theoretic framework is being proposed to
identify the mobile nodes receiving same video streaming content. Identified mobile
nodes create different clusters based on their similarity and then selects a cluster
head that acts as the edge node. The edge node receives the video streaming locally
from the ISP and distributes it among the other nodes in the cluster. Analytically, the
proposed architecture reduces the data traffic consumption significantly.

Keywords Edge computing · Cooperative game theory · Lattice theory · Stable
clustering · Graph theory

1 Introduction

Data usage and traffic growth have increased exponentially in the last decade due
technological advancement of mobile communication, access technology, and avail-
ability of affordable smart phone. Monthly data traffic per smart phone user has
grown in many folds in all regions in India. India’s data traffic usage has increased to
11 GB/user/month in 2018 as compared to 6.4 GB/user/month in 2015. The Internet
traffic gets choked due to the same type of packet that ISP is going to send to all its
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users. Instead of sending the same video streaming packets to all the users, multiple
number of time that consumes the bandwidth in many folds, the ISP can stream the
videos to a cluster head of all the users which will be selected through a cooperative
game-theoretic modeling. The cluster headwill distribute the streaming video locally
to all other users. In this way, ISPs will get out of the bandwidth scarcity problem;
at the same time, users will get the data from the local cluster head with minimum
delay to achieve the highest quality of service.

In this paper, we propose a solution that reduces data traffic consumption dur-
ing video/multimedia streaming by storing the same streaming content in a local
server/edge server if the server is available. Otherwise streaming content will be
stored in localizedmobile device cache and stream the video content from themobile
device. Mobile device is selected through a game-theoretic model.

Let us consider the situation where ‘n’ number of users that is m1, m2, . . ., mn

request the same video from the Internet service provider (ISP) as shown in Fig. 1.
Basedon the streaming content type, three clusters ‘m,n,o’ are created.The streaming
content is streamed locally through an edge server to different clusters. If the edge
server is not available, each cluster selects the cluster head based on configuration of
the mobile. The proposed architecture selects pool of nodes based on their priority.
The highest priority node is selected as the cluster head. If the cluster head mobile
node leaves the place/cluster, then second priority mobile node is selected as the
cluster head. The pool of nodes is being reorganized after each mobile node’s entry
and exit in the cluster. The mobile nodes, whose video streaming contents are not
similar in nature, are kept outside the cluster.

Cluster o

Edge server

Cloud
server

Cluster head(cluster n)

Cluster head(cluster o)

Cluster head(cluster m)

m1

m2

m4

m3

m6

m5

m7

m8

m9

a1

a4

a2

a3

a5

a6
a7

a8

a9

m10

m3

Cluster m

Cluster n

Fig. 1 Proposed offloading architecture
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2 Literature Survey

Edge or fog computing is an optimizing method of cloud computing application
where some portion of application (data and services) are taken from central cloud
server to logical extreme (edge) of the Internet to serve the end user. Edge comput-
ing in one hand, significantly decreases the volume of data movement for end user
to cloud server; on the other hand, it reduces the traffic flow, transmission costs,
shrinking latency, and improving QoS.

Moura et al. [1] survey different applications of game theory in edge comput-
ing to reduce the service latency of cloud computing services. In another paper [2],
authors considered three tier architecture to offload mobile data and computational
resources to cloud servers. First tier consists of user node, middle tier consists of
resource constraint local cloudlet (Access Point, etc.), and third tier consists of dis-
tant cloud serverswhich have practically infinite resources. In [3], the author proposes
portioning technique for data streaming locally to the mobile nodes. Furthermore,
in the paper [4], the authors segregated the optimization problem in mobile edge
computing in two sub-problems, namely resource allocation (RA) with fixed task
and task offloading (TO) problems. As the problem is computationally hard, convex
optimization tool is used for the RA problem; while for the TO problem, a heuristic
approach is being proposed. A binary offloading policy is being adopted in [5] to
ensure the total task execution in the edge device or at the server end. For the offload-
ing problem (online), the authors made use of reinforcement learning. The problem
of multi-access fog computing was further taken in [6], and logic-based benders
decomposition technique was cited as a potential solution to the computationally
hard problem. In [7], the authors tackled the offloading problem by subdividing it
into two sub-problems, namely user association and sub-channel assignment. While
a many to one matching game is being proposed for the former, an one to many game
is being played for the later with proper simulations. In [8], the authors handled the
replication caused because of the offloading procedure by proposing a optimal com-
munication upload download latency with a proper proof of convergence. A proper
survey was conducted by [9] to understand the complexity and proposed solutions
in the computation offloading problem in edge computing.

Recent articles like [8, 10] focuses on the evolutionary games for specific purposes
like linkage detection for edge computing networks.

In this paper, the authors have formulated non-cooperative game-theoretic model
to analyze the characteristics of user node usage and determine the data offloading
point. The user node (Mobile, Tablet, laptop, etc.) can offload the data to middle tier
or to the third tier directly based on stable coalition of pay off matrix (refer Fig. 1).
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2.1 Overlapping Coalition Game

In game theory [11], agents (players/videos) form coalitions to perform cooperative
jobs (video streaming from respective cloud servers) which produces a payoff vec-
tor along with a coalition structure as an outcome. The backup model that we are
following is described in [12] which avoids the formation of grand coalition.

Cooperative games are simply categorized into non-transferable utility (NTU)
and transferable utility (TU) games. We are interested in playing an NTU game
which avoids any exchange between the players through any means. An NTU game
can be formally stated as [13, 14] (Table 1):

Definition 1 [14]Anon-transferable utility game can be defined a pair (V, β), where
V is a finite set of players (videos) and β is the coalition function denoting the value
of the coalition (a mapping defined for each coalition X ⊂ V ).
The set v(X) ⊂ R

X represents feasible payoff vectors for each X .

Table 1 Notation and symbols used in this paper

Symbol Description

V Set of video streaming jobs

A Set of properties (video streaming characteristics)

(A,�) Meet semi-lattice

λ Mapping from video to property (λ: V → A)

X∇ Common properties for a set of videos X ⊆ V

d∇ Common videos for a set of properties d ∈ (A,�)

⊥ Partial ordered relation between video pattern cluster

ξvi v j Similarity index between videos vi and v j

β Value of the coalition

CS Coalition structure (list of partial coalitions)

ϒ Videos participating in coalition formation (ϒ ⊆ X ⊆ V )

ckj Marginal contribution (payoff) of video ‘j’ in the ‘kth’ coalition (cluster)

ck Payoff vector of each video in {V } in the ‘kth’ coalition (cluster)
support(ck) Support index of the ‘kth’ coalition

v(ci ) Characteristic function of the ‘kth’ coalition

SC Stable coalition

U Set of user (edge) nodes streaming the similar video ∈ SC

P Set of processing speed for each node ∈ U

R Set of memory for each node ∈ U

S Set of storage space for each node ∈ U

PR Set of priority for each node ∈ U

> Priority ordering between each node ∈ U
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Definition 2 [12, 14] A coalition structure CS on a set of players (videos) ϒ where
ϒ ⊆ X ⊆ V ; is a finite list of partial coalitions CSϒ = (c1, c2, . . . , cs) which satis-
fies

(i) ci ∈ [0, 1]n
(ii) support(ci ) ⊆ ϒ for all i = 1, . . . , s; and

(iii)
s∑

i=1

cij ≤ 1 ∀ j ∈ ϒ .

where ‘s’ is the size of the coalition structure CSϒ thus, |CSϒ | = s.

3 Basic Terminologies

Each user streams a video of their individual choice. Let {V1, V2, . . . , Vn} be the
list of videos streaming at time ti and {A1, A2, . . . , An} are the properties of the
videos. We now define some basic terminologies required for the game-theoretic
formulation.

Definition 3 A video pattern can be defined as a triple (V, (A,�), λ)where V is the
set of videos, (A,�) is a complete meet-semi-lattice of the properties of the videos,
and λ: V → A is a mapping from video to property.

Table 2 shows a video pattern where V = {V1, . . . , V12}. The value associated
with each property is shown in Fig. 2.

Table 2 Video pattern

Video Genre Connection Type

1 TV shows TCP MP4

2 Web series UDP FLV

3 Music video TCP AVI

4 Web series UDP FLV

5 TV shows TCP MP4

6 Music video TCP AVI

7 TV shows TCP MP4

8 Web series UDP FLV

9 Web series UDP FLV

10 Live event UDP 3GP

11 Live event UDP 3GP

12 Web series TCP MOV



326 B. P. Bhuyan and S. Saha

Fig. 2 Video pattern
labeling

Type
Genre

Connection

(MP4,1)

(FLV,2)

(AVI,3)

(3GP,4)

(MOV,5)

(TV series,1)

(Web series,2)

(Music video,3)

(TCP,1)

(UDP,2)

(Live event,4)

1 2 3 4 5 6 7 8 9 10 11 12

(1,5) (1,7) (5,7) (2,4) (10,11)(2,8) (2,9) (4,8) (4,9) (8,9) (3,6)

(1,5,7) (2,4,8) (2,4,9) (2,8,9) (4,8,9)

(2,4,8,9)

Fig. 3 Pattern lattice

Definition 4 The common properties for a set of videos can be represented by

X∇ = �g∈Xλ(g) for X 
 V (1)

Definition 5 The common videos for a set of properties can be represented by

d∇ = {g ∈ X |d 
 λ(g)} for d ∈ (A,�) (2)

Definition 6 A video pattern cluster can be represented as a pair (X, d) where X 

V and d ∈ (A,�) such that X∇ = d and d∇ = X.

Definition 7 A partial ordered relation ⊥ between the video pattern clusters is
defined as (Xk, dk) ⊥ (Xk+1, dk+1)⇔ Xk ⊆ Xk+1 ⇔ dk+1 ⊆ dk . The pattern clusters
together form a complete meet lattice called as pattern lattice.

The pattern lattice for the video pattern in Table 2 is shown in Fig. 3 which is formed
by playing a cooperative game as shown in the subsequent section.
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4 Cooperative Game-Theoretic Modeling

We first define a similarity matrix. The terms coalition and video pattern cluster are
used interchangeably. The definition of stable coalition ismaintained on the similarity
index. To avoid global coalition, an avoidance parameter is defined. We then find a
coalition structure of the videos where we get maximum payoff value for each video
which forms a meet lattice.

We define cosine similarity index as

Definition 8 Cosine similarity index ξ between two videos vi and v j having prop-
erties {i1, i2, . . . , im} and { j1, j2, . . . , jm}, respectively, is defined as

ξviv j = i1 j1 + i2 j2 + · · · + im jm√
i21 + i22 + · · · + i2m

√
j21 + j22 + · · · + j2m

(3)

The range of ξ is [0, 1].

In the meet lattice, the level of the lattice determines the coalition structure (CS)
which is a collection of the set of coalitions (video pattern cluster) present at that
level. In simple terms (refer Definition 2), when ϒ = 2 and ϒ ⊆ X , t =

(X
2

)
clusters

are formed in a CS. We rewrite CS at level 2 as CS2 = (c1, c2, . . ., ct ). ck (the kth
cluster) contains the vector ck = (ck1, c

k
2, . . ., ckX ) where ckj represents the marginal

contribution (payoff) of video ‘j’ in the ‘kth’ coalition at level 2.
For example, for the coalition between twovideos vi andv j (level 2), the individual

payoff of each video in {V} is represented by the vector,

ck =
(
0, 0, . . . ,

∑
∀v j∈|ϒ | ξviv j∑
∀vl∈|X | ξvivl

, 0, . . . ,

∑
∀vi∈|ϒ | ξv jvi∑
∀vl∈|X | ξv jvl

, . . . , 0

)

Definition 9 Support index of a video pattern cluster in a coalition structure is
defined as

support(ck) = {v ∈ V |ckv �= 0} (4)

Definition 10 The characteristic function v(ci ) of a video pattern cluster is defined
as

v(ci ) =
∑

∀vi∈|ϒ |
cki (5)

We now formulate the criteria for stable video pattern coalition.

Definition 11 A set of video patterns (S) are said to be stable iff

∑
∀vl∈|S′| ξvivl∑
∀vl∈|X | ξvivl

≤
∑

∀v j∈|S| ξviv j∑
∀v j∈|X | ξviv j

(6)
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where S
⋂

S′ = φ.

The above definition states that the videoswhich aremost similarwill form a coalition
which is stable and no other video belongs to the coalition.

After a set of stable coalition is formed in a lattice at a level, we are now ready to
form stable coalitions about other levels.

Theorem 1 The stable coalition {SCi } at level (r − 1) will form a stable coalition
S = {SCi

⋃
v j } at level (r) iff for each i ∈ {SCi

⋃
v j }; the following criteria holds,

∑
∀vl∈|S′ | ξvivl∑
∀vl∈|X | ξvivl

≤
∑

∀vh∈|S| ξvivh∑
∀vh∈|X | ξvivh

(7)

where v j ∈ {V \ SCi }; l ∈ {V \ {SCi
⋃

v j }}; S = {SCi
⋃

v j }; S′ = {SCi
⋃

vl};
S

⋂
S′ = φ; v j �= vl �= vh and ξviv j is the similarity index between two videos vi

and v j .

To avoid the formation of global coalition in a coalition structure (CS), we now
set up an avoidance parameter.

Definition 12 The avoidance parameter stops the coalition formation game if the
following criteria holds true

support(SCi ) > support(SC j ) (8)

where SCi is any stable coalition and SC j ∈ CS.

Algorithm 1 Stable Video Pattern Clustering
Cluster videos with similar properties represented as a triple (V, (A,�), λ)

Input: Video Pattern (V, (A,�), λ)

Output: Pattern lattice of coalition structure (CS)
1: procedure Formulate–Lattice
2: Compute the similarity matrix using Definition 8.
3: for each cluster ∈ ϒ in level 2 do
4: Form Stable Clusters (SC) (Apply Definition 11).
5: Apply Avoidance Parameter (Definition 12).
6: end for
7: for each SC from level 2 do
8: Apply Theorem 1 to form larger stable clusters.
9: Avoid Global Coalition (Definition 12).
10: Find v(S) (Definition 10).
11: Form Pattern Lattice (Definition 7)
12: end for
13: end procedure

Algorithm 1 shows the stable clustering of similar videos. The lattice formed is
shown in Fig. 3. The bold circles represents a stable coalition. Thus, the set of stable
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Table 3 Edge node configuration

Node Processing speed (GHz) RAM (GB)

1 1.8 2

2 2 3

3 2 2

4 1.8 3

5 3.6 4

6 1.8 2

7 1.8 2

8 14.4 6

9 1.8 2

10 2.8 3

coalition formed from the video pattern in Table 2 are {(1, 5, 7); (2, 4, 8, 9); (10, 11);
(12)}. A stable cluster in fact denotes a cluster of users streaming the similar type of
video.

Now we have to select the user from the list of users involved in a stable cluster
bearing different configurations to forward a stable coalition. The user selection and
replacement strategy is defined in the next section.

5 Edge Node Replacement Strategy

Let U = {U1,U2, . . . ,Un} be the set of user (edge) nodes streaming similar videos
forming a stable coalition c ∈ CS.

Definition 13 Configuration setup of user node can be represented as a tuple (P, R);
where P = {P1, P2, . . . , Pn} is the set of processing speed and R = {R1, R2, . . . , Rn}
is the set of device memory (refer Table 3).

A priority set PR = {PR1,PR2, . . . ,PRn} is defined for each of the user nodes.

Definition 14 Priority (PRi ) of an edge node (Ui ) is computed as,

PRi = Pi ∗ Ri (9)

Definition 15 A priority ordering > is defined for any edge nodes Ui and Uj as
PRi > PR j ⇔ Pi ≥ Pj ⇔ Ri ≥ R j .

A max heap is formed based on the priority of the user. Algorithm 2 formally
defines the above process.

Algorithm 2 selects the node as the head of the cluster (stable coalition) with the
highest priority. If the cluster head node stops streaming, it gets deleted from the
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Algorithm 2 Edge Node Replacement
Create a max heap of the edge (user) nodes on a stable cluster c ∈ CS based on priority.
Input: Configuration setup of each edge node represented as a tuple (P, R).
Output: Cluster head
1: procedure Formulate–Max heap
2: for each edge node Ui ∈ c do
3: Compute PRi (using Definition 14)
4: Insert Ui with value PRi in the max heap
5: Perform heapify().
6: end for
7: head = findmax()
8: Set head as the Cluster head.
9: if (Ui stops streaming)
10: Perform deletemax()
11: Perform heapify()
12: head = findmax()
13: Set head as the new Cluster head.
14: end procedure

Fig. 4 Max heap
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heap using deletemax() operation, and the next priority node present in the max heap
becomes the cluster head following the heapify() operation of max heap. The cluster
head is used to directly stream videos which will be working as a proxy node for the
other edge nodes for streaming.

Table 3 shows the user configuration for a set U = {U1,U2, . . . ,U10} of users
belonging to a stable cluster formed by algorithm 1. A heap, as shown in Fig. 4, is
formed by algorithm 2 with user node priority which selects user U8 as the cluster
head. When U8 stops streaming, U5 is the potential next cluster head.



Selection of Mobile Node Using Game and Graph Theory … 331

6 Discussion and Time Complexity Analysis

Algorithm 1 has a polynomial time complexity in the order of O(vL), where v is the
number of users streaming videos simultaneously at time ‘t’ and L is the size of the
pattern lattice. Algorithm 2 also has a polynomial time complexity of O(n log n),
where ‘n’ is the number of users in a stable coalition.

We discuss algorithm 1 with the help of the video pattern shown in Table 2. The
nominal data is first represented with some real data as shown in Fig. 2. For example,
(MP4, 1) denotes that MP4 is represented by the real value ‘1.’ The data is now given
as an input to algorithm 1, and Fig. 3 shows the output. Each circle in the lowest level
of the lattice denotes a video sequence. The bold circles represent stable coalition
of videos streamed by their respective users (edge node) based on similarity. Our
example creates {(1, 5, 7); (2, 4, 8, 9); (10, 11); (12)} as a coalition structure, where
each element, for example (2, 4, 8, 9) is a stable coalition.

Now a stable coalition is given as an input to algorithm 2. We suppose that (1, 2,
. . ., 10) is a stable coalition of edge node, and their configuration is shown in Table 3.
Algorithm 2 creates the heap as shown in Fig. 4. Here U8 works as the cluster head
at time ‘t’ and when at time ti , U8 stops streaming, U5 is the potential next cluster
head.

7 Conclusion

In this paper, we proposed an architecture that offloads the computational resources
from cloud server to edge node to reduce the power consumption and data traffic
consumption of the receiving mobile node. A cooperative game-theoretic framework
is first proposed to cluster the mobile (edge) nodes receiving same video streaming
content. Identified mobile nodes create different clusters based on their similarity
and then selects a cluster head that acts as the edge node. The edge node receives the
video streaming locally from the ISP and distributes it among the other node in the
cluster.

The proposed novel algorithm is to be implemented in future and compared with
the other architectures in literature to ensure its optimality as discussed.
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Attentive Convolution Network-Based
Video Summarization

Deeksha Gupta and Akashdeep Sharma

Abstract The availability of smart phones with embedded video capturing mech-
anisms along with gigantic storage facilities has led to generation of a plethora of
videos. This deluge of videos grasped the attention of the computer vision research
community to deal with the problem of efficient browsing, indexing, and retrieving
the intendedvideo.Video summarization has comeup as a solution to aforementioned
issues where a short summary video is generated containing important informa-
tion from the original video. This paper proposes a supervised attentive convolution
network for summarization (ACN-SUM) framework for binary labeling of video
frames. ACN-SUM is based on encoder–decoder architecture where the encoder is
an attention-aware convolution network module, while the decoder comprises the
deconvolution network module. In ACN-SUM, the self-attention module captures
the long-range temporal dependencies among frames and concatenation of convolu-
tion network and attention module feature map result in more informative encoded
frame descriptors. These encoded features are passed to the deconvolution module
to generate frames labeling for keyframe selection. Experimental results demon-
strate the efficiency of the proposed model against state-of-the-art methods. The
performance of the proposed network has been evaluated on two benchmark datasets.

Keywords Video summarization · Convolutional neural network · Self-attention ·
Deep learning · Computer vision

1 Introduction

The accessibility to low-cost video capturing devices, huge storage capacity and
high-speed Internet has resulted in exponential growth in videos on our personal
devices as well as on social Web sites like YouTube. According To Cisco Annual
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Report, by year 2022, 82% of the total internet traffic will be consumed by online
videos [1]. Such a large volume of videos with limited meta-data make it difficult to
index or browse the video content on the web. Video summarization comes in rescue
to cope up with the challenges imposed by large-scale video data [2].

Video summarization generates condensed versions of video which is much
smaller in size but contains the important and interesting content of the video [2].
Due to fast and efficient processing of short videos, video summarization can also
be included as a preprocessing step in various video analyzing tasks like anomaly
detection [3] and action recognition [4].

From the summary form perspective, video summarization techniques have been
categorized into two classes: static video summarization [5–15, 23, 24] and dynamic
video summarization [16–22]. Static video summarizations produce summaries in
the form of keyframes [6, 12, 23], mosaic [24], storyboard [7], where temporal
information is not included. Dynamic video summarization selects important video
shots as a summary upholding temporal aspect also. Static summaries help to provide
efficient indexing and retrieval and dynamic summaries support a user decision of
watching a video by providing gist of video content. The technique generates video
summaries in the form of key-shots. The proposed network assigns a binary label to
every frame, specifying its selection, or rejection in video summary.

Earlierwork in thefield of video summarizationwas based onheuristic approaches
exploiting low-level features to model the visual representativeness [5, 6, 12, 19, 25,
26] and diversity [15, 27–29] for summary generation. The inadequacy of low-level
feature in depicting the high-level semantic information of video content leads to
poor performance. In quest of user oriented summaries, the video summarization
research area has gone through a paradigm shift from heuristic to deep models in
the past half-decade. In recent studies, RNN-based approaches [18, 19, 25, 30] have
shown better performance in modeling temporal dependencies among video content
but the inherent limitation of RNN of processing video frames sequentially in left
to right direction hampers parallel processing of frames [31]. This leads to poor
utilization of GPU and slows down the process.

The aforementioned limitation of RNN encouraged development of ACN-SUM
where main building blocks comprise of fully convolutional layers rather than RNN.
ACN-SUM is based upon encoder–decoder framework, where the encoder encom-
passes a fully convolutional module for temporal information and visual feature
extraction, followed by the attention-aware module that assigns importance score
to frames for quality video summarization. The work is inspired with [31], where
a fully convolutional sequential network was used to generate video summary. In
ACN-SUM, the convolution network abstract information and attention scores are
combined to get higher level information. Finally, the deconvolution module gener-
ates binary labels of frames. Extensive experiments on two benchmark datasets are
performed to demonstrate the performance of the method.

The structure of the rest of the paper is as follows: In Sect. 2, review of the related
literature is provided. Section 3 presents the detailed description of every component
of our model. Section 4 includes experiment results obtained. Section 5 represents
the concluding remarks.
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2 Related Work

Video summarization research area is devoted to obtaining a short video containing
all important information and events while eliminating redundant content from
the original video. Depending upon the different applications, different forms of
summary can be generated that include keyframe [32], storyboard [7], hyperlapses
[33], mosaics [24], video skims [20, 22], etc. Our work is related to keyframe-based
video summary generation. Research in video summarization has seen steady growth
in the literature. Earlier approaches were based on heuristic criteria [5, 9, 10, 13, 34,
35] with handcrafted features like color [5, 6, 8, 10], motion [14, 36, 37], and HOG
[20, 26]. Some techniques focus on diversity [15, 17, 27] of content while others
targeted interestingness or importance [14, 16, 22, 38] of frames. High-level features
like hand position [39] and object interaction [16] are computed for interpreting
the importance of frames. Some research work exploited external information like
title [40], web images [41] or EEG recordings [42] for generating semantically rich
summaries.

From a learning perspective, recent deep learning model-based work can be cate-
gorized into supervised [18, 31, 43–46] and unsupervised [25, 30, 47, 48] tech-
niques. Unsupervised approaches learn the model parameters while optimizing user
defined loss functions for diversity, representativeness, and summary length. Zhou
et al. [48] proposed reinforcement-based learning optimized with diversity and
representative award functions. Mahasseni et al. [25] presented an unsupervised
adversarial model where the generator comprises variational autoencoder (VAE) as
encoder and discriminator contains LSTM. The unsupervised approaches cope up
with the problem of unavailability of ground truth annotated video dataset but their
performance is compromised as compared to that of supervised methods.

Supervised methods employ original video and its corresponding summary pair
for training of summary generating models. Under supervised method [15] was
the first supervised attempt to generate video summary, optimized over represen-
tative loss between annotated ground truth and generated summary. Zhang et al.
[18] presented LSTM-based supervised encoder–decoder framework for summary
generation. Sharghi et al. and Zhang et al. [17, 49] proposed LSTM-based model
followed by determinantal point process (DPP) module for incorporating diversity
in generated summary.

The use of LSTM in summary generation task shows better performance owing
to their nature of memorizing and modeling sequential data. But the LSTM-based
model also suffers from two limitations. First, owing to sequential modeling, the
processing of video frames gets very slow as one frame can be processed only after
previous frame processing. Second, due to limitedmemory in LSTM, they can restore
small-range temporal structure, making them unsuitable for long video summariza-
tion. Because of mentioned shortcomings of RNN, we used convolution network
as basic building block for summary generation. Our work is inspired by the fully
convolutional sequencemodel used by Rochan et al. [31]. Themain issue with FCSN
[31] is that, it ignores underlying temporal dependency and treat every frame with
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importance. But in our proposed model, we made an attempt to improvise the perfor-
mance by employing the attention mechanism, which assigns a higher score to a
frame containing more important information or event. Soft attention-aware mech-
anism proposed by Bahdanau et al. [50] emphasizes the important region contained
inside an image. Attention-based models have shown tremendous performance in
machine translation [50] and image caption generation [51]. Attention coefficients
are computed as the importance value of the image. This paper incorporates a self-
attention module to enhance the frame level feature information to improvise the
generated summary quality. As supervised models outperform unsupervised models,
this motivates the use of supervised mechanisms for training of underlying modules.

3 Methodology

A video is a collection of frames, and images and frames lying in close proximity
contain redundant information. Motivated by this fact, instead of processing all the
frames of a video, pre-sampling of frames is performed. The aim of pre-sampling is
to reduce the computational cost of a model without incurring any information loss.

Let us assume a video ‘V ’ contains ‘T ’ frames. After preprocessing video, ‘V ’
is represented as a collection of pre-samples ‘n’ frames such that V = {F1, F2, F3,
…, Fn}, where Fi represents pretrained CNN-based feature descriptor of ith frame.
These feature descriptors are processed by convolution network module (CM) which
is followed by self-attention module (SAM) as shown in Fig. 1.

Fig. 1 Attentive convolution network (ACN-SUM)
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Fig. 2 Convolution network module

3.1 Convolution Network Module

Convolution network has tremendous capability to extract high-level features from
input images. Inheriting this property, the convolution module of our approach is
stimulated by fully convolution sequence network used for semantic segmentations
[52]. Convolution layer structure used is inspired by [52], where the below 5 layers
contain multiple cascaded convolution layers, batch normalization, and ReLu acti-
vation function. Every layer is followed by a temporal max-pooling layer as shown
in Fig. 2. Intermediate pooling layers reduce dimension along the temporal axis. One
of the major reasons behind employing convolution networks is their efficiency in
inference and backpropagation due to sharing of convolution maps layer by layer.
Along with the output of the eighth convolution layer, the output of the Pool 4 layer
is also routed to the deconvolution block. This merging results in richer temporal
information by combining lower layers coarse features with upper layer fine features.

3.2 Self-attention Module

The consideration of temporal dependencies among video frames plays an important
role while generating summaries. RNN variant LSTM-based models capture these
dependencies but are limited to local neighborhoods only [53]. Zhao et al. [45]
proposed use of hierarchical LSTMtomodel long-range temporal relationship,which
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improves the range but fails to confine the whole video sequence. The self-attention
component computes the attention score of each frame unit while considering the
whole video sequence.

Let after convolution network processing, the output frames feature are repre-
sented as (f 1, f 2, f 3 … f n’). The alignment matrix representing self-attention weight
between frame feature f i and whole frame sequence f j is calculated as:

m j
i = W tanh

(
W1 f j + W2 fi

)
(1)

where i ∈ n’ and j = [0, n’). W, W1, and W2 are learnable parameters of attention
module. The attentionmask coefficient for frame f i is computed by applying softmax
function on m j

i .

v
j
i =

exp
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i

)

∑n′
k=1 exp

(
mk

i

) (2)

Finally, attention vector is computed as weighted sum of convolution network
output descriptor.

ai =
n′∑

j=0

v
j
i fi (3)

Concatenation of the attention vector and convolution network processed frame
feature provides a semantically rich descriptor for each frame.

3.3 Deconvolution Module

Deconvolution module consists of two deconvolution layers that map reduced
temporal dimension to their original size. First deconvolution layer accepts concate-
nated convolution module output and self-attention module output feature map.
Output of the first deconvolution layer ismergedwith conv4 layer output (followed by
1 × 1 convolution to map to desired output channel) and routed to the second decon-
volution layer. This merging implement skip connection to enhance summarization
model performance for restoring temporal information. The second deconvolution
layer followed by sigmoid generates final prediction for frames.
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4 Experiment

During experiments, datasets are processed to generate oracle summaries in the form
of frame level labels for training purpose. The videos are processed to extract frame
descriptors representing video frames. ACN-SUMmodel framework is designed and
trained using binary cross-entropy loss. The model performance is evaluated using
overlap F-measure metric under canonical setup where training and testing videos
belong to the same dataset.

In this section, first, the datasets used for evaluation of the model are specified.
Then, the implementation details of the experiment are presented followed by eval-
uation metrics used for performance evaluation. In the last, baseline models and
experimental results are discussed.

4.1 Dataset

Two benchmark datasets, SumMe [22] and TVSum [40], are used for performance
evaluation of the proposed ACN-SUM model. SumMe dataset comprises 25 videos
of diverse nature belonging to three different categories of first person videos—
egocentric videos, static camera videos, and moving camera videos. The videos are
of short duration ranging from1 to 6min, resulting in a total duration ofmore than one
hour. In the dataset, for every video 15–18 human summaries are provided resulting
in 390 summaries in total. The summaries are provided as a shot level importance
score. TVSum dataset comprises 50 videos belonging to 10 different categories (5
videos per category). 20 user annotations are provided for each video resulting in
2000 annotations in total. Annotations are in the form of frame level importance
score.

4.2 Ground Truth Preparation

For training of models, oracle summaries are obtained from available multiple user
annotated ground truth scores. An oracle summary contains frame level importance
score computed using multiple user annotations with an aim to maximize the F-
measure. For comparative evaluation with baseline methods, we need to represent
ground truth summaries in the form of key-shot summaries. SumMe dataset already
contains key-shot level score, but TVSum dataset contains frame level score in user
annotations. So, following [18], frame level scores of TVSum are transformed to
shot level score by following 4 step procedure: First, the video is segmented using
kernel temporal segmentation (KTS) mechanism specified by [54]. Second, from
user annotation, average segment score is computed and assigned to each segment
constituent frame. Third, rank all the frames based on their score and forth, select



340 D. Gupta and A. Sharma

keyframes as per specified summary length, using knapsack algorithm [40]. Thus,
keyframe level summaries are obtained from score-based annotations.

4.3 Implementation Detail

Frame Descriptor. For fair comparison with baseline models, pretrained Inception
V1 (GoogleNet) descriptors are used to represent each frame. For this, frame repre-
sentation is obtained from the penultimate layer of GoogleNet network resulting in
a 1024 D feature vector. For any video with ‘n’ sampled frames, (1 × n × 1024)
dimensional input is passed to the convolution network.

Model Training. For training of model, keyframe-based annotations are used. Under
supervised setting, to maximize accuracy, binary cross-entropy loss is used to mini-
mize representation error between selected keyframe and ground truth summary.
The network is trained using ADAM optimizer with a learning rate of 0.001 and
momentum of 0.9 with batch size equal to 5. For training and testing purposes, the
dataset videos are randomly split into 80:20 ratios (80% for training and 20% for
testing).

LBCE = −1

n

n∑

t=1

yt log(ŷ) + (1 − yt ) log(1 − ŷ) (4)

where yt represents ground truth label and ŷ denotes predicted label for frame f t .

4.4 Evaluation Metric

Following [18, 22, 25, 45], key-shot-based evaluation metrics are used for perfor-
mance comparison. Let AS specifies the automatic generated summary and GS spec-
ifies the user specified ground truth summary. Precision and recall metrics are used
to compute temporal overlap score of AS and GS, as follows:

Recall = Overlapped duration ofAS andGS

Duration ofAS
(5)

and

Precision = Overlapped duration ofAS andGS

Duration ofGS
(6)

F-measure is computed using precision (P) and recall (R) as their harmonic mean:
So,
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F-measure = 2(Recall ∗ Precision)

Recall + Precision
(7)

As specified in Sect. 4.2, model generated keyframe summary is transformed into
shot-based summary for evaluation purpose.

4.5 Baseline Models

Various supervised methods are considered as a baseline for comparative evaluation
of the proposed model. These baseline models are described in this section.

Zhang et al. [18] proposed supervised model vsLSTM that employs bidirectional
LSTM in encoder–decoder architecture followed by a multilayer perceptron (MLP)
network. Another variant of the same architecture [18]—dppLSTM is presented in
which determinantal point process probabilistic model is integrated with LSTM to
focus on diverse key frame selection. Ji et al. [46] introduced supervised sequence to
sequence attention-aware encoder–decoder-based model where decoder uses atten-
tion information to determine the important segments. Two variants A-AVS (additive
attention video summarization) and M-AVS (multiplicative attention video summa-
rization) are presented in the study. Yujia et al. [19] proposed dilated temporal
relational generative adversarial network (DTR-GAN) where training of generator
and discriminator is done in three-player loss manner. A hierarchical LSTM-based
approach is proposed in [45], where a two-layer LSTM concept is implemented, first
layer LSTM encodes video shots and second layer predicts the shot scores. Finally,
[20] proposes an adversarial process that learns a mapping function from raw videos
to human-like summaries, based on professional summary videos available online.

5 Experimental Results

Table 1 presents the performance of the proposed ACN-SUM model (in bold) with
respect to other state-of-the-art supervised approaches, on SumMe and TVSum
dataset. It shows that our model outperforms prior methods for the SumMe dataset.
The inflation in result justified the effectiveness of our approach to select important
frames from video. Among previous studies, performance of the SUM-FCN [31] is
comparable to the proposed approach for SumMe dataset but for TVSum dataset,
our method shows better performance with a large margin. One possible explanation
may be the capability of our model to capture important region information in a
better way for edited videos. The first runners up results are underlined in Table 1.
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Table 1 Comparison results
on SumMe and TVSum
datasets in terms of
F-measure in % age

Dataset Model F-measure

SumMe (80% training +
20% testing)

vsLSTM [18] 37.6

DPPLSTM [18] 38.6

DTR-GAN [19] 44.6

A-AVS [46] 43.9

M-AVS [46] 44.4

SUM-FCN [31] 47.5

H-RNN [45] 44.3

ACN-SUM (proposed) 47.9

TVSum (80% training +
20% testing)

DTR-GAN [19] 59.1

A-AVS [46] 59.4

M-AVS [46] 61

SUM-FCN [31] 56.8

H-RNN [45] 62.1

ACN-SUM (proposed) 62.8

5.1 Ablation Study

The ablation study is carried out to analyze the impact of the attention module
in the model. Under ablation study, ACN-SUM model without attention module
is evaluated for both of the datasets. The ACN-SUM without attention module
contains temporal convolution module and deconvolution module. The resulting
model lacks in modeling temporal relationship between the video frames. Table 2
specifies behavior of the proposed model with and without self-attention module is
computed.

The results, in bold, indicate the significance of the attention module in the
proposed model. Attention module models long-range temporal relationships over
whole frame sequences and thus generate diverse summaries. Inclusion of the
attention layer improves results for both of the datasets.

Table 2 Ablation study of ACN-SUM with and without attention module

Dataset Model F-measure

SumMe (80% training + 20% testing) ACN-SUM_w/o_attention 43.6

ACN-SUM 47.9

TVSum (80% training + 20% testing) ACN-SUM_w/o_attention 56.9

ACN-SUM 62.8



Attentive Convolution Network-Based Video Summarization 343

6 Future Scopes and Conclusion

This paper specifies a novel supervised attention-based convolutional network frame-
work for video summarization. The convolution networks reduce the temporal dimen-
sion, to emphasize the subset of frames. Attention module computes the atten-
tion score to weight the frame’s importance. Deconvolution layers result in binary
labeling of frames. Experimental results show that the proposed model outperforms
the recent state-of-the-art models. The experiments are carried out on two diverse
nature datasets.

The embedding of attention in temporal convolution network has shownpromising
results. It shows a promising direction to include different natures attention and at
different stages of the convolution network. Also, the global diverse attention might
be helpful in boosting the efficiency of summarization model.
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Static Video Summarization:
A Comparative Study
of Clustering-Based Techniques

Deeksha Gupta, Akashdeep Sharma, Pavit Kaur, and Ritika Gupta

Abstract The spectacular increase of video data, due to the availability of low
cost and large storage enabled video capturing devices, has led to problems of
indexing and browsing videos. In the past two decades, video summarization has
evolved as a solution to cope up with challenges imposed by big video data. Video
summarization deals with identification of relevant and important frames or shots
for efficient storage, indexing, and browsing of videos. Among various approaches,
clustering-based methods have gained popularity in the field of video summarization
owing to their unsupervised nature that makes the process independent of the need
for the expensive and tedious task of obtaining annotations for videos. This study
is an attempt to comprehensively compare various clustering-based unsupervised
machine learning techniques along with evaluation of performance of selective local
and global features in video summarization. Quantitative evaluations are performed
to indicate the effectiveness of global features—color and texture as well as local
features—SIFT along with six clustering methods of different nature. The proposed
models are empirically evaluated on the Open Video (OV) dataset, a standard video
summarization dataset for static video summarization.

Keywords Static video summarization · Keyframe extraction · Clustering
algorithms · Machine learning · Computer vision

1 Introduction

The advancement in processing power, storage mechanism, and multimedia tech-
nology led to the generation of large amounts of digital content corpus. According
to statistics of YouTube [1], every minute, videos of a total 500 h duration are being
uploaded by the users. With the exponential growth of video data, it has become
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difficult to implement real-time applications like searching, browsing, and indexing
of videos. To cope up with the challenges posted by deluge of video content, a
mechanism is required for efficient storing, searching, indexing, and retrieval of
videos.

Video summarization is one of the key technologies for meeting the aforemen-
tioned requirements. It is the process of representing videowithmeaningful frames or
video skims, removing redundancy to maximum possible extent [2]. The application
of video summarization mechanism reduces storage, navigation time, and transmis-
sion bandwidth requirements considerably. Depending upon the kind of summary
generated, video summarization is categorized into two modes: static video summa-
rization and dynamic video summarization [3]. Static video summarization deals
with extraction of a set of important and diverse keyframes from the video while
ignoring audio content. Dynamic video summarization results in generation of video
skims where a set of important consecutive frames or excerpts are selected along
with related audio information [4]. The static video summaries assist a framework
to browse, index, access, and retrieve video in an efficient manner [2]. It also facil-
itates real-time-based applications by providing fast storage and competent anal-
ysis of video content. The extracted keyframes may be represented in the form of
storyboard [5], mosaic [6], panorama [7], or thumbnail [8]. The condensed version
of video allows a peek into video content without watching the entire video, thus
saving time for analyzing the video information. Keyframe extraction has been one
of the key research areas in content-based video retrieval (CBVR) for the past two
decades. Many supervised and unsupervised approaches have been proposed by the
researchers for static video summarization. This research paper focuses on unsuper-
vised clustering-based approaches in automatic static summary generation. Although
numbers of clustering methods-based approaches [5, 7–14] are available, still there
is no consensus on the most suitable method for generation of a video summary.
So, quest for the appropriate feature and clustering method for static video summary
generation is still an active area of research. This paper is an attempt toward this direc-
tion to propose a comparative analysis of behavior of different clustering methods
while keeping under the same constraints.

This paper presents an experimental study of various clustering methods on the
basis of distinctive global as well as local features like color, texture, and SIFT. The
effectiveness of various extractive models is compared on the basis of four quantita-
tive metrics: comparisons of user summaries-accuracy (CUS-A)/recall, comparisons
of user summaries error (CUS-E), precision, F-measure.

Major contributions of the study are as follows:

1. An experimental study to assess the effectiveness of various clustering tech-
niques, belonging to different classes, is performed through extensive experi-
ments for keyframe extraction-based video summarization.

2. Scope varied features effectiveness is assessed by considering global scope
features like color, texture, and local scope features like SIFT.
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3. Comparison of user summary-accuracy (CUS-A), comparison of user summary-
error (CUS-E), recall, precision, and F-measure are also used for performance
evaluation of different models under study.

The underlying structure of paper is as follows: Sect. 2 covers the related
work done in the field of video summarization based on clustering techniques.
Section 3 presents the methodology of the video summarization process pipeline
under study, in which various features and clustering algorithms under experiment
are discussed along with various evaluation measures used for generated summary
analysis. Section 4 includes the experiment detail and results obtained. Section 5
represents the comparative analysis of results to extract the effectiveness of clustering
method with conclusions being the last section.

2 Related Work

In the field of video summarization, various techniques can be broadly classified into
two categories: supervised methods and unsupervised methods. Supervised methods
show better performance for domain specific applications but fail to give reliable
results on general videos especially when little labeled data is available and obtaining
labeled data for suitable implementation of supervised algorithms is an expensive
practice. Due to aforementioned reasons, traditional unsupervised methods are still
preferred. Among unsupervised learning methods, clustering algorithms are one of
the popular approaches. In context of video summarization, the choice of clustering
method and feature selection is the most critical decision, impacting video summary
quality.

For static summarization of videos, Mundur et al. [5] used Delaunay triangulation
(DT) clustering where Delaunay diagrams are constructed with frames as data points
represented in color feature space. Clusters are obtained from Delaunay diagrams by
eliminating the inter-cluster edges. The processing time using DT clustering is 10
times the duration of video, owing to high computational overhead.

Another attempt to extract keyframe from edited videos using K-means clustering
algorithm is employed in [11]. Frames are represented with 16 bin Hue histogram
to reduce computational complexity. Author has also proposed objective summary
evaluation metrics, Comparison of user summaries-accuracy (CUS-A) and compar-
ison of user summary-error (CUS-E). Shroff et al. [15] proposed modified version of
K-means clustering where inter-cluster center variance is used to compute diver-
sity and intra-cluster distance is used to promote representativeness of selected
keyframes. The diversity term makes the results sensitive to those events which
occur infrequently in video.

Fuzzy C-mean clustering algorithm is used in [16], where frames are represented
with color component histogram. Frame with cluster-wise maximum membership
value is selected as keyframe.VSCANalgorithm [12] generates static video summary
usingDBSCANclustering algorithmwithBhattacharya distance as similaritymetric.
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Combined color and texture features are used for frames description. In VGRAPH
approach [17], uniformly sampled frames are clustered using KNN graph clustering
with discrete Haar wavelet transforms-based texture feature. For number of keyframe
estimation, HSV color space histograms of consecutive frames are compared using
Bhattacharyya distance.

Furini et al. [18] proposed STIll andMOvingVideo Storyboard (STIMO)—a scal-
able and customized approach based on modified furthest point first (FPF) clustering
algorithm with triangular inequality. Wu et al. [19] presented a density-based clus-
tering algorithm—high density peak search (HDPS) for diverse keyframes extraction.
In thismethod, the summarization process is divided into two steps. First, the singular
value decomposition method is applied to extract candidate keyframes. Candidate
frames are represented using a vector representing SIFT feature distribution in the
codebook of bag of word (BOW). Then, VRHDPS clustering algorithm is applied to
cluster candidate frames.

Chamasemani et al. [13] proposed a new algorithm for generating static
summary of general videos by extracting color, texture, SURF, and energy features.
DENCLUE, an adaptive nonparametric kernel density estimation (KDE)-based, clus-
tering algorithm is used to generate the clusters, and the middle core frame of every
cluster is selected as a keyframe.

For real-time application, Kumar et al. [20] proposed multi-stage clustering. The
video frames are segmented into prime and nonprime indexed frames followed by K-
means clustering to generate keyframes. Clustering is performed on feature vectors
consisting of special frequency, spectral residual and gray color frame level infor-
mation. For estimating the optimal number of clusters, Davies–Bouldin Index (DBI)
method is adopted.

Zhao et al. [14] used affinity propagation clustering method along with cluster
validity index technique. Histogram difference-based high-level Fuzzy Petri net
model (HLFPN) is used for early shot detection then, SURF-based fast random
sample consensus (FRANSAC) algorithm is used to filter out detected false shots.
From each shot, candidate frames are selected based on interestingness score
computed using low-level and high-level features. Affinity propagation clustering
method with similarity consistency clustering validity index is used to select
representative frames from candidate frames.

Ou et al. [21] adopted GMM clustering for intra-view summarization under
a multi-view video environment. GMM clustering is also employed in [22] for
extraction of key-event candidates for sports video summary generation.

For evaluation, different metrics are proposed and used in previous work. Objec-
tive evaluation methods, comparison of user studies (CUS) [11, 13, 14, 18, 23],
and F-measure [10, 17, 24] provide quantitative comparisons between the automatic
summary and ground truth summary. In our study, CUS and F-measure both metrics
are used to analyze the behavior of clustering methods.
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3 Methodology and Taxonomy

The spatial similarity of frames along the temporal order results in redundancy in
video content. The clustering-based video summarization techniques exploit the
frames similarity in spatial domain to reduce the redundancy in the generated
summary. If a video containing n number of frames, V = (f 1, f 2, f 3 … f n) is repre-
sented by a matrix of size ‘d × n’ where each frame is represented by a feature
descriptor of ‘d’ dimensional vector. Then the goal of video summarization is to
obtain video summary S, such that:

S = Fk(V ) = { f1, f2, f3 . . . fm}

where Fk(.) represents keyframe extraction procedure, S ⊂ V is set of keyframes
extracted from V and f i denoted selected keyframe where i ∈ n and m << n.

Figure 1 depicts the video summarization process pipeline used in the study. Our
summarization process comprises of three major steps: video preprocessing, feature
extraction, and clustering.

3.1 Video Preprocessing

In context of video summarization, video preprocessing is required to reduce the
computational complexity of the rest of the pipeline by condensation of frames.
Preprocessing step includes selection of candidate keyframes either by using a
trivial sampling method or by using some complex shot or segment detection-based
approach [25–27] . In our study, down sampling is done to get a reduced set of candi-
date frames followed by removal of monochrome frames. This step is kept the same
for all the models under study.

Fig. 1 Video summarization pipeline
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3.2 Feature Extraction

The decision on feature selection for representation of frames plays an important
role in terms of generated summary quality as well as computational complexity of
the algorithm. In our approach, we have used global features (color and texture) as
well as local features (SIFT) for clustering purposes.

Color Descriptor. Out of many color models (RGB, CMYK, YUV, HSV etc.),
user-oriented color models should be preferred for video summarization tasks. On
account of this, hue–saturation–value (HSV) color space is preferred for summariza-
tion as it closely aligns with the human vision perception system [5, 11, 12]. Due
to hue component dominance in color spectrum over saturation and value compo-
nents, a normalized 16-dimensional vector representing 16-bin color histogram of
hue component only is used as color descriptor for clustering purpose.

Texture. Texture feature is another elementary feature that supports the human image
perception system [12, 27]. This study is an effort to observe the role of texture feature
independently in video summarization with different clustering models. Statistical
approach-based 13-D Haralick texture feature is used to represent frames due to its
characteristics of being fast to compute, intuitive in nature, and better in performance
[28].

SIFT. In our study, the bag of words approach with SIFT [29] features is used for
clustering purposes. We have extracted SIFT local descriptors from every sampled
frames of videos and clustered them to create a vocabulary (codebook) of keypoints of
size 1024D. The generated codebook represents a frame as a frequency histogram of
visual words comprising the codebook. The codebook size is fixed to 1024D to opti-
mize the tradeoff between performance and computational cost [30]. For summary
generation purpose, each frame is represented as a normalized frequency histogram
using BOVW approach for clustering purpose.

3.3 Clustering

Clustering is one of the machine learning concepts in computer vision techniques,
which focuses on intra-cluster homogeneity and inter-cluster heterogeneity among
the data objects. Clustering algorithms can be broadly classified into various diverse
categories including partition-based, density-based, hierarchical, model-based, soft
computing-based, and graph-based clustering [31, 32]. This paper makes an attempt
to study behavior and performance constraints of various clustering methods by
selecting one method from each family, as indicated in Table 1. The method selec-
tion is done on the basis of popularity, applicability, and capability to handle
high-dimensional data.
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Table 1 Clustering types and selected algorithms

Category Selected method

Partition-based clustering K-means

Soft computing-based clustering FCM (Fuzzy C-mean)

Density-based clustering DBSCAN (Density-based spatial clustering of applications
with noise)

Hierarchical clustering AHC (Agglomerative hierarchical clustering)

Model-based clustering GMM (Gaussian mixture models)

Graph-based clustering SC (Spectral clustering)

Partition-Based K-means Clustering. K-means clustering is based on minimiza-
tion of cost function specified as the Euclidean distance or squared error distance
between cluster members and cluster center. Equation (1) represents the cost function
exploited for K-means clustering.

Cost Function (J ) =
k∑

j=1

n∑

i=1

∥∥∥x ( j)
i − c j

∥∥∥
2

(1)

Here x ( j)
i represents the frame feature vector, c j represents the cluster center, and

‖.‖ represents the Euclidean distance.
This algorithm requires a priori number of clusters (k) as parameter, and the

computational complexity of the algorithm is highly dependent on ‘k’. In our study,
consecutive video frames difference influencedmethod is adopted to get approximate
number of clusters as specified in Eq. (2), given below:

No. of clusters (k) = αμ − β (2)

where μ represents the mean of consecutive frame pair distances within a video and
α, β are constant. In experiment, α = 1.6 and β = 0.03 are determined empirically,
for generating reasonable number of clusters.

Soft Computing-Based Fuzzy C-Mean (FCM) Clustering. FCM clustering [33]
allows frames to belong to different clusters based on the membership bound. Due to
the aforementioned reason, it is also classified as an overlapping clustering method.
Equation (3) represents the cost function for FCM clustering.

Cost Function (J ) =
k∑

j=1

n∑

i=1

umi j

∥∥∥x ( j)
i − c j

∥∥∥
2

where 1.0 < m < ∞ (3)

Here umi j represents the membership degree of frame xi in cluster j with m (fuzzi-
ness of membership grade), and it is inversely related to the distance between frame
and the cluster center, as given in Eq. (4):
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umi j = 1
∑k

n=1

(
di j
dik

) 2
m−1

(4)

Here dab represents the distance between ath frame and bth cluster centers. Like
K-means clustering, FCM also requires number of clusters to be specified priori. In
experiment, FCM algorithm follows greedy search strategy for membership matrix
formulation and centroids selection, as higher the degree of membership of a frame
closer it will be to the cluster center, until the algorithm converges with sensitivity
threshold p = 10−3. For an approximating number of clusters, the same method is
adopted as used in K-means.

Density-Based Clustering: Density-Based Spatial Clustering of Applications
with Noise (DBSCAN). DBSCAN is based on the concept that a cluster center
has higher neighborhood density than its neighbors and it is sufficiently distant from
the frames having equivalent higher neighborhood densities [34]. It requires two
parameters to be specified for clustering of data points: neighborhood distance (Eps)
and neighborhood density (Minpts). Eps defines the space around the data point to be
considered as its neighborhood andMinpts defines theminimum number of neighbor
data points within Eps radius. In our experiment, Eps= 0.45 times the maximum
distance between video frames pair and Minpts = 3 are selected empirically and
shared by the models under test. The Euclidean distance metric is used as a frame
distance measure. After clustering, from each cluster, the middle frame in sequen-
tial order is selected as a keyframe. The main advantage of using this algorithm for
frame clustering is that there is no need to make a decision on the number of clusters
a priori.

Hierarchical Clustering: Agglomerative Hierarchical Clustering (AHC).
Agglomerative hierarchical clustering is one of the popular hierarchical clustering
techniqueswhich followabottom-up approach for grouping data points [35].Clusters
are formed by employing an affinity matrix, containing inter-frame distance. In this
implementation, the affinity matrix for sampled frames is computed using Euclidean
distance. The limitation of this algorithm is the same as that of the K-means and
FCM algorithm, that is, the need to specify number of clusters to be generated. For
this, the same approach as specified under K-mean clustering approach, is followed.
The merging of frames to form clusters is done by using Ward’s minimum variance
method where frames are merged to minimize within cluster variance.

Model Based Clustering—GaussianMixture Model (GMM). GMM clustering is
based on assumption that data is Gaussian distributed rather than circular distributed
[36]. For each cluster formation, the Gaussian distribution parameters (mean and
variance) are approximated using an optimization algorithm named as expectation–
maximization (EM).

P(Ck | fi ) = P( fi |Ck) ∗ P(Ck)

P( fi )
(5)
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where

P(Ck) = 1√
2πσ

e

(
−( fi−μk )

2

2σ2k

)

(6)

Hence,

P( fi ) =
n∑

k=1

p( fi |Ck) ∗ p(Ck) (7)

This method also requires a number of clusters to be specified a priori for which
a common approach is followed in this study. Then clustering starts with random
initialization of the Gaussian parameters for each cluster. The probability of each
frame belonging to any cluster Ck is computed using Eq. (7).

Graph-Based Clustering: Spectral Clustering (SC). Spectral clustering [37],
unlike K-means, generates random shape clusters by exploiting adjacency rela-
tion (A ∈ Rn × n) between frame feature space representations. In the present study,
affinity matrix is computed using a radial basis function (RBF) Gaussian kernel with
Euclidean distance measure followed by Laplacian matrix (L = I − D−1/2AD−1/2)
construction. Then eigenvalues and eigenvectors from matrix L are computed
to represent frames from high-dimensional space to low-dimensional embedding
followed by clustering of data points as per pre-specified number of clusters. This
technique works without any prior assumptions about number, density, and shape of
clusters.

3.4 Evaluation Method

Evaluation metric plays a pivotal role in measuring the performance of a model.
In our study, we have used the CUS-A, CUS-E, precision, recall, and F-measure
evaluation metric. The purpose of employing numerous evaluation methods is to
verify the model performances from various aspects.

Comparison of User Summaries (CUS). Comparison of user summaries (CUS)
is an quantitative measure to evaluate automatic summary (AS) and user summary
(US). It includes two metrics—CUS-A (CUS-Accuracy) and CUS-E (CUS-Error).
CUS-A and CUS-E are defined as follows:

CUSA = No. ofmatched keyframe fromAS

Total no. of keyframes inUS
(8)

CUSE = No. of non-matched keyframe fromAS

Total no. of keyframes inUS
(9)
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where 0≤ CUS-A≤ 1, and 0≤ CUS-E≤ γ . Where γ = Total number of keyframes
in AS/Total number of keyframes in US. An algorithm is stated to be best if CUS-A
= 1 and CUS-E = 0, supporting the complementary nature of two metrics.

F-measure.F-measure is another objective video summary evaluationmethodwhich
is based on two primitive values, recall and precision. F-measure is harmonic mean
of recall and precision, where

Recall = No. ofmatched keyframe betweenAS andUS

Total no. of keyframes inUS
(10)

and

Precision = No. ofmatched keyframe betweenAS andUS

Total no. of keyframes inAS
(11)

So,

F-measure = 2(Recall ∗ Precision)

Recall + Precision
(12)

High value of F-measure corresponds to high performance of model and vice-
versa.

4 Experiment and Results

The various models are evaluated on the basis of comparative experimental results.
In this section, the experimental environment is discussed followed by performance
comparison among all the models.

4.1 Experiment Environment

Dataset. The comparative analysis is performed on video datasets namedOpenVideo
[11] specifically designed and a benchmark dataset for static video summarization.
OV dataset contains 50 videos selected from Open Video Project [38], covering
several genres like documentary, educational, ephemeral, historical, lecture videos.
All videos are in MPEG-1 format with 30 fps and 352 × 240 pixel frame size. All
videos are 1–4 min long duration resulting in 75 min duration videos in total. In the
dataset, every video is annotated with 5 keyframe summaries from 5 different users
to deal with the subjective nature of the problem.
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4.2 Video Summarization Models (VSM)

In experiment, sampling of frames at the rate of 1 fps is done to reduce complexity of
all models under evaluation. All possible combinations of 3 different features (color,
texture, and SIFT) and 6 diverse clustering algorithms (AHC, FCM, DBSCAN,
GMM, K-means and SC) resulted in 18 video summarization models (VSM).
The comparative analysis of models counting, best model and worst model, best
performing clustering method and features, most stable clustering model and feature
are discussed in the next section.

4.3 Evaluation Results

In this study, all 18 models are evaluated on the basis of generated summary
quality computed using four evaluationmetrics: CUS-A/recall, CUS-E, precision,F-
measure.Automatic summary is comparedwith each of five user summaries provided
in the dataset, and mean pair-wise metrics score is computed. In the end, the average
of each evaluation metric over all 50 videos is computed and specified in Tables 2,
3, and 4.

Table 2 Color feature-based models evaluation for OV dataset

Model Model (feature + clustering) CUS-A/recall CUS-E Precision F-measure

VSM1 Color + AHC 0.84 0.90 0.59 0.69

VSM2 Color + FCM 0.83 0.91 0.59 0.69

VSM3 Color + DBSCAN 0.71 0.36 0.71 0.71

VSM4 Color + GMM 0.80 0.94 0.56 0.66

VSM5 Color + K-means 0.85 0.89 0.60 0.70

VSM6 Color + SC 0.83 0.87 0.59 0.69

Table 3 Texture feature-based models evaluation for OV dataset

Model Model (feature + clustering) CUS-A/recall CUS-E Precision F-measure

VSM7 Texture + AHC 0.92 1.70 0.43 0.59

VSM8 Texture + FCM 0.88 1.73 0.41 0.56

VSM9 Texture + DBSCAN 0.74 0.51 0.66 0.69

VSM10 Texture + GMM 0.84 1.78 0.39 0.53

VSM11 Texture + K-means 0.80 1.01 0.52 0.63

VSM12 Texture + SC 0.91 1.56 0.46 0.61
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Table 4 SIFT feature-based models evaluation for OV dataset

Model Model (feature + clustering) CUS-A/recall CUS-E Precision F-measure

VSM13 SIFT + AHC 0.82 0.92 0.58 0.68

VSM14 SIFT + FCM 0.32 0.13 0.76 0.45

VSM15 SIFT + DBSCAN 0.78 0.41 0.71 0.74

VSM16 SIFT + GMM 0.71 1.03 0.50 0.59

VSM17 SIFT + K-means 0.76 1.00 0.53 0.63

VSM18 SIFT + SC 0.53 0.61 0.59 0.56

Tables 2, 3, and 4 cover 3 classes of models categorized on the basis of 3 features
taken into account. The bold value represents the maximum score for the specific
evaluation measure in the corresponding feature-wise categorized models.

As shown inTables 2, 3, and 4, CUS-AorCUS-E are not sufficient for comparative
analysis of video summarization models. Provided both CUS-A and CUS-E, still it
is difficult to judge performance of two different models in the absence of a single
score value. As, while comparing performance of VSM1 (Color+AHC) and VSM7
(Texture + AHC) the computed CUS-A, CUS-E pair scores are (0.84, 0.90) and
(0.92, 1.70), respectively. It is difficult to select the best model out of two models, as
although CUS-A for VSM7 is higher but higher value of CUS-E will have a negative
impact too. Whereas, F-measure metric assigns a single score value 0.69 and 0.59
to models VSM1 and, respectively, making VSM1 a clear winner.

The comparison charts, along with their analysis for the obtained experimental
results, are discussed in the next section.

5 Comparative Analysis

The analysis of 18 models is done on various facets including feature clustering duo
performance with respect to four different evaluation metrics, behavior analysis of
local and global features and clustering algorithms consistency across the various
feature space. The performance of all 18 models is represented in Figs. 2, 3, and 4
for, CUS-E, CUS-A, and F-measure, respectively.

5.1 Best Model and Worst Model

Model performance is judged on the basis of CUS-A, CUS-E, and F-measure scores
exhibited by it. The experiment result show that best performance for summarizing
50 videos of OV dataset is given by VSM15 (SIFT + DBSCAN) followed by
VSM3 (Color + DBSCAN) model with CUS-A, CUS-E, and F-measure (0.78,
0.41, 0.74) and (0.71, 0.36, 0.71), respectively. It verifies the fact that density-based
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Fig. 2 CUS-E for all models (VSM1–VSM18)

Fig. 3 CUS-A for all models (VSM1–VSM18)

Fig. 4 F-measure for all models (VSM1–VSM18)
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clustering model is capable of handling high-dimensional data along with irregular
shape clusters.

On the other side, from Tables 2, 3, and 4, VSM14 (SIFT + FCM) shows the
poorest behavior. The main reason behind this poor performance is due to sensitivity
of fuzzy C-mean clustering to outliers and noise present in the image. Also, from
Table 3, the evaluation metric values for VSM7, VSM8, and VSM10 represent the
incapability of texture features to diversify the data frames in the clustering algorithm
and causing large number of keyframes in the summary, which in terms results in
high value of CUS-A and CUS-E both as shown in Figs. 2 and 3. The selection of
large number of false positive results in lower precision score and lower F-measure
scores for texture-based models as shown in Fig. 4.

5.2 Local Versus Global Features

Color features give best results with all clustering algorithms except DBSCAN as
depicted in Fig. 4. The performance of color features witnesses their properties of
robustness to illumination andhigh correlationwith humanvisionperception.Texture
features selects many keyframes in summary resulting in high value of CUS-E, hence
dropping the performance of clustering model. It concludes that during the video
summarization task, using a texture descriptor alone is not a reliable decision. While
using local features SIFT the performance is highly clustering method dependent.
SIFT features with GMM and FCM show average performance while giving the best
results with the DBSCAN algorithm.

5.3 Consistency Study of Clustering Method

Here consistency deals with the ability of a clustering algorithm to maintain the
performance for summary generation irrespective of feature selection. As inter-
preted from Fig. 5, DBSCAN clustering is showing the most consistent behavior
across various features followed by K-means, while FCM demonstrates the most
inconsistent behavior during the experiment. AHC, GMM, and spectral clustering
techniques show comparable behavior in terms of consistency.

5.4 Consistency Study of Local and Global Features

Figure 6 summarizes the behavior of features with respect to various clustering
algorithms. Global features color showmost consistent behavior, while SIFT features
show high variation in performance corresponding to clustering techniques. So, if
SIFT features are used as frame descriptors, then selection of clustering methods
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Fig. 5 Standard deviation in F-measure score of clustering methods across features

Fig. 6 Standard deviation in F-measure score of features across clustering methods

plays a vital role in performance of the model. Global feature texture also shows
unpredictable behavior justifying its sensitivity to the method employed.

6 Conclusion and Future Work

The static summaries obtained can play an important role in various applications
ranging from system level browsing and indexing to user level decision making
on watching a video or not. In this paper, eighteen clustering-based models with
manually designed criteria have been implemented in order to study their behavior
under different environmental conditions in context of automatic static summaries
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generation. Valuable insights are obtained on the performances of different clustering
algorithms with diverse nature (local and global) features. DBSCAN shows best
results in terms of performance and stability across features. K-means is quite reliable
under different environments. Agglomerative clustering and spectral clustering has
shown comparable performance. Fuzzy C-mean andGaussianmixturemodel require
suitable preprocessing of video frames and post-processing of generated summaries
to generate comparable results.

Among various features, hue component-based color features manifest the
most consistent result across all clustering algorithms. The local features SIFT
produces high-quality summary with careful clustering algorithm selection. The
texture features indicate poor performance by selecting redundant keyframes. So
the summaries generated using textual features need post-processing for redundancy
removal.

All the performance measurements are done by exploiting a number of objective
metrics. The performance of clustering-based methods is highly dependent on the
fine tuning of the parameters for different genre videos. This limitation generates
the need for more advanced techniques in order to support a large collection of
diverse nature videos. Future study can also focus on bringing deep architectures
and machine learning techniques together for better quality summary generation.

References

1. Track YouTube analytics, future predictions, & live subscriber counts—social blade. [Online].
Available: https://socialblade.com/youtube/. Accessed 10 July 2020

2. Truong BT, Venkatesh S (2007) Video abstraction: a systematic review and classification. ACM
Trans Multimed Comput Commun Appl 3(1):3:1–3:37

3. HanjalicA (1999)An integrated scheme for automated video abstraction based on unsupervised
cluster-validity analysis. IEEE Trans Circuits Syst 9(8):1280–1289

4. Elharrouss O, Almaadeed N, Al-Maadeed S, Bouridane A, Beghdadi A (2020) A combined
multiple action recognition and summarization for surveillance video sequences. Appl Intell
50

5. Mundur P, Rao Y, Yesha Y (2006) Keyframe-based video summarization using Delaunay
clustering. Int J Digit Libr 6(2):219–232

6. Viguier R, Lin CC (2015) Automatic video content summarization using geospatial mosaics
of aerial imagery. In: 2015 IEEE international symposium on multimedia (ISM), Miami, FL,
pp 249–253. https://doi.org/10.1109/ISM.2015.124

7. Trinh H, Li J,Miyazawa S,Moreno J, Pankanti S (2012) Efficient UAV video event summariza-
tion. In: Proceedings of the 21st international conference on pattern recognition (ICPR2012),
Tsukuba, pp 2226–2229

8. Choi J, Kim C (2016) A framework for automatic static and dynamic video thumbnail
extraction. Multimed Tools Appl 75(23):15975–15991

9. Kalita S, Karmakar A, Hazarika SM (2018) Efficient extraction of spatial relations for extended
objects vis-à-vis human activity recognition in video. Appl Intell 48(1):204–219

10. Zhou Y, Cheng Z, Jing L, Hasegawa T (2015) Towards unobtrusive detection and realistic
attribute analysis of daily activity sequences using a finger-worn device. Appl Intell 43(2):386–
396

11. Avila S, Brandaolopes A, Luz A, Araujo A (2011) VSUMM: amechanism designed to produce
static video summaries and a novel evaluation method. Pattern Recogn Lett 32(1):56–68

https://socialblade.com/youtube/
https://doi.org/10.1109/ISM.2015.124


Static Video Summarization: A Comparative Study of Clustering … 363

12. Mahmoud KM, Ismail MA, Ghanem NM (2013) VSCAN: an enhanced video summarization
using density-based spatial clustering. In: Petrosino A (eds) Image analysis and processing—
ICIAP 2013. Lecture notes in computer science, vol 8156. Springer, Berlin, Heidelberg

13. Chamasemani FF, Affendey LS,MustaphaN,KhalidK (2018) Video abstraction using density-
based clustering algorithm. Vis Comput 34:1299–1314

14. Zhao Y, Guo Y, Sun R, Liu Z, Guo D (2019) Unsupervised video summarization via clustering
validity index. Multimed Tools Appl 78(7)

15. Shroff N, Turaga SP, Chellappa R (2010) Video précis : highlighting diverse aspects of videos.
IEEE Trans Multimed 12(8):853–868

16. Asadi E, Charkari NM (2012) Video summarization using fuzzy c-means clustering. In: 20th
Iranian conference on electrical engineering (ICEE2012), Tehran, pp 690–694. https://doi.org/
10.1109/IranianCEE.2012.6292442

17. Mahmoud KM, Ghanem NM, Ismail MA (2013) VGRAPH: an effective approach for gener-
ating static video summaries. In: 2013 IEEE international conference on computer vision
workshops, Sydney, NSW, pp 811–818. https://doi.org/10.1109/ICCVW.2013.111

18. Furini M, Geraci F, Montangero M, Pellegrini M (2010) STIMO: STIll and MOving video
storyboard for the web scenario. Multimed Tools Appl 46:47. https://doi.org/10.1007/s11042-
009-0307-7

19. Wu J, Zhong S, Jiang J, Yang Y (2017) A novel clustering method for static video
summarization. Multimed Tools Appl 76:9625–9641. https://doi.org/10.1007/s11042-016-
3569-x

20. Kumar K, Shrimankar DD, Singh N (2018) Eratosthenes sieve based key-frame extraction
technique for event summarization in videos. Multimed Tools Appl 77:7383–7404

21. OuS, LeeC, SomayazuluVS,ChenY,Chien S (2015)On-linemulti-view video summarization
for wireless video sensor network. IEEE J Sel Top Signal Process 9(1):165–179. https://doi.
org/10.1109/JSTSP.2014.2331916

22. Javed A, Irtaza A, Khaliq Y, Malik H, Mahmood MT (2019) Replay and key-events detection
for sports video summarization using confined elliptical local ternary patterns and extreme
learning machine. Appl Intell 49:2899–2917. https://doi.org/10.1007/s10489-019-01410-x

23. Ejaz N, Bin T, Wook S (2012) Adaptive key frame extraction for video summarization using
an aggregation mechanism. J Vis Commun Image Represent 23(7):1031–1040

24. WeiH,NiB,YanY,YuH,YangX (2018)Video summarization via semantic attended networks.
In: Proceedings of the thirty-second (AAAI) conference on artificial intelligence, NewOrleans,
2–7 Feb 2018, pp 216–223

25. Ejaz N, Baik S, Majeed H, Chang H, Mehmood I (2018) Multi-scale contrast and relative
motion-based key frame extraction. J Image Video Process 2018:40. https://doi.org/10.1186/
s13640-018-0280-z

26. Dash A, Albu AB (2017) A domain independent approach to video summarization. In: Inter-
national conference on advanced concepts for intelligent vision systems, Nov 2017. https://
doi.org/10.1007/978-3-319-70353-4_37

27. Shanmugam K, Dinstein I (1973) Textural features. IEEE Trans Syst Man Cybern Syst
3(6):610–621

28. Humeau-Heurtier A (2019) Texture feature extractionmethods: a survey. IEEEAccess 7:8975–
9000. https://doi.org/10.1109/ACCESS.2018.2890743

29. Low DG (2004) Distinctive image features from scale-invariant keypoints. Int J Comput Vis
91–110

30. Aldavert D, Rusiñol M, Toledo R, Llados J (2015) A study of bag-of-visual-words representa-
tions for handwritten keyword spotting. Int J Doc Anal Recogn 18:223–234

31. Camastra F, Vinciarelli A (2008) Clustering methods. In: Machine learning for audio, image
and video analysis, pp 117–148. ISBN 978-1-4471-6734-1

32. Berkhin P (2006) A survey of clustering data mining techniques. In: Kogan J, Nicholas C,
Teboulle M (eds) Grouping multidimensional data. Springer, Berlin, Heidelberg. https://doi.
org/10.1007/3-540-28349-8_2

https://doi.org/10.1109/IranianCEE.2012.6292442
https://doi.org/10.1109/ICCVW.2013.111
https://doi.org/10.1007/s11042-009-0307-7
https://doi.org/10.1007/s11042-016-3569-x
https://doi.org/10.1109/JSTSP.2014.2331916
https://doi.org/10.1007/s10489-019-01410-x
https://doi.org/10.1186/s13640-018-0280-z
https://doi.org/10.1007/978-3-319-70353-4_37
https://doi.org/10.1109/ACCESS.2018.2890743
https://doi.org/10.1007/3-540-28349-8_2


364 D. Gupta et al.

33. Tilson LV, Excell PS, Green RJ (1988) A generalisation of the fuzzy C-means clustering algo-
rithm. In: International geoscience and remote sensing symposium, ‘remote sensing: moving
toward the 21st century’, Edinburgh, pp 1783–1784. https://doi.org/10.1109/IGARSS.1988.
569600

34. Daszykowski M, Walczak B (2009) Density-based clustering methods. In: Comprehensive
chemometrics, vol 2, pp 635–654

35. Davidson I, Ravi SS (2005) Agglomerative hierarchical clustering with constraints: theoretical
and empirical results. In: Lecture notes computer science, vol 3721. Springer, Heidelberg, pp
59–70

36. ReynoldsD (2009)Gaussianmixturemodels. In: Encyclopedia of biometrics, no 2, pp 659–663
37. Arias-Castro E, Chen G, Lerman G (2011) Spectral clustering based on local linear

approximations. Electron J Statist 5:1537–1587. arXiv:1001.1323. https://doi.org/10.1214/11-
ejs651

38. The open video project. http://www.open-video.org. Accessed 1.8.2020

https://doi.org/10.1109/IGARSS.1988.569600
http://arxiv.org/abs/1001.1323
https://doi.org/10.1214/11-ejs651
http://www.open-video.org


A Review: Hemorrhage Detection
Methodologies on the Retinal Fundus
Image

Niladri Sekhar Datta, Koushik Majumder, Amritayan Chatterjee,
Himadri Sekhar Dutta, and Sumana Chatterjee

Abstract Diabetic retinopathy (DR) is a microvascular symptom where retina is
affected by fluid leaks of the fragile blood vessels. Clinically, retinal Hemorrhages
are one of the earliest indications of diabetic retinopathy disease. In this contrast,
the Hemorrhage count is used to indicate the severity of this disease. The early
detection of retinal Hemorrhages obviously prevents the incurable blindness of the
DR patients. But, retinal Hemorrhage detection is still a challenging task. Highly
reliable, accurate, platform independent retinal Hemorrhage detection method is still
an open field. In this research article, we have reviewed the principal methodologies
which are used to diagnose the retinal Hemorrhages under the diabetic retinopathy
screening operations. This review article helps the researchers to develop a high
quality retinal Hemorrhage screening method in future.

Keywords Medical image processing · Diabetic retinopathy · Hemorrhages · Red
lesions · Ocular diseases

1 Introduction

Today, diabetic retinopathy (DR) is a foremost reason of adult blindness in the
world. According to WHO, 140 million people have suffered from DR and it will
increase to near about 400 million by 2030 [1]. The ophthalmologists diagnose the
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DR based on the presence of microaneurysms (MAs), exudates, Hemorrhages, blood
vessel areas, and existing texture of the retinal images [2]. Clinically, DR is cate-
gorized in two major types namely non-proliferative diabetic retinopathy (NPDR)
and proliferative diabetic retinopathy (PDR). The NPDR is the early stage of DR
and in more advance stage, called as PDR. The intermediate stages for NPDR are
mild, moderate, and severe [3]. In the mild stage of NPDR, round shape reddish
color bulges, i.e., microaneurysms are appeared. This microaneurysms later forms
retinal Hemorrhages. According to the medical point of view, retinal Hemorrhages
and MAs are the primary symptom for DR disease. In addition with, the grading
of DR, more specifically on NPDR is directly related with the count of existing
MAs and Hemorrhages of the retinal images. In severe NPDR, the Hemorrhages
are observed in all four quadrants. Finally, in PDR, newly developed fragile vessels
are bled and produce large size Hemorrhages [4]. As a result, incurable blindness
appears to the DR patients. Figure 1 represents the Hemorrhages on DR affected eye.
Table 1 represents the grading procedure of NPDRdisease as per the count of Hemor-
rhages and MAs in retinal images [5]. Thus, Hemorrhages detection is one of the
important tasks for early detection of this ocular disease. The dimensions of retinal
Hemorrhages are irregular and color is similar to background. Hence, the detection
of retinal Hemorrhages is one of the difficult tasks under the DR screening. Auto-
mated detection of retinal Hemorrhages has drawn severe interest to the researchers
as it directly related with DR grading and help the ophthalmologists to investigate
and diagnose the disease more effectively. The objective of this research article is
to review the existing methods for the identification of retinal Hemorrhages and
compare the existing results. This research article is organized as follows: Sect. 2

Fig. 1 Hemorrhages on
retinal images

Table 1 Hemorrhages count
for NPDR grades (M:
microaneurysms, H:
Hemorrhages)

NPDR grades

Grade 0/No DR M = 0 and H = 0

Grade 1/Mild DR 1 ≤ M ≤ 5 and H = 0

Grade 2/Moderate DR 5 < M < 15 and 0 ≤ H ≤ 5

Grade 3/Severe DR M ≥ 15 or H > 15
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presents the review on Hemorrhages identification methods; performance evaluation
is done on Sect. 3. Finally, conclude the paper.

2 Review: Hemorrhage Identification Methods

Retinal Hemorrhages occurs while blood leakage from fragile vessels. Screening of
retinal Hemorrhages has become one of the current research activities as there is a
still requirement of highly reliable, sensitive, and accurate Hemorrhage identification
methods. It is much more complex task compare to MAs or exudates screening as
there is no standard database available till date to classify the shape of the retinal
Hemorrhages. Thus, lack of research activity observed in this specific area. Few
researchers grouped MAs and retinal Hemorrhages as red lesions and diagnose alto-
gether [6–11]. Besides this, many authors have proposed computer-aided diagnoses
(CAD) systems for the screening ofHemorrhages onDR affected eye. These research
activities only focused on the Hemorrhages identification. The CAD-based Hemor-
rhages identification scheme consists of two major stages; first: the red lesion candi-
date’s extraction and second: classification. Initially, suitable contrast enhancement
scheme and noise removal method are used as a preprocessing step of retinal images.
Thereafter, the red surface of the preprocessed image is extracted and segmented as
a candidate of the red lesion. To reduce the false detection of retinal Hemorrhages,
different blood vessel extracting algorithms are used on the red lesion. Then, the
feature analysis is carried out for the selection and extraction of Hemorrhage lesions.
Finally, classification algorithm classify the candidate into the abnormal group (i.e.,
Hemorrhage) or normal group (i.e., non-Hemorrhage). Figures 2 and 3 represent
the DR symptoms and the general architecture of Hemorrhage screening procedure,
respectively. The review based on main methodologies is stated as.

Fig. 2 Clinical symptom of NPDR and PDR a Hemorrhages, bmicroaneurysms, c hard exudates,
d soft-exudates
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Retinal Images

Contrast enhancement
Noises remove

Red lesion segmen-
tation

Blood vessel Segmentation Feature Analysis

Retinal Hemorrhage Classifi-
cation

Performance Analysis

Fig. 3 General architecture of Hemorrhage detection method

2.1 Mathematical Morphology

The most commonly used method for Hemorrhage detection is morphology. Pixel
by pixel-based erosion, dilation, closing, and opening are basic fundamental concept
of it. It is low cost, fast in execution, platform independent method which is easily
implemented by the researchers. Jadhav andPatil [12] used this scheme for the extrac-
tion and segmentation of Hemorrhages on RGB color plane. Here, two consecutive
steps are performed. Initially, contrast enhancement of retinal image is done. There-
after, build a morphological algorithm to extract blood vessels from red lesions.
Sopharak et al. [13] have applied almost same methodology for the detection of
Hemorrhages but here green plane of RGB retinal image is used. Shivaram et al.
[14] have applied arithmetic-based same topology to suppress the blood vessels. The
predictive value for theHemorrhage detection is reported as 98.34%.Karnowski et al.
[15] have reported morphological reconstruction method for the segmentation of red
lesion. Here, authors create ‘Lesion population’ feature vector to classify normal and
abnormal classes. Kande et al. [16] have applied morphological Top-Hat transforma-
tionmethod to detect red lesion candidate. Thismethod reported 100%sensitivity and
91% specificity.Matei andMatei [17] have usedmulti-scalemorphological operation
to spot the red lesion in image. Here, blood vessels are eliminated by scale-based
lesion elimination technique. Using this scheme, 30 retinal images are tested and
sensitivity reported as 84.10%. Few authors have reported threshold-based morpho-
logical setup to segment theHemorrhages [18]. Acharya et al. [19] have applied ‘ball-
shaped’ structuring element on the morphological operation. Here, blood vessels are
extracted from red lesions and finally Hemorrhages are obtained. Singh and Tripathi
[20] have proposed a mixed setup for Hemorrhage identification. Here, mathemat-
ical morphology with fuzzy clustering scheme both are applied together for vessel
suppression. Finally, segmented image represent the Hemorrhages. A hybrid model
is also created by Niemeijer et al. [21]. Here, morphology is used to extract red
candidate. Whereas, the KNN classifier is used for classify red lesion. This scheme
has reported the sensitivity as 100% and specificity as 87%.
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2.2 Recursive Region Growing

Region growing is a segmentation method in image processing where same neighbor
pixels are grouped in same class. Few researchers have applied this method. These
are included here. Sinthanayothin et al. [22] have used ‘Moat-Operator’ and dynamic
thresholding to enhance the contrast of the red lesion. Thereafter, recursive region
growing method is applied to extract the vessels from retinal Hemorrhages. Here,
blood vessels are tracked by matched filter. Bae et al. [23] have proposed a hybrid
scheme where Hemorrhages are segmented by adaptive seed growing method. Here,
Hemorrhage lesions are extracted by template matching cross correlation. The sensi-
tivity is found as 85%. Marino et al. [8] have presented a correlation filter-based
recursion region growing algorithm to identify the Hemorrhages. Initially, correla-
tion filter is used to detect the red lesion. Thereafter, matched filter has applied to
remove false positive pixels.

2.3 Artificial Neural Network

Authors have been applied artificial neural network to diagnose the retinal Hemor-
rhages. Garcia et al. [7] have applied multilayer perception-based neural network
to detect the Hemorrhages. This scheme is verified by 50 retinal images which
include 29 features to describe the color and shape of the red lesion. This algo-
rithm report average sensitivity as 86.1% with predictive value 71.4%. To detect
Hemorrhages backpropagation technique of artificial neural network is applied by
Gardner et al. [24]. Here, the entire image set is divided into 30 × 30 and 20 ×
20 pixels applied as training and testing data. The features from each dataset are
described as ‘Hemorrhages,’ ‘blood-vessels,’ ‘microaneurysms,’ etc. The success
rate of this proposed scheme is reported as 73.80%. Neural network-based scheme
has also employed by Usher et al. [25]. After the preprocessing scheme ‘Moat-
Operator’ is applied here to detect the Hemorrhages. The sensitivity and specificity
for the proposed method is reported as 95.10% and 46.30%, respectively. Logistic
regression-based classification has reported for the detection to retinal Hemorrhages
[6]. Here, sensitivity and specificity are reported as 86.01% and 51.99%, respec-
tively. Recently, Grinsven et al. [26] have presented neural network architecture to
detect Hemorrhages. Ground truth evaluation performed in two different databases.
They have reflected screening performance in area under curve (AUC) which are
0.97 and 0.98, respectively. Khojasteh et al. [27] have proposed a convolution neural
networkmethod for theHemorrhage detection. Public databasesDIARETDB1 and e-
Ophtha have been applied for testing the proposedmethod. Here, the input images are
analyzed by probabilitymaps produced by softmax layer’s score value. The screening
reaches 97.3% and 86.6% accuracy for DIARETDB1 and e-Ophtha datasets, respec-
tively. Very recently, Eftekhari et al. [28] have presented convolution neural network-
based DR screening method where Hemorrhages are identified. Here, the neural
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network scheme uses the Keras library. The testing is done on e-Ophtha-MA dataset
and sensitivity is reported as 80%. Shah et al. [1] have proposed an artificial neural
network-based method for screening of Hemorrhages. Here, macula centric database
MESSIDOR is used to validate the proposed method. The sensitivity and specificity
are reported as 99.7% and 98.5%, respectively. Wang et al. [29] have shown a neural
network-based method to diagnose and grading of retinal Hemorrhages. Here, a
total of 48,996 retinal images are used for testing purpose. The overall sensitivity is
reflected as 97.44%.

2.4 Classification

Different classification algorithms have been applied to detect retinal Hemorrhages.
Hatanaka et al. [30] have applied Mahalanobis distance classifiers for the identifi-
cation of retinal Hemorrhages. The sensitivity and specificity both are recorded as
80%. Pradhan et al. [31] have proposed a seed generation algorithm to extract the red
lesions. Here, a hybrid classifier which builds up by k-nearest neighbor and Gaus-
sian mixture model has been employed to classify red lesions from retinal images.
The sensitivity and specificity are recorded as 87% and 95.53%, respectively. Tang
et al. [32] have used splat-based watershed algorithm for screening of Hemorrhages.
Here, the KNN classifier is applied on DRIVE and MESSIDOR database for testing
the results. The sensitivity and specificity are recorded as 92.6% and 89.1%, respec-
tively. In review, it is observed that authors have extensively used the support vector
machine (SVM) classifiers on this field. Zhang andChutatape [33] have applied SVM
classifiers to count the evidence value of the Hemorrhage detection. Here, top-down
and bottom-up approaches are applied to detect dark and bright lesions, respec-
tively. The sensitivity and specificity found as 90.6% and 89.1%, respectively. Very
recently, Sreeja et al. [34] have proposed a hardware setup using supervised classifiers
to detect the DR Hemorrhages. Here, two classifiers are trained by SPLATE features
and verified the output by ophthalmologists. The best output is selected for hard-
ware implementation. The sensitivity has observed as 80%. Kurale and Vaidya [35]
have also presented SPLATE-based SVM classifier for Hemorrhage identification.
The sensitivity and specificity of this scheme is reported as 89% and 88%, respec-
tively. Kumar and Nitta [36] have proposed SVM and GLCM classifiers for retinal
Hemorrhages screening. Here, blood vessels are extracted by Kirsch’s operator. The
sensitivity and specificity are reported as 99.64% and 95.84%, respectively. Godlin
and Kumar [37] have applied ANSIF classifiers to segment the retinal Hemorrhages.
Here,MRG segmentation scheme is employed to obtain themaximum accuracy level
during Hemorrhages detection. The sensitivity is recorded as 92.56% and specificity
as 89%.
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2.5 Inverse Segmentation

Kose et al. [38] have proposed an inverse segmentation scheme to detect the retinal
Hemorrhages. Here, low intensity region is segmented from dark region and extract
the Hemorrhages from background. This scheme subdivides the retinal surface into
low and high contrasted area and use the homogeneity of the healthy surface to detect
the Hemorrhages. In testing phase, the sensitivity and specificity is recorded as 93%
and 98%, respectively. In review process, it is observed that authors rarely used this
scheme.

3 Performance Analysis

In preceding section, we have reviewed principal methodologies to detect
retinal Hemorrhages. The existing principal methodologies are followed by three
approaches: lesion, image, and pixel based. In lesion-based methodology, the
numbers of Hemorrhages are compared in ground truth evaluation. In image-based
analysis, the images are verified as normal or abnormal (i.e., Hemorrhages are
observed). Whereas, in pixel-based analysis, ground truth evaluation is done pixel
by pixel. The widely used scheme is pixel-based scheme. The most of the authors
are selected sensitivity and specificity to measure the screening performances. The
sensitivity shows the actual positives which are correctly identified and specificity
reflects the actual negative which are correctly identified. In Fig. 4, we observe
that pixel and image-based analysis reflects high values of sensitivity and speci-
ficity altogether. Here, red and blue colored bars indicate sensitivity and specificity,
respectively. Whereas, in lesion-based analysis, low specificity is observed in few
cases. Thus, to detect the exact position of retinal Hemorrhages, the pixel by pixel
analysis will be better choice. Where as to classify only the normal and abnormal
(i.e., Hemorrhages present) images, the image-based analysis fulfill the requirement.

Pixel Lesion Image 

Fig. 4 Performance evaluation for Hemorrhages detection schemes
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4 Conclusion

The screening of retinal Hemorrhages is a current research interest. It is one of
the significant steps of diabetic retinopathy screening operation. In this contrast,
the computer-aided retinal Hemorrhages detection faces several challenges. During
screening, segmentation and extraction are tough enough compare to the screening of
other existingmellitus of retinal images as there is no standard geometric shape found
of Hemorrhages. In this consequence, small Hemorrhages are sometime wrongly
detected as Microaneurysms. Thus, retinal Hemorrhage detection is a complicated
task. Highly reliable, accurate and platform independent retinal Hemorrhage detec-
tion method is still an open field. Thus, there is a future scope to improve the existing
retinal Hemorrhage algorithms. This article reviews the existing principal method-
ologies on this field. Based on this review work, the researchers can develop better
algorithms.
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A Study on Retinal Image Preprocessing
Methods for the Automated Diabetic
Retinopathy Screening Operation

Amritayan Chatterjee, Niladri Sekhar Datta, Himadri Sekhar Dutta,
Koushik Majumder, and Sumana Chatterjee

Abstract Recent days, diabetic retinopathy (DR) is a principal cause of incurable
blindness to the diabetic patients. Manual screening of DR is time-consuming and
resource demanding activity. Thus, today, setup of the reliable automated screening
is an open issue for the researchers. In that concern, the automated analysis of retinal
images, preprocessing stage plays a vital role. The overall success of screening oper-
ation is dependent on it completely. Preprocessing the retinal image prior to screening
is a common task as noisy image degrades the screening performance. This paper
reviews the different DR screening methods and points out the vastly used prepro-
cessing scheme on that field. Finally, it indicates the most effective preprocessing
scheme for DR screening as per the data analysis.

Keywords Medical image processing · Diabetic retinopathy · Contrast
enhancement · Adaptive histogram equalization · Contrast limited adaptive
histogram equalization

1 Introduction

Today, diabetic retinopathy, i.e., DR, is an outcome of diabetic mellitus and foremost
reason of blindness across the globe. As perWHO, 150million people currently have
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suffered from diabetics and it will be 350 million at 2030 [1]. Thus, early detection
by automated screening is required to prevent the incurable blindness. In computer-
aided diagnose (CAD) screening, the preprocessing is the vital step and the overall
success depends on it. Usually, poor contrast and noise as well as uneven illumination
degrade retinal image quality. Mostly due to error, noise and angle of capturing
device, eye movement, etc., cause the fundus image improper for disease diagnosis.
Therefore, appropriate preprocessingmethod selection for the retinal fundus image is
a mandatory step. This preprocessing step improves the quality of input retinal image
as well as facilitates to diagnose the disease automatically or manually. Themain part
of the preprocessing steps is contrast enhancement, shade correction, resizing, etc.
After preprocessing steps, the improved image is used to detect the candidate that
later used for the detection of the disease.Microaneurysms (MA), hemorrhages, hard
and soft exudates, etc., are the clinical sign of DR. MAs appear as the red dot spots
in retina and are the early sign of DR. Hard exudates are yellowish-white color and
visualize in non-proliferative diabetic retinopathy (NPDR) disease. Soft exudates,
i.e., cotton wool spots, are developed by the leakage of blood vessels. In NPDR, for
blood clots, retinal hemorrhages are produced [2]. Clinically, identification of MAs,
exudates, and hemorrhages forms retinal image treated as DR screening operation.
In this research paper, a comprehensive study has been made for different types
of preprocessing scheme which are applied in the DR screening operation. So to
detect MAs, exudates and hemorrhages from retinal image properly and accurately
the fundus image needs to be preprocessed to improve the contrast between the
foreground and background. If the original fundus image without preprocessing is
used to predict the disease by detecting the candidates, mostly the false candidate
detection increases and true lesion candidate decreases which decreases the accuracy
and reliability of the automated system. The proper selection of the preprocessing
method is necessary for the detection of the disease accurately so that it can detect and
predict the stage of the DR properly. Here, point out the most effective preprocessing
scheme as per the results appeared. This paper is arranged as in Sect. 2; review
report is presented. In Sect. 3, the preprocessingmethods like histogram equalization,
CLAHE, and bottom hat transformation have discussed. The frequently used filtering
methods have also been presented. A brief description of input dataset is given on
which research work is carried out. In Sect. 4, experimental results are provided and,
finally, conclude the paper.

2 Current State of the Art

Review on the preprocessing steps for automated diabetic retinopathy screening has
been carried out. It reflects that low contrast and noisy images obviously degrade
the screening performance [3, 4]. As per clinical point of view, near about 20%
retinal images are unused for poor image quality. Hence, prior to the DR screening,
selection of an effective preprocessing scheme is mandatory [5, 6]. Review works
have found that histogram equalization (HE) on green channel and contrast limited
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adaptive histogram equalization (CLAHE) are the most renowned preprocessing
methods for retinal fundus image. Addition with this, different types of image
processing filters like median filter, Wiener filter, and bottom hat transformation
also used by the researchers. Mengko et al. [7] have used HE to preprocess the
retinal image for exudates identification. Wiseng et al. [8] have also applied the
above-said contrast enhancement scheme in angiography for retinal images. Agurta
et al. [9] opt histogrammean normalization to detect hard exudates in macular region
of retinal image. Franklin and Rajan [10] have used HE methods for exudates detec-
tion. Here, need to mention that, in case of retinal image contrast enhancement,
CLAHE is very common scheme that has opted by the researchers. In this research
work, consider the mean filtering scheme to smooth and to improve the quality of
retinal image. Need to mention here that, mean filter is incapable to select mono-
tonically decreasing frequency response. But, it is not a suitable filter to smooth the
retinal image. Lazar and Hajdu [11] have applied Gaussian mask for smoothing and
suppression of retinal fundus images. It produces better quality than mean filter. But
cut down the basic information of retinal image is also noticed. Baint and Andras
[12] have applied non-uniform illumination for the shade correction at preprocessing
stage. Fathi and Nilchi [13] have selected wavelet transform method for the segmen-
tation of blood vessels in retinal surface. Here, few cases are found where inverted
green channel uses to reduce the non-uniform illumination. Shanmugam and Banu
[14] have proposed 5 by 5 mean filter using Gaussian kernel for the shade correc-
tion of input image. Martin et al. [15] have also used the shade correction technique
selecting grayscale image. Recently, brightness preservation is a significant criterion
for medical image analysis. Popularly known as dynamic histogram equalization
(DHE) is a good contrast enhancement method for retinal fundus images but it is
incapable to store themean brightness [16]. Datta et al. [3] have proposed a brightness
preserving contrast enhancement scheme for preprocessing of retinal fundus image.
Here primarily, green layer extracted from RGB color image. Thereafter, calculation
of fuzzy histogram is done. In the next stage, partition of the image histogram and
intensity equalization is performed. Finally, normalization is done on output and
input images to equalize the input and output image brightness. This retinal image
preprocessing method reflects the better results for DR screening on low contrast
noisy retinal images. Here, need to mention that authors have employed the quality
assessment of retinal image prior DR identification. Survey on this field, the signifi-
cance of the retinal image preprocessing has realized. Based on this review work, an
experiment is conducted to point out the optimal preprocessing method for retinal
image.

3 Preprocessing Schemes

Agood number of retinal image dataset have required to conduct the researchwork in
this field.Here the researchmotto is to point out the best suitable retinal preprocessing
scheme which is applied on the DR screening operation. Initially, in our research
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work, three retinal image databases with different image quality are created. All the
input images are collected from Ophthalmology Department of Sri Aurobindo Seva
Kendra, Kolkata, Multi-specialty Hospital. These images are captured by Canon
CR5 3CCD non-mydriatic digital camera with 35-degree field of view (fov). Here,
Dataset1 contains forty images with resolution 768 × 584. Whereas, Dataset2 and
Dataset3 are containing sixty-one and eighty-seven retinal images maintaining the
resolution 700 × 605 and 1440 × 960, respectively. Three different quality retinal
image (resolution varied) datasets will indicate the effectiveness of the different
preprocessing steps. The following subsections will describe that the very frequently
used methodology for retinal image preprocessing.

3.1 Histogram Equalization

Themost renowned image processing scheme applied for the preprocessing of retinal
fundus image is the histogram equalization (HE) [17]. The HE method is stated as

H = floor(N − 1)
∑ k∑

j=0

pr(r j) (1)

Here,mathematical floor function is used to round of the integer value to its nearby
value. Possible intensity level for image is defined by N. Probability of occurrences
for the intensity level is

Pr (χk) = Nk

e f
(2)

where e and f are the pixel in the image.

3.2 CLAHE

Image processing point of view, HE over amplifies the image contrast. Thus, noise
amplification takes place. CLAHE, i.e., contrast limited adaptive histogram equaliza-
tion, resolves this problem. Basically, CLAHE is the variant of AHE and it restricted
the noise amplification. CLAHE limits the noise amplification by histogram clipping
via cumulative distribution function. CLAHE very frequently used by the researchers
for preprocessing the retinal image prior to DR screening [17, 18].
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3.3 Bottom Hat Transformation

Bottom hat transformation is a morphological image processing operation [2, 17].
Initially, morphological closing is done on input image. Then the output image
subtract from the input image. The equation is expressed as

Bhat(C) = (C · b) − C (3)

Here C · b, is the closing operation and C is the input image. The morphological
closing operation on C is defined as the dilation of C using the structuring element
b followed by the morphological erosion operation. The equation is defined as

(C · b) = (Cdilationb)erosionb (4)

The flat disk-type structuring element is selected for contrast enhancement.

3.4 Wiener Filter

Wiener filter has applied several times to remove the noise [17]. This scheme uses
the liner estimation technique to erase the noise. It minimizes the mean square error
(MSE) of the retinal input image. Wiener filter is able to preserve image edges and
existing anatomical structure. The Wiener filter frequency domain is stated as

δ( f1 f2) = h( f1 f2), χ( f1 f2)[
square(h( f1 f2)) · χ( f1 f2)

] + S( f1 f2)
(5)

where χ( f1 f2), S( f1 f2) are the power spectral density of input image and noise,
respectively. h( f1 f2) is denoted as filter transfer function.

3.5 Median Filter

Median filter is vastly used for removing the noise from retinal image. This filtering
scheme is able to preserve edge during preprocessing operation. Generally, it selects
themedian value for replacing the pixel value [18]. If all adjacent pixels are presented
by

Q[x, y] = median{c[p, q], (p, q) ∈ A} (6)

where A is the neighborhood centered in [x, y] of the image. Median filter is the
effective filtering scheme comparing to the convolution technique.
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3.6 Brightness Preserving Preprocessing Scheme

Review on this specific area, it is observed that retinal image preprocessing should
have brightness preserving capability. But, existing DHE, i.e., dynamic histogram
equalization scheme [16], is incapable to consider the inexact gray level values of
input image. Currently, Datta et al. [3] have proposed a preprocessing method which
is able to preserved retinal image brightness very effectively. The preprocessing steps
are presented as

Step 1: Choose the green plane from RGB colored retinal image.

Step 2: Calculation of fuzzy histogram is performed

h = h +
∑

i

∑

j

ξ f (x, y)v (7)

ξ f (x, y)v is fuzzy membership function defined in [3].

Step 3: Image histograms are partitioned.
Here, to calculate the local maxima points on image histogram, first- and second-

order derivations are applied. The local maxima is expressed as

θmax = θ∀h(θ + 1) × h(θ − 1) < 0 (8)

where h(θ) < 0.

Here h(θ) is the second-order derivative.
Thereafter, the local maxima points are used to create the partition. If n numbers

of maxima found at {m1,m2 . . .mn} in the range [Fmin, Fmax], then (n + 1) sub-
histogram found as

{[Fmin,m − 1], [m1,m − 2] . . . [mn, Fmax]} (9)

Step 4: The sub-histograms are equalized by dynamic histogram equalization (DHE)
method. To create dynamic range, the mathematical expression is

Rk = (L − 1)(hk − Lk) log pk∑n−1
i=1 (hi − Li ) × log pi

(10)

Here, hk and lk are the highest and lowest intensity values for K th sub-histogram.
Pk denotes the pixels in the sub-partitions. The dynamic range is expressed as

Startk =
K−1∑

i=1

Ri + 1 (11)
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Table 1 SSIM comparison for different preprocessing scheme

Image source HE CLAHE Optimal preprocessing method

HOSPITAL DATA SET 1 (No: 40, Res:
768 × 584)

0.69 0.76 0.82

HOSPITAL DATA SET 2 (No: 61, Res:
700 × 605)

0.68 0.74 0.83

HOSPITAL DATA SET 3 (No: 87, Res:
1440 × 960)

0.58 0.78 0.81

Table 2 AMBE analyses for brightness preserving test

Image source HE CLAHE Optimal preprocessing method

HOSPITAL DATA SET 1 (No: 40, Res:
768 × 584)

13.09 8.07 0.012

HOSPITAL DATA SET 2 (No: 61, Res:
700 × 605)

24.06 18.91 0.062

HOSPITAL DATA SET 3 (No: 87, Res:
1440 × 960)

21.31 10.67 0.021

Stopk =
k∑

i=1

Ri (12)

Step 5: Intensity levels of the sub-histogram are equalized. This is mathematically
expressed as

θ = Startk + Rk ×
θ∑

i=startk

h

pk
(13)

Here, θ indicates the new intensity range and h indicates the histogram values at
kth position.

Step 6: Apply normalization method to equalize the brightness difference between
output and input images. The detailed explanation of this scheme is provided at [3].
Performance analysis for the optimally selected preprocessing method is reported in
Tables 1 and 2.

4 Experimental Results

The identification of diabetic retinopathy through automatic screening is clearly
dependent on the retinal input images quality. The preprocessed retinal image quality
is verified by structure similarity index measurement (SSIM). Here, the absolute
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mean brightness error (AMBE) is also applied to examine the brightness difference
of input and output images. If SSIM is 1, the output retinal image is original and nearer
to 1 indicates the better quality of retinal images. AMBE compares the brightness
preservation on input and output images. Logically, lower AMBE and higher SSIM
reflect the better contrast enhancement and able to preserve the mean brightness
effectively. Review reflects that histogram equalization and contrast limited adaptive
histogram equalization are very frequently used contrast enhancement scheme for
the retinal image prior to the diabetic retinopathy detection. In this research paper, an
optimal contrast enhancementmethod is selected and compared the performancewith
HE and CLAHE methods. Tables 1 and 2 represent the comparative results of SSIM
andAMBE, respectively. In SSIMassessment, for each dataset optimal preprocessing
shows the highest value which is more than 81% close to 100%,meansmore accurate
compared to the HE and CLAHE which are in the range of 70–75%. On the other
hand, for the analysis of brightness preservation scheme, the optimal preprocessing
method reflects the lowest value on the same dataset. The HE and CLAHE methods
give value between 10 and 30 where the optimal preprocessing method gives value
between 0.01 and 0.05which is farmore better compared to the previous twomethods
as the absolute mean brightness error reduced to a great extent. Testing results here
also reflect that for low-resolution images (dataset 1 and dataset 2) HE and CLAHE
method not work properly. Figure 1a is the retinal input image selection; Fig. 1b is
the outcome of optimally selected contrast enhancement method for retinal images.
The fundus image needs to be preprocessed to enhance the contrast between the
background and the lesions to detect the true lesions properly. The incorporation
of fuzzy logic for contrast enhancement gives the advantage compared to existing
HE or CLAHE by preserving the brightness of the image accurately by reducing
the AMBE error and increasing the SSIM index. The optimal preprocessing method

Fig. 1 a A sample of retinal input image, b optimal choice preprocessing used on sample input for
contrast enhancement
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gives much better result compared to existing HE and CLAHE in SSIM and AMBE
index of measurement that can improve the accuracy of the automated system to
detect the DR as using the optimal preprocessing method reduces error and increase
the chance to detect the true candidate lesion properly.

5 Conclusion

Preprocessing of retinal image plays a vital role for automatic detection of diabetic
retinopathy diseases. In this concern, a lot of preprocessing methods have been used
along with different filtering scheme for removing noises. This research paper finds
the optimumchoice of preprocessing scheme for diabetic retinopathy detection.Datta
et al. [3] proposed the brightness preserving preprocessing method of retinal images
prior to automatic diabetic retinopathy screening. On survey, HE and CLAHE are
the frequently used scheme of automated diabetic retinopathy screening system. But
using fuzzy logic in contrast enhancement is a new way in preprocessing steps. After
preprocessing steps, the processed image can be used to detect MAs, hemorrhages,
exudates, vessels, etc., for accurate detection of the disease. If the preprocessing steps
can be improved, the true lesion detection becomes easier in later stages. Hence,
optimally selected method compared with HE and CLAHE scheme performs better
and produces better image quality with better contrast between background and
foreground. Thus, we can conclude that optimally selected preprocessing scheme is
the better choice for retinal images as it gives increased value of SSIM index above
81% compared to 70–75% in HE and CLAHE and decreased AMBE value less than
0.01 where HE and CLAHE give very high value 10–30%. In the future, authors
will try to detect and segment MAs, hemorrhages, exudates, vessels, etc., using the
optimally selected preprocessing scheme discussed in this paper. After extracting the
candidate lesions, DR detection and disease stage prediction, i.e., PDR or NPDR,
can be made using some machine learning classification method. Deep learning can
also be used to detect the DR as it is a new area of research in the field of medical
image processing and disease diagnosis.
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FFHIApp: An Application for Flash
Flood Hotspots Identification Using
Real-Time Images

Rohit Iyer, Parnavi Sen, and Ashish Kumar Layek

Abstract Extreme climate changes have become the new norm in today’s world.
As a result, flash flood disasters continue to increase. It has become imperative to
devise a quick disaster response system for minimizing the magnitude of damage
and reducing the difficulties of human life. In this paper, we propose an applica-
tion using android technology that provides real-time updates and prompt flow of
authentic information of flood-ravaged areas to the rescue personnel or common peo-
ple. The application accepts images belonging to flood-affected regions from rescue
personnel, volunteers, etc. It authenticates and then filters those images using deep
learning techniques. The severity of floods is estimated and plotted on a map using
the associated location information of the images. The data is analyzed by using
clustering techniques and visualized on the map. Subsequently, the affected areas of
the flash flood are identified. Their peripheries are mapped so that these hotspots can
be targeted for immediate relief operations.

Keywords Flood-image detection · Flood hotspots identification · Transfer
learning · VGG19 · Clustering · Convolutional neural network

1 Introduction

Recent disasters such as cyclone Aila 2009, Amphan 2020, Nisarga 2020, and many
more have shown how human society is helpless when nature’s fury has its say.
Other than cyclones, monsoonal floods cause mayhem as well. Commuters get stuck
in waterlogged streets, open wires pose a grave danger to nescient citizens, and
there is an immense loss of livelihood and shelters. The NDRF (National Disaster
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Response Force) personnel and civic volunteers are those warriors who tackle such
grave situations and provide a helping hand to the victims. In this age of technology,
if we can integrate disaster response systems with cutting edge technology, we would
be better equipped to handle these crises. With the support of digital platforms, the
information can be quickly communicated to disaster management teams and the
general public about the severity of inundation.

There exists severalworks relating to the early detection of floods. Jyh-Horng et al.
[8] utilized video streams to determine the water levels of the main rivers and trigger
an alarm. Mean-shift (MS) and region growing (RegGro) algorithms were used to
identify flooded areas. Napiah et al. [13] used smartphones and IoT technologies
for monitoring and delivering real-time flood information. Sensors were employed
to detect water level. A CNN-based model for detecting flood-images from social
media images is proposed in the work [10]. It also used possible color filters of
floodwater along with CNN-based model to identify flood-images. Another work
[3] implemented mask R-CNN as base architecture, for instance, segmentation to
estimate the level of flooding. Zhang et al. [18] have documented a comparative
study between various conventional image segmentation techniques that can be used
for real-time flood monitoring. The techniques adopted were region growing, canny
edge detection, and graph cut. The work [5] also used these image segmentation
techniques on video streams. Menon and Kala [12] developed a video surveillance
system and a mobile application to inform people about the disaster. Work [7] uses
the VGG16 network on satellite images to detect inundation.

These works related to flood detection have mainly focussed on various image
segmentation techniques and detecting the water level. However, smartphones being
ubiquitous nowadays, there is a need for communicating real-time reliable data and
providing detailed analysis to the public using these devices. Moreover, most of
the works are dependent on social media images. But in the case of social media
images, the geolocation from the metadata of those images is stripped off. This
makes it difficult for accurate mapping of flood-affected areas. There might also be
too many farce images that might be of a different location or a different date leading
to inconsistencies and delay in the hazard mitigation process.

In the proposed work, we took the initiative to present a novel flash flood hotspots
identification (for brevity, we call it as FFHI) application keeping flash flood situation
in mind, which can be useful mainly in the crowded cities. It uses android technology
to provide a platform for such critical information to be shared in the public domain.
The civic volunteers and NDRF personnel would play a major role in this transfer
of real-time information. They suppose to upload images of the inundated localities
in different pockets of the city to the FFHI application. Sazara et al. [15] proposed a
similar technique of floodwater detection on roadways from image data. They used
pretrained deep neural networks for flood area segmentation using three different
feature extractors. Probably, this work [15] is closest to our proposedwork. However,
that is a comparative study between various classification techniques and does not
provide an end-to-end application that disseminates useful information to the public
domain.
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In our approach, based on the weather forecast, the server-side application con-
figures an FFHI event in a city where it is very likely that a flash flood situation
may occur on a day. By doing so, it aims to identify the number of hotspots of flood
over there. The users of the proposed application, which happens to reside in a city
where an FFHI event is configured, are notified to contribute images. At first, images
posted through the android app by a smartphone user are validated with the date and
location of the target city for which the FFHI event is configured. Themetadata of the
images is used to obtain the date and location information. Then, validated images are
checked if they belong to the flood-image category using a deep learning approach by
the server-side application. Finally, those remaining candidate images are clustered
based on their location, and boundaries are calculated to obtain the hotspots.

Understandably, a large number of volunteers might be reluctant to take part in
this crowd-sourcing initiative. But in case of a heavy flash flood situation, even if
it gathers a small community of dedicated individuals, the data would be enough
to get a clear picture of the hotspots of the disaster. Let us assume the proposed
application manages to rope in a hundred dedicated volunteers willing to contribute,
and each person uploads ten to twelve images. Out of those images uploaded in
total, if the proposed FFHI application finally filters out about seven/eight hundred
authentic flood-related snapshots, it would be able towork fine in terms of identifying
important flash flood hotspots. Note that based on the severity of the flood condition
of a locality, it is expected that more volunteers will respond to the situation and
upload more images from those affected areas.

The later part of this paper is organized as follows. In the next Sect. 2, the pro-
posed methodology is discussed in detail. In Sect. 3, the simulation process and
experimental results are discussed. Concluding notes are presented in Sect. 4.

2 Proposed Work

The proposed method of flash flood hotspots identification has two major compo-
nents. The first one is the android application for the smartphone device. In Sect. 2.1,
we describe the functionalities involved in the android app. In brief, it does the pre-
processing of images which are posted by the users. It also enables the option of
displaying identified flash flood hotspots within a city/place. The server-side appli-
cation is another major component that deals with flood-image detection and per-
forming clustering algorithms on the stream of images uploaded by different users
of the android app. This entire technique is discussed in detail in Sect. 2.2.

2.1 Android Application for Smartphone

The android application provides a simple interface to the end user. As a prerequisite,
the location information of the smartphone is accessed by the application. In the
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Fig. 1 Android application overview

registration process, the android app exchanges the location information with the
server. As a result, it gets to know from the server if there is any configured active
FFHI event in that city. If such an event is configured for that city, only then the user
gets the option for posting images to the server.

The android application has mainly two important activities that are pictorially
shown in Fig. 1. The basic operation one user can perform is the image posting.
However, as mentioned, image posting is possible only if there is an active FFHI
event for that city. Once the android app receives an image to be posted, it performs
some preprocessing steps. There are three steps performed in a sequence, namely
(a) date and location verification using image metadata, (b) image resizing to lower
resolution, and (c) near-duplicate image detection. At first, it checks whether the
date of the image is matching with the current date, otherwise rejected. Then, it
checks if the location information associated with the image belongs to the same city
from where the user is trying to post. Here, we use the “Geocoding API” provided
by Google to carry out this activity. If the image does not belong to the specified
city, it is rejected. Further, it examines whether the image is at the periphery of a
water body. In general, most of the flood-image detection techniques [10] cannot
distinguish accurately between floodwater and a natural water body. However, only
those images can be sent to the server that does not contain natural water bodies. If
the coordinates of the image are at the coastline or on a riverbank or at the fringes
of any lake or pond, it is rejected. In the second step, the image is resized to a
lower dimension keeping aspect ratio unaltered. This is done to avoid uploading
very high-resolution images to the server. In the resizing process, the height (or
width—whichever is more) is fixed at 512 pixels. However, we have taken care that
the metadata of the images remains unchanged, and the geolocation of the image
is preserved. There is also a possibility that the same user may post duplicate (or
near-duplicate) images again and again. Hence, near-duplicate image detection is
necessary, and we use a similar type of near-duplicate clustering technique proposed
in [19]. After the preliminary processing, the image is sent to the server. Once the
image is verified by the flood-image-detector at the server, it returns a response to
the android app in an asynchronous manner. The response contains the final verdict
on the image, i.e., if it is a flood-image or not. If it is concluded as flood-image, then
the percentage of water present in the image is also included in the response.
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Fig. 2 Server-side application overview

Apart from the image posting, the proposed android app also provides the option
of viewing the various clusters of images and hotspots that have suffered havoc by
the floods. The user could view these by entering the city name of his choice. The
hotspots are identified by mapping the periphery of the areas which need relief aid
and should be avoided by people. This aspect of the proposed system is discussed in
detail in Sect. 2.2.

2.2 Server-Side Application

The server-side application plays a major role to ensure end-to-end functionalities
of the flash flood hotspots identification system. At the time of a flood, it receives
a stream of images from different users on a real-time basis. The activities of the
server-side application are pictorially presented in Fig. 2. Mainly, it performs three
major tasks on the images it receives. At first, it checks if the image falls into the
category of flood-image using a deep learning technique. We call an image as a
flood-image if it has some amount of water presence. If the images are found to be
of flood-image category, in the next step, they are clustered based on their associated
location information. Finally, it calculates the boundaries and identifies the flash
flood hotspots.

2.2.1 Flood-Image Detection

It is observed [10] that several images posted by news agencies or in social media do
not convey any pictorial information about the flood event. In flood-related disasters,
several images are circulated over the Internet. However, only near about half the
number of images are relevant [10] to the event. No doubt the same kind of scenarios
might occur in the context of the proposed FFHI application. Without understand-
ing the true motive behind this application, a user may post many images that are
not related to flood. Thus, these images, once having been uploaded to the server,
undergo a verification process. The images are passed through a deep learning model
for classification. Here, we have proposed a flood-image-detector model using the
transfer learning approach using a pretrained VGG19 [17] network. The proposed
flood-image-detector model is discussed separately in Sect. 2.3.
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Fig. 3 Examples of image displayed on clicking a marker and corresponding info-box

Once an image is classified as flood-image, then in the next step, those are used
to identify flash flood hotspots. Note that an image can be classified as a flood-image
based on the amount of floodwater present within the image. The basic assumption
here is that the severity of the flood is proportional to the amount of floodwater
present in the image. The images which have floodwater content less than a specified
threshold are ignored, while the rest can be viewed on the map. If a user wants to
view images from different flood-affected regions on the map, the server provides
the required information to the android app. Each marker created on the map for an
image has an on-click event in the android app, which opens the associated image in
an info-box. Figure 3 shows examples of a couple of info-boxes, where the respective
posted image is displayed on clicking the marker.

2.2.2 Clustering of Images

We carry out the clustering operation to divide the flood-affected areas into various
zones. This would facilitate the local authorities to split into respective teams to
carry out rapid relief measures. This clustering operation is performed by the server
periodically, such that whenever some finite number of new authentic flood-images
are posted, the clustering operation is repeated along with all the previous images.
In the proposed system, we carry out the process once ten (10) new authentic images
are posted. The number of clusters is selected dynamically as we use the DBSCAN
algorithm [4] for the clustering. This algorithm does not depend upon the shape of
the clusters. For a new cluster to form, the minimum number of samples has to be
thirty (30). In our FFHI application where we have worked with geo-coordinates,
the parameters used for the DBSCAN algorithm are as follows: (i) Distance mea-
sure = “Haversine,” (ii) Min-samples = 30, and (iii) Epsilon = 2 (km)/R, where
R = 6373 km is the radius of the earth. Here, the ‘ball tree’ algorithm is used while
performingDBSCANclustering. It reduces the number of candidate points which are
required for neighbor search by using the triangle inequality. However, the said val-
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(a) Identified clusters (b) Generated heatmaps (c) Identified hotspots

Fig. 4 Identified clusters, heatmaps, and hotspots for a flood event (plotted on map of Chennai
city)

ues for those parameters can be tuned keeping the number of target hotspots in mind.
Once the DBSCAN algorithm performs the clustering, it returns the total number of
identified clusters. Using this number, further K-means [11] clustering is performed,
which gives the cluster centroids. Figure 4a provides a visual representation of the
clusters plotted on a map. Note that the cluster centroids are useful to find the center
of the affected regions. This enables people to roughly get an idea of the names of
the affected colonies or localities within the city. Using reverse geocoding method,
the set of cluster centroid coordinates is sent to the “Geocoding API” to get the name
of the localities.

2.2.3 Generating Heatmap and Boundaries to Discover “Hotspots”

The heatmap of affected regions provides a measure of severity of the catastrophe.
By default, areas of higher intensity will be colored red, and areas of lower intensity
will appear green. The heatmaps corresponding to the identified clusters (Fig. 4a)
are plotted on a map and presented in Fig. 4b. By generating boundaries to the
existing clusters of affected regions, it can define certain regions as hotspots. These
hotspots can be immediately cordoned off to allow only rescue personnel and health
workers to access the area to provide relief. Delineation of flood risk hotspots is a
very challenging task for the authorities which have been automated in this work.
The detailed boundary can be used as a reference by civic authorities, power and
fire department, municipal corporation, and other local authorities. Figure 4c shows
the identified hotspots for the respective heatmaps shown in Fig. 4b. Boundaries are
created with the Graham Scan algorithm [6] which is used to find the convex hull of
a set of points. It creates the smallest polygon encompassing all the coordinates.
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2.3 Flood-Image-Detector: CNN Model

We propose a CNN-based [9] flood-image-detector model following the transfer
learning approach using a pretrained VGG19 [17] network. This CNN model is
trained using two different kinds of image samples: floodwater and non-water. Here,
we have used a similar approach to generate several training samples as stated in
the work [10]. We use a training sample dimension of 48 × 48 × 3. A total of 70 K
samples are generated in this process, out of those half of the samples are floodwater
samples. While training the network, 50 K samples are used. Remaining 20 K sam-
ples are used for validating and testing the flood-image-detector model in an equal
ratio.

2.3.1 CNN Model Architecture

Many existing works suggest the use of conventional image segmentation algorithms
[5, 18], while some suggest training all the layers of a CNNmodel [3, 10]. However,
we use a transfer learning [14, 16] approach to create our model. With transfer
learning, instead of starting the learning process from the very beginning, we start
from patterns that have been learned when solving a different problem. This method
is faster and computationally inexpensive. Related works [7, 15] suggest the use
of pretrained models, especially the VGG network for flood detection. We use the
VGG19 [17] pretrained network in our server-side application which performed well
in the classification task.However,we did not performa comprehensive analysis of all
the pretrained models, and there might be models that perform the classification task
more efficiently. We found out that freezing some layers while unfreezing others
performed best. Our model has the first four blocks of convolution layers frozen
while the last convolution block (having four convolution layers) unfrozen. Two
fully connected layers are added after the stack of convolution layers, the first having
64 channels (chosen empirically). The second fully connected layer has two channels
which is followed by the softmax [2] function used for classification into floodwater
and non-water. In the training phase, first, the pretrained weights of the network are
loaded. We train the network with training samples of dimension 48 × 48 × 3 over
50 epochs. First, with a high learning rate to quickly converge to a near maximal
position and subsequently with a lower learning rate to fine-tune the network. In each
epoch, the network is trained in batches of 500 with 100 samples each. After each
epoch, the network is cross-validated with 10 K samples. Overall training accuracy
achieved in this model is 97%. Table 1 describes the layers in the network. Frozen
indicates that the layers are not trainable while unfrozen is trainable.
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Table 1 Pretrained VGG19 network with two fully connected layers

Serial no. Layer type Filter
dimension

Number of
filters

Output
dimension

Layer status

1 Input – – 48 ∗ 48 ∗ 3 Frozen

2 First 12
convolution
layers

– – 3 ∗ 3 ∗ 512 Frozen

3 block5_conv1 3 ∗ 3 ∗ 3 512 3 ∗ 3 ∗ 512 Unfrozen

4 block5_conv2 3 ∗ 3 ∗ 3 512 3 ∗ 3 ∗ 512 Unfrozen

5 block5_conv3 3 ∗ 3 ∗ 3 512 3 ∗ 3 ∗ 512 Unfrozen

6 block5_conv4 3 ∗ 3 ∗ 3 512 3 ∗ 3 ∗ 512 Unfrozen

7 block5_pool
(MaxPool-
ing2D)

2 ∗ 2 – 1 ∗ 1 ∗ 512 Unfrozen

8 Fully
connected (64)

– – 1 ∗ 1 ∗ 64 Unfrozen

9 Fully
connected (2)

– – 1 ∗ 1 ∗ 2 Unfrozen

10 Softmax
(output)

– – 1 ∗ 1 ∗ 2 Unfrozen

2.3.2 Flood Region Detection in Image

In this section, the process of identifyingflood-images is described.Here, it is checked
if an input image has any floodwater presence. It is done mostly in two steps. At first,
the responsematrix is generated for an input image using a slidingwindow technique.
Finally, it calculates the percentage of floodwater presence in the image. Based on
that, we classify the image into a flood-image or any other.

Response Matrix Generation: We use an overlapping sliding window approach
to generate the response matrix for the input image. The size of the window is
48 × 48 × 3, and stride used here is eight pixels (both vertical and horizontal). As
a preprocessing step, the image is zero-padded with eight pixels on all sides of the
images. Steps for response matrix generation process are as follows:
Step-1: The response matrix is a 2D matrix that has the same dimensions as the input
image (with zero-padded).
Step-2: Each image patch under sliding window of dimension (48 × 48 × 3) is fed
to the flood-image-detector model. The output (y_pred) is a prediction of value
1 (floodwater) or 0 (non-water). Here, we create an output matrix of dimension
48 × 48, and output value (y_pred) is set to each of its elements. The equation used
to calculate each element of the output matrix is as follows:
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(a) Test image (b) Generated response matrix (c) Identified flood regions

Fig. 5 Pictorial representation of flood-image detection process

y_pred =
{
0, if image patch = non-water

1, if image patch = flood water
(1)

Step-3: Each element of the outputmatrices under the slidingwindow is cumulatively
added to the respective elements of the response matrix.
Step-4: After predicting all the image patches in the sliding window process, the
values of the elements of response matrix are normalized using the highest value of
matrix elements. The values in the response matrix after this normalization process
lie within the range [0, 1]. The padded elements are then discarded to obtain the final
response matrix.

The flood-image detection process for two different input images is pictorially
illustrated in Fig. 5. Figure 5b shows the generated response matrix for the corre-
sponding input images in Fig. 5a.

Flood Region Identification and Classification: Finally, the response matrix is
binarized to obtain the floodwater regions in an input image. Here, we use Otsu’s
algorithm for image binarization which divides the image histogram into two classes.
It uses a threshold in such a way that the in-class variability is very small. Thus, the
threshold value is generated dynamically in the binarization process. Figure 5c shows
the binarized image for the corresponding input images in Fig. 5a. The white portion
of the image is considered as floodwater regions.

After the image binarization, the percentage of the image covered by floodwater
is calculated as no. of floodwater pixels

total no. of pixels ∗ 100. If it is more than some threshold percentage,
then we conclude that the input image is of the flood-image category. In this work,
empirically, we have considered the value of the threshold percentage as 15%. Once
an image is categorized as a flood-image, it is included for further processing, such as
clustering and generating boundaries to discover hotspots as discussed in Sect. 2.2.
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2.4 System Implementation Strategy

We implemented the android application using android studio. The user is provided
with the options of uploading flood-images and viewing the various visualizations
by entering the city name which he wishes to view. The Express Server is used
for developing the server-side application. It runs on the HTTP port to handle the
requests from the android app. The JSON format is used for transportation of infor-
mation between the android app and server-side application. In the proposed system,
the flood-image-detector is implemented as a Python module which is developed
using the TensorFlow [1] (version 1.9.0) Python library. The express server acts as
a mediator between the android app and the Python module. It receives a stream
of images from the android app, those are classified using the flood-image-detector.
Once a stream of images reaches the server endpoint, a shared queue of incoming
image streams is maintained. An optimal number of processes are spawned depend-
ing upon the load in the server. The spawned processes concurrently use the Python
module (flood-image-detector) to classify respective images. Once the express server
receives the response from the Python module, it returns the response to the android
app in JSON format, thus ensuring two way communication.

Apart from the flood-image-detector, the Python module is also responsible
for implementing required functionalities related to flood hotspots visualization.
This visualization scripts do the jobs of performing different clustering techniques
and identifying hotspots boundaries. It also propagates required information to the
express server periodically, so that server can respond to the requests from android
app related to visualizations (clusters, hotspots, etc.) on map.

3 Simulation and Experiments

We have not found any flood-image dataset where images are having metadata with
time and location information intact. Therefore, we simulated a couple of scenarios to
test our application. The city of Mumbai and Chennai were selected for this purpose.
We prepared two datasets by scraping images of major flood havocs in recent years
in those cities. Many images were scraped from the Internet using the Selenium web
driver and BeautifulSoup Python library.

We scraped approximately five hundred flood-images for each of these two cities.
However, none of these images have location information present. Therefore, to sim-
ulate a real calamity scenario, we tweaked the metadata of the images and assigned
them coordinates. We identified certain regions in those cities which are low-lying
areas or are prone to floods. For example, in Mumbai, we selected the areas of And-
heri, Kurla, Sion, Juhu, Santacruz, etc. Coordinates of these locations were taken
as cluster centroids. All the scraped images were distributed randomly to each of
the clusters, such that every cluster had a minimum of thirty images and a maxi-
mum of seventy images. The centroid of the clusters is defined as cluster_centroid =
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(a) Identified clusters (b) Generated heatmaps (c) Idetified hotspots

Fig. 6 Identified clusters, heatmaps, and hotspots for a flood event (plotted on map of Mumbai
city)

[x_coordinate y_coordinate], where x_coordinate is the latitude of the centroid of the
cluster, and y_coordinate is its longitude. An image belonging to a particular cluster
was assigned coordinates randomlywithin a square of side 4 kmwith cluster_centroid
as its centroid. The random values for the coordinates were taken from a normal dis-
tribution such that each pair of latitude and longitude lied inside the defined cluster.

Once the coordinates were assigned to the images, we ran this simulation process
for these two cities (Chennai and Mumbai) separately. The observed clusters, corre-
sponding heatmaps, and hotspots for the Chennai city are already shown in Fig. 4.
It can be seen there that a total number of nine hotspots are identified. Similarly, for
the city of Mumbai, simulation results are shown in Fig. 6. In this case, the number
of hotspots identified is eleven.

4 Conclusion

In this era of social media, unreliable data leads to a lot of panic and rumor. The pro-
posedflashfloodhotspots identification applicationdeveloped in thiswork effectively
filters out the farce images and provides authentic data to the public domain.We have
proposed a methodology to evaluate a flood-image using the transfer learning and
image segmentation approach. The overall application delivers lucid visualization
and detailed analysis of the affected clusters with the help of unsupervised machine
learning algorithms. Citizens across the city can be cautioned to restrain themselves
from traveling to such disaster affected regions. The localities identified as hotspots
by this application would quickly alert the rescue personnel, civic volunteers, and
municipal corporation to carry out relief operations in those zones. The ease of use,
responsive nature, and prompt flow of real-time information directly from the men
on ground makes our FFHI application unique and highly beneficial. The data col-
lected over a period can be analyzed to locate certain flood-prone areas that require
robust infrastructure, road maintenance, and stormwater drainage facilities. We can
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also identify the strategic location of emergency shelter homes. One of our future
research intentions is to develop an algorithm for citizens to navigate to a destination
by avoiding travel through the flood-affected hotspots, hence ensuring a safe journey.
The FFHI application is an endeavor to generate awareness among the public to share
information and show eagerness to contribute toward the benefit of society.
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An Optimized Controller for Zeta
Converter-Based Solar Hydraulic Pump

K. Sudarsana Reddy , B. Sai Teja Reddy , K. Deepa , and K. Sireesha

Abstract Due to advancements in renewable technology, the agricultural sector can
independently harvest its energy for running its respective equipments. One such
equipment being hydraulic pump that waters the field can be run by solar array. This
whole mechanism can be controlled through many present-day control techniques
like soft computing techniques. Themain aim of the present work is to obtain the best
controller technique among fuzzy and genetic algorithm for the fast response of set
value according to the climatic conditions and nature of field area. A mathematical
model of zeta converter has been provided for studying the performance of the
control techniques. Thismathematical modelling of the respective converter has been
done through state space averaging technique (SSA). This work even contributed a
comparative study of zeta and SEPIC converter for its respective performance. These
converters are chosen so that the output will be maintained at constant voltage for the
range of input voltage. The work has been simulated inMATLAB/Simulink software
for the respective study.

Keywords Solar array · Single-ended primary inductor converter (SEPIC) · Zeta
converter · Genetic algorithm (GA)-tuned PI controller · Fuzzy logic controller ·
Hydraulic pump · State space averaging technique (SSA)

1 Introduction

Nowadays, the demand for electricity has increased. So, production has to be
increased. Due to reduction in fossil fuels, moving towards renewables is the best
alternative [1]. Electricity is generatedmainly from solar energy among all renewable
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energies. It is low-maintenance, eco-friendly and has a less operational cost. With
the help of photovoltaic cells, they can convert solar energy directly into electrical
energy. As a result, the workforce can be reduced compared to conventional energy
production technology. Photovoltaic arrays are a combination of several PV cells.
Voltage is increased by connecting cells in series, and the current is increased by
connecting in parallel. In the present work, hydraulic pump is being supplied by PV
array [2–4].

The most efficient way to increase or decrease the DC voltage is by using a DC–
DC converter [5]. There are different converters like a buck, boost, buck–boost [6],
cuk, SEPIC [7], etc. Depending on the applications, the converters buck or boost the
voltage. But some applications require a constant voltage if there is a variable input
voltage, and this can be achieved by using the buck–boost converter, but when it is in
use this can result in a strong ripple in the output, and this can be reduced by using a
cuk converter which inverts output. For overcoming these disadvantages, SEPIC and
Zeta converters are into the study which provides output voltage of same polarity
as the input voltage. Due to the property of having continuous current in the input
capacitor, the input capacitance for lower ripple voltage is reduced. These act as a
buck converter when the duty cycle is less than 0.5 and act as a boost converter when
the duty cycle is greater than 0.5. These have an efficiency in the ranges of 91–96%.
A controller is needed to maintain the constant output from the converter. In the
present work, controller is used to control the duty ratio of the zeta converter. Any
PI controller [8] takes error as the input and controls the output. The output of the PI
controller is the sum of the integration coefficients and the proportion. Increase in
proportion constant reduces the steady-state error. If the proportion gain is high, the
system may go into unstable state. The control action may go slow if the gain is too
less. Proportion gain plays a major role in changing the output value. Magnitude of
error and duration of error are proportional to integral term. It is the sum of error over
time and gives accumulated error, and this ismultiplied to integral gain. Integral gains
fasten the process towards the set point. Since it responds to accumulated error, the
present values may over shoot. Proper selection of the proportional gain and integral
gain makes the system perfect. But tuning of these values manually is a tedious
process and may not be perfect, and thereby the process of genetic algorithm [9] is
followed to properly tune the gains of the system. The respective response of the
system has been tested with the fuzzy logic controller [10–12]. This zeta converter
has to bemathematicallymodelled for studying its controller parameters for different
control techniques. This has been done through SSA technique [13, 14].

The aim of the present work is to mathematically model the zeta converter and
study its performance in open loop and closed loop with respective to GA-tuned PI
controller and fuzzy logic controller, respectively. The best-performed controller is
chosen to run solar run hydraulic pump. For Indian climatic conditions, it is required
to have a controller which can control the motor speed accordingly has to be chosen
by this study. An extension to the present works of a comparative study between
SEPIC and zeta has been provided. The organization of the paper has been done
in six sections. Section 2 is the system and specifications along with its required
modelling. Section 3 details about the control algorithms. Section 4 discusses the
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Fig. 1 Block diagram

simulation and its results. Section 5 is dedicated for analysing the lookup table for the
set values along with comparison of zeta and SEPIC converters. Section 6 concludes
the work.

2 System and Specifications

2.1 Block Diagram of Proposed System

The proposed block diagram of entire system in which the 800 W hydraulic pump is
being supplied by using solar subsystem through zeta converter is shown in Fig. 1.
Zeta converter is used to maintain constant voltage at the load with the minimal
variation in input. The desired voltage is obtained from the zeta converter by using
the controller. In this present work, two controller techniques have been studied for
understanding better performance of the system.

2.2 PV Array

The 800 W power required to supply load is generated by PV array maintaining
1000 W/m2 irradiance and 25 °C temperature. Eoplly New Energy Technology
EP156M-60-250W module is used which has an open-circuit voltage of 37.26 V,
and the short-circuit current of 8.91 A and has the maximum power of 251.346 W.
Figure 2 details the MPP curve and V–I characteristics of the PV array at different
irradiance. The specifications of the PV array are tabulated in Table 1 (column 1–2).
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Fig. 2 V–I characteristics and MPP curve of solar array simulated
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Table 1 Specifications and
parameters of solar array
along with zeta converter

Parameters of
solar array

PV array
values

Parameters of
zeta converter

Zeta converter
values

Short-circuit
current Isc (A)

8.91 Output
capacitor (C2)
in F

4.7577 × 10−4

Open-circuit
voltage Voc
(V)

37.26 Flyback
capacitor (C1)
in F

9.3602 × 10−4

Irradiance
(W m−2)

1000 Inductor (L1 =
L2) in H

283.14 × 10−9

Maximum
power (W)

251.346 Load resistance
(�)

0.1791

Series module
per string

1 Maximum duty
cycle

0.44

Parallel
strings

11 Minimum duty
cycle

0.57

Current at
MPP Imp (A)

8.15 �Vout (V) 50

Voltage at
MPP Vmp (V)

30.84 �Il (A) 26.691

2.3 ZETA Converter

By switchingMOSFET, constant output voltage is maintained by transferring energy
between inductors and capacitors. The circuit diagram of the zeta converter is shown
in Fig. 3a. It can be operated in both buck and boost modes by adjusting duty ratio.

Fig. 3 Different modes of operation of zeta converter
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Working and design

When switch S is ON. As the switch is ON, the voltage across the diode D is nega-
tive, and it will be in reverse bias. The voltages across the inductors L1 and L2 are
equal to input voltage V i. Both the inductors are being energized by input voltage,
their currents IL1 and IL2 are increased linearly, and there by switch current also
increases. During this time, the output capacitor gets charged and the flyback capac-
itor discharges. Equivalent circuit of the zeta converter when switch is ON is shown
in Fig. 3b.

When switch S is OFF. As the switch is OFF, the diode D is forward biased. The
voltage across the inductor is –Vo, L1 supplies energy to C1, and L2 supplies load.
The current linearly decreases in inductors L1 and L2. The voltage across the switch
will be V in + Vo. Equivalent circuit of the zeta converter when switch is OFF is
shown in Fig. 3c. Zeta converter can be operated in continuous conduction mode
with given:

D = V0

V0 + Vi
, Dmax = V0

V0 + Vi(min)
, Dmin = V0

V0 + Vi(max)
(1)

where V0 is the output voltage, Vi is the input voltage, and D is the duty ratio. Dmax

is the maximum duty ratio, and Dmin is the minimum duty ratio.

�IL(p−p) = 0.3 × D

1 − D
× I0, IL(p−p) = Vi max × Dmax

2 × L1 × fsw(min)
,

L1 = L2 = Vi × Dvmin

2 × �IL(p−p) × fsw(min)

(2)

I0 is the output current. �IL(p−p) is the output current ripple.

C1 = Io × Dmax

�Vripple × fsw(min)
, C2 = IL(p−p)

8 × 0.025 × fsw(min)
(3)

where�Vripple is taken to be 1% of output voltage.C2 is the output capacitance,C1 is
the flyback capacitance, and the minimum and maximum switching frequencies are
taken as 340 kHz and 460 kHz, respectively. Equations (1)–(3) represent the design
of the zeta converter. Parameter values of the zeta converter are specified in Table 1.

Small signal modelling for SSA technique. MOSFET operates in two states. It is
ON for dT time and OFF for (1 − d) * T where d is the duty cycle. The steady-state
parameters of the circuit when switch is ON and OFF are given byG1 andG2, where
G can be A, B, V and Z, where ṗ(t) represents differentiation of p with respect to t.
Weighted average equations are given by (4).

{
ẋ(t) = Awx(t) + Bwu(t)
y(t) = Vwx(t) + Zwu(t)

(4)
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where Aw = A1d + A2(1 − d) and similarly remaining can be found. The aver-
aged equation is nonlinear continuous time equations. Linearized equations can be
found by small signal perturbation by considering. x = X + x̂ where x̂ represents
small signal, and X represents DC value. Steady-state solutions can be found by (5),
respectively.

X = −A−1BU, Y = (−V A−1B + Z
)
U,

x̂(s) = [
(s I − A)−1B (s I − A)−1Bd

][ û(s)
d̂(s)

]
,

ŷ(s) = [
V (s I − A)−1B + Z V (s I − A)−1Bd + Zd

][ û(s)
d̂(s)

] (5)

where G = G1D+G2(1 − D), where G can be A, B, V and Z, Bd = (A1 − A2)X +
(B1 − B2)U , Zd = (V1 − V2)X + (Z1 − Z2)U .

The state space equations for ON and OFF states can be written as stated in (6)

˙iL1 = Vi

L1
�, ˙iL2 = Vi

L2
�, ˙vC1 = iL1

C1
(1 − �) − iL2

C1
�,

˙vC2 = iL2
C2

− vC2

RC2
− i0

C2
, V0 = VC2.

(6)

The equations in the (6) are written as a function of �. � = 1 represents the
switch is ON, the equations represents ON state equations, and when � = 0 the
switch is OFF, respective equations represent OFF state equations. The averaged
matrices are given by (7)–(9).

A = D + A2(1 − D) =

⎡
⎢⎢⎢⎣

0 0 −1
L1

(1 − D) 0

0 0 D
L2

−1
L2

1
C1

(1 − D) −D
C1

0 0

0 1
C2

0 −1
C2R

⎤
⎥⎥⎥⎦

Z = Z1D + Z2(1 − D) = [
0 0 0

]
(7)

B = B1D + B2(1 − D) =

⎡
⎢⎢⎢⎣

D
L1

0
D
L2

0

0 0
0 −1

C2

⎤
⎥⎥⎥⎦, V = V1D + V2(1 − D) = [

0 0 0 1
]
, (8)

Bd = (A1 − A2)X + (B1 − B2)U =

⎡
⎢⎢⎢⎣

Vi
(1−D)L1−Vi
(1−D)L2−DVi−RI0(1−D)

(1−D)2RC1

0

⎤
⎥⎥⎥⎦

Zd = (C1 − C2)X + (Z1 − Z2)U = [0]

(9)
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The state space equations can be formulated from (10) and (11).

⎡
⎢⎢⎣

˙iL1(t)
˙iL2(t)
˙vC1(t)
˙vC2(t)

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎣

0 0 −1
L1

(1 − D) 0

0 0 D
L2

−1
L2

1
C1

(1 − D) −D
C1

0 0

0 1
C2

0 −1
C2R

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎣
iL1(t)
iL2(t)
vC1(t)
vC2(t)

⎤
⎥⎥⎦

+

⎡
⎢⎢⎢⎣

D
L1

0 Vi
(1−D)L1

D
L2

0 −Vi
(1−D)L2

0 0 −DVi−RI0(1−D)

(1−D)2RC1

0 −1
C2

0

⎤
⎥⎥⎥⎦

⎡
⎣Vi(t)
I0(t)
d(t)

⎤
⎦, (10)

V0(t) = [
0 0 0 1

]
⎡
⎢⎢⎣
iL1(t)
iL2(t)
vC1(t)
vC2(t)

⎤
⎥⎥⎦ + [

0 0 0
]⎡⎣Vi(t)

I0(t)
d(t)

⎤
⎦ = vC2(t) (11)

Duty ratio-to-output voltage transfer function can be found from (10) and (11),
and the transfer function is given by (12), respectively.

Tdv(s) = V0(s)

d(s)
= C(s I − A)−1Bd + Ed

=
(
r1s2 + r2s + r3

)
(r4s + 1)

(1 − D)2
(
r5s4 + r6s3 + r7s2 + r8s + r9

) (12)

r1 = Vi(1 − D)RL1C1, r2 = −ViL1D2 − L1D(1 − D)RI0, r3 = Vi(1 − D)2R,
r4 = 0, r5 = RL1C1L2C2, r6 = L1C1L2, r7 = RL2C2(1 − D)2 + RL1C1 +
RL1C2D2, r8 = L2(1 − D)2 + RL1C1 + L1D2.

2.4 Motor

DC motor-coupled hydraulic pump is used in agriculture to water the plants. DC
shunt motor has been used in, and the results are simulated. The DC motor used is
supplied by solar array through zeta converter. The physical parameters for which
the design is made have been tabulated in Table 2.
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Table 2 Physical parameter values of hydraulic pump

Parameter value Parameter value

Voltage (V) 12–24 Hydraulic power unit
(dimensions)

27.5 L * 11.8 W * 12 H

Motor power (kW) 0.8–3 Rotation Clock wise

Displacement of
hydraulic pump GPM

0.825 Relief valve pressure
(MPa)

22

Protection degree IP54 Rated speed (R/min) 2850

Size name 8quart double Weight (kg) 3

3 Control Technique

3.1 Open Loop

The mathematical model of the zeta converter has been discussed in Sect. 2. The
respective transfer function of zeta converter after SSA technique has been provided
by (12). These specifications provided in Table 1 (column 2–4) have been substi-
tuted in (12), and hence, the open-loop step response of this transfer function has
been evaluated with the help of MATLAB software. This respective response can
be depicted in Fig. 4a. This underdamped response has settling time of 4 ms with
undesirable control parameters like peak overshoot of 60% and steady-state error of
6%. So, a controller is required which can mitigate these undesirable quantities and
performwell under any environment. This open-loop plant transfer function which is
given by (13) has been connected in unity feedback, and two controller schemes are
implemented to control the parameters. The respective controller schemes utilized in
this work are genetic algorithm-tuned PI controller and fuzzy logic controller. The
comparative study between these schemes with respective to zeta converter has been
done, and the better performing has been considered for the further analysis.

Vo(s)

d(s)
= 1.837e − 10s2 − 1.536e − 06s + 0.298

1.182e − 21s4 + 7.504e − 17s3 + 5.977e − 11s2 + 1.443e − 07s + 0.03312
(13)

3.2 Genetic Algorithm-Tuned PI Controller

The plant transfer function has been cascaded with PI controller transfer function
whose gains are being continuously tuned by GA through its respective objec-
tive function until the termination condition reaches. This corresponding cascaded
transfer function has been connected in unity feedback, and the closed-loop response
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Fig. 4 Step response of a open loop, b with GA-tuned PI controller, c with FLC

of the plant is obtained. The genetic algorithm is one of the search algorithms which
optimizes the objective function in the given range with the help of crossover and
mutation functions. This respective algorithm will have initial population which gets
optimized by the help of Darwin’s theory ‘Fittest of the Survival’. This algorithm
has been implemented in MATLAB to tune gain values of PI through optimization
toolbox.

The objective function has been given by integral time absolute error (ITAE)
which is given by (14). This function has to be optimized in the range [5, 100]
until the termination condition reached. The population size is specified as 150.
The initial population is taken as [0, 10] from the given range for proceeding. The
scaling function is selected as rank for fitness scaling for evaluating respective fitness
value for the population. From all the fitness function values, the population need
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Fig. 5 Parameters of genetic algorithm at 86th iteration

to be selected for further breeding. This has been implemented through stochastic
uniform function. The crossover and mutation functions used for further population
generation have been taken as constraint-dependent function. The crossover fraction
or crossover probability has been taken as 0.6645. The penalty function is the one
which penalizes the solutions which are infeasible by reducing their fitness values.
The penalty factor is specified as 100 and initial penalty as 10. These both constitute
the constraints for this genetic algorithm, and accordingly crossover and mutation
functions are selected. The stopping criteria for this algorithm have been specified
by using no. of generations, function tolerance, constraint tolerance and time limit
which are specified as 200, 10−6, 10−3 and infinity, respectively.

B = sum
(
t ′. ∗ abs(e) ∗ dt

)
(14)

where B is objective function, t is time, and abs(e) is absolute error. The genetic
algorithm has reached its criteria in 86th iteration. The parameters of the algorithm
for the respective iteration are shown in Fig. 5. From Fig. 5, it can be observed
that the first variable (Kp) for that iteration (last) has value of 7.9453e−04 and the
optimized value for second variable (K i) is 36, respectively. Figure 5 even shows the
plots for fitness scaling, selection function and score histogram, respectively. The
fitness scaling plot is expectation for various raw scores. The score histogram is plot
for number of individuals for range of scores. The number of children for various
individuals is selection function plot.

This GA optimized gain values have been substituted in the controller transfer
function, and the respective closed-loop step response for the plant is found. The
respective response has been shown in Fig. 4b. The closed-loop transfer function
with this controller has been given by (15). The settling time has been noted as
8.7 ms with 0% peak overshoot and steady-state error. Closed-loop transfer function
with PI-tuned GA controller is given in (15).

1.459e − 13s3 + 7.964e − 09s2 + 0.00016s + 14.9

1.182e − 21s5 + 7.504e − 17s4 + 5.991e − 11s3 + 1.523e − 07s2 + 0.03328s + 14.9
(15)
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3.3 Fuzzy Logic Controller

The plant transfer function has been simulated with controller as fuzzy logic
controller (FLC) in unity feedback for finding the control parameters for the plant
with this respective controller to compare with GA-tuned PI controller parameters.

The respective crisp input variables of the FLC which are error (E), change in
error (CE) are converted to its respective linguistic variables with the help of the
membership functions. The respective membership functions and rules defined in the
universe of discourse are listed in Table 3 for both input and output fuzzy variables,
respectively, where NL and PL are defined using trapezoidal membership functions
and remaining using triangular membership functions. The overall graphical repre-
sentation of the defined FLC is shown in Fig. 6a. The membership functions defined
for the input and output are represented in Fig. 7, respectively. Defuzzification has
been processed using ‘centroid’. Figure 6b shows the surface of the defined fuzzy
rules for the FLC. This whole process has been processed over this plant transfer
function, and respective closed-loop response with this controller has been given in
Fig. 4c. Settling time is 10.2 ms with peak overshoot of 4.55% and steady-state error
of 2.24%, respectively.

Table 4 represents the control parameters like settling time, peak overshoot,
steady-state error for the step responses of open loop, closed loop with GA-tuned PI
controller and closed loop with FLC, respectively. From Table 4, it can be inferred
that if the design considerations are to minimize the peak overshoot and steady-
state error, then step response of the plant with GA-tuned PI controller would be
the better choice as the respective values are 0%, respectively. The settling time and
rise time for the open-loop configuration are less. But the desirable parameters like
steady-state error and peak overshoot are 6% and 60%, respectively. The undesirable
oscillations are induced in this response. The rise time of closed loop with FLC is
better compared with closed loop with GA-tuned PI controller. So, for the remaining
work GA-tuned PI controller is chosen for the simulation.

Table 3 Rule base for defined fuzzy logic controller

Change in error Error

PL PMed Psm Zero NSm Nmed NL

PL PL PL PL PL PMed Psm Zero

PMed PL PL PL PMed Psm Zero NSm

Psm PL PL PMed Psm Zero NSm Nmed

ZERO PL PMed Psm Zero Nsm Nmed NL

NSm PMed Psm Zero NSm Nmed NL NL

Nmed Psm Zero NSm Nmed NL NL NL

NL Zero NSm Nmed NL NL NL NL
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Fig. 6 a Overall graphical representation of defined FLC, b surface of defined FLC

Fig. 7 Membership functions of input variable a error, b change in error, c output
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Table 4 Comparative table for control parameters for different configurations

Control parameters ↓ Configuration →
Open loop Closed loop with

GA-tuned PI controller
Closed loop with FLC

Rise time (ms) 0.0658 4.9 0.86886

Settling time (ms) 4 8.7 10.2

Peak overshoot (%) 59.93 0 4.5583

Peak value (amplitude) 1.5993 1 1.0456

Peak time (ms) 0.1448 23.5 0.0026

Steady-state error (%) 6 0 4.55

4 Simulation and Results

4.1 Simulation Figure

The proposed system in Fig. 1a has been simulated in MATLAB/Simulink to imple-
ment the application stated with best controller scheme as shown in Fig. 8. The
required power to run the DC motor-coupled hydraulic pump is supplied by solar
system through zeta converter. This zeta converter is used to maintain the constant
voltage at the load with the help of controller. The two controller schemes have been
discussed in Sect. 3 and were concluded that GA-tuned PI controller will suit for the
respective application where steady-state error and settling time need to be as low
as possible. So, this overall system has been controlled with the help of GA-tuned
PI controller.The voltage and maximum power from solar module is in the range of
9-15 V and 1.5 kW respectively which can run the motor of 0.8kW at constant 12V
with help of zeta converter. The controller’s set value is 12 V which is continuously

Fig. 8 Simulation figure of the proposed system with both controllers



414 K. Sudarsana Reddy et al.

compared with load voltage, and an error generated is fed as input to the GA-tuned
PI controller which produces a duty ratio for controlling the MOSFET(1) of zeta
converter. Diode in between C1 and L2 is replaced by a MOSFET(2) aiming at
greater efficiency. The load has been varied between 100 and 75% so as to check the
variation of the mechanical power. The DC motor utilized here is a shunt motor. The
solar array has been maintained at 25 °C temperature and 1000 W m−2 irradiance.

Figure 8 shows the implementation of FLC. The error and change in error are
given as the inputs to FLC which provides a duty ratio as the output. This duty ratio
will be converted to PWM pulses with the help of D-P block. These pulses are fed
to MOSFET correspondingly.

4.2 Simulation Results

The simulation Fig. 8 (with diode in place ofMOSFET(2)) has been simulated for the
two input voltages which are 9 and 15 V. The respective results have been discussed
before and after this dynamic change. Figure 9b depicts the output voltage of the zeta
converter which is the supply of the motor for dynamic change of the solar voltage. It
can be inferred that the input (solar) voltage has dynamically changed from 9 to 15 V
at 0.0245 s, and output has been maintained at constant 12 V (desired). Figure 9c
depicts the load currentmaintained at 67Aeven after dynamic change. TheDCpower
to the hydraulic pump from zeta converter has been depicted in Fig. 9d. It can be
seen that the required 800W to the motor has been supplied from solar array through
zeta converter. Figure 10a, b shows the current and voltage waveforms across the
MOSFET switch. It can be inferred from Fig. 10b that the peak amplitude of current
waveformacrossMOSFEThas been decreased from200 to 176Aduring the dynamic
change. Similarly, theMOSFET voltage has also changed its peak amplitude from 28

Fig. 9 a Input and b output voltage in volts, c load current in A, d load power in W

Fig. 10 MOSFET and diode a, c voltage in (V) and b, d current (A)
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to 22 V during the change of input voltage from 9 to 15 V, respectively. Figure 10c,
d shows the diode current and diode voltage, respectively. The diode current will be
available when MOSFET current becomes zero and diode current discharges from
its peak to zero during its conduction. It can be seen that peak amplitude of both
diode current (from 200 to 176 A) and diode voltage (from −27.5 to −21.5 V) has
been reduced during transition of input voltage.

From Fig. 11a, b, it can be inferred that the inductor current across L1 has before
dynamic change maximum peak of 100 A and minimum value of 0 A. During the
‘ON’ state of switch, the inductor gets charged to 100 A, and it starts discharging
to 0 A during ‘OFF’ state of the switch. The voltage across L1 can be seen having
maximum amplitude of 15 V and with minimum peak being −12 V when input
voltage is maintained at 9 V. After the dynamic change, the inductor current changed
its maximum peak to 80 A and its voltage maximum peak changed to 10 V, respec-
tively. Figure 11c, d shows the waveforms of current and voltage across the inductor
L2. It can be seen that these waveforms follow the waveforms of inductor L1,
respectively.

Figure 12a, b shows the capacitor C1 voltage and current waveforms, respectively.
It can be seen that average voltage of−11.5 and−11.7 V has beenmaintained before
and after dynamic change with 25 mV ripple. The current waveform has 100 A of
maximum peak and −120 A peak as minimum, respectively. Figure 12c, d shows
the output capacitor (C2) waveforms. It can be inferred that the maximum peak of
current waveform is changing 23–12 A during transition of input voltage from 9 to
15 V and maintaining its minimum peak value at −23 A. Irrespective of changes in
the input voltage from 9 to 15 V, the voltage across capacitor C2 (load voltage) has
been maintained at 12 V, respectively.

Fig. 11 Inductor L1 and L2 a, c voltage (V) and b, d current (A)

Fig. 12 Capacitor C1 and C2 a, c voltage (V) and b, d current (A)
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5 Analysis

This section presents a detail analysis on the advantages of zeta converter over SEPIC
converter and the reference (Set) value of the controller with respect to the climate
and wetness condition of the crop land.

5.1 Set Values for Different Conditions

The climatic conditions can reflect the power input to the converter module as the
input supply is from solar array which has greater proportionality with climate in
generating power. If the crop field is already wet, it does not require to run the
hydraulic pump at its maximum power and vice versa. It can be observed that when
climate is sunny and crop is dry, the motor needs to run at its 100% reference value,
and when climate being rainy and crop field being dry, then motor needs to run at
0% of its reference value (i.e. motor supply should be turned OFF). When crop field
being somewhat wet and climate being sunny, then motor can run at 25% of its value.
Similarly, when field being somewhat dry and climate being cloudy, then motor can
be run at its 50% of its reference value to wet the land.

5.2 SEPIC Versus Zeta

The zeta and SEPIC converters are of the similar DC–DC converter topology. The
similarity lies in the number of passive and active components in both converters.
The two converter topologies have been simulated with same specifications and its
comparison in the efficiency, conduction and switching losses of switch and diode
(D) along with voltage and current stress of the diode and switch have been tabulated
in Table 5. The respective equations for calculating the same have been provided from
(15) and (16). The modified zeta converter is shown in Fig. 8, here the diode of the

Table 5 Comparative table of SEPIC, zeta and modified zeta converter

SEPIC converter Zeta converter Modified zeta converter

Pin in W 809.01 774.81 824.76

Pout in W 758.8496 708.144 799.8354

η in % 93.79 91.3905 96.97

Pcond in W S: 6.928, D: 4.895 S: 3.969, D: 7.303 S: 4.71831, D: 7.965

Pswitch (overall) in W 38.338 59.394 12.24079

Voltage stress in V S: 26.1, D: −24.9 S: 21.5, D: −20.05 S(1): 21.2, S(2): −20.9

Current stress in A S: 17,460, D: 201 S: 202.5, D: 202.5 S(1): 211.4, S(2): 211.6
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zeta converter has been replaced by another MOSFET (S) to study the performance.
From Table 5, it can be inferred that the efficiency of modified zeta converter is high,
and switching losses are very less when compared to SEPIC and zeta converter.
The voltage stress across the switches and diodes among all the converters has been
similar, whereas the current stress across MOSFET in SEPIC is 17 kA which is
very high when compared with zeta and modified zeta converter MOSFET switches.
These comparisons prove that the modified zeta converter has better performance
over zeta and SEPIC configurations.

Pin = Vin ∗ Iin, Pout = Vout ∗ Iout, η = Pout
Pin

, (16)

Pcond = I 2d|s ∗ Ron, Pswitch(overall) = Pin − Pout − Pcond(overall) (17)

6 Conclusions

The solar array of maximum 1 kW has been selected to meet the demands of load
along with the losses. The corresponding open-circuit and short-circuit test values
have been considered to plot V–I characteristics and MPP curve, respectively. The
zeta converter has been designed according to the requirements of the proposed
system. To study the optimized controller over genetic algorithm-tuned PI controller
and fuzzy logic controller, the zeta converter has been mathematically model by
using state space averaging technique considering the small signal perturbation for
linearizing. The respective open-loop transfer function has been used for finding
the controller parameters of open-loop response and closed-loop responses (GA-
tuned PI and FLC). It has been concluded the GA-tuned PI controller has 4 ms
settling time and 0% steady-state error and overshoot, respectively, which are the best
controller parameters for this application. This controller schemehas been considered
for controlling zeta-based solar hydraulic pump. The respective proposed model has
been simulated usingMATLAB/Simulink, and the respective simulation results have
been discussed. The analysis for changing the set values in controller according to
the climatic and field area conditions has been discussed. The SEPIC converter, zeta
converter and modified zeta converter were compared in terms of efficiency and
losses, and modified zeta converter where the conventional diode has been replaced
with MOSFET has performed well with efficiency of 96.97%.
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Automated Detection and Classification
of COVID-19 Based on CT Images Using
Deep Learning Model

A. S. Vidyun, B. Srinivasa Rao, and J. Harikiran

Abstract Medical image classification is one of the important areas of applica-
tion of deep learning. In CT scan images, the structures overlapping against each
other are eliminated, thus providing us quality information which helps in classifi-
cation of images accurately. Diagnosing COVID-19 is the need of the hour and its
manual testing consumes a lot of time. Deep learning approach toward COVID CT
image classification can reduce this time and provide us with faster results compared
to conventional methods. This paper proposes a fine-tuning model, containing a
dropout, dense layers, and pretrained model which is validated on publicly built
COVID-19 CT scan images, containing 544 COVID and NON-COVID images. The
obtained result is compared with different other models like VGG16 and approaches
like transfer learning. The experimental result provides us with fine-tuning of the
VGG-19 model, which performed better than other models with an overall accuracy
of 90.35± 0.91, COVID-19 classification accuracy or recall of 92.55± 1.25, overall
f 1-score of 88.75 ± 1.5, and an overall precision of 88.75 ± 1.5.

Keywords Image processing · Deep learning ·Medical image classification

1 Introduction

The COVID-19 pandemic is considered as a World Health Threat of the century [1].
The virus responsible for this disease is SARS-COV2. Current statistics show that
the virus has affected more than 5.1 million people [2]. Slower results from testing
is the major problem faced by hospitals and other testing centers. It is essential to
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Fig. 1 i COVID-19 CT scan image, ii NON-COVID-19 CT scan image

diagnose and cure the disease as early as possible. Generally, it takes 24 hour for the
results to arrive, and it requires a different kit to detect the virus [3]. This problem
can be resolved using artificial intelligence and deep learning techniques. Using deep
learning models, COVID-19 is diagnosed using images and they provide accurate
and fast results compared to traditional methods.

The manufacture of present COVID-19 diagnosing kit consumes time andmoney.
The number of diagnosing Kits is less, which slows down the diagnosing process [4].
On the other hand, the CT scan machines are present all over and are already well
developed. The CT images are accurate with less noise, and it takes a 360° image of
the whole organ [5].Many hospitals in China used CT scans to diagnose the virus [6].
CT scan image dataset is created by Zhao et al. [7] which contains CT scan images
of COVID and NON-COVID patients of 216 patients. These CT images are used in
training and validating the model. The sample images of the dataset are as shown in
Fig. 1.

During validation, accuracy of the model is not the only metric to be taken
into consideration. The weightage of error should also be considered. COVID-19
patients misclassified as NON-COVID-19 has more weightage than NON-COVID-
19 patients misclassified as COVID-19. Recall of a patient must also perform well to
get the best model. This must also be considered during selection of the best model
and approach.

Another factor which hinders the research is the number of COVID-19 CT scan
images that are available. Most of the COVID-19 CT scan images are made unavail-
able due to privacy concerns. The CT image which are presently available of low-
quality causes less accurate classification of viral and non-viral patients’ images.
Training the model with 544 images will not provide an efficient model. But with
available resources, the best model and approach is found and proposed through this
paper.

Kermany et al. [8] proposed a new approach in deep learning for training the
dataset with less number of data, called the transfer learning. These are models
which are already pretrained with 1.2 million images of 1000 different categories
of ImageNet dataset [9], and the weights and biases of the model are optimized.
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So, this approach is used to compare our model and approach. There are many
pretrained models which are available but only the models which performed well
were considered for comparison and models with less accuracy were neglected.

In this paper, we propose the fine-tuning approach [10, 11] where some layers of
pretrained model is freezed and other layers are allowed to get trained. Different
pretrained models are considered for fine-tuning, and the best model is consid-
ered among them. It is then validated using the COVID-19 CT scan image dataset
containing 349COVID-19 images and 195NON-COVID-19 images created by Jinyu
et al. Sample images are shown in the figure. Accuracy and recall of COVID classi-
fication are the mainly considered parameters, and the parameters for selecting the
best models are precision and f 1 which are considered next after accuracy and recall
[12].

2 Materials and Methods

The dataset and methods used for comparing the results with the proposed model
are discussed below. Later results of the models are discussed, and also the proposed
models are validated on bigger dataset for strengthening the proposed approach to
work on future even with big dataset. The colorectal cancer histology image dataset
[13] is used for validating the model on bigger dataset.

2.1 Covid CT Image Dataset

The dataset used in this study was built by Zao et al. [7] from the preprints of the
virus—medRxiv and bioRxiv—and consisting of 544 CT scan images of COVID-19
and NON-COVID-19 patients. From these images, 349 images belong to COVID-
19 positive, and the remaining 195 images are labeled as negative. The dataset is
manually split into 295 for training, 102 for validation, and 145 for testing. The split
of the data is shown in Table 1.

Table 1 Data split table of
COVID CT samples

COVID-19 NON-COVID-19 Total

Train 191 104 295

Validation 60 42 102

Test 98 49 147

Total 349 195 544
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Fig. 2 Architecture of VGG19

2.2 Transfer Learning

In our work, we performed a transfer learning approach [14] on the COVID-19 CT
dataset [15]. In this technique, amodel is alreadypretrainedwith the ImageNet dataset
by 1.2 million images and 1000 separate object categories. It is then reused, and the
last layer is removed and replaced with a layer of neurons equal to the number of
classes present in ourworking dataset, so that themodel classifies images only among
the provided classes. There are different pretrainedmodels with different architecture
and perform differently on different dataset. Here, we used many pretrained models,
whose results were compared and VGG16, VGG19 models [16, 17] outperformed
other transfer learning models; therefore, these models are used as comparison to
our proposed method. The architecture of VGG19 is as shown in Fig. 2.

2.3 The Proposed Fine-Tuning Method

With the available number of samples, it is necessary to achieve maximum accuracy.
Since the number of samples are less, these pretrained models help us achieve better
accuracy since their weights are optimized. In fine-tuning, the pretrained model from
transfer learning is taken, which is already trained with ImageNet dataset containing
1.2 million images and 1000 separate categories. Here, we used VGG19 architecture
which consists of 16 fully connected and convolutional layers where the initial 12
layers of the pretrained model is freezed and the weights of those layers remain
unchanged. The last six layers are allowed to get trained, and their weights are fine-
tuned to perform to the provided dataset. This method allows us to train the model
efficiently without overfitting as we use a small dataset. The training time for the
data is also less compared to training a new model. Since the weights are optimized,
better feature extraction from the image is possible. Finally, fully connected layers
along with dropout layers [18, 19] are added to prevent the overfitting of models, and
neurons in the layers are activated and deactivated while training at the probability of
50%, so the weights in the fully connected layers are equally distributed and prevent
models from getting overfit. The last layer is activated with softmax with 2 neurons
which returns the probability of the image being COVID positive or negative. The
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Fig. 3 VGG19 fine-tuning (proposed approach)

model is tested against the test set, and the achieved results are compared with other
models. The standard deviation for the accuracy of the model is also calculated to
check the consistency. Since the proposed model is only validated against small
dataset, it is necessary to validate them on bigger dataset to make sure the model
will also work on bigger datasets. The colorectal cancer histology image dataset is
used for validating the model on bigger dataset. The dataset consists of 5000 images
categorized in eight categories. The proposed fine-tuningmodel architecture is shown
in Fig. 3.

3 Experimental Results

The proposed model and other methods are validated on COVID-19 CT dataset and
are trained for five times, accuracy over each time is calculated, and their standard
deviation is found to find the consistency of the model. Recall of COVID-19 is
considered with high priority as weightage of error for misclassification of COVID-
19 as NON-COVID is high. Later the model is validated on bigger dataset to make
sure model will work on bigger dataset on future.
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Table 2 Performance of different model on COVID-19 dataset

Method Accuracy COVID-19-recall Precision F1-score

VGG16-transfer learning 89.28 ± 1.54 90.5 ± 3.14 87.25 ± 2.21 88.25 ± 1.5

VGG19-transfer learning 88.68 ± 2.54 88.9 ± 5.21 86.6 ± 3.04 87.2 ± 2.5

VGG16-fine-tuning 90.33 ± 1.71 92.52 ± 1.94 88.75 ± 1.89 88.75 ± 1.89

VGG19-fine-tuning 90.35 ± 0.91 92.55 ± 1.25 88.75 ± 1.5 88.75 ± 1.5

3.1 Results

On validating the model on a COVID-19 test set which is manually split, the results
achieved by different models confirm that the fine-tuning of VGG19 model outper-
formed other models. The metrics that are considered here are accuracy, recall of
COVID-19 classification, f 1 score, and precision in the sameorder. Recall ofCOVID-
19 classification is considered important because the weightage of error of misclassi-
fying COVID-19 positive patients as negative will be more serious than misclassifi-
cation of NON-COVID-19 patient classified as COVID-19. Every approach is tested
for five times, and standard deviation of the model is also found to help us under-
stand the consistency of model. VGG19 fine-tuning model achieved an accuracy of
90.25 ± 0.91, recall of COVID classification as 92.55 ± 1.25, f 1 score as 88.75
± 1.5, and precision score of 88.75 ± 1.5. Other models which are considered for
comparison are VGG16 fine-tuning, VGG16 transfer learning, and VGG19 transfer
learning models. The results obtained on different approaches are given in Table 2.
The confusion matrix of the proposed approach is shown in Fig. 4. On validating
the same model on colorectal cancer histology image dataset, VGG19 fine-tuning
model outperformed other model with 91.2% accuracy, precision score 0.913, f 1
score 0.909, and recall score 0.91. Table 3 gives the result achieved by model on
colorectal dataset.

3.2 Discussion

VGG16,VGG19 tansfer learningmodel performed relatively lesser compared to fine-
tuned VGG19, VGG16 models which help us reach the conclusion that in a small
dataset, fine-tuning models are more efficient than other models. It is also neces-
sary to consider the weightage of error depending on seriousness of the disease in
medical image classification problems.AmongVGG16 andVGG19models, VGG19
performed better when compared to VGG16. The model with lesser standard devia-
tion of accuracy is said to be consistent as it suggests that on every training the model
achieves accuracy closer to mean and will not have large deviation from mean, so
the model produces consistent output on any run. Therefore, from the results, we
can conclude that fine-tuning of VGG19 model contains better accuracy and less
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Fig. 4 Confusion matrix of proposed approach on COVID-19 dataset

Table 3 Performance of different model on colorectal dataset

Accuracy Precision F1 Score Recall

SVM 65.4 0.657 0.65 0.651

CNN-traditional 85.9 0.857 0.857 0.859

VGG19-transfer learning 88.5 0.884 0.882 0.883

VGG19-fine-tuning 91.2 0.913 0.909 0.91

weightage of error against COVID CT scan image dataset and also on colorectal
cancer dataset.

4 Conclusion

This paper proposes a better approach among neural networks toward small dataset
containing COVID CT scan images and different ways of evaluating the best model
based on seriousness of this disease in medical image diagnosis. Four different
approaches were used to compare the performance in terms of accuracy, recall
of COVID-19, precision, f 1 score, and confusion matrix. From the result, fine-
tuning model has outperformed other approaches, and among them, VGG19 model
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is considered from other fine-tuned model and achieved an accuracy of 90.25 ±
0.91, recall of COVID classification as 92.55 ± 1.25, f 1 score of 88.75 ± 1.5, and a
precision score of 88.75 ± 1.5.

In future, when availability of COVID-19 CT images are increased, the accuracy
of the model can be further improved, and different combinations of architecture can
be tried. In long run, complete framework for analysis of COVID-19 can be designed.
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Comparative Study of Computational
Techniques for Smartphone Based
Human Activity Recognition

Kiran Chawla , Chandra Prakash , and Aakash Chawla

Abstract Human activity recognition (HAR) has been popular because of its diverse
applications in the field of health care, geriatrics care, the security of women and chil-
dren, and many more. With the advancement in technology, the traditional sensors
are replaced by smartphones. The mobile inbuild accelerometer detects the orienta-
tion or acceleration, and the gyroscope detects the angular rotational velocity. In this
study, computational techniques-based comparative analysis has been carried out on
publicly available dataset on human activity recognition using smartphone dataset.
Traditional and contemporary computational techniques (support vector machine,
decision tree, random forest, multi-layer perceptron, CNN, LSTM, andCNN-LSTM)
for HAR are explored in this study to compare each model’s accuracy to classify a
particular human activity. Support vectormachine outperforms inmost of the activity
recognition tasks.

Keywords Machine learning · Human activity recognition using smartphones ·
Deep learning

1 Introduction

The smartphone-based human activity recognition is a field of study in which the
activity or the movement performed by a person is identified using sensors. These
sensors can be motion, accelerometer, gyroscope, proximity, etc. The study of rec-
ognizing human activity has become focused as its applications are being explored
vastly in eldercare, health care, women security, etc. Along with the earlier methods,
one of the most attainable, practical, and convenient sensors that can be used for
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recording the movements of an individual is mobile sensors. According to a Statista
Research Department survey, the global smartphone sales to end-users have tremen-
dously increased worldwide from 0.122 billion units in 2007 to 1.56 billion in the
year 2018 [1]. In today’s world, mobile phones are not confined to only telephony;
instead, they offer various services like mobile banking, e-commerce, entertainment,
and sensors. In many smartphones, the sensors are in-built to classify the activities.
With the increase in the smartphone user population, using smartphones as a sen-
sor for health monitoring, diagnosis, and activity recognition is the most pragmatic
and suitable solution. Any smartphone with embedded accelerometer and gyroscope
sensors can be used for collecting the data.

The activity conducted by a human the next moment depends on the action being
performed at the current instance. For example, if a person is walking upstairs, it is
less probable that he/she will be lying down the next moment or vice versa. Similarly,
if a person is laying, it is more probable that he/she would be standing or sitting in the
immediate moments compared to walking, walking upstairs, or walking downstairs.
So, the actions coming up by a human being at an instance are contingent on the
activities performed shortly before. These particular observations can be adopted to
discover any deviation from the typical behaviour.

Human activity recognition has been a popular research subject among researchers
for a long time. A lot of work has been done on classifying the activities using various
datasets. The dataset used in this study is UCI human activity recognition using
smartphones. Various researchers have worked on this dataset with conventional and
contemporarymachine learningmodels to classify the activities. Themost cited study
by Anguita et al. [2] used multi-class SVM as the classifier to predict the labels for
the activities, which stated 96% overall accuracy. The study by Gaur and Gupta [3]
that compared logistic regression with and without cross-validation, decision tree,
and random forest concluded that logistic regression with cross-validation is most
accurate among the four with an accuracy of 91.9%, whereas Fan et al. [4] and Feng
et al. [5] proposed decision tree classifiers and ensemble random forest, respectively.

Since conventional models require defining the features manually, contemporary
research is inclined to use deep learning for activity recognition. Sharma et al. [6]
used state-of-the-art techniques for HAR; they used neural networks (artificial neural
networks) on theUCI dataset to reach an accuracy of 83.96% earlier in 2008. Cho and
Yoon [7] andGholamrezaii andAlmodarresi [8] used one-dimensional convolutional
neural networks and two-dimensional convolutional neural networks, respectively.
LSTMs have become quite popular over time and have emerged as great models for
activity recognition, as stated in the study by Chen et al. [9]. Along with that, CNN-
LSTM architecture proposed in the study by Kun Xia et al. proposed the results on
UCI HAR dataset as 95.78% [10].

The limitation of using a single model for activity recognition is that a model
might perform well for classifying a particular activity but might not be as useful
to classify the other. This study also explores using multiple ML models that work
best for respective human activities. Section 2 discusses the methodology used for
the classification of human activities. Section 3 presents the result followed by the
discussion and future scope in Sect. 4.
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2 Methodology

In this section, the methodology used in this study is presented and is illustrated
in Fig. 1. After the collection of accelerometer and gyroscope readings, the data
is pre-processed, for noise removal, segmentation, and extraction of the features
from the accelerometer and gyroscope readings. The next step is feature selection,
which is specific to traditional machine learning algorithms and not for deep learning
algorithms. In the feature selection phase, the relevant features from the pool of
attributes extracted in the previous step are selected. A feature metric is constructed
and is passed on further to the models. Finally, different techniques for activity
classification are performed.

2.1 Dataset

The dataset used for the study is human activity recognition using Smartphones
Dataset Version 1.0 [11]. The experiment was conducted on 30 volunteers aged
between 19 and 49 years. In this particular dataset, the data was collected using
Samsung Galaxy S II tied with the volunteers waist. The volunteers’ six activities
were walking, walking upstairs, walking downstairs, sitting, standing, and laying.
The data collected by the accelerometer and gyroscope is 3-axial linear acceleration
(x, y, z) and 3-axial angular velocity (x, y, z) at a constant rate 50Hz, respectively.
The data of the volunteers was arbitrarily split in 70:30 ratio into training and testing
set. Since there is a lot of noise in the raw data, the data pre-processing was done
by applying noise filters. The pre-processed data was then sampled in fixed-width
sliding windows of 2.56 s with a 50% overlap, that is, 128 readings/window. 0.3Hz
cutoff frequency Butterworth low-pass filter was used to separate the components of
gravity from body motion components of the accelerometer readings since gravita-
tion is assumed to have low-frequency components. The resulting vector of features
collected for each separatewindowwas obtained from the time and frequency domain

Fig. 1 Methodology used in this study
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[12, 13]. For activity recognition, the sensors collect the accelerometers data in three
dimensions: along (x, y, z) axes. The gyroscope collects the angular velocity in the
three dimensions as well.

2.2 Feature Analysis and Selection

The data is prepared and visualized to get the outline of various attributes of the
data. This subsection contains the plots for various relations among the features to
understand the data better. The activity distribution lies in the range of 13–19%, and
all the activities have almost equal distribution in the dataset.

The kernel density estimation curve shows the distribution of the probability
density of a continuous variable. For some features of the data collected by the
smartphone sensors, kernel density estimation curves are as shown in Fig. 2a, b.
As an example, for the mean of total body acceleration in the X direction, density
is maximum in the range 0.0–0.5, which shows that the value of the total body
acceleration in the X direction is most probable to lie near to 0.2.

The feature distribution of themedian absolute deviation of total body acceleration
in the Y direction for each activity is as shown in Fig. 3a. It is observed that the scatter
plots for the categorical activities are immediate to each other for static activities (i.e.

Fig. 2 Kernel density
estimation curve of selected
features in X, Y, Z direction
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Fig. 3 Feature distribution of the median absolute deviation of total body acceleration for each
activity (a) in the Y direction (b) in the X, Y, Z direction

standing, sitting, and laying) and dynamic activities (i.e. walking, walking upstairs,
and walking downstairs). Similar patterns can be observed in Fig. 3b. If we consider
a straight line passing through the origin with unit slope, it can be observed that static
activities lie on one side and the dynamic on the other.

Since the data collected from smartphones have a significantly large number
of features, it is needed to decide which of them should be selected to improve
the models’ accuracy. The classification models like decision tree, random forest,
SVM require manual feature selection. In contrast, the models like LSTM, CNN
select the features on their own by multiple iterations and assign weights to the
features based on their importance; this is one advantage of deep networks over any
conventional architecture. In this study, the data is pre-processed, and three axial
features are selected. The features used in this study are mean, standard deviation,
median absolute deviation, signal magnitude area, entropy, correlation coefficients
of two signals, skewness, etc. [11].
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2.3 Computational Techniques for Human Activity
Recognition

In this section, the approaches used to classify human activities from sensor data of
smartphones are discussed.
Decision Tree is one of the oldest supervised learning algorithms. The rules for the
decision are represented by the branches, the features of the data are represented
by the internal nodes, and the leaf nodes represent the decisions. The decisions are
made at every minute level of the tree. A decision tree is a sound algorithm that gives
good accuracy when working with high-dimensional data [4]. For HAR dataset, the
decision tree would give the possibility to make the decisions based on the specific
conditions using a heuristic approach; that is, the attribute that produces the purest
node is chosen. The node selection criteria are majorly dependent on Information
Gain, Gini Index, and Gain Ratio.
Random Forest takes the average of the outcome for multiple decision trees merged
to decide the final class, which is comparatively more accurate and stable [14]. The
prime reason random forest was introduced, when the decision tree is already there, is
that the decision trees that are “deep” might undergo over-fitting. In contrast, random
forest prevents this fromhappening by constructing smaller sub-trees and considering
the majority votes, resulting in reduced variance. In random forest classifier, hyper-
parameters are the number of decision trees in the forest, the maximum number of
features taken into consideration when a node is split, the number of levels in each
decision tree, the minimum number of leaf nodes, and the criteria to sample the data
points (Entropy or Gini) [5].
Support Vector Machine aims to find a plane that divides the data according to the
maximumdistance between the data points for all the classes. SVMclassifier uses the
linear decision hyper-planes to classify data points in various classes or labels. SVM
supports cost-effective fitting of the high-dimensional data to give precise results.
With the increase in the number of training samples, the complexity of the training
increases as well [2].
Multi-layer Perceptron uses the feed-forward artificial neural networks for the
classification; it passes the extracted features to the input layer [15]. The building
blocks or the functioning unit of the artificial neural networks are the neurons. We
feed the input to each layer in the network; each layer’s outputs are passed to the
succeeding layer [16]. The parameters that are passed from one layer to the other
have some weight associated with them. Initially, random weights are assigned to
the parameters, but as the training is done, model adjusts the weights and learns with
multiple iterations and backpropagation.
2-D Convolutional Neural Networks were developed to train the models based on
the image data by extracting features from the image in the form of an array of pixels;
this process is known as feature learning. In the case of sensor data, the model learns
to extract the internal features and make observations from the accelerometer and
gyroscope data. In 2-D kernels, there are two convolutional layers, succeeded by the
pooling layer and a softmax layer. Since there are a lesser number of layers in 2-D
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convolutional neural networks, the performance of the model rises, whereas the cost
of computation falls [8, 17].
Long Short-Term Memory, popularly known as the LSTM model, is created to
eliminate the long-term dependency problem, i.e. when the gap is more between
the relevant information, it becomes difficult for recurrent neural networks to learn
and predict the information. LSTMs also behave like RNNs, but the structure of the
repeating module is different [18]. The horizontal line passing through the top of
the cell is called the cell state. This horizontal line passes through all the cells in
LSTMs interacting linearly. The LSTMs have the potential to keep or eliminate any
information. The gates that are present in LSTMs provide the ability to select or
reject a piece of information. There is a sigmoid layer present which returns a value
between 0 and 1, which depicts the percentage of selection, that is, the returned value
0 means nothing should get through, whereas the returned value 1 means everything
should get through. In human activity recognition, the LSTMs perform quite well
because they can remember the information [9].
CNN LSTM CNN LSTM is a combination of convolutional neural networks and
LSTM. A prominent feature of convolutional neural networks is that it can extract
the features of interest from the data [10, 19]. CNN dives into the fundamental layers
of the matrix that are packed together and extracts the pertinent features. Because of
this property of CNN, they are added to the front of the architecture. The features
extracted by the convolutional neural networks are then passed to the LSTM model,
which is proficient in predicting the sequence because of its ability to remember the
relevant information. After the LSTM, a dense layer is added to return the output.
For human activity recognition, the procedure for classification is demonstrated in
Fig. 4.

Fig. 4 The process of activity recognition using CNN LSTM
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3 Result and Discussion

This section presents the comparative results of the models applied to human activity
recognition. Using various algorithms, we can classify human activities based on
the extracted features from total acceleration, linear acceleration, and gyroscope
readings. Multiple parameters are used in the study to compare the quality of the
results.

3.1 Confusion Matrix

The confusion matrix of the model illustrates its performance when tested. The
diagonal elements depict the true positive values, i.e. the values that are predicted
correctly by the trainedmodel. In this study, the x, y labels in the confusionmatrix for
all the models represent the subjects’ activities. The diagonal values of the confusion
matrix for all the algorithms are shown in Table 1. FromTable 1, it can be inferred that

Table 1 Confusion matrix of true positive rate for the test data

Activity Walking Walking
upstairs

Walking
down-
stairs

Sitting Standing Laying

Decision
tree

0.9455 0.8046 0.6214 0.8146 0.7988 1.0

Random
forest

0.9697 0.9278 0.8380 0.8859 0.9774 1.0

SVM RBF 0.9838 0.9660 0.9404 0.9083 0.9849 1.0

Linear 0.9919 0.9575 0.9761 0.8940 0.9511 1.0

Poly 0.9838 0.9554 0.9642 0.9083 0.9812 1.0

2-D CNN 0.9677 0.8853 0.9809 0.8248 0.8966 0.9515

MLP 0.8407 0.8492 0.8500 0.7474 0.8176 0.9199

LSTM 0.9919 0.9575 0.8571 0.8696 0.7819 0.9497

CNN
LSTM

0.9516 0.9426 0.9857 0.8594 0.7462 0.9813

Maximum
accuracy
per
activity

0.9919 0.9660 0.9857 0.9083 0.9849 1.0

Model
with
maximum
accuracy
per
activity

SVM-
Linear

SVM-
RBF

CNN
LSTM

SVM-
RBF

SVM-
RBF

Decision
tree,
random
forest,
SVM

The rows represent the diagonal values of the confusion matrix for each activity with respect to the
technique used. The columns represent the activity
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Fig. 5 Decision tree for HAR

for different activities, the performance of models varies. One model might perform
very well for correctly classifying one human activity, whereas the samemight not be
very suitable for another activity. The techniques used for human activity recognition
show that for accurately classifying sitting, standing, walking upstairs from others
SVM when the kernel is radial basis function performs well; walking downstairs
is classified by the CNN LSTM model with the highest accuracy, whereas walking
is correctly classified by SVM when the kernel selected is linear. Similarly, laying
is accurately predicted by decision tree, random forest, and SVM. So, for different
activities, different models are performing efficiently.

The decision tree for human activity recognition [20] using CART is as shown
in Fig. 5. Minimum of total gravitational acceleration in X-direction is selected as
the root node; the condition to make level 1 of the child node is the value of this
feature either less than/equal to 0.096 or greater than 0.096. For both the conditions,
further decisions are made at each level to classify the activities. It can be observed
that the nodes to the right of the decision tree are classifying the static activities,
whereas the nodes to the left are classifying the dynamic activities. At every level,
the nodes with the Gini Index value greater than 0.0 are explored further. The six
classes are predicted based on the number of samples and values. Figure 6a shows the
confusion matrix of decision tree for the actual activity labels versus the predicted
activity labels. For human activity recognition, in this study, various combinations
of hyper-parameters are considered. For example, the criteria can be Gini Index and
entropy, and the maximum depth can be 10, 20, 30, 40, 50, …, etc. Figure 6b shows
the confusion matrix of the actual activity labels versus the predicted activity labels
using the random forest classifier.

The kernel plays a vital role in SVM classifier [21]. The kernel is a set of mathe-
matical equations which takes the data as input and converts it into a specific format
by applying mathematical transformations. Which kernel would be best for SVM on
a dataset cannot be decided prior; instead, we need to apply all the kernels and check
for the results. For human activity recognition, the kernels used are linear, polyno-
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Fig. 6 Confusion matrix—a decision tree b random forest c multi-layer perceptron d support
vector machine e CNN f LSTM g CNN LSTM

mial, and radial basis function (RBF). The confusion matrix for various kernels for
SVM is shown in Fig. 6d.

In this study, the activation function used is ReLu, and the confusion matrix is
as shown in Fig. 6c [22]. The confusion matrix for CNN is as shown in Fig. 6e.
The confusion matrix for LSTMs is as shown in Fig. 6f. The confusion matrix of
CNN-LSTM is as shown in Fig. 6g.

3.2 Evaluation Parameters

Accuracy It is the traditional way to judge the results of a machine learning model.
Accuracy is not a very precise term to judge a model since let say false negatives
might create trouble in some serious decisions to be made. The calculation is done
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as follows:

TP + TN

TP + FP + TN + FN
(1)

Precision Precision is described as the proportion of the positive instances over the
total positives that the model predicted. Precision gives an idea about the correctness
of the model when it claims to be right. The formula to calculate precision is as
shown:

TP

TP + FP
(2)

Recall It is the true positive rate, that is, the percentage of true positives to the total
actual number of true positives in the dataset. The formula to calculate recall is as
follows:

TP

TP + FN
(3)

Specificity It is the percentage of true negatives to the total negatives. It is the param-
eter that evaluates how different the classes are from each other. The formula to
calculate specificity is as shown:

TN

TN + FP
(4)

F1-score F1 score is associated with the balance between precision and recall and is
calculated as the harmonic mean of precision and recall. The more is the F1 score,
the better is the model. The formula of the F1 score is as shown:

2
1

precision + 1
recall

= 2 ∗ precision ∗ recall

precision + recall
(5)

These evaluation parameters are used to validate the results and choose, in particu-
lar, which algorithm performs well. The derived values for the parameters mentioned
above for all the techniques used in this study are presented in Table 2. It can be con-
cluded from the results that the support vector machine gives an accuracy of 96.64%
when the selected kernel is polynomial, the value of error control hyperparameter,C,
is 0.001, and gamma, the deciding factor for the curvature of the decision boundary,
equals 1. The lower value of C indicates a lesser amount of error, and a higher value
of gamma indicates more curvature.
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Table 2 Evaluation parameters for HAR using smartphones

Classifier Hyper
parame-
ters

Accuracy
(in %)

Precision Recall f1-score Specificity

Decision
tree

Maximum
number of
leaf
nodes: 9
Minimum
split in
samples: 3

83.84 0.8467 0.8384 0.8364 0.8383

Random
forest

Criterion:
GiniMaxi-
mum
Depth: 30
Maximum
features:
log2
Number
of trees in
the forest:
500

93.68 0.9391 0.9368 0.9364 0.9368

SVM RBF C: 100
Gamma:
0.01

96.53 0.9664 0.9653 0.9653 0.9653

Linear C: 1 96.4 0.9649 0.964 0.9639 0.964

Poly C: 0.001 96.64 0.9671 0.9664 0.9663 0.9664

CNN – 92.26 0.9241 0.9226 0.9226 0.9226

MLP – 89.54 0.8973 0.8954 0.8948 0.8954

LSTM – 92.12 0.9166 0.9158 0.9154 0.9261

CNN
LSTM

– 90.8 0.9116 0.9111 0.9081 0.9046

4 Discussion and Future Scope

Human activity recognition, particularlywith smartphones, plays a vital role in build-
ing suitable emergency measures. In this study, using UCI HAR dataset, multiple
approaches for recognizing human activities are proposed. Different validation mea-
sures prove that the proposed method returns the considerably accurate result to
identify human activities. This study also discusses the comparison of various ML
models that work best to recognize different activities.

To identify the human activities, the ensemble model of all the applied algorithms
with assigned weightage to each model will contribute to the recognition of each par-
ticular activity muchmore efficiently. There is a scope of building up the systems that
use thesemodels to strengthenwomen’s security, health care, and eldercare by recog-
nizing the emergency or urgent signals to implement suitable prevention measures.
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Machine Learning Techniques
for Improved Breast Cancer Detection
and Prognosis—A Comparative Analysis

Noushaba Feroz , Mohd Abdul Ahad , and Faraz Doja

Abstract Breast cancer prevails as themost widespread and second deadliest cancer
in women. The typical symptoms of breast cancer are minimal and curable when the
tumor is small, hence screening is crucial for timely detection. Since delayed diag-
nosis contributes to considerable number of deaths, a number of cross-disciplinary
techniques have been introduced in medical sciences to aid healthcare experts in the
swift detection of breast cancer. A vast amount of data is collected in the process of
breast cancer detection and therapy through consultation reports, histopathological
images, blood test reports, mammography results etc. This data can generate highly
powerful prediction models, if properly used that can serve as a support system to
assist doctors in the early breast cancer diagnosis and prognosis. This paper discusses
the need ofmachine learning for breast cancer detection, presents a systematic review
of recent and notable works for precise detection of breast cancer, followed by
a comparative analysis of the machine learning models covered in these studies.
Then, we have performed breast cancer detection and prognosis on three benchmark
datasets of Wisconsin, using seven popular machine learning techniques, and noted
the findings. In our experimental setup, K-Nearest Neighbor and Random Forest
perform with the highest accuracy of 97.14% over Wisconsin Breast Cancer Dataset
(original). Moreover, random forest displays best performance over all the three
datasets. Finally, the paper summarizes the challenges faced together with conclu-
sions drawn and prospective scope of machine learning in breast cancer detection
and prognosis.

Keywords Breast cancer ·Machine learning · Benign ·Malignant ·Wisconsin
breast cancer dataset

1 Introduction

Cancer is caused by the uncontrolled cell growth in an organ and extending to other
tissues around it. Breast cancer develops as cells in the breast tissue split and expand
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without usual cell division and cell death controls. The available statistical data
indicates that breast cancer is one of the most common forms of cancer globally,
but it is also one of the most curable ones, if detected early. The World Research
Fund for Cancer (WCRF) has reported that breast cancer is the most widespread
cancer in women and the second most prevalent cancer in general [1]. It is one of
the leading causes of death in women [2]. Around 2.1 million women are diagnosed
with breast cancer annually, with 627,000 deaths reported around the globe in 2018
alone, contributing to nearly 15% of reported cancer related deaths [3]. The “Indian
Council of Medical Research (ICMR)” has projected that by 2020, around 1.9 lakh
women are likely to be affected with breast cancer in India alone [4]. Since the causes
and treatment of breast cancer are still being studied and no preventive measure is
available yet [5], the key element for breast cancer regulation is early detection to
enhance recovery and survival. Hence, timely detection of breast cancer is a critical
issue in the medical sector [6]. “Fine-Needle Aspiration Cytology” (FNAC), “Mag-
netic Resonance Imaging” (MRI) and mammography are extensively used for breast
cancer diagnosis, but these procedures are prone to display false diagnostic results
[7]. This may be due to fatigue or inexperience on the part of doctor or technical
lapses in the procedures. Mammograms fail to detect about 15% of breast cancer
cases [8]. Another common screening method, FNAC, is able to detect about 90%
of the cases correctly, hence better diagnosis systems are urgently required [9].

Though the role of an oncologist is considered adequate for local breast cancer
diagnosis and treatment, this chronic disease requires systematic therapies for
successful treatment necessitating the early diagnosis of the disease. Oncologists
require tools to select the medications needed to treat the patients successfully in
order to avoid cancer recurrence (prognosis) by minimizing the adverse effects and
costs of such therapies. The advances in machine learning, decision support systems
and expert systems have led these technologies into diverse domains, including health
care. Machine learning classifiers conduct the thorough examination of enormous
medical data in shorter time. The retrieval of useful information from historical
medical data is one of the critical tasks for accurate diagnosis. These algorithms
facilitate learning from past experience, trends and examples [10], and are therefore,
being readily used in medical diagnosis. Machine learning involves data collec-
tion, model selection, and model training, followed by testing. A machine learning
model classifies the data by placing each observation under the right category. In the
case of breast cancer prediction, the model classifies whether the tumor is “benign”
(non-cancerous) or “malignant” (cancerous) (see Fig. 1).

This work outlines numerous machine learning classifiers to assist doctors in
timely diagnosis of cancerous cells in breast cancer patients. This paper is divided
into the following sections: Sect. 2 presents a comprehensive review of recent works
in machine learning based breast cancer detection and Sect. 3 portrays a comparative
analysis of these works. Section 4 presents the experimental setup adopted in the
work, Sect. 5 depicts the results obtained, and Sect. 6 discusses the challenges and
future scope of machine learning in breast cancer detection.
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Fig. 1 Series of steps for breast cancer identification in patients

2 Literature Review

The detection of breast cancer by the application of machine learning
models/classifiers has been addressed in several previous research studies focused on
classifying benign tumors from malignant cancers. This section presents a precise
review of 20 recent and notable works in machine learning-based breast cancer
prediction. Image data, such as mammography and histopathological images, is
mainly used in these studies. The Wisconsin datasets (original and diagnostic)
are extensively used in the referred works. The models are evaluated by applying
percentage split and K-fold cross validation [11]. The parameter chosen for
comparison of performance is prediction accuracy.

A comparative study of NB, C4.5, KNN and SVM for breast cancer prediction,
is presented in [12]. The authors have selected the “Wisconsin (original) Breast
Cancer Dataset” (WBCD) [13] for analysis. The study has been conducted inWEKA
machine learning environment [14]. A fusion of classifiers has been implemented to
improve accuracy and it is observed that the combination of “NB + C4.5 + SVM”
performs with the maximum accuracy of 97.31%.

In [15], the authors have used genetic algorithms for feature extraction on the
original and diagnostic datasets of Wisconsin. The study has been conducted in
WEKA environment and the classifier systems analyzed are MLP, SVM, random
forest (RF), Bayesian Network, C4.5, RBFN, logistic regression and rotation forest.
The performance evaluation shows that GA combined with rotation forest performs
exceedingly well with an accuracy of 99.48% for the WBC (diagnostic) dataset.

The authors in [16] have analyzed the performances of 12 models for breast
cancer classification.WBCD has been selected as an experimental dataset, andMLP,
Decision Table, NB, Lazy K-star, J48, Lazy IBK, Random Tree, LR, AdaBoost-M1,
Multiclass Classifier, Random Forest and J-Rip are analyzed. It is observed that
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“Tree” and “Lazy” classifiers perform with the highest accuracy of 99.14% while
Naïve Bayes has the lowest accuracy of 73.21%.

In [17], the authors have compared SVM and KNNmodels for early breast cancer
detection using the Wisconsin (diagnostic) dataset [18]. The experimental results
demonstrate thatKNNclassifierwith “PCAvalue= 13” exhibits the highest accuracy
of 97.489%.

In [19], SVM and KNN have been studied for classifying breast cancer. WBCD
(diagnostic) has been taken as an experimental dataset. It is found that the highest
accuracy of 98.57% is displayed by SVM.

A novel model “Nested Ensemble (NE)” has been introduced in [20], which is a
fusion ofmultiple ensemble learners and base algorithms (LMT, SGD,BN,REPTree,
J48, NB). The authors have used WEKA 3.9.1 tool to develop the proposed model
and have chosen WBCD (diagnostic) for analyzing its performance. It is observed
that “SV-BayesNet-3-MetaClassifier” and “SV-NaïveBayes-3-MetaClassifier” with
K = 10, yield the highest accuracy of 98.07%.

The authors in [21] have used genetic algorithm (GA) to identify appropriate
biomarkers to detect breast cancer at an early phase. The authors have used the
“Breast Cancer Coimbra Dataset” (BCCD) from UCI repository [22] for performing
experimentation, containing 116 cases, 9 attributes and no missing values. In BCCD,
64 cases (55.17%) are malignant and 52 (44.83%) are benign. Five ML classifiers
have been compared, viz. decision tree, random forest, AdaBoost, gradient boosting
and LR. experimental results show that GA combined with gradient boosting classi-
fier exhibits the highest prediction accuracy of 0.7908 (79.08%) and logistic regres-
sion performs with the lowest accuracy of 0.6994 (69.94%). From these findings, it
is observed that ensemble learners perform better than traditional models.

In [23], the authors have applied J48, LR, NB, random forest, AdaBoost, SVM
and Bagging to WBCD and analyzed the findings. The experimental findings show
that Random Forest outshines the rest with an accuracy of 95.85% and AdaBoost
exhibits the lowest accuracy of 92.60%, when applied to complete dataset. For
reduced dataset, both Adaboost and LR exhibit the highest accuracy of 97.92%.

In [24], the authors have proposed “Feature Ensemble Learning” based on
“Sparse Autoencoders” and “Softmax Regression” for breast cancer detection.
As an experimental dataset, the Wisconsin (diagnostic) dataset is used and “Fea-
ture Ensemble based Stacked Autoencoder + Softmax Regression-based Model
(FE-SSAE-SM)” and “Stacked Autoencoder and Softmax Regression-based Model
(SSAE-SMmodel)” are analyzed. It is observed that FE-SSAE-SMmodel (with size
of AE1 = 8 and AE2 = 6), performs with the highest accuracy of 98.60%.

In [25], SVM, C4.5, NB and KNN have been evaluated for breast cancer detection
on WBCD (original), using the WEKA tool. The results obtained demonstrate that
SVM gives the maximum classification accuracy of 97.13%.

The authors have introduced the “Breast CancerDetection based onGaborwavelet
transform (BCDGWT)” in [26] as an effective method of classifying mammogram
lumps. As an experimental dataset, the authors have used the “Digital Database for
Screening Mammography” (DDSM) dataset, comprising of 2604 cases [27], and
have used “Gabor Wavelet Transform” to obtain features. The paper analyzes five
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machine learning models: ANN, CHAID, SVM, C5.0 and quest tree on this dataset.
It is observed that SVMoffers the highest accuracy of 0.968 (96.8%) and ANN offers
the lowest accuracy of 0.939 (93.9%).

The authors in [28] have applied four classifiers: NB, J48, KNN and SVM on
WBCD and “Breast Cancer Digital Repository” (BCDR). BCDR contains 362 cases,
out of which 187 (51.66%) cases are benign and 175 (48.35%) cases are malignant
[29]. The authors have applied WrapperSubsetEval [30] method on the datasets for
dimensionality reduction. The results show that accuracy is increased in all the four
classifiers after dimensionality reduction, with the highest accuracy of 97.9123%
shown by SVM on WBCD and 97.9021% by KNN on BCDR.

In [31], the authors have compared the effectiveness of BN, TAN and NB for
breast cancer prediction. They have selected seven nominal datasets from the UCI
repository [32] for experimentation. It is observed thatBNshows the highest accuracy
of 74.47%, while TAN shows the lowest accuracy of 69.58%.

The authors in [33] have evaluated the performance of Linear Regression, SVM
and KNN classifiers onWBCD (original), for early prediction of breast cancer using
minimal features. KNN is found to perform with the highest accuracy of 99.28%.

In [34], the authors have combinedmammogramprocessing andmachine learning
classifiers for breast cancer prediction, using LR, AdaBoost, gradient boost, decision
tree, random forest, KNN and SVM. As an experimental dataset, the “Mammogram
Image Analysis Society” (MIAS) dataset [35] has been selected which contains 322
instances. The highest accuracy of 90% is reported in SVM and lowest in Gradient
Boost = 52%.

In [36], SVM, NB and Random Forest have been assessed for the classification
of malignant and benign tumors in WBCD. The studies have been carried out in R.
The experimental results report that the maximum accuracy of 99.42% is exhibited
by random forest.

In [37], the performance of three classifiers has been analyzed on the Wisconsin
Breast Cancer Dataset (original), viz. SequentialMinimal Optimization (SMO), Best
First (BF) Tree and IBK (KNN classifier). The Weka software has been used for
simulation, with classification accuracy as the evaluation metric. The experimental
findings indicate that Sequential Minimal Optimization (SMO) performs with the
highest accuracy of 96.2%.

A comparison of six classifiers has been presented in [38]: SVM, MLP, Gated
Recurrent Unit SVM (GRU-SVM), Softmax Regression, Linear Regression and
Nearest Neighbor (NN) search. The WBCD (diagnostic) has been used for evalu-
ating the classifiers and the experimental findings reveal that all classifiers performed
with an accuracy of over 90%, with MLP demonstrating the highest classification
accuracy of 99.04%.

In [39], the authors have provided a holistic analysis of the application of auto-
matic breast cancer detection systems, intending to offer a roadmap for building an
advanced breast cancer diagnosis system. A comparative analysis of five machine
learning algorithms has been carried out (SVM, MLP, recurrent NN, combined NN
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and probabilistic NN) on WBCD using MATLAB framework and the classifica-
tion accuracies noted. The findings show that SVM exhibits the highest diagnostic
accuracy of 99.54%.

The authors in [40] have combined three machine learning classifiers (KNN,
probabilistic NN and SVM) with feature selection algorithms to distinguish between
benign and malignant breast cancer. The authors have used FNAB dataset I
(containing 692 samples of FNAB, with 235 malignant instances and 457 benign
instances) and gene microarrays dataset II (containing 295 microarrays, with 115
belonging to “good-prognosis” class and 180 belonging to “poor-prognosis” class)
for their experimentation. The results indicate that SVM performs with the highest
accuracy of 98.80% over dataset I and 96.33% over dataset II.

3 Comparative Analysis of Existing Literature

For better comprehension of the performance of machine learning models covered
in the literature review, a chronological tabular representation of the works, datasets
used, best performing models and their respective accuracies, is given (see Table 1).
Accuracy has been chosen as the measuring parameter for comparing the classifiers
covered in the literature review.

4 Experimental Setup

The key aim of this work is to mimic the diagnostic efficiency of human specialists,
and extend to exceed human diagnostic performance for breast cancer detection. In
addition to diagnostic prediction, this work includes prognostic prediction to assess
the clinical effectiveness and likelihood of recovery. The Wisconsin Breast Cancer
Dataset (WBCD) has surfaced as a benchmark dataset for the analysis and evaluation
of different machine learning techniques. Here, we have applied machine learning
classification techniques to three benchmark datasets of Wisconsin. Our analysis
is guided toward reaching the best classifier that outperforms the others over all
the datasets. The datasets chosen are Wisconsin Breast Cancer Dataset (Original),
Wisconsin Breast Cancer Dataset (Diagnostic) andWisconsin Breast Cancer Dataset
(Prognostic) [41]. The features in these datasets are obtained from digitized image of
a “fine-needle aspirate” (FNA) of breast tissues of individuals. The first two datasets
(original and diagnostic) assign a discrete class (malignant or benign) to new input.
The third dataset (prognostic) assigns one of the two discrete classes (recurring or
non-recurring) to new input.
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Table 1 Comparative analysis of existing literature

S. No. Author(s) and
year

Dataset Highest accuracy model Accuracy
(%)

1. Übeyli (2007)
[39]

Wisconsin
breast cancer
dataset

SVM 99.54

2 Osareh and
Shadgar (2010)
[40]

FNAB dataset
I and gene
microarrays
dataset II

SVM-RBF (for dataset I) 98.80

3 Asri et al.
(2016) [25]

WBCD
(original)

SVM 97.13

4 Ang et al.
(2016) [31]

7 nominal
datasets

GBN 74.47

5 Aličković and
Subasi (2017)
[15]

WBCD
(original and
diagnostic)

Rotation forest 99.48

6 Islam et al.
(2017) [19]

WBCD
(diagnostic)

SVM 98.57

7 Elgedawy
(2017) [36]

Wisconsin
breast cancer
dataset

Random forest 99.42

8 Chaurasia and
Pal (2017) [37]

WBCD
(original)

SMO 96.20

9 Abdar et al.
(2020) [20]

WBCD
(diagnostic)

SV-BayesNet-3-MetaClassifier (K
= 10),
SV-NaïveBayes-3-MetaClassifier
(K = 10)

98.07

10 Kumari and
Singh (2018)
[33]

WBCD
(original)

KNN 99.28

11 Agarap (2018)
[38]

WBCD
(diagnostic)

MLP 99.04

12 Asri et al.
(2019) [12]

WBCD
(original)

NB + C4.5 + SVM 97.31

13 Mishra et al.
(2019) [21]

Breast cancer
Coimbra
dataset
(BCCD)

GBC 79.08

14 Goyal et al.
(2019) [23]

Wisconsin
breast cancer
dataset

AdaBoost, LR 97.92

15 Kadam et al.
(2019) [24]

WBCD
(diagnostic)

FE-SSAE-SM 98.60

(continued)
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Table 1 (continued)

S. No. Author(s) and
year

Dataset Highest accuracy model Accuracy
(%)

16 Ghasemzadeh
et al. (2019)
[26]

DDSM dataset SVM 96.8

17 Shaikh and Ali
(2019) [28]

WBCD and
breast cancer
digital
repository
(BCDR)

KNN 97.90

18 Kumar et al.
(2020) [16]

Wisconsin
breast cancer
dataset

Lazy (K-star, IBK), Random (tree,
forest)

99.14

19 Sadhukhan
et al. (2020)
[17]

WBCD
(diagnostic)

KNN 97.49

20 Kashif et al.
(2020) [34]

MIAS cancer
dataset

SVM 90.00

4.1 Machine Learning Classifiers Adopted

For this work, we have selected seven popular machine learning classifiers for
breast cancer classification. The classifiers are Logistic Regression (LR), K-Nearest
Neighbor (KNN), SupportVectorMachine (Linear), SupportVectorMachine (Radial
Basis Function), Gaussian Naïve Bayes (GNB), Decision Tree and Random Forest.
The classifiers have been selected considering their significant prevalence in the
existing literature and notable results in this domain. All the algorithms are super-
vised machine learning algorithms. A brief description of each classifier is given
below:

a. Logistic Regression (LR): LR is based on probability and assigns new data to a
discrete group of classes. It may be defined as a “statistical model” that applies
a logistic function for modeling a binary target variable.

b. K-Nearest Neighbor (KNN): KNN assigns a new data point to one of the avail-
able discrete set of classes based on its neighboring “K” data points that are
already assigned to groups.

c. SVM (Linear): SVM (Linear) produces a linear function (hyper-plane) for clas-
sification problems. This “hyper-plane” partitions the classes explicitly using
certain data points known as “support vectors” that participate in obtaining the
outcome.

d. SVM (RBF): SVM (RBF) is used when the hyper-plane is not a straight line.
RBF is a function with value based on its distance from the origin or a point. In
SVM (RBF), the classes are not partitioned with a straight line, but a curve.
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e. Gaussian Naïve Bayes (GNB): GNB, contrary to classical Naïve that supports
categorical features and models that correspond to a multinomial distribu-
tion, supports continuous features and models that correspond to a Gaussian
distribution.

f. Decision Tree: Decision tree is a leading classification technique in which a tree
is built by partitioning observations in branches recursively in order to enhance
the prediction accuracy. It is composed of root, internal nodes and leaf nodes.

g. Random Forest: It is an ensemble form of classifier comprised of several tech-
niques to generate an optimal technique. It is a blend of a number of decision
trees that combine to form a forest. To select distinct trees, it uses samples at
random with replacement.

4.2 Performance Metrics Adopted

Accuracy has been selected as the criterion used for assessing the performance of the
machine learning classifiers covered in this work. Accuracy is a strong indicator of
the overall success of themodel performance. It is the degree of the correct prediction
corresponding to the incorrect predictions. The classification accuracy is obtained
from confusion matrix as follows:

Accuracy = TruePositive+ TrueNegative

TruePositive+ FalsePositive+ TrueNegative+ FalseNegative
× 100%

4.3 Implementation

We have selected Jupyter Notebook of Anaconda Framework to carry out our exper-
imentation. The implementation has been done using Python language. Given below
is the step-wise implementation applied in this work (see Fig. 2).

a. Data Preparation: The first step is to import the essential libraries and datasets
into Jupyter. Three Wisconsin Breast Cancer Datasets (original, diagnostic,
prognostic) from UCI machine learning repository are selected and imported
into Jupyter.

b. Data Exploration: Then, the datasets are examined by obtaining the first few
rows of each dataset. Moreover, the datasets can be visualized for better
comprehension.

c. Labeling of Categorical Data: The categorical data are converted into numbers
so that the models can comprehend them better. Then, the data are split into
training and testing subsets. The model learns over the training subset and the
performance of the model is tested over the testing subset. 75% data is selected
for training the model and 25% is selected for testing the model.
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Categorical Data

Feature Scaling
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Model Selection

Fig. 2 Implementation

d. Feature Scaling: Feature scaling is performed to get the featureswithin a specific
magnitude range. This is done for data normalization.

e. Feature Selection: Feature selection is done to improve the accuracy and predic-
tive power of the classifiers as well as reduce the computation cost. A subset
of features is selected that contribute most to the output in order to boost the
performance.

f. Model Selection: The models are run over the three datasets and their perfor-
mance recorded. Then, the model with optimal performance is selected for
further implementations.

5 Results

For WBCD (original), the training and testing accuracies of each classifier are given
in Table 2.

For WBCD (diagnostic), the training and testing accuracies of each classifier are
given in Table 3.

For WBCD (prognostic), the training and testing accuracies of each classifier are
given in Table 4.

The highest accuracy reported over all the datasets is 97.14%, achieved by KNN
and random forest over WBCD (original). Decision tree achieved over 99% training
accuracy over all the three datasets and random forest surfaces as the best performing
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Table 2 Training and testing
accuracies for WBDC
(original)

S. No. Classifier Training
accuracy (%)

Testing accuracy
(%)

1. Logistic
regression

97.32 96.56

2. KNN 97.51 97.14

3. SVM
(linear)

97.32 96.00

4. SVM (RBF) 97.32 96.00

5. GNB 95.41 95.42

6. Decision
tree

99.62 96.00

7. Random
forest

99.42 97.14

Table 3 Training and testing
accuracies for WBDC
(diagnostic)

S. No. Classifier Training
accuracy (%)

Testing accuracy
(%)

1. Logistic
regression

99.06 94.40

2. KNN 97.65 95.80

3. SVM
(linear)

98.82 96.50

4. SVM (RBF) 98.35 96.50

5. GNB 95.07 92.30

6. Decision
tree

99.62 95.10

7. Random
forest

99.53 96.50

Table 4 Training and testing
accuracies for WBDC
(prognostic)

S. No. Classifier Training
accuracy (%)

Testing accuracy
(%)

1. Logistic
regression

86.48 82.00

2. KNN 81.75 82.00

3. SVM
(linear)

87.16 80.00

4. SVM (RBF) 83.78 76.00

5. GNB 70.94 78.00

6. Decision
tree

99.62 80.00

7. Random
forest

98.64 82.00
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Fig. 3 Highest accuracy reported

classifier over all the three datasets. Moreover, we observe that with feature selec-
tion, the results for WBCD (original) and WBCD (prognostic) improve, while no
significant improvement is witnessed in the performance of WBCD (diagnostic).

Given below is the highest accuracy reported over each dataset (see Fig. 3).

6 Conclusion, Challenges and Future Scope

A great deal of inter-disciplinary research has been conducted in the domains of
medical sciences and machine learning for the detection of malignant and benign
breast cancer. This paper analyzes the performance of various classifiers for the
diagnosis of breast cancer over different datasets. Thefindings havedemonstrated that
the classification efficiency differs with respect to the approach and dataset chosen.
A single classifier achieves different accuracies over different datasets. Moreover,
the classifiers perform well for diagnostic prediction, but not nearly good enough for
prognostic prediction.

This work has been carried out over the three datasets ofWisconsin and the results
are restricted to these datasets. In order to obtain a generalization, other diverse bench-
mark datasets need to be worked upon to ensure that the models produce fairly iden-
tical results on other datasets too. The models have been compared based on a single
metric (accuracy) and other metrics could be included for better comprehension of
their predictive powers.

The development of reliable and efficient classifiers for medical applications
remains a major challenge in machine learning domain. Future work could be driven
by reduction of time complexity, systematic investigation, and parallel execution of
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cascaded classifiers, along with larger and diverse datasets to evaluate the models.
The recent advances in Deep Learning could be utilized to create a robust automatic
breast cancer prediction model for providing enhanced medical services by reducing
cost, time and death rate. Since the models and approaches proposed so far in this
area operate in offline mode, future work could focus on replicating these systems
as online diagnostic systems. Moreover, further research could focus on the devel-
opment and analysis of classifiers that can uncover models with increased survival
rate in datasets.
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Multiclass Classification of Histology
Images of Breast Cancer Using Improved
Deep Learning Approach

Jyoti Kundale and Sudhir Dhage

Abstract Breast Cancer has become a serious threat to women life in the overall
word. It is necessary to diagnosis for Breast cancer early to avoid mortality rate. In
the era of medical imagining with the advent of Artificial Intelligence systems, it has
become easy to detect breast cancer at an early stage. Histopathology imagemodality
is one of the best ways for breast cancer detection as it is easy to store in digital format
for a long time. Breast cancer is classified into two main categories one is benign
and malignant. These two classes are further divided into subclasses. In this paper,
we have proposed an improved deep learning model for breast cancer multiclass
classification. This proposed model uses a two-level approach one is blocked based
and image-based. The blocked based approach is used to reduce overheadwith lower-
cost processing. Here ensemble learning approach is used for feature extraction
which is a combined approach of the various pre-trained model without negotiating
accuracy of the system. Final classification is done based on image based improved
deep learning approach into eight classes.

Keywords Histopathology images · Deep learning · Ensemble model

1 Introduction

Even though outstanding modern developments in diagnosis and treatment, now-a-
day’s cancer is becoming a massive public health problem that leads to mortality
around the world [1]. Due to demographic aging and the adoption of bad habits
before restricted to industrialized countries are now contributing to an increase in
the occurrence of this type of disease. Cancer is dangerous threat to human life. The
survey done by World Cancer Research Fund (WCRF) says that there is a 15–20%
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rise in cancer patients every year and there will be chances of 28 million new cases
of cancer until the next decade [2]. Cancer is a disease in which division of abnormal
cell takes place uncontrollably and destroys other healthy body tissue; finally forms
a tumor.

Almost 9.6 million lives are threatened by cancer; unfortunately, India has the
largest share in it which is 8.17%. The most worrying thing is that India will have
1.18million new cancer cases this year andmore than 50% of these will be diagnosed
in women, said by the World Health Organization (WHO) [2]. Women age range
between 21 and 59 years and aged more than 59 years are caused by death by breast
cancer [3]. In the early era, cervical cancer was most commonly found in women,
but now it is surpassed by breast cancer. There are 14.5 million people who have
died because of cancer and in 2030 the count will be above 28 million [4]. In the
USA, after lung and bronchus cancer, major death is found by the breast cancer for
the woman which is 14% (a total of 41,000 in 2017) study done by the American
Cancer Society (ACS) [5].

By overall estimation, at least 1,797,900 women in India may have breast cancer
in the year 2020. According to a survey taken at Tatamemorial hospital, breast cancer
has been reported to occur in 1 woman out of 2000 during the period 1975–78. But
today in India, it occurs 1 in 10, so it is required to take preventive steps against this
dangerous disease-like breast cancer [6].

Reasons are a delay in bearing a child, absence of breastfeeding, medical usage
of hormones, lack of understanding of early symptoms of breast cancer, lack of
advanced screening methods, and other factors like absence of diagnostic centers
and knowledgeable oncologists. So there is a need to have a domain that will mainly
focus on early stage discovery, analysis, and treatment of breast cancer in women.

The main aim to build systems that will detect cancer at an early stage and other
is to diagnose and give proper treatment to breast cancer [7]. Currently, no such
vaccination is available to prevent breast cancer. Hence proper preventive measures
are not present. However, complete curing of breast cancer is possible if it is detected
in its earlier stages. The rate of survival will improve by 95% if early detection of
breast cancer is done for a patient. Hence, themortality rate will reduce automatically
[8].

There are several ways to detect cancer of breasts such as clinical examination,
mammograms, magnetic resonance imaging (MRI), ultrasound, and biopsy. But the
main challenge is to detect cancer by the use of imaging. In the biopsy method, a
doctor uses a fine needle to take out a tissue from a suspicious area, which will result
in the detection of cancer surely. Various types of biopsy techniques, procedures are
there such as vacuum-assisted breast biopsy (VABB), fine needle aspiration (FNA),
core needle biopsy (CNB) and surgical, (open) biopsy (SOB) stand out. Then, colored
dyes are put into tissues, which are observed under a microscope to get useful infor-
mation about the tissue compositions. Histopathology images play a vital role in
proper diagnoses of every type of cancer [9, 10].

Breast cancer for the female population has a large impact on public health; so
there is a need to provide tools that will automatically classify breast cancer using
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digitized images from histological slides, which will support the Pathologists, so that
it can be diagnosed early [11].

Organization of the paper as follows: Sect. 2 gives an idea about existing methods
for classification. Section 3 helps to understand drawbacks/limitations in existing
systems. Section 4 shows the ProposedNovel Framework formulticlass classification
followed by the conclusion is given in Sect. 5. Subsequent paragraphs, however, are
indented.

2 Review of Existing System

After a lung cancer second most commonly found cancer is breast cancer [1]. In
the year 2020, around 8.2 million women may cause death due to cancer said by
International Agency for Research on Cancer (IARC), which is part of the World
Health Organization (WHO) [2] and a some cases is likely to increase more than
27 million by 2030 [3]. By using histology and radiology images breast cancer can
be diagnosed. With the help of radiology images analysis, it is easy to identify the
abnormal areas, but difficult to verify the cancerous area [8, 9]. To check whether
cancer is present or not, the biopsy method is used in which tissues are studied under
an ultra-microscope for confirmation of cancer tissue [10, 11]. The study of tissue
related cell structure, distribution and its shape done by Histopathologists, based on
which level malignancy is decided [9, 11].

Md Zahangir Alom et al. used Inception Recurrent Residual Convolution Neural
Network (IRRCNN)modelwhich combination of InceptionNetwork (Inception-v4),
theResidualNetwork (ResNet) theRecurrent ConvolutionNeural Network (RCNN).
They have used BreakHis and Breast Cancer (BC) classification challenge 2015 [5].
Nadia Brancati et al. used deep learning methods for automatic classification that
lead to the detection of invasive ductal carcinoma in breast histological images and
sub-types classification of lymphoma. In both the cases they have used Residual
Convolution Neural Network which is part of a Convolution Auto encoder Network
[12]. P. Sherubha et al. uses Multi-Classed feature selection algorithm for feature
selection and adaptiveNeuro-Fuzzy k-NNClassification algorithm is used to improve
the performance of classification [13]. Nidhi Ranjan et al. make use of multilayer
CNN with a hierarchical classifier to deal with inter-class similarity and intra-class
variability issues. The accuracy is 79% and 95% for hierarchical classifier 1 and hier-
archical classifier 2, respectively [14]. Majid Nawaz et al. make uses of DenseNet
CNN model achieved high-processing performances with around 96% of accuracy
[15]. In [16] using CNN deep features are extracted and these extracted features
are used as input to a traditional classifier. Sara Reis et al. uses multi-scale basic
image features (BIFs) and local binary patterns (LBPs), in combination with random
decision trees classifier for classification of breast cancer stroma regions-of-interest
(ROI)with an accuracyof 84%[17]. Spanhol et al. [18] uses different feature extractor
and different classifier for classification of histopathological images of breast cancer
which is not handled by a small set of databases. Bayramoglu et al. [19] worked on



460 J. Kundale and S. Dhage

break his dataset by using a single task convolution neural network for malignancy
andmulti-task convolution neural network bothmalignancy and imagemagnification
level simultaneously. In [20] authors have done classification into four classes, i.e.,
normal tissue, benign lesion, in-situ carcinoma and invasive carcinoma using CNN
and support vector machine (SVM). A. Nahid et al. use CNN; it takes raw images
as input. In the next step, it extracts global features and classifies the histopatholog-
ical images [21]. In [22] they suggested a tiny SE-ResNet module that improves the
mixture of residual module and Squeeze-and-Excitation block and achieves compa-
rable efficiencywith fewer parameters, also suggested a novel learning rate scheduler
that can deliver outstanding output. The recommended framework includes several
measures including image enhancement, image segmentation, extraction of feature,
and classification of images. In the segmentation phase, the suggested framework
uses a novel mixture of watershed algorithms and K-means clustering which uses
ruled based and decision tree classifier to classify images into benign and malignant
classes. In [23] author have proposed CNN a deep learning approach with help of
fully connected layers to enhance the performance of classification at various image
magnifications (40×, 100×, 20× and 400×).

3 Limitations of Existing Systems

The aim is to design a system such that it will efficiently and accurately classify
histopathological images into non-cancerous or cancerous tissues in less time, so
following relevant issues should be properly addressed

1. Need for Accurate feature extraction using ensemble modeling:
Histopathological images classification involves one highly challenging step of
feature extraction. It is quite difficult to decide upon which features to use for
classification. Also, the choice of features used has a great impact on the entire
classification process. Current research into histopathological images classifi-
cation that makes use of features may not be the best way of classification, espe-
cially when deep learningmethods have been commonly employed recently. So,
it will be a great choice if we make use of ensemble modeling for appropriate
feature extraction.By considering strength of every differentmodel, it is possible
to extract essential features, it will be helpful during multiclass classification.

2. Need to handle massively scaled data without overlapping classes and negoti-
ating accuracy at the same time:
As the number of patients is more prone to breast cancer, the size of the
dataset also increases. There is a chance of overlapping classes that affect the
accuracy of the system which leads to misclassification. An efficient system
is needed that will able handle scalable data without compromising accuracy
during multiclass classification.

3. Need to develop a model based on semi-supervised and unsupervised learning-
based algorithms:



Multiclass Classification of Histology Images of Breast Cancer … 461

In the existing dataset, the most commonly supervised learning approach is
used where images are labeled. But in real-time, it is not guaranteed that all the
images are correctly labeled. It is a very tedious and time-consuming task to
label images by an only specialized pathologist. So there is a need to develop
a model which is can work well in case of non-labeled images based on the
clustering approach.

4. Lack of comprehensive classification based on the fusion of dataset by various
image modalities:
Till now, the dataset is available for single image modalities for classification.
It is needed to have a dataset of different image modalities in the single dataset
and the system should able to performmulticlass classification for such types of
datasets efficiently. It is necessary so that a patient can get treatment according
to breast cancer according to its type and stage.

4 Dual Stage Multiclass Breast Cancer Classification Using
Deep Learning Framework

There is a need to develop a model that will comprehensively classify breast cancer
histological images automatically, which will helpful for a pathologist. The system
will categorize histopathological images into different types of malignant or benign
classes. The goal is to achieve high accuracy and reduce false negatives, i.e., ensure
that we do not miss cancer detection. Most of the current histological breast cancer
image classification work has been done based on whole-slide imaging (WSI). There
are various issues present in existing technologymainly, difficulty in handling a large
size database, resource-intensive processing, and high cost etc. The aim is to classify
the breast cancer histopathological images into different classes using an economical
viable process without compromising accuracy. Figure 1 shows proposed framework
for dual stage multiclass breast cancer classification using deep learning approach.

Fig. 1 Dual-stage multiclass breast cancer classification using deep learning framework
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Steps for the proposed framework as follows:

1. Histological images are used as input for classification.
2. Preprocessing is done on entire the dataset using various techniques such as

data augmentation, staining, normalization.
3. Instead of taking the whole magnification image, we consider image block,

which will be reducing overhead.
4. Constant-sized blocks are retrieved by sliding a block-sized L by L and Sr

stride over an image.
5. This will help to down sampled total image size. More discriminative features

are extracted from image block by using various ensemble models like pre-
trained model or other deep learning model used as a feature extractor such as
VGGnet, ResNet, and Inception.

6. Thus, we retrieve total number of [1+ (Ic− L)/Sr] * [1+ (Ir− L)/Sr] blocks,
Ic and Ir being image columns and rows.

7. It is necessary to select the optimum size of stride Sr as here overlapping of
blocks can be considered. Overlapping blocksmay contain crucial information
regarding features.

8. The result of blocked based processing are combined using majority voting or
maximum probability approach and given as input to image-based improved
deep learning.

9. Image-based improved deep learning model is trained to perform final classi-
fication based on local features given by each block and global feature shared
among the different blocks.

10. The finalmulticlass classification that is into eight subclasses is done by image-
wise deep learning through various training and validation.

11. Various performance measure parameters such as Accuracy, Recall, Precision,
F1-score are calculated.

There are various dataset is used by the researcher like WDBC, BACH etc.
BreakHis dataset [24] is commonly used by most of the researcher. It consists of
7909 images, having two main classes such as benign and malignant. These two
main classes are further divided into eight subclasses. Data augmentation technique
is most commonly used as preprocessing technique, where images are flipped hori-
zontally, vertically 90 and 180 degrees. This preprocessing techniques help to avoid
problem of over-fitting. Combination of different pre-trained model which can give
different relevant feature used as feature extractor on every equal-sized block of
images.Result of classification of block-based approachwhich depends onmaximum
voting, maximum probability of particular class. These results can be given as further
input to image-wise improved deep learning classification model. In this approach
image-wise classification is done using combination of CNN and pre-trained model.
Finally, images are classified into eight classes, performance of the system can be
evaluated using confusion matrix.
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5 Experimental Analysis

The experiments are carried out on BreakHis Dataset, which Consists of 7909 images
of malignant and benign classes. Each of this classes are subdivided into four more
subclasses of each. Histology image is taken from database. To avoid over fitting
issue, we have applied the data augmentation techniques to increase the size of
the dataset. In preprocessing step, images are rotated by 90, 180°. From the whole
image, maximum six non overlapping patches are generated of size 224 × 224 × 3
for each magnification factor (40×, 100×, 200×, 400×). This methods helps to void
system overhead due to large size of the image. On each patch pre-trained models are
applied like VGG16, VGG19, GoogleNet, ResNet which is used as feature extractor.
After extracting feature from every patch by maximum voting results are combined
for image based classification. Finally, images are classified into eight classes by
support vector machine (SVM).

Table 1 shows comparative analysis of existing method with proposed method. In
table, italic values shows highest accuracy for respective to pre-trainedmodel. In 40×
magnification factor Resnet50 gives accuracy of 88.23%. ResNet101 gives 89.67%
accuracy for 100× magnification factor. 91.00%, accuracy is achieved for 200×
magnification factor. In case of 400× magnification factor, accuracy is achieved is
85%. Drawback of existing method is that authors have not considered pre-trained
model for feature extraction. Features are extracted using as handcrafted method or
CNN from scratch. Therefore, overall performance of model is less in terms of accu-
racy. Figure 2 shows performance analysis of various Deep Learning (CNN,De-novo
model) aswell as Pre-trained basedmodel (VGG16,VGG19,GoogleNet, RestNet50,
ResNet 101) for magnification factor 40X (zooming factor) alongwith SVM in terms
of Accuracy, Precision, Recall, F1-score. Figure 3 shows performance analysis of
various Deep Learning (CNN, De-novo model) as well as Pre-trained based model
(VGG16, VGG19, GoogleNet, RestNet50, ResNet 101) for magnification factor
100X (zooming factor) along with SVM in terms of Accuracy, Precision, Recall,
F1-score. Figure 4 shows performance analysis of various Deep Learning (CNN,
De-novo model) as well as Pre-trained based model (VGG16, VGG19, GoogleNet,
RestNet50, ResNet 101) for magnification factor 200X (zooming factor) along with
SVM in terms of Accuracy, Precision, Recall, F1-score. Figure 5 shows performance
analysis of various Deep Learning (CNN, De-novo model) as well as Pre-trained
based model (VGG16, VGG19, GoogleNet, RestNet50, ResNet 101) for magnifica-
tion factor 400X (zooming factor) along with SVM in terms of Accuracy, Precision,
Recall, F1-score.
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Table 1 Comparative analysis with different magnification factor for proposed model

Magnification factor Pre-trained
network +
classification

Performance measure parameter (percentage)

Accuracy Precision Recall F1 score

40× CNN+ augmented
data [25]

83.79 84.27 83.79 83.74

CNN + SVM [25] 82.89 – – –

De-novo model
[26]

89.60 – – –

Combination of
CNN from scratch
[26]

85.60 – – –

VGG16 + SVM 87.12 85.12 90.00 87.49

VGG19 + SVM 86.79 89.10 91.00 90.04

GoogleNet +
SVM

81.12 84.23 88.97 86.54

ResNet50 + SVM 88.23 90.12 91.31 90.71

ResNet101 +
SVM

85.45 87.00 92.67 89.75

100× CNN+ augmented
data [25]

84.48 84.29 84.48 84.31

CNN + SVM [25] 80.94 – – –

De-novo model
[26]

85.00 – – –

Combination of
CNN from scratch
[26]

83.50 – – –

VGG16 + SVM 88.12 89.74 92.23 90.97

VGG19 + SVM 89.15 89.57 92.67 91.09

GoogleNet +
SVM

84.32 85.92 91.47 88.61

ResNet50 + SVM 86.00 91.53 90.18 90.85

ResNet101 +
SVM

89.67 92.12 93.00 92.56

200× CNN+ augmented
data [25]

80.83 81.85 80.83 80.48

CNN + SVM [25] 79.44 – – –

De-novo model
[26]

84.00 – – –

Combination of
CNN from scratch
[26]

83.10 – – –

VGG16 + SVM 87.45 88.42 91.27 89.82

(continued)
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Table 1 (continued)

Magnification factor Pre-trained
network +
classification

Performance measure parameter (percentage)

Accuracy Precision Recall F1 score

VGG19 + SVM 86.32 89.15 89.83 89.49

GoogleNet +
SVM

83.12 83.29 90.10 86.56

ResNet50 + SVM 91.00 92.00 91.27 91.63

ResNet101 +
SVM

90.70 93.73 92.45 93.09

400× CNN+ augmented
data [25]

81.03 80.84 81.03 80.63

CNN + SVM [25] 77.94 – – –

De-novo model
[26]

80.80 – – –

Combination of
CNN from scratch
[26]

80.90 – – –

VGG16 + SVM 85.00 87.17 90.71 88.90

VGG19 + SVM 81.61 83.65 89.00 86.24

GoogleNet +
SVM

79.44 82.62 89.79 86.06

ResNet50 + SVM 83.73 85.79 90.12 87.90

ResNet101 +
SVM

84.13 86.45 88.23 87.33
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94

[25] CNN+
Augmented Data

VGG16+
SVM

VGG19+
SVM

GoogleNet +SVM ResNet50 +SVM ResNet101 +SVM

Accuracy Precision Recall F1 Score

Fig. 2 Magnification factor: 40×
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Fig. 3 Magnification factor: 100×
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Fig. 4 Magnification factor: 200×
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6 Conclusion

This paper represents novel framework for multiclass classification for breast cancer
using an ensemble of the model for classification. In ensemble model, one can use
different various pre-trained network such asVGG16, VGG19, Inception, ResNet for
feature extraction, as features carries relevant information. After extracting feature
from various ensemble model, blocked wise classification is done to reduce system
overhead. Output of blocked based processing is given to the image-wise classifica-
tion where improved deep learning model is used for classification to improve the
overall accuracy of the system. In case of 40×, 100× and 200× ResNet + SVM
gives 88.23%, 89.67%, 91% accuracy. The pre-trained VGG16 + SVM gives 85%
accuracy for 400× magnification factor.

7 Future Scope

In future, other preprocessing technique can be applied like normalization, staining.
The overall accuracy of system can be improved by fine tuning each layer and
applying hybrid approach, while performing multiclass classification. Focus can
be given on to number of patch generation with respect to magnification factor.
Time complexity is one of the measure aspect should be considered in future, while
considering different magnification factors.
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on Meta-heuristic Approach: Grey Wolf
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Abstract The sensing technology has brought all advancements in the human lives.
Wireless sensor network (WSN) has proven to be a promising solution to acquire
the information from the remote areas. However, the energy constraints of the sensor
nodes have obstructed the widely spread application zone of WSN. There has been
a great magnitude of efforts reported for acquiring the energy efficiency in WSN,
these efforts varying from conventional approaches to the meta-heuristic method for
enhancing the network performance. In this paper, we have presented a comparative
evaluation of state of art meta-heuristic approaches that helps in acquiring energy
efficiency in the network. We have proposed grey wolf optimization (GWO-P) algo-
rithm with the empirical analysis of the existing methods PSO, GA and WAO that
will help the readers to select the appropriate approach for their applications. It is
similarly exposed that in different other execution measurements GWO-P beats the
contender calculations for length of stability, network lifetime, expectancy and so
on.
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1 Introduction

In computing and communication technology, background intelligence including
electric battery driven nano sensors, wireless communication technology is devel-
oping a desire for advancement of wireless sensor network. Additionally, nowadays
the huge use of wireless sensor system will be the primary target area of investiga-
tion wireless sensor system becoming more and more attractive every day for the
potential approach of its in ecological monitoring, natural area monitoring, battle
field surveillance, natural attack detection in any obscure and ordinary environments
[1]. The event is found by a humongous number of small, affordable and minimal
powered devices anytime it can feel virtually any earthy movement (pressure, high
heat, sound, areas getting some magnetic qualities, vibration, etc.) [2]. Each one
of those devices is known as a sensor node. A WSN is composed of thousands or
hundreds of inexpensive sensor nodes which may also use a fixed place or randomly
deployed for checking purpose [3]. The relaying of information finishes at a unique
node identified as base stations (also known as sinks). A base station links the sensor
system to the next public network as web to disseminate the sensed information for
more processing [4].

Apart from sensing as well as transmitting information, you will find a number
of restrictions including power management, distance management, real time diffi-
culties, topological issue, design issue, energy usage, etc. as well as among them the
main restriction is the power usage in terminology of the longevity of WSN due to
the irreplaceable and limited battery backup of the sensor nodes [5]. Moreover, the
nodes close to the base station is the very first one in order to run out of power due
to its extra relaying of information of the nodes that are miles away from the BS
[6]. To locate an answer of these problems’ different studies as radio communication
hardware, moderate access management have been studied.

Meta-heuristic optimization algorithms are starting to be increasingly more well-
known in engineering apps since they: (i) depend on relatively easy ideas and there-
fore are not hard to implement; (ii) don’t need gradient info; (iii) is able to avoid
community optima; (iv) may be employed in a broad range of issues covering various
disciplines. Nature-inspiredmeta-heuristic algorithms solve optimization difficulties
bymimicking physical or biological phenomena [7]. Theymay be grouped in 3major
categories (see Fig. 1): Evolution based, physics based and swarm-based methods.
Evolution-based techniques are influenced by the laws of organic evolution. The
search process begins with a randomly generated population that is evolved over
the following generations. The strength point of these techniques is the fact that the
most effective people are constantly coupled together to form the coming generation
of individuals. To be able in order to optimize network’s lifetime, this grey wolf
optimization (GWO) [8] Meta-heuristic algorithm for choosing the effective clus-
tering to data transmitting information period from the sensor node to sink and to
enhance energy efficiency to maximize network’s lifetime. A few scientific studies
are recommended to the literature deal with all the optimization issues such as;
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Fig. 1 Categorization of meta-heuristic algorithms

variant of particle swarm optimization (ICRPSO) [9], variant of genetic algorithm
(GA-LEACH) [10] and the variant of whale optimization algorithm (WOTC) [11].

Clustering is among the most crucial strategies to enhance the system lifetime
in WSNs. Clustering is the procedure of partitioning the whole region into a selec-
tion of subregions, known as clusters. Based on the analysis, the use and also the
optimization of electricity usage by the sensor in the bunch-based network version
can be accomplished far more efficiently. For information transmission clustering is
among the well-known and simpler mechanism. In simpler language, a pair of nodes
produce a team or even cluster. Each cluster communicates with one another and also
works towards the targeted objective. Nodes from each cluster could be included as
well as taken out of the bunch whenever and of all the nodes one has long been
used as a leader, named group head (CH) [10]. All of the collected information is
delivered by the sensor nodes to the head of theirs of the group and after that the
CHs aggregate the information and also delivered to the sink or maybe base station
(BS) indirectly or directly like through some other CHs. Due to several following
effective capabilities clustering method gets to be more appealing

1. Sensor nodes take out all irrelevant information and unwanted info before
sending information to the CH which enhance the power consumption.

2. CHs just conserve the intra cluster path that enhances the scalability of theWSN
effectively.

The rest of this paper is systematized as follows. In Sect. 2, the related work is
introduced. System model for proposed GWOmeta-heuristic methods are in Sect. 3.
The comparative analysis and results are discussed in Sect. 4. Finally, the conclusion
is given in Sect. 5.
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2 Related Work

In this literature review, we show several routing methods recommended for cluster
head (CH) selection then also highlighted described the limitations and a full aware-
ness on the routing strategies following the different meta-heuristic such as PSO,
GA, WOA and GWO algorithm are highlighted.

Sahoo et al. [12] proposed PSOECSM protocol directing heterogeneous WSN
aimed at enhancing cluster head choice technique in addition to sink mobility remain
resolved by means of PSO which reflects the reduced power CH along with closest
CH from the moving sink in addition to dimensions of the bunch. PSO-UFC [13]
are represent the PSO based strategy to gain the workout perform for inadequate
clustering in addition to fault understanding mechanism to balance the intra and
also inter cluster energy consumption. Latiff et al. [14] proposed PSOMSB targeting
various characteristics specifically, network lifetime, information delivery as well as
power use are believed to be to that the distance among the node as well as sink is
recognized as. Hu et al. recommended immune orthogonal learning particle swarm
optimization algorithm (IOLPSOA) [15]. Nevertheless, the long-haul transmission
in this particular strategy eats a great deal of energy.

Adifferent routing technique that are derived fromGAare emphasized.Kuila et al.
[16] exploited GA for controlling the load balancing of the system. The projected
method did not contemplate the CH choice. Gupta and Jana [17] proposed GACR
which involved the distance aswell as standard deviation components in the objective
function of its directing to obtain improved number of rounds prior to the very first
node is dead. Bhola et al. [18] proposed genetic algorithm which shows efficiently
consumption of energy inWSNs. This proposed algorithm is actually based on leach
protocol. By using hierarchical leach protocol cluster heads are selected and to find
out the optimal route GA is used.

Arora et al. [19] projected an ant colony optimization (ACO) which constructed
self-organized method for WSNs. This is also introduced for energy consumption in
efficient manner [20]. In this algorithm also we have to first choose Cluster heads
by maximal residual energy and after that members joining process has been started
under the cluster head. Gharaei et al. [9] proposed ICRPSO to Inter and also intra
cluster-based routing using PSO. In ICRPSO, inter and intra cluster motion moving
sink for grouping by using PSO discussed. ICRPSO deficiency as follows: (a) disre-
gard traffic evidence for the spiral movement of the sink moves; and (b) the arbitrary
movement of the sink in the group has a high energy usage.

Mirjalili and Lewis [21], proposedwhale optimization algorithm (WOA) is recog-
nized as among swam smart programme which is a novel nature-inspired meta-
heuristic optimization algorithm, humpback whales swim around prey in a shrinking
group and along a spiral shaped path at the same time to create distinct bubbles along
a group or ‘9’ shaped path.

Sahoo et al. [22] designed and introduced a hierarchical hybrid approach for
distributed clustering using GA and PSO algorithm, but in broad level WSNs. This
is dual levels of clustering where GA is utilized for the cluster that belongs at ground
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level and for higher level clustering PSO is utilized which provides better conver-
gence. The results prove introduced approach became successful in reducing the
energy consumption effectively which straight away point out towards the increment
of network’s lifespan.

Mirjalili et al. [8] grey wolf optimizer (GWO) a leader choice mechanism is
recommended grounded on alpha, beta, as well delta wolves to upgrade as well as
change the remedies in the archive as well as a power system mechanism continues
to be incorporated to GWO to be able to enhance the non-dominated remedies in the
archive.

Visu et al. [23] in their paper proposed “Bio inspired dual cluster heads optimized
routing algorithm for wireless sensor networks”. In this paper, they describe the
clustering and routing strategies. From every cluster data or information is moved
forward to their respective CH which assigns as an aggregator and mainstay of the
routing system as well. Technically, CH in the cluster consumes the most energy as
compare to the further nodes are in same cluster as the aggregated data is need to be
transferred to the base station named, sink node through single or else multiple hops
communication system.This causes imbalance in energy in the network to resolve this
problem, and to optimize the energy consumption by the CHs, a double-cluster-based
Krill HerdOptimization algorithm is introduced [24]. Routing protocols in wired and
wireless network are absolutely different. The conventionally utilized WSN routing
techniques are utilized because of its various advantages-like energetic routing, on-
demand routing, hybrid routing, etc. This examination advances an improvement
strategy to manage energy compelled climate and to derive the lopsided utiliza-
tion of energy, for remote sensor network directing. As indicated by this proposed
enhanced steering, at first the hubs which sent in the networks are grouped utilizing
the underlying centroid calculation. Then, the sensed data got aggregated by the
primary centros wids. The secondary centroids help by providing detail of the route
trust value aimed at individually route. Kill Herd Optimization helps to figure out the
minimize the decision path. Then, the data which are aggregated are moved forward
through that established optimized path. The introduced trust-based Krill optimized
aggregated data through the given path which square in shape [25]. In wireless sensor
networks (WSNs), the technique, of gathering the sensor nodes (X), is one of the
crucial ways to make the system long last. Gathering of nodes for cluster formation,
and the election to elect a node as cluster heads (CH) among them for each cluster
is performed.

The proposed method in this particular paper utilizes GWO for the choice of
CH. The purpose for picking GWO more than other meta-heuristic strategies would
be that the GWO highlights a quicker convergence rate. Additionally, GWO brings
about the ceaseless decrease of search space notwithstanding assurance factors are
less. Additionally, it stays away from local optima.



474 B. M. Sahoo et al.

3 The Proposed Grey Wolf Optimization Algorithm

After observing at clustering as a major problem, the only aim is to gain the
finest trade-offs among the energy consumption and efficient data transmission. The
problem is still on the increment of the number of clusters. As such, we propose
a multi-objective clustering using grey wolf algorithm to get rid of hierarchy issue.
The proposedmethodwill be compared and investigated with existingmeta-heuristic
algorithm and the well-known benchmarking multi-objective approaches.

This algorithm is influenced by the social hierarchy and hunting mechanism of
grey wolf. According to the algorithm, it mimics the social hierarchy and hunting
strategy of grey wolves. There are four wolves or layers of the social hierarchy which
described in Fig. 2.

The alpha (α) wolf: Indicates the best objective valued solution
The beta (β) wolf: Indicates the second best objective valued solution
The delta (δ) wolf: Indicates the third best objective valued solution
The omega (ω) wolf: Indicates rest of the solutions

In the abovemodel, the alpha is viewed as the strongest participant of the package.
Alpha (α) is in the roof of the hierarchy, and also considered as the strongest prospect
of the package. Alpha is generally male wolf but might be female too. Alpha wolves
gave the order, and that is adhered to by all of the additional wolfs in the package.
Beta wolves are generally accountable to apply the orders of alpha. Alpha wolf
additionally looks for the sleeping spot for the pack.

Subsequently, beta grey wolves play an important job in the hierarchy. These
are the next most crucial wolves in the package. Alpha wolves take the choices by
using beta wolves. The beta wolves additionally coordinate in the responses purpose.
Subsequently, delta wolves will come and also categorize as guards, predators, spies
and caretaker. Then will be the role of omega wolves. These wolves are believed to
be as babysitters and are permitted to consume within the last.

Hence, the primary 3 wolves that denoted as α, β, and δ take responsibility to
guide the looking mechanism of the protocol. The remainder of the wolves (ω) are

α
β
δ
ω

The alpha (α) wolf: indicates the 
leader of this solution

The beta (β) wolf: support to alpha indi-
cates the second best objective valued 
solution

The delta (δ) wolf: indicates the third 
best objective valued solution

The omega (ω) wolf: indicates rest 
of the solutions

Fig. 2 Hierarchical model of GWO
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thought-about and ordered to follow them. Throughout the hunting, grey wolves
follow a collection of well-ordered phases: encircling, hunting then also attacking.

Along with the social leadership, the subsequent formulas have been suggested
to be able to mimic the encircling behaviour of grey wolves through hunt [8].
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∣
∣
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In above Eqs. 1 and 2,
⇀

Xp denoted the position vector of the grey and t denoted the

current iteration. Where, grey wolf position vector is denoted by
⇀

X and coefficient

vectors are
⇀

A and
⇀

C .

The coefficient vectors
⇀

A and
⇀

C are evaluated as

⇀

A = 2.
⇀
a .

⇀

r1 − ⇀
a (10)

⇀

C = 2.
⇀

r2 (11)

In Eqs. 10 and 11,
⇀

r1 and
⇀

r2 are the casual vectors lies between 0 and 1 and the

element
⇀
a is reduced linearly after 2 to 0 throughout the iterations.
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The last phase of the system of chasing will be the attack. The procedure for
assaulting might be mathematically identified utilizing the operators mentioned

above. This is accomplished by lessening the valuation of
⇀

D as well as letting

down the assortment of contrast of
⇀

A in the number of [−2a, 2a], whereas actu-

ally decreased by two to zero till the iterations. In case the standards of
⇀

A invention
of [−1, 1], the role of the exploration representative determination likely be in among
the present place as well as the prey’s situation. If |A| < 1, the wolves outbreak the
target. Consequently, it could remain observed that based on the GWO method, the
exploration managers upgrade their places based on the roles of alpha, beta and delta
participants. The hunt for target starts once the wolves deviate from one another to
locate the target. This particular research is determined by the roles of the alpha, delta
members and beta. The circumstances for exploration or maybe hit are determined

through the ethics of
⇀

A as follows:

As per the diverge and search, |A| > 1.
As per the converge and attack, |A| < 1.

3.1 Objective Function

The objective function is the combination of various performance parameters collec-
tive to surround a phrase that is usually both maximized or perhaps minimized.
Objective characteristic refers to two different settings that choose the ability of the
individual. The drive parameters used in the objective function that spoke as follows.

• Objective 1 (Average energy of nodes):

F1 = 1

N

N
∑

i=1

E(i) (12)

where E(i) symbolize the energy of the ith node along with N stand for the whole
nodes of the network in Eq. (12).

• Objective 2 (Residual Energy):

F2 = 1/
N

∑

i=1

(
ER(i)

ET

)

(13)

where ER(i) is denoted the summation fraction of remaining energy of ith node
and total energy is denoted by ET in Eq. (13).

The objective function is the integration of objectives as in single expression is
follows in Eq. (14)
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F = 1/
[

(γ ∗ F1) + (θ ∗ F2)
]

(14)

where γ and θ are the constant values and γ + θ = 1.

3.2 Radio Model

In this energy radio model, the quantity of energy use is determined by the distance
among nodes. The power usage for moving the z bit statistics information with inside
the distance ‘d’ is represented by Etx (z, d) besides additionally supplied as follow

Etx (z, d) = z × Eelec + z × Eefs × d2 (15)

The energy required whilst receiving z-bit of data as follows in equation

Erx (z) = z × Eelec (16)

where Eelec and Eefs are the required energy intended for transceiver circuitry and
energy of free space. Erx (z) is denotes the energy required whilst receiving the z-bit
data.

4 Simulation and Result Analysis

The simulation options determine the simulation settingwherein the suggestedGWO
method is designed to use. The MATLAB application model 2019 is placed on
a structure through system of 8 GB RAM, 1 TB HD, Intel processor i5 by CPU
consecutively on 3.07 GHz in addition Window 10. The exact same sensor system
produced arbitrarily is utilized in all of the simulations. It is assumed that nodes
spread with the place of 100 × 100 m2 (Table 1).

4.1 Comparative Evaluation

The effectiveness of the proposed GWO-P method is analyzed with existing state
of art algorithms; so as to test the recommended work is better one. For evaluation
purpose, we are now analyzing current procedure as WOTC [11], GA-LEACH [10]
and ICRPSO [9] methods and the results are evaluated in different metrics like,
stability period, network remaining energy and throughput.
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Table 1 Simulation
parameters

GWO parameters Values

Size of networks 100 × 100 m2

Total nodes (N) 100

Sink node 1

Node energy (in Joules) (Eo) 0.5

Eelec 50 nJ/bit

Threshold distance (do) 87 m

(Eefs) 10 pJ/bit/m2

Inertia weight 0.7

Size of data packets 2000 bits

Number of total particles 30

C1 2

C2 2

Simulation run 20

Maximum iteration 150

4.1.1 Stability Period

Results well-known show that during GWO-P, the primary node is lifeless after 1278
rounds whereas for WOTC, GA-LEACH and ICRPSO, the standards of stability
period remain individually 755, 814 and 1080 rounds as shown in Fig. 3. The network
lifetime of GWO-P is 9801 rounds, whereas the WOTC, GA-LEACH and ICRPSO
covers 8935, 7754 and 8359 rounds, respectively, computed.

4.1.2 Comparison of Network Lifetime of Simulated Methods
with Stability Period

Table 2 represents the number of rounds taken for FND, HND and LND along
with stability period for simulation methods. Here, the improvement of 65.2%, 57%
and 18.3% of stability period of GWO-P against the existing methods WOTC, GA-
LEACH and ICRPSO, respectively, and the improvement of 9.6%, 26.3% and 17.2%
of network lifetime of GWO-P against the existing methods WOTC, GA-LEACH
and ICRPSO, respectively.

4.1.3 Network Remaining Energy

In this metric, when information communication is assumed, the system’s vitality
begins decreasing. This is very basic to watch the conduct of network’s outstanding
energy through increment in number of rounds. GWO-P accomplishes better when
contrasted with WOTC, GA-LEACH and ICRPSO calculations, individually such
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Performance comparison
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Fig. 3 Comparison of network lifetime with stability period of GWO-P with existing methods

Table 2 Comparison of network lifetime of simulated methods with stability period

Protocols FND HND LND Stability period

WOTC 755 3498 8935 755

GA-LEACH 814 3354 7754 814

ICRPSO 1080 4021 8359 1080

GWO-P 1278 4802 9801 1278

that it covers a more prominent numeral of rounds whereas the information commu-
nication is in improvement as appeared in Fig. 4. The vitality of a hub remains saved
on an individually basis round because of the base energy utilization came about
because of the vitality effective correspondence.

4.1.4 Throughput

The throughput of GWO-P is seen to be increased as the effective transmission of
108,487 information packets were finished as shown in Fig. 5. In any case, WOTC,
GA-LEACH and ICRPSO sent 66,965, 69,714 and 77,835 packets of information,
separately.
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5 Conclusion

The different meta-heuristic directing calculations have been reported in the acces-
sible writing so far so as to acquire network stability and life span. The proposed
grey wolf optimization for wireless sensor networks is roused from the everyday
schedule of grey wolves that utilization four unique positions, portrayed by α, β, δ
and ω to attack the prey. These various wolves are utilized to play out the activity
of investigation and misuse in the search space. In the proposed strategy, upgraded
number of bunches is taken by the assembly of the estimation of α wolf, as α wolfs
spans to their best worth. So as to evaluate its presentation, the proposed GWO-P
calculation is broadly introduced and reproduced inMATLAB. There is the improve-
ment of 65.2%, 57% and 18.3% of stability period of GWO-P against the existing
methods WOTC, GA-LEACH and ICRPSO respectively and the improvement of
9.6%, 26.3% and 17.2% of network lifetime of GWO-P against the existing methods
WOTC, GA-LEACH and ICRPSO, respectively. It is likewise discovered that in
different other execution measurements GWO-P beats the contender calculations for
length of stability, network lifetime, expectancy and so on. Still, there is always an
opportunity to further enhancement of proposed work by extending by numerous
clustering methods to cumulative mobile sink nodes efficiently.
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Deep Learning-Based Computer Aided
Customization of Speech Therapy

Sarthak Agarwal , Vaibhav Saxena , Vaibhav Singal ,
and Swati Aggarwal

Abstract Video frame interpolation is a computer vision technique used to synthe-
size intermediate frames between two subsequent frames. This technique has been
extensively used for the purpose of video upsampling, video compression and video
rendering. We present here an unexplored application of frame interpolation, by
using it to join different phoneme videos in order to generate speech videos. Such
videos can be used for the purpose of speech entrainment, as well as help to create
lip reading video exercises. We propose an end-to-end convolutional neural network
employing a U-net architecture that learns optical flows and generates intermediate
frames between two different phoneme videos. The quality of the model is evaluated
against qualitative measures like the Structural Similarity Index (SSIM) and the peak
signal-to-noise ratio (PSNR), and performs favorably well, with an SSIM score of
0.870, and a PSNR score of 33.844.

Keywords Video frame interpolation · Speech videos · Speech entrainment ·
Phoneme · Structural Similarity Index · Peak signal-to-noise ratio

1 Introduction

Speech is a vocalized form of communication, which is used to convey thoughts and
information through the use of sound and corresponding mouth movements. Every
word is made up of a combination of phonemes, which is an indivisible unit of sound
in a particular language. While speaking each of these phonemes, the lips, the teeth
and the tongue move in different ways. A combination of phonemes, joined by the
appropriate movements of the mouth, is all that are required to construct a word in
a particular language.

With the onset of innovative deep learning techniques, it is possible to learn
these mouth movements and generate them synthetically in the form of a video.
Video Frame interpolation is one such technique, which can be used to join different
phonemes by synthesizing intermediate frameswith propermouthmovements.Video

S. Agarwal (B) · V. Saxena · V. Singal · S. Aggarwal
Netaji Subhas University of Technology, Dwarka, New Delhi 110078, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Choudhary et al. (eds.), Applications of Artificial Intelligence and Machine Learning,
Lecture Notes in Electrical Engineering 778,
https://doi.org/10.1007/978-981-16-3067-5_36

483

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-3067-5_36&domain=pdf
https://orcid.org/0000-0002-5147-9600
https://orcid.org/0000-0002-7681-5033
https://orcid.org/0000-0001-7876-528X
https://doi.org/10.1007/978-981-16-3067-5_36


484 S. Agarwal et al.

frame interpolation is a technique used to synthesize plausible intermediate frames
between two subsequent frames of a video. This technique has widely been used for
upsampling a video to a higher frame rate. It is also used for the purpose of video
compression, by allowing storing only relevant frames, and creates new frames when
decompressed. In recent years, new techniques have emerged which help to tackle
this problem of video frame interpolation.Wewill discuss these techniques in Sect. 2.

In this paper, we present an unexplored application of this technique. We propose
an end-to-end convolutional neural network (CNN) adopting a U-net architecture,
to learn optical flows of pixels in the frames, and generate intermediate frames
involving proper mouth movements, by joining different phonemes to create Hindi
language speechvideos. Sinceweuse aCNNtogenerateSpeechVideos using a frame
interpolation technique, themodel is called ‘SpinCNN’. Generation of speech videos
using frame interpolation can prove to havewidespread applications, especially in the
health care sector. Patients suffering from speech disorders like Broca’s Aphasia can
produce fluent speech while mimicking an audio visual speech model. This process
is called speech entrainment [1]. Speech entrainment videos used nowadays consist
of fixed speech exercises, which cannot be changed according to the requirements
of a particular patient. To allow patients to create custom and individualized speech
entrainment exercises, we present an approach to synthetically create speech videos.

In the following sections, the related work is discussed in Sect. 2, which is
followed by an in-depth explanation of the proposed approach in Sect. 3. Finally, the
results produced by the model are analyzed in Sect. 4. Possible application areas are
discussed in Sect. 5, followed by the future work being discussed in Sect. 6.

2 Related Work

Several techniques have been used to tackle the problem of Video Frame Interpo-
lation, the most naive method being Linear Frame Interpolation, or weighted frame
averaging. In this technique, the linear combination of the intensities of the same
pixels in subsequent frames is taken to generate intermediate frames. Such a tech-
nique produces intermediate frames of poor quality, consisting of blurriness and
ghosting.

Numerous techniques have attempted to address frame interpolation by estimating
optical flow, i.e., the pattern of apparent motion of objects in an image. An optical
flow-based technique, called Motion-Compensated Frame Interpolation (MCFI), is
the current state of the art in video frame interpolation. MCFI techniques can be
of two types: pixel-based [2] or block-based [3]. The former works pixel by pixel,
whereas the latter works on a block of pixels at a time, which reduces the computation
time. Both of these categories consist of two parts: motion estimation and motion
compensation. Motion estimation, as the name suggests, is the process of calculating
the motion, or velocity of different pixels, or blocks, between two subsequent frames
by estimation of optical flow. Motion compensation uses these calculated motion
estimates to move these pixels, or blocks, in the desired direction.
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SimpleMCFI techniques fail to calculate motion vectors accurately, leading to the
appearance of visual artifacts in the generated results. Guo andLu [4] tried to improve
the MCFI technique and tackle the generation of ghosting and visual artifacts. They
tried to improve the motion estimates, and correct the incorrectly calculated motion
vectors used during motion compensation. While MCFI-based techniques work well
and produce good results, they are computationally expensive, making them difficult
to apply to real-time applications. In recent years, the convolutional neural networks
have become increasingly popular in solving the problemof video frame interpolation
[5–7]. Niklaus et al. [8] used a CNN model to learn spatially adaptive convolutional
kernels for every pixel. The process described by them is computationally expensive
since a kernel has to be learned for every pixel in the frame. Long et al. [9] used a
CNN to learn optical flowbut did not use it for the purpose of frame interpolation. Our
proposedmodel uses a U-net architecture, inspired from the research of Ronneberger
et al. for the purpose of biomedical image segmentation [10].Yahia [11] uses a similar
kind of a model for the purpose of video frame interpolation for animated videos.

While many approaches have been developed to tackle video frame interpolation,
the possible applications of this technique still remain largely unexplored. In this
work, we present a novel application of this technique by proposing a model that
synthesizes Hindi language speech videos by joining phonemes with the generated
smooth intermediate frames.

3 Proposed Approach

In our proposed approach, two kinds of dataset are used. They are discussed in
Sect. 3.1. Following that, the word construction process is described. Finally, an in-
depth explanation of our proposed model, SpinCNN, along with the training details
are discussed.

3.1 Dataset

The core idea of the approach is the synthesis of intermediate frames involving proper
mouth movement to join different phonemes. So, the dataset must possess all kinds
of phonemes, and the model should be able to learn the different mouth movement
patterns in order to create plausible intermediate frames. TheHindi language consists
of 11 swar, or vowels, 35 vyanjan, or consonants and 4 sanyukt vyanjan, or compound
consonants. Different combinations of a consonant (vyanjan) or a compound conso-
nants (sanyukt vyanjan), with a vowel (swar), can produce all phonemes in the Hindi
language. This work uses two kinds of dataset. The first dataset, called the phoneme
dataset, consists of short videos of all different phonemes in the Hindi language. For
the purpose of this work, we use 334 useful and valid phoneme videos, and all of
them created and stored as a part of the phoneme dataset.
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Themouth, while speaking, canmove in variousmanners. The lips canmove from
a closed position to a partially or a completely open position, or a rounded position
to a spread position, and vice versa. The teeth and the tongue also play a major
role while speaking. Different teeth and tongue movements result in different types
of sounds being produced. The second type of dataset, called the training dataset,
consists of 425 videos containing all these kinds of mouth movements possible while
speaking the Hindi language.

The training dataset is used for training the proposed model, and allows the model
to learn all these different kinds of lip, teeth and tongue movement patterns. The
videos in the phoneme dataset are joined using the videos generated by the proposed
model, using the method explained in Sect. 3.3. The videos of all phonemes created
in both the datasets were preprocessed, so as to contain only the mouth portion, and
the unneeded portion of the face is removed. Each frame in the video has a height
and width of 256 pixels each. Both datasets were shot using a NIKON D5100, under
proper lighting conditions with minimal movements and proper enunciation.

3.2 Word Construction in Hindi Language

In order to construct a particular word, its constituent phonemes are extracted. For
instance, the Hindi language word ‘ ’, which means ‘name’ in English, can be
divided into two constituent phonemes, ‘ ’ and ‘ ’. For each extracted phoneme,
a corresponding video is collected. In order to join two phonemes coherently, the
transition between the first phoneme video to the second one must be as smooth and
accurate as possible. Hence, the intermediate frames to be synthesized depend only
on the position of the mouth in the last frame of the first video, and the first frame of
the second video. These two frames are passed on to the proposed SpinCNN model,
which in turn, produces a fixed number of intermediate frames (β). For instance,
intermediate frames for the word ‘ ’ will be generated between the last frame
of the phoneme video of ‘ ’, and the first frame of the phoneme video of ‘ ’.
The entire process of word construction is illustrated in the form of a flowchart in
Fig. 1.

3.3 Proposed Model for Intermediate Frame Synthesis:
SpinCNN

An end-to-end convolutional neural network adopting a U-net architecture is used
for the process of intermediate frame synthesis. A U-net is a fully convolutional
neural network, consisting of an encoder and a decoder, where equal-sized layers
that are created during encoding are used again during decoding. Sincewe use a CNN
to generate speech videos using video frame interpolation, the proposed model is
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Fig. 1 Flowchart for word construction

called ‘SpinCNN’. The architecture of the proposed SpinCNN model (Fig. 2) here
is largely inspired by the work of Long et al. [9].

Let,

1. Cx denotes a (conv-batchnorm-lrelu) × 2-maxpool block, where each convolu-
tion uses x kernels of size 3 × 3, and a stride of 1.

2. Dx denotes an upsampling-concatenation-(conv-batchnorm-lrelu) × 2 block,
where each convolution uses x kernels of size 4 × 4, and a stride of 1.

3. Px denotes a dropout layer with x being the dropout probability.
4. S1 denotes a 1 × 1 convolution layer.

Our proposed SpinCNN model (Fig. 2) has the following architecture:

C32 − C64 − C64 − C128 − C256 − P0.5 − D128 − D64 − D64 − D32 − D32 − S1

Fig. 2 SpinCNN model architecture
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The pseudo-code of the proposed SpinCNN model has been discussed in Algo-
rithm 1. Two subsequent image frames, each being a 3 channel RGB image, are
concatenated and passed to the model (Line 5, Algorithm 1). We apply a convolu-
tion layer on the input several times, which gives us a latent representation of the
input. This is done so that the model is able to learn the high level features of the
image. In each convolution step, a 3 × 3 kernel is convolved with the input (Line 9,
Algorithm 1). After each convolution, the result is saved for it to be used in future
(Line 14, Algorithm 1), followed by maxpooling (Line 15, Algorithm 1). The latent
representation obtained is then passed through a dropout layer in order to reduce the
chances of overfitting (Line 17, Algorithm 1).

During the deconvolution process, the latent representation is bi-linearly upsam-
pled to twice its size (Line 19, Algorithm 1). During maxpooling, a large amount of
fine details are lost. In order to gain access to these fine details and regain structural
information, a previously saved equal-sized layer from the convolution process is
concatenated with the present layer (Line 20, Algorithm 1).

Each convolution is followed by a batch normalization layer (Line 10, 24, Algo-
rithm 1), which normalizes the input to the layer. This is done to speed up the training
process, and make weights easier to initialize. A Leaky ReLU layer with a slope of
0.2 is then applied as an activation layer (Line 11, 25, Algorithm 1). Leaky ReLU is
used since it avoids the dying ReLU problem.

Finally, a 1× 1 convolution layer is applied to the output layer (Line 29,Algorithm
1), which helps the model produce the desired fixed number of intermediate frames
(β).

Algorithm 1: SpinCNN Model

initialize and populate conv_filters[]// number of filters in
different conv layers;
initialize and populate deconv_filters[]// number of filters in
different
deconv layers;
initialize save_layer[] as empty list;
initialize β;
next_input ← concatenated input frames;
foreach filterValue in conv_filter do
set count to 0;
while count < 2 do
next_input ← convolution_layer(next_input, filters=filterValue,
filter_size=3);
next_input ← batch_normalisation(next_input);
next_input ← LeakyReLu(next_input);
increment count by 1;
end
append next_input to save_layer;
next_input ← maxPooling (next_input);
end
next_input ← dropout(next_input);
foreach filterValue in deconv_filters do
next_input ← upSampling(next_input);
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concatenate corresponding layer from save_layer with next_input;
set count to 0;
while count < 2 do
next_input ← convolution_layer(next_input, filters=filterValue,
filter_size=4);
next_input ← batch_normalisation(next_input);
next_input ← LeakyReLU(next_input);
increment count by 1;
end
end
final_output ← convolution_layer(next_input, filters = 3*β,
filter_size = 1);

3.4 Training

The aim of SpinCNN is to generate a fixed number of intermediate frames (β),
between two subsequent frames. This is done by carefully constructing ‘image
bundles’, consisting of β + 2 image frames, and passing it to the model for training.
A single image bundle consists of 2 input frames, along with β target intermediate
frames that are used to train the CNN model. For the scope of this entire work, we
have chosen β = 10, which has been chosen by careful subjective analysis of the
mouth movement patterns and the speed of transition from one mouth position to
another.

Most of the time, the adjoining frames in a video are almost identical to each
other, and may not help the model learn mouth movements. In order to capture
substantial mouth movements, the frames in an image bundle should not always be
subsequent. The sequential distance between each frame in a particular image bundle
is determined by the value of the intermediate frame distance, or α. For clarity, the
construction of an image bundle is illustrated in Figs. 3 and 4. When α = 1 and β

= 10 (Fig. 3), frame number (1) and (12) are concatenated and sent as an input to
the model. The model, in turn, produces 10 intermediate frames, i.e., 30 channels,
since each image contains 3 channels (RGB). These outputs are then compared with

Fig. 3 Image bundle construction (α = 1, β = 10)

Fig. 4 Image bundle construction (α = 2, β = 10)
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the target frames, i.e., frame numbers (2–11). Similarly, when α = 2 and β = 10
(Fig. 4), frames (1) and (23) are the inputs, while frames (3–21) are the target frames.
An α value of 2 allows the construction of image bundles that consist of proper and
substantialmouthmovements.A total of close to 1500 image bundles are constructed,
and then shuffled. This dataset is then divided into a training set and a testing set,
each containing 75% and 25% of the total image bundles, respectively.

The model uses Adagrad [12] as an optimizer, and it is batch-trained for 500
epochs with a batch size of 15, by minimizing the L1 loss [13] on each pixel of the
frame. L1 loss is calculated by taking the sum of all absolute differences between
each pixel across all channels in the generated as well as the target frames, divided
by the number of pixels across all channels (N), as shown in Eq. 1.

L1 = 1

N

N∑

i=1

∣∣∣pGeni − pTargeti

∣∣∣ (1)

4 Testing and Results

The dataset created was split into training and testing sets, in a ratio of 75–25%. The
image bundles in the testing set were compared with the generated frames in order
to evaluate the quality of the generated frames. In addition to evaluating the quality
of the intermediate frames produced in a subjective manner, two evaluation metrics
are used to compare the outputs as well.

4.1 Evaluation Metrics

The generated frames are compared with the target frames using two evaluation
metrics, namely Structural Similarity Index (SSIM) [14] and peak signal-to-noise
ratio (PSNR) [15].

SSIM attempts to measure the perceived change in structural information of
a frame, and quantify the similarity of frames created. Higher the SSIM value,
greater the similarity between two images. An SSIM value of 1.0 indicates complete
similarity between two images.

PSNR is a log scale ratio between the maximum possible intensity of a pixel and
the noise or dissimilarities that affect the quality of the image. It is based on the mean
square error in the pixel intensities, and attempts to penalize the noise introduced in
the generated frames.
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Table 1 Testing set
evaluation results

SSIM 0.870

PSNR 33.844

4.2 Evaluation of Synthesized Intermediate Frames

The image bundles in the testing set,which consists of 25%of the total image bundles,
are evaluated against the two evaluation metrics. The mean SSIM and mean PSNR
are found and reported in Table 1.

SSIM attempts tomeasure the change in structural similarity between two images.
A mean SSIM value of 0.870 shows that the model is able to learn the changing
structure of the frames well, and produce structurally correct intermediate frames.
PSNR tries to penalize ghosting and occurrence of visual artifacts.

The higher the value, the clearer and better the results are. A PSNRvalue of 33.844
indicates that the results are not perfect, and possess some blurriness. After observing
other works involving video frame interpolation [6, 7, 16, 17], it was found that the
PSNR value obtained here is comparable to the values reported by these works.

For a particular pair of input frames, the synthesized interpolated frames are shown
in Fig. 5. Two input frames were passed as input to the proposed SpinCNN model.
SpinCNN, in turn, produces 10 intermediate frames. These generated interpolated
frames are compared with the ground truth, and a mean SSIM score of 0.892 and a
mean PSNR score of 34.326, are reported.

4.3 Evaluation of Constructed Words

Acombination of phonemes is joined by interpolated frames involving correct mouth
movements to construct a word. The quality and smoothness of the word produced
are measured through a subjective appeal.

As an example, a Hindi language word , which literally means ‘Name’ in
English, is constructed and tested. The word is constructed by joining the phonemes
and with the generated interpolated frames. The process of word construction

is illustrated in Fig. 6. The constructed word, when subjectively evaluated, was found
to be pleasingly smooth and coherent.

5 Proposed Application Areas

Speech videos are being used extensively in the health care industry for the purpose
of speech therapy. However, the limitation of such videos is that they consist of fixed
exercises, and are not customizable. Being able to synthetically create such videos
allows flexibility and customization as per user requirements.
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(a) Input Frames

(b) Ground Truths

(c) Synthesized Intermediate Frames. Mean SSIM: 0.892. Mean PSNR: 34.326.

Fig. 5 Evaluation of synthesized intermediate frames for a particular pair of input frames

Broca’s Aphasia is a speech disorder in which the patient suffers partial loss
of ability to produce language. Speech entrainment [1] is a process that helps such
patients producefluent speechwhilemimicking an audiovisual speechmodel. Further
work by Fridriksson [18] suggests that the process of speech entrainment can even be
used for the rehabilitation of such patients. As mentioned before, speech entrainment
videos used today provide no customization to the user. Synthetically generated
speech videos allow the patients to create speech entrainment exercises as per their
needs.
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Fig. 6 Word construction process for the Hindi word ‘ ’

Complete or partial loss of hearing is a common disorder in today’s world. Lip
reading is a process which allows such patients to comprehend others’ speech.
According to Guilliams and Segui [19], speech videos consisting of proper lip move-
ment can help people with hearing impairment, practice lip reading. Synthetically
generated speech videos can act as a practice tool for such patients, by allowing them
to create individualized lip reading exercises.

6 Conclusion and Future Work

In this paper, we present an application of video frame interpolation for the purpose
of generating Hindi language speech videos by joining a combination of phonemes.
Our proposed end-to-end CNNmodel, SpinCNN, synthesizes plausible intermediate
frames by learning optical flows when trained on a dataset of images capturing
different kinds of mouth movements.

The model was able to generate visually pleasing Hindi language speech videos
by constructing words through the process of joining phonemes with interpolated
frames in between. Experimental results report a mean SSIM score of 0.870 and a
mean PSNR score of 33.844, which indicate that our proposed model was able to
produce structurally correct interpolated frames, but with slight blurriness.

In future, this work can be extended to other languages apart from the Hindi
language. Furthermore, different hyperparameters and layered architectures can also
be explored to increase the sharpness of the frames generated.
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Face Mask Detection Using Deep
Learning

Sandip Maity, Prasanta Das, Krishna Kumar Jha,
and Himadri Sekhar Dutta

Abstract With the spread of coronavirus disease 2019 (COVID-19) pandemic
throughout the world, social distancing and using a face mask have become crucial
to prevent the spreading of this disease. Our goal is to develop a better way to detect
face masks. In this paper, we propose a comparison between all available networks,
which is an efficient one-stage face mask detector. The detection scheme follows
preprocessing, feature extraction, and classification. The mask detector has been
built using deep learning, specifically ResNetV2, as the base pre-trained model upon
which we have our own CNN. We use OpenCV’s ImageNet to extract faces from
video frames and our trained model to classify if the person is wearing a mask or
not. We also propose an object removal algorithm to reject prediction below abso-
lute confidence and accept only predictions above it. For the training purpose, we
are using the face mask dataset, which consists of 680 images with mask and 686
images without mask. The results showmask detector has an accuracy of 99.9%.We
have also used other pre-trained networks like MobileNetV2 as our base network
and compared our results. ResNet50 gives us the state-of-the-art performance of
face mask detection, which is higher than other face detectors.

Keywords CNN · COVID-19 · Deep learning · TensorFlow ·Machine learning

1 Introduction

World Health Organization (WHO) announced in the circumstance report 96 [1]
that coronavirus disease 2019 (COVID-19) has affected over 2.7 million people all
over the world, which caused deaths of over 180,000. The severe acute respiratory
syndrome (SARS) [2] and the middle east respiratory syndrome (MERS) are also
similar big-scale respiratory diseases that happened within the past few years [2, 3].
Liu et al. [4] reported thatCOVID-19 spreads higher thanSARS in termsof spreading.
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Therefore, public health is considered of the highest importance for governments [5],
day by day, the number of people who are conscious about their health is increasing.
According to Leung et al. [6], the spread of coronavirus can be reduced by using
surgical facemasks.Currently,WHOrecommends peoplewith respiratory symptoms
to wear face masks or look after the people with manifestation. Many public sectors
have mandatorily required people to use face masks [5]. Therefore, it has become a
crucial task to help our society with the help of computer vision by creating a face
mask detection system, but there have been a few types of research for facemask
detection. The massive amount of variations such as indoor and outdoor conditions,
image qualities, occlusions expressions, poses, and skin colors makes the face mask
detection a complicated task for outdoor video clips. Due to considerable variation
in situations, we need to make our model good enough to work correctly in every
situation.

In recent years, convolutional neural networks (CNNs) have faced quick develop-
ment in multiple areas. Face detection has various applications in many areas, such
as Protect Law Enforcement, autonomous driving [7], education, firefighting [8],
surveillance, and so on [9]. In this work, we present an effective face detector based
on ResNet50 as the base network, which can satisfactorily address the occlusion and
false positive issue. More specifically, following a similar setting as RetinaNet [10],
we utilize a feature pyramid network and different layers from the network to detect
the faces with different scales. Neural networks are implemented with nature-based
optimization for better accuracy [11]. More acceptability can be achieved through
the implementation of deep learning in nature-based optimization [12].

Since the face mask dataset [13] is small as there are only a few sources available,
so here feature extraction is challenging. Here we have used transfer learning to
use the pre-trained networks, which were trained on massive datasets. The proposed
comparison is tested on a face mask dataset [13]. In this paper, we have proposed a
model for detecting faces using single-shot detection an image by classifying each
pixel and using a pre-trained ResNet50 network to detect masks on the faces which
act as a binary classifier.

1.1 The Major Contribution of This Paper

In this situation, many researchers going developed the facemask detection model
where the detection model helps the environment to stop spread the COVID-19.
Our study of research is also developed as an efficient detection model and provides
cooperation in the environment. The proposed network can detect absolute faces
and multiple faces and make predictions from a single image. At present, general
research in various use cases of deep learning is showing rapid growth. Although
some works were carried out previously on face detection in various situations, no
comprehensive work was dedicated to facemask detection. Therefore, it is worth
it to use the full potential of deep learning, especially recurrent neural networks
and computer vision, to solve real-world problems like detecting face masks, which
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is crucial for public health. The detection is based on our own CNN model and
deep learning-based ResNet50. The organization of this paper is in Sect. 1—the
introduction of this paper. The motivation of the work and literature reviews of the
existing method is explained in Sect. 2. Section 3 depicted the proposed detection
method. The experimental results and discussion are depicted in Sect. 4, and the
conclusion is described in Sect. 5.

2 Motivation

Multiple models are available for facemask detection based on machine learning
and deep learning. Existing methods are worked fine, but some of the models failed
to recognize the facemask due to the situation of the environment and the different
activities of the people. Our motivation is based on these existing methods, where
we developed an efficient model to detect facemask of various situations.

2.1 Literature Survey

Marco Grassi et al. had developed the fastest image preprocessing by the linearize-
shaded elliptical mask centered over the faces. For features extraction used associa-
tion with discrete cosine transform, for classification, radial basis function, andMPL
NN, it approved an increase of performances without altering the global weight and
also a learning time diminution for multilayer perception NN [14]. Lei Li et al. had
introduced a new detection model based on image analysis for 3D image mask data
evaluation attack by reflectance contrast. In this method, the face data is processed
early with intrinsic decomposition to determine its reflectance data. They extracted
the features of the histogram from orthogonal planes to denote several reflectance
image data between the original face data versus 3D face mask data. A convolutional
neural network is used to get the information to depict several objects or surfaces
react severely to changes in perception [15]. Mingjie Jiang et al. had proposed Reti-
naFaceMask; they get high accuracy, which is a productive mask detector. They
introduced a novel technique that is not only efficient, but also capable of getting
high accuracy in different situations. This paper is probably contributed to health
care. The system model of RetinaFaceMask performs with ResNet. They extracted
the different features which improved their model performance as well as accuracy.
They worked with a large dataset trained by the neural network. Their proposed algo-
rithm performs effectively, which found the 2.3%, 1.5% high rate and then compares
to other methods, respectively. The precision and recall compared the other method,
which is the baseline public dataset. They examine the prospect of implementing
RetinaFaceMask by the NN MobileNet for embedded systems [16]. Shiming Ge
et al. had worked on a dataset named MAskedFaces(MAFA), with 35,806 masked
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face data and 30,811 Internet image data. Faces in the dataset have different orienta-
tions, while at least one part of each face is covered by a mask. Based on the MAFA
dataset, they had proposed LLE-CNN for the detection process, which is based on
some major modules. Their module first worked with two pre-trained convolution
neural networks to extract facial regions from the image and present them with very
high-dimensional descriptors. They used a locally linear embedding algorithm for
finding the similarity on the face images and trained the normal face with a large
dataset. They had used unified CNN for performed regression and classification
tasks. They had successfully built the module, which is able to recognize the face
regions. By using the MAFA database, they achieved 15.6%, which is performed
by several state of the arts [17]. Kaihan Lin et al. describe their research work on
ResNet-101 is used to extract features, RPN performs to find ROIs, and they had
used through the RoIAlign reliably securing the exact locations to find binary mask
by fully convolution Nnetwork. Further, for the bounding box, GIoU is used and
improved the accuracy by using the loss function. They had compared with mask
regional convolutional neural network, faster regional convolutional neural network,
and multitask cascade convolutional neural network, and they had proposed the G-
Mask technique has got results on face detection dataset and benchmark, andWIDER
FACE, AFW benchmarks [18]. Toshanlal Meenpal et al. had introduced a method
to explore the mask segmentation from any object size of the input image. They had
used a fully convolutional network for segmentation and gradient descent to train the
model while minimizing the loss function by using binomial cross-entropy. They had
also used FCN to avoid unwanted noise data and remove the chance to wrong predic-
tion. Their model performs with high accuracy, and the basic advantage of this model
can predict more than one face at a time in a single frame. They achieve the experi-
mental accuracy which is 93.88% [19]. N. Ozkaya et al. had designed and developed
an intelligent system with a novel proposal depending on ANN for generating face
mask with face objects from fingerprints with absolute errors which are 0.75–3.60.
Their experimental results had demonstrated that it is the prospect to find out the
face mask from fingerprints without knowing one single piece of information about
the face. Last, it is shown that fingerprints and faces are related to each other very
closely. The experimental results are very supportive, multilayer perception consists
of four layers, and ANN is a stronger and more reliable module [20]. Face detection
has been extensively studied as the fundamental problem of computer vision. Before
the convolutional neural network (CNN) renaissance, numerous machine learning
algorithms were applied to face detection. With the looks of the primary real-time
face detection method called Viola-Jones [21] in 2004, face detection has begun
to be applied. The well-known Viola-Jones can perform real-time detection using
Haar features and cascaded structure. Still, it also has some drawbacks, such as large
feature size and low recognition rate for tricky situations. Despite optimizing the
features of Haar [4], the Viola-Jones detector failed to handle real-world problems
and was affected by many factors like brightness and orientation of faces. Viola-
Jones was able to perform well to detect only frontal faces in well-lit conditions. It
failed to perform well in less light conditions and with absolute images. Multiple
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new handcraft features like HOG [22], SIFT [23], SUFT [24], and LBP [25] are
proposed.

In recent years, we have seen significant growth in the development of deep
learning techniques in the field of semantic image segmentation, and such models
achieve the best state-of-the-art results. The first goal for deep learning is the FCN
by Long et al. (2015). FCN exudes the fully convolutional layers in well-known deep
architectures, such as VGG-16 [26], AlexNet [11], and GoogleLeNet [12], ResNet
[27], to convolutional layers to make spatial heat maps as the output of the model.

3 Proposed Method of Face Mask Detection

The propounded model of face mask detection is worked with our own CNN model
and deep learning-based ResNet50. The detection process is performed with a
different parameter. The ResNet50 is compared with others model and achieved
the effective outcome where we used the small number of features of the face mask
data. The model performed in several phases like preprocessing, face detection and
cropping, feature extraction, and classification (Fig. 1).

3.1 Preprocessing

We propose to detect whether the person is wearing mask from the video containing
single or multiple faces in different situations. We process every frame of the video
through our facemask detector network. Irrespective of the input image size, it is
resized to 224× 224× 3 and fed to the CNN to extract features andmake predictions.
The output from this stage is then sent for post-processing.

3.2 Face Detection and Cropping

We grab the dimensions of the frame and then construct a blob from it. The blob is
passed through the network to obtain the face detections. We feed the faces to the
pre-trained networks for making future predictions.

3.3 Feature Extraction and Prediction

Primarily, the pixel values of the face and background are processed for global thresh-
olding. After that, it is passed through a median filter to get rid of the high-frequency
noise. Next, the gaps in the segmented area are closed. For faster processing, we
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FaceMask Dataset

Trained by the Classifier 
with TensorFlow

Serialize Facemask Clas-
sifier and Save

Phase 1

Phase 2

Apply the Classifier 
ResNet50 on Test Data

Load FaceMask Classifier Image Preprocessing

Face detection and cropMask Identification

Classified Output

Fig. 1 Block diagram of the proposed method of face mask detection

will make batch predictions on all detected faces at the same time rather than single
predictions. Then the segmented area is covered with a box with respective predic-
tions. Filter out weak detections by omitting the confidence, which is lower than
the minimum confidence. For the thresholding, we had performed the global thresh-
olding where it separates the object from the background and calculates the threshold
value with image value. The image is defined as p(k, s)

p(k, s) =
{
1 if(k, s) > R
0 if(k, s) � R

(1)

where R is the threshold value.
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3.4 Architecture

The predefined ResNet50 network architecture has been used for feature extraction
and making predictions. Our proposed model consists of 48 convolution layers with
one max pool and one average pool layer. The initial image is preprocessed to the
standard size of 224 × 224 × 3 pixels and fed to the network as input and passed
through the proceeding layers for the feature. The images are passed throughmultiple
convolutional layers and also some max pooling layers.

The input passed through a convolutional layer, in which convolution image with
another window at the same timemax pooling is applied, reduces each layer to a 50%
reduction in the number of parameters. This is an important part of feature extraction.
Lower-level features can be obtained by initial layers, whereas the subsequent layer
can generate mid-level and higher-level features. The partial information obtained
by segmentation is kept in the pixel-wise classification. Segmentation is obtained by
converting VGG layers to convolutional layers. As it is the binary classification, so
it creates two different channels for face and background.

4 Results and Discussion

The designed face mask detector semantically segments out the face locations with
the respective label. Alongside this, the results of the proposed model are also excel-
lent in recognizing side faces. The model has been trained on a human face mask
dataset, which contains almost 900 images. Out of the images, 80% of images were
used for training and validation, and the remaining data was used for testing the
performance of the model. We have also shown the refined predicted mask after it
is subjected to post-processing. Alongside, our model can also detect multiple faces
from a single frame using single-shot detection. The post-processing has improved
the pixel-level accuracy pretty well. The average accuracy for detecting facial masks
is 99.9% (Figs. 2, 3, 4 and 5).

4.1 Performance Analysis

While we are training the model, accuracy and loss for validation data could be
variating with different cases. Usually, with every epoch, loss should be going lower,
and accuracy should be going higher. If the training accuracy is going high rapidly
after a certain number of epochs, our model will start overfitting, which we can solve
with certain methods. In our experiment, almost every model except the VGG-19
performs very well and reaches very good accuracy. Training loss also decreases
with the number of increasing epochs (Figs. 6, 7, 8 and 9).
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Fig. 2 Front face with mask

Fig. 3 Side face with mask
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Fig. 4 Front face without
mask

Fig. 5 Side face without
mask
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Fig. 6 Training accuracy of models
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Fig. 7 Val accuracy of models

4.2 Comparative Analysis

In this work, we have compared the effective networks for face detection, and the
results have been listed below.Most of themwere able to predictwith utmost accuracy
withminor differences, and we have chosen the best performing network. The deeper
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Fig. 8 Validation accuracy of models
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Fig. 9 Validation loss of models

networks seem to predict a bit better than shallow networks. In Table 1, we have listed
the comparative analysis of such models (Table 2).
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Table 2 Comparative analysis of models

Models Performance matrices

Training accuracy Training loss Validation accuracy Validation loss

DenseNet201 [28] 0.9991 0.0066 1.0000 0.0017

EfficientNetB7 [29] 0.9981 0.0056 1.0000 0.0067

MobileNetV2 [30] 0.9981 0.0136 1.0000 0.0094

NASNetLarge [31] 0.9991 0.0035 0.9964 0.0077

VGG-19 [26]
Xception [32]

0.9794
0.99719

0.0451
0.01341

0.9819
0.99275

0.0665
0.01464

ResNet50 [27] 0.99625 0.01134 0.99275 0.01307

5 Conclusion

We were able to predict face mask on human faces from RGB images containing
direct or acute faces. We have shown our results on the human faces dataset, which
contains a decent amount of data. We considered a small number of features for
predictions and got excellent results. The incorrect prediction problem has been
solved, and an appropriate bounding box with the prediction confidence has been
drawn around the segmented area. Here the resulting level reached up to 99.625%
training accuracy with 1.13% training loss. By the inclusion of more adaptive
learning, training loss may be reduced. This modified ResNe50 can provide better
performance compared to other pre-trained models. The method has its applications
in several tasks, like detecting the facial part. This model can be utilized in different
object identification, viz. seat belt detection, helmet detection for two wheelers, and
multiple people maintaining social distances or not. In the future, many real-time
problems can be solved by the same algorithm, which had been used to detect a face
mask. A device may be developed for implementation purposes, which will cater to
solutions to several problems. Future work may be drawn in, viz. low-intensity light,
huge crowd, and the different posture of partial face recognition.
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Deep Learning-Based Non-invasive Fetal
Cardiac Arrhythmia Detection

Kamakshi Sharma and Sarfaraz Masood

Abstract Non-invasive fetal electrocardiography (NI-FECG) has the possibility to
offer some added clinical information to assist in detecting fetal distress, and thus it
offers novel diagnostic possibilities for prenatal treatment to arrhythmic fetus. The
core aimof thiswork is to explorewhether reliable classification of arrhythmic (ARR)
fetus and normal rhythm (NR) fetus can be achieved from multi-channel NI-FECG
signals without canceling maternal ECG (MECG) signals. A state-of-the-art deep
learning method has been proposed for this task. The open-access NI-FECG dataset
that has been taken from the PhysioNet.org for the present work. Each recording
in the NI-FECG dataset used for the study has one maternal ECG signal and 4–
5 abdominal channels. The raw NI-FECG signals are preprocessed to remove any
disruptive noise from the NI-FECG recordings without considerably altering either
the fetal or maternal ECG components. Secondly, in the proposed method, the time–
frequency images, such as spectrogram, are computed to train the model instead
of raw NI-FECG signals, which are standardized before they are fed to a CNN
classifier to perform fetal arrhythmia classification. Various performance evaluation
metrics including precision, recall, F-measure, accuracy, and ROC curve have been
used to assess the model performance. The proposed CNN-based deep learning
model achieves a high precision (96.17%), recall (96.21%), F1-score (96.18%),
and accuracy (96.31%). In addition, the influence of varying batch size on model
performancewas also evaluated,whose results show that batch size of 32 outperforms
the batch size of 64 and 128 on this particular task.
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1 Introduction

Fetal cardiac arrhythmia basically refers to the abnormality in fetal heart rate (FHR)
and/or cardiac rhythm, i.e., the condition in which fetal heart rhythm is either too
fast or too slow. A healthy fetus has a heartbeat of 120–160 beats/min, beating
at a regular rhythm, which is significantly higher than the heart rate of an adult
(50–70 beats/min). Fetal arrhythmias are diagnosed in 1–3% pregnancies [1], out
of which about 10% are considered as probable sources of morbidity. Benign fetal
arrhythmias, such as PACs with less than 11 bpm and sinus tachycardia, usually do
not require a treatment before or after birth. The hemodynamic fluctuations-related
postnatal fetal arrhythmias involve interventions, as in few cases these may lead
to preterm deliveries [2]. Sustained fetal arrhythmias prompt to the possibility of
hydrops fetalis (a serious condition in which fluid builds up in two or more areas of
the baby’s body, causing severe swelling), cardiac dysfunction, or even fetal demise
[3]. Thus, if cardiac arrhythmia is not diagnosed or left untreated, it can pose a risk
to mother as well as fetus, including congestive heart failure. Earlier mild cases of
arrhythmias were thought as benign but now prenatal cardiologists assert that any
kind of irregular heartbeat should be identified and monitored closely to prevent any
fatal fetal distress.

NI-FECG is an encouraging non-invasive alternative to fetal diagnosis and moni-
toring, which is performed by placing surface electrodes on a pregnant woman’s
abdomen to obtain a FECG signal. NI-FECG promises to assist fetal arrhythmia
diagnosis by the means of uninterrupted analysis of the fetal heart rate (FHR) for the
beat-to-beat variations. It can also assist in morphological analysis of the PQRST
complex [4, 5] and thus present a number of advantages over the existing invasive
modalities: reduced cost, analysis at local level (pregnant women not going over
long distances for analysis), motion estimation, information on ventricular and atrial
activity, and opportunity of long-term continuous remote monitoring. The capacity
of the NI-FECG to deliver a precise estimation of the fetal heart rate has been shown
by several recent studies. However, till today, the clinical usability of NI-FECG has
rarely been explored. TheNI-FECG extraction is also a challenge due to the temporal
and frequency overlap between the fetal and the maternal electrocardiograms as they
need modern signal processing methods [6, 7].

Although there are various methods of automatic classification methods of adult
ECGs that have been proposed, little or no work has been done to analyze the NI-
FECG signals, as they usually exhibit as a combination of substantial noise, fetal
activity and a greater amplitude ofmaternal activity. Thismakes the precise extraction
and further analysis of the FECG waveform a perplexing task to perform.

Deep learning (DL) is themainstreamofmachine learning,which provides a struc-
ture where tasks like extraction of features and classification are executed together.
With the development of artificial intelligence (AI), deep learning methods, such
as feedforward artificial neural network (ANNs) and the recurrent neural networks
(RNNs), long short-term memory (LSTM) and gate recurrent unit (GRU) are widely
applied to the medical data [8]. The current study aims to automate the classification
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process of NI-FECG signals into arrhythmic (ARR) and normal rhythm (NR) using
the state-of-the-art deep learning-based convolutional neural network.

2 Literature Review

This section takes two different sets of literature into account: (i) the non-invasive
FECG analysis and (ii) to understand how machine learning and deep learning have
been employed in detecting cardiac arrhythmia.

2.1 Literature Overview of the Non-invasive FECG Analysis

Clifford et al. [5] and Behar et al. [4] analyzed the clinical attributes extraction from
the NI-FECG morphology. The fetuses included in these studies did not consist of
any reported cardiac condition. This limited the research conclusions of whether the
estimation of these physiological attributes was precise enough to offer actionable
medical information.

The study [9] demonstrated the viability of the non-invasive FECG as a supple-
mentary technique to identify the fetal atrioventricular block and hence could support
clinical decisions.

In the research work [10], a systematic review is carried out to highlight normal
fetal CTIs using NI-FECG and all the outcomes including fetal CTIs (P wave dura-
tion, PR interval, QRS duration and QT interval) were assembled as early pre-term
(≤ 32 weeks), moderate to late preterm (32–37 weeks) and term (37–41 weeks),
concluding that NI-FECG establishes efficacy to quantify CTIs in the fetus, mainly
at advanced gestations.

The study has established that NI-FECG assists in the identification of fetal
arrhythmias. The diagnosis based on the extracted NI-FECG recordings was
compared with the reference fetal echocardiography diagnosis to establish that NI-
FECG and fetal echocardiography established the existence of an arrhythmia or not.
This research work shows, for the first time, that NI-FECG allows to recognize
fetal arrhythmias and also offers added evidence on the rhythm disturbance than
echocardiography.

2.2 Literature Overview Cardiac Arrhythmia Detection
(Adult and Fetus)

BengioY. in his work [11] advocated the popularity of deep learningmethods, stating
that deep learning architectures learn features at multiple levels of abstraction (i.e.,
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layers) which allows in mapping the input to the output without being provided with
hand-engineered features.

Karpagachevi et al. [12] classified the ECG signals taken from the PhysioNet
arrhythmia database into five types of abnormal waveforms and normal beats, using
extreme learning machine (ELM) and support vector machine (SVM). Experiment
results show that ELM offers enhanced accuracy for all the classes, thus strongly
recommended the use of the ELM-based method for classifying ECG. Though, the
study gives good results on the classification but is only applied to adult ECG.

In the study, [13], a deep learning-based neural network with six hidden layers
was proposed to recognize premature ventricular contraction (PVC) beats from the
ECG recordings. The network was trained with six features which were extracted
from ECGs for the purpose of classification. Although the researchers used a deep
learning technique, they still used the hand-engineered features from the ECG data.

In another study by Pourbabaee et al. [14], a deep CNN was trained to extract
features from the raw signals and to classify the paroxysmal atrial fibrillation (PAF)
and the normal beats.

Andreotti et al. [15] compared the state-of-the-art feature-based classifier with a
deep learning-based CNN. The short segments of the ECG were classified into four
classes (AF, normal, other rhythms, or noise) and thus establishing that deep learning
algorithms are proficient of categorizing short ECG recordings. It is also established
in the study that deep learning models are aided from the augmented dataset while
feature-based classifiers did not benefit from dataset augmentation.

In the study [16], Alin Isin and Selin Ozdalili proposed a deep learning-based
structure previously trained on a general dataset which was used to carry out auto-
matic ECG arrhythmia diagnostics on the MIT-BIH arrhythmia database. In the
experiment, AlexNet, a transferred deep CNN, was used as the feature extractor.
The study concluded that ECG arrhythmia detection approaches based on non-
deep learning methods were outperformed by the transferred deep learning feature
extraction approach.

The research work of Gao et al. [17] proposed a long short-termmemory (LSTM)
recurrent neural network with focal loss (FL) for detecting arrhythmia on a heavily
imbalanced dataset using the MIT-BIH arrhythmia dataset. The supremacy of using
LSTM with FL was recognized by analyzing with the cross-entropy loss function-
based LSTM.

All the abovementioned works demonstrated the application of many widely used
machine learning and deep learning network structures in detecting arrhythmia from
adult ECG, but deep learning techniques for NI-FECG signals are yet to be explored.
The recent study conducted by Zhong et al. [18] proposed a deep learning approach to
detect fetal QRS. This study is the first of its kind where a deep learning technique is
applied on non-invasive FECG signals. In the proposedwork, fetal QRS complexwas
identified from single-channel raw NI-FECG signals without canceling the maternal
ECG signals using a deep learning-based CNN model. A precision of 75.33, recall
of 80.54%, and F-1 score of 77.85% were achieved by the proposed CNN.
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Another study conducted by Lee et al. [19] proposed a much deep CNN architec-
ture to detect fetal QRS using the NI-FECG signals, without the channel selection
presented the positive predictive value of 92.77% with a mean sensitivity of 89.06%.

3 Experimental Design

TheCNN classifier developed in thework ran on the deep learning toolbox and signal
processing toolbox of MATLAB2018. The computer system had a 64 bit Microsoft
Windows 10 operating system, configured with an 8 GB RAM and Intel®Core ™
i5-9300H processor. The epochs were set to 30 with five iterations per epoch. Model
approximately took 11.53 s per epoch for training, though the respective epoch setting
is not guaranteed to be the best configuration for the CNN network.

3.1 Data Source and Description

The training data used in this study is non-invasive fetal ECG arrythmia database
(NIFEA DB) (February 19, 2019) taken from physionet.org. Dataset has been
provided with an open access to the users. The dataset contains 26 samples including
12 arrthymic and 14 normal rhythmic fetal samples, obtained from 24 pregnant
women, out of which two had normal rhythmic twins. This dataset contains 500
NI-FECG recordings, which were recorded constantly for varying periods ranging
from a minimum of 7 min to a maximum of 32 min. Each of these records has a
sample frequency either of 500 or 1000 Hz and is indicated in the header of each file.
NI-FECG records contain one chest lead and four to five abdominal leads (recorded
by placing five–six abdominal electrodes on maternal abdomen and two chest elec-
trodes). A sample of normal rhythm (NR) and arrhythmic (ARR) signal is shown
(see Fig. 1).

3.2 Signal Preprocessing

The raw NI-FECG signals are preprocessed to remove any disruptive noise from the
NI-FECG recordings without considerably distorting the fetal or the maternal ECG
components. For this, the mean removal technique is applied in which the mean
of the signal is subtracted from every sample point, resulting in the removal of the
unwanted DC component (noise) in the NI-FECG signals. Then, a ten-point moving
average filter is applied to remove high-frequency noise. The low-frequency noise
components are removed with the help of a high-pass filter after the removal of high-
frequency noise. Each of these steps is applied to all the records collected from the
chest, and abdominal channels and filtered signals are acquired for the next step.
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Fig. 1 Sample of normal rhythm (NR) signal and arrhythmia (ARR) signal

3.3 Feature Extraction

Extracting features from the data can assist in improving the train as well as test
accuracies of the classifiers.Here, these time–frequency images, such as spectrogram,
are computed, and then they are used to train the models. Time–frequency moments
extract information from the spectrogram (see Fig. 2).

For the CNN network, each 1D feature is converted into a 2D feature to be as
an input. Two time–frequency moments in time domains are spectral entropy (see
Fig. 3) and instantaneous frequency (see Fig. 4).

Spectral entropy and instantaneous frequency vary by nearly one order or magni-
tude. Instantaneous frequency mean for the CNN can be a bit on the higher side for
an effective learning. Since large inputs may slow down the network convergence
rate, thus the mean and the standard deviation, the train set was used to standardize
the train and test data. Standardization is a powerful method to improve the network
performance during training. The 500 NI-FECG recordings were distributed into
train and test sets with a ratio of 85:15. Since CNNs need a fixed window size, so
the frame size is set to 100 ms.
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Fig. 2 Spectrogram of normal and arrhythmia signals

Fig. 3 Spectral entropy of normal signal and arrhythmia signal
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Fig. 4 Instantaneous frequency of normal signal and arrhythmia signal

3.4 CNN Architecture

An NI-FECG signal is fed as an input the CNN model, which is employed for the
learning task. A sequence of labels (ARR and NR) are the outputs of the model. The
schematic of the CNN architecture being used is shown (see Fig. 5). It contains seven
convolutional layers, which are followed by two fully connected layers, a softmax
layer, and a final classification layer.

Fig. 5 Proposed CNN architecture
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The first convolutional block contains a convolutional 2D layer (having six filters
with a kernel size of 3), a batch normalization layer, and an activation function layer
(ReLu) and a max pooling 2D layer. The second, third, and fourth convolutional
blocks contain a convolutional 2D layer (having six filters with a kernel size of 3), a
batch normalization layer and an activation function layer (ReLu), and amax pooling
2D layer. The fifth and sixth convolutional blocks contain a convolutional 2D layer
(having16filterswith a kernel size of 3), a batchnormalization layer, and an activation
function layer (ReLu). The seventh convolutional block contains a convolutional 2D
layer (having 32 filters with a kernel size of 3), a batch normalization layer, and an
activation function layer (ReLu). All the max pooling layers had a pool size of 2.
The distribution over the two selected classes, i.e., ARR and NR, was produced by
the concluding classification layer and softmax.

Batch normalization layer is used between the convolutional layers and the ReLu
layers to speed up the training of convolutional neural networks. ReLu layer performs
a threshold operation to each element of the input, but it does not change the size of
its input. Max pooling layer divides the input into rectangular pooling regions and
then computes the maximum of each region. Fully connected layer combines all the
features learned by the previous layers and thus classifies the input. It acts indepen-
dently on each time step in the case of sequence data, as is the case in this study.
A softmax layer, following the fully connected layers, applies a softmax function to
the input. Following the softmax layer is the classification layer, which computes the
cross-entropy loss for the classification problems with mutually exclusive classes.

4 Result and Discussion

In this study, we tried to investigate whether reliable fetal arrhythmia classification
could be attained using the deep learning approach without canceling the MECG
signals from the NI-FECG signals. Deep supervised learning technique and convo-
lutional neural networks (CNN) structure are used to achieve the goal of classification
of fetal arrythmia, using the NI-FECG signals.

4.1 Performance Metrics

Performance measures, including accuracy, precision, recall, and F1-score, which
were evaluated using a confusion matrix, were used for each class (NR and ARR).
They were defined as follows:

Accuracy = TP + TN

TP + TN + FP + FN
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Accuracy gives the ratio of no. of accurate predictions to the total no. of input
samples, which reflects the consistency among the real and the test results.

Precision = TP

TP + FP

Precision determines how precise or accurate the model is in predicting that from
the total predicted positives, how many actually belonged to the positive class.

Recall = TP

TP + FN

Recall calculates howmany of the actual positives ourmodel has captured labeling
it as true positive.

F1 = 2 × (Precision × Recall)

Precision + Recall

F1-score is the harmonicmean of recall and the precision and is helpful in seeking
a balance between precision and recall.

4.2 Result

The performance indices of Zhong et al. [18] and Lee et al. [19] and the proposed
model at 85:15 train–test ratios have been shown in Table 1.

Themodel performance has been evaluated considering three different batch sizes,
as shown in Table 1. It shows the classification accuracy on the testing set, when the
train–test ratio is set to 85:15 and learning rate 0.01 and Adam optimizer is used.
The precision, recall, and F1-score are shown in Table 2.

Table 1 Performance metrics of all compared models

Precision Recall F1-score Accuracy

Zhong et al. [18] 89.03 91.57 90.28 91.33

Lee et al. [19] 92.89 90.27 91.56 93.27

Proposed model 96.17 96.21 96.18 96.31

Italics signifies that it belongs to the proposed model

Table 2 Classification
accuracy of different batch
sizes

Parameter Value 1 Value 2 Value 3

Batch size 32 64 128

Accuracy on test set (%) 96.31 93.23 91.47
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Fig. 6 ROC curve for the arrhythmic class

For the dataset and network structure used in the current researchwork, the optimal
batch size is 32. To more intuitively compare the effectiveness of the proposed
method, we analyzed the results using the ROC curve (see Fig. 6).

4.3 Discussion

The model was also analyzed by varying dropouts for the proposed network with
an increasing dropout proportion and on comparing the results. It was found that
the performance of the network did not improve. To confirm the effectiveness of the
proposedmodel, the comparison is carried out with the algorithm proposed by Zhong
et al. and that by Lee et al., respectively, and the results are graphically presented
(see Fig. 7).

5 Conclusion

This work proposes a deep learning-based CNN model for classifying the fetal
arrhythmia based only on NI-FECG signals without canceling the MECG signals.
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Fig. 7 Comparison of proposed model with Zhong et al. [18] and Lee et al. [19] models

The fetal arrhythmia can be classified with 96.31% accuracy, which is a good perfor-
mance achieved by the proposed model. Our result shows that deep learning algo-
rithms are capable of classifying the NI-FECG recordings. The DL method has an
advantage that they do not require hand-engineered features, over other traditional
methods. Moreover, if such pre-trained models are available, then it facilitates the
imitation of those approaches, which can be fine-tuned to work for other databases
or scenarios. The proposed method can efficiently assist the prenatal cardiologists to
diagnose, analyze, and classify the NI-FECG signals in a more accurate way.

The present research work was conducted only on two NI-FECG signal types. So,
in order to generalize the results, various NI-FECG beat types should be incorporated
in the future works. Larger database with more patients and longer recordings is
needed in the near future to provide the researchers with the opportunity to identify
if their proposed algorithms are efficient in extracting features without any clinical
distortion and classify the fetal cardiac arrhythmias.
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Minimizing Energy Consumption
for Intrusion Detection Model in Wireless
Sensor Network

Gauri Kalnoor and S. Gowrishankar

Abstract The security is one of the major concerns in today’s existing technology.
Wireless Sensor Network (WSN) can be deployed in critical areas and network can
be compromised by the malicious attack. Due to its unattended deployment strategy
in remote places, security plays a major role and thus the primary line of defense is
Intrusion detection system (IDS). The existing IDS cannot perform efficiently due to
the mechanisms applied. Thus, a novel approach is designed and modeled to obtain
high performance of WSN. In our proposed work, the probabilistic model which
provides the direct way to visualize the model using joint probability, referred as
Bayesian Network is combined with the stochastic process model called as Hidden
MarkovModel. This combined novel approach is a graphical model represented with
nodes and edges. The evaluated resultswhen obtained by applying the novel approach
is observed and high detection rate is obtained when compared with the existing
algorithms like weighted support vector machine (WSVM), K-means classifier and
knowledge-based IDS (KBIDS). Maximum throughput and less transmission delay
are obtained. The experiments are carried out for different attackswith various trained
and test data. Thus, the novel approach gives overall high performance in WSN.

Keywords Bayes network · WSN · IDS · Markov model · Training ·
Knowledge-based intrusion detection

1 Introduction

The application fields which are largely used in WSN are monitoring data in health
care application,military reconnaissance and surveillance and also smart home appli-
cations [1–3]. Some of the crucial fields has made security the most important and in
demand for WSN. It is most unrealistic in the sensor network that requires continual
power supply in some of the traditional techniques of encryption/decryption such
that, frequent access control and key management can be obtained. This is due to
its limitations of power supply, communication range and computation capability
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[4]. Thus, the design of IDS is required to meet the requirements of security and to
overcome these limitations of WSN.

The monitoring of network traffic, notifying network system or the administrator
and checking the suspicious activities are the major role of Intrusion Detection
System (IDS). But, in some of the occurrences, the IDS may also respond to the
anomalous traffic and malicious nodes, which further takes action like holding the
user or the IP address of source from permitting access of the system [5]. Many
different IDS types are obtainable and stop the mission of traffic that is uncovering
shady. Different types of IDS exist like host-based intrusion system (HIDS), network
intrusion detection system (NIDS) and hybrid-based intrusion detection system. The
IDS are either signature-based or statistical anomaly-based for intrusion detection.
The IDS can be imperfect which is impossible as traffic at network is too high. The
wireless ado and wired networks are susceptible to most of the different forms of
threats in case of security. The threats are caused due to the unreliable and open
communication channel, the dynamic structure in topology and also lack in central
coordination. The attacks made by the intrusion can be singular or multiple. Thus,
the main objective of IDS is to maximize the rate of true positive and minimize the
false positive rate.

The work proposed is discussed in detail in the following sessions. The related
survey carried out is discussed in Sect. 2. Probabilistic Model known as Bayesian
Network is explained in Sect. 3 and also a stochastic model is framed and discussed,
followed by Results and Analysis in Sect. 4. The work is concluded in Sect. 5.

2 Related Work

The two directions are possible to improve the accuracy in detection, i.e., minimize
rate of false alarm and increase the rate of detection. The article [6] explained about
implementing the DC (Dendritic Cell) Algorithm which is derived from the tech-
niques called immune-inspired danger techniques where different inputs signals can
be classified by the DC Algorithm. Thus, the input signals causing damage were
considered to be anomalous and other signals were considered as normal signals.
The experimental results show that the DC Algorithm has high rate of detection but
low rate of false alarm was not achieved.

The authors in the article [7], explains the methods with two different types of
agents, for example, T-cell agents and the dendritic cells agents, which work in
partnership with each other. These agents count the value that indicates danger, and
detect the attacks those are malicious. The scheme attained low rate of false alarm
but lacks in required detection rate. Also, a weighted support vector machine (SVM)
has been used to increases the boundaries among the anomaly and normal clusters so
that classification errors can be minimized, thus enhancing the accuracy in detection
effectively.

The factors based on which the IDS can be classified is the behavior of detection
system and nature of attacks, i.e., signature-based IDS and anomaly-based IDS. The
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IDS based on signature, recognizes the intrusion attacks those are well known and
results in the best accuracy. But such IDS fail to detect new types of intrusion attacks,
whose signatures are not defined or stored in the repository of attacks. Based on the
identifications of features from observed network traffics or the node’s utilization of
resources, of the intrusion attacks, the anomaly-IDS can be designed. Thus, studies
have shown that, many proposed models using optimization and machine learning
methods were applied for better performance of WSN. Some were designed using
K-nearest neighbor (KNN) [8], random forest (RF) [9], decision tree (DT), particle
swarm optimization (PSO), genetic algorithm (GA), and support vector machine
(SVM) [10], extreme gradient boosting (XGBoost). Other studies were proposed
using combination of SVM and GA, GA and deep belief network (DBM), GA with
FL (fuzzy Logic).

Yang et al. [11] has proposed the new algorithm for intrusion detection based
on the technique of normalized and cut spectral clustering for sensor network. The
main objective was to reduce the degree of imbalance among the classes in intru-
sion detection system (IDS). At first, the authors have discussed about the design of a
normalized cut spectral among the datasets and then in the second stage, the classifier
is trained for network intrusion detection using the new set of data. Extensive exper-
iments have been conducted and the results have been analyzed in detail. Thus, the
simulation results show that the degree of imbalance is reduced among the classes,
thus reserving the distribution of data on one hand improving the performance of
detection effectively on the other hand.

Alqahtani et al. [12] proposed the newmodel to detect themalicious intruder based
on classifier known as extreme gradient boosting (XGBoost) and genetic algorithms
named asGXGBoostmodel. Thismodelwas designed to improve the performance of
traditional models for detecting the minority classes of malicious nodes and attacks
in the most highly imbalanced traffic of data of wireless sensor networks. Using the
techniques such as tenfold cross-validation and holdout, the set of experiments were
carried out based on WSN-detection system known as WSN-DS dataset. Thus, the
validation test results of tenfold cross showed that there was high performance based
on the proposed approaches with other learning classifiers ensemble. The results
also showed high rates of detection with 92.9, 99.5, 98.2 and 98.9% for scheduling,
blackhole, flooding, and gray hole attacks, respectively, alongwith the normal traffic,
rate of detection was 90.9%.

3 Model-Based IDS

The methodology using Novel Bayes Hidden (NBH) approach designed is discussed
and the framework is shown in Fig. 1. It is performed at the node level where
intermediate nodes are connected to the base station.
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Fig. 1 NBH-based model

3.1 Bayes Belief Network Model

A Bayesian network is also acknowledged as the belief network model. It is a model
which represents acyclic and directed graph denoted by G (V, E), “V” represents the
set of vertices and “E” represents the set of edges directed and joining the vertices. In
the Bayes Net, the loops of any length are not acceptable. Every Vertex V comprises
random variable names and tables of probability distribution. This indicates that the
ways, the probability of variables values are dependent on the probable combinations
of its parental values.

3.2 Hidden Markov Model Architecture

HMM consists of finite set of states, where every state is associated with the proba-
bility distribution. The transitions possible among the states are concerned with the
set of probabilities called as state transition probabilities. Based on the associated
distribution probability, an observation or outcome is generated, at a specific state.
The outcome of the state is visible to an observer, but the states are hidden. Thus, it
is called as Hidden Markov Model.
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The five elements discussed below are used, to define the HMM more precisely:

1. N: the number of states in the model
2. The number of symbol of observations within the alphabet, sayM. M is said to

be infinite, if the symbol observations are “continuous”.
3. A = {aij}, a set of transition probabilities of a state.

ai j = p{qt+1 = j |qt = i}, 1 ≤ i, j ≤ N , (1)

where qt represents the present state.
The transition probabilities that should satisfy the constraints of normal stochastic,

ai j ≥ 0, 1 ≤ i, j ≤ N and
N∑

j=1

ai j = 1, 1 ≤ i ≤ N

4. In every state, the probability distribution,

B = {
b j (k)

}

b j (k) = p{ot = vk |qt = j}, 1 ≤ j ≤ N , 1 ≤ k ≤ M (2)

where vk represents the kth symbol of observation in the alphabet and ot , the
present parameter vector.

The stochastic constraints should be satisfied:

b j (k) ≥ 0, 1 ≤ j ≤ N , 1 ≤ k ≤ M and
M∑

i=1

b j (k) = 1, 1 ≤ j ≤ N (3)

The state distribution initially π = {π i}, where π i = p{q1 = i}, 1 ≤ i ≤ N.
Thus, the complete notation λ = (A, B, π ) denotes the HMM as a discrete

probability distribution.
The general design of an initiated model of Hidden Markov is shown in Fig. 2.

In the architecture, the random state variables are represented by oval shape. These
variables adapt to any set of values. At time t, the hidden state of random variable is
denoted by Z(t). Here, Z(t) 1{Z1, Z2, Zm}. At time t, the observation is the random
variable denoted by X(t), where X(t) 1{X1, X2, XN}. The conditional dependencies
are denoted by the arrows, and the diagrams are often called as trellis diagram.

This property is named as Markov Property. Also, the significance of X(t), which
is called the observed variable, is dependent only on the significance of Z(t) the
hidden variable. The Hidden Markov Model considered in our work, includes the
state space of Z(t) as discrete value. But the observations of variables themselves
can be a discrete or continuous value.



532 G. Kalnoor and S. Gowrishankar

Fig. 2 Architectural model of HMM

Methodology for Intrusion Detection

The IDS framework is designed using the model which is comprised of different
levels of processing.

Reading of Training Data

The model based on IDS is trained with the dataset and then tested. Dataset are
extracted from many standards for building IDS. Once the dataset is chosen, it is
pre-processed.

Pre-Processing of read data from dataset

The standard set of data is in the text format and consists of 41 dimensions with
4,900,000 records of which is considered as 10% of the total size. It has categorical,
continuous and binary types of data type attributes. The text data format is converted
to CSV (i.e., Comma Separated Values), which can be easily read and analyzed.
The samples of about 35,000 records with 5 attributes have been considered. The
attributes selected and the samples of data connected are tabulated. The size of data
is reduced when the no. of attributes is reduced from 41 to 5 and no. of records in the
dataset is reduced to 35,000 from 4,900,000. The symbols replace with the discrete
values.

The state transition model describes for both normal and attack records as
discussed below.

• No. of state hidden variables N = 5, which is equal to no. of variables chosen.
Thus, the dimension of “state transition matrix” is 5 × 5.

• No. of emission symbols those are distinct M = 18. So, the size of matrix for
emission transition probability is 5 × 18.

• The probability distribution at initial stage
• π = {0.000581, 0.261902, 0.08983, 0.375828, 0.271858}.
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In general, the way to adjust the HMMparameters can be obtained by the learning
problem, such that, the given training set called as the observations, and represents
the best model for intended application. Thus Baum-Welch Algorithm is used to train
themodel of IDS. This Baum-WelchAlgorithm is also known as “forward–backward
algorithm”.

All the above combined explanation is summarized in the pseudo code mentioned
in the modified-Bayes algorithm below:

INPUT:

XAll = {x1, x2, …, xt} feature vector
�T time of updating

OUTPUT:

1 flag of normal
− 1 flag of anomaly

1. Normalize each feature vector xt ∈ XAll, t = 1, 2, …. by (1).
2. Shift x1 in feature space constructed by normal data Xnor = {x1, x2, . . . xnr } by

(2) unit the shift distance mh falls below a certain threshold ε.
3. Record the tracks that x1 has traveled as a similar set s1 =

{(p1, d1), (p1, d1) . . . , (pk, dk)} k = 1, 2, …. And a cluster center c1.
4. Cluster the training data XTrain = {x1, x2, . . . xtr}:

For each feature vector xt ∈ XTrain.

If the distance dxt pk between xt and point pk in similar set St ⊆ S less
than dk .
Add

(
xt , dxt pk

)
into si .

Else
Generate a new cluster center ci and a similar set st by

MSCA

if ct is equal to c j ∈ C
s j = st ∪ s j
Else
Add ct into C and st into S.
End if
End if

End for

5. Merge cluster into two clusters and assign label for xt ∈ XTrain

6. Assign weights for xt ∈ XTrain by its relative distance to cluster center (10)
7. Create the decision function by HMM and Bayes Model
8. Flag each subsequent feature vector xt in XTest = {xtr+1, xtr+2, . . . xte} as 1 or −

1 by decision function. Combine the feature vector xt and its label into training
data.
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If time t = m + k�T, k = 1, 2 . . .

Update the cluster midpoint by MSC Algorithm
Allocated weights for each feature vector xt of the training data again.
Update decision function by HMM.

9. End If

4 Results and Analysis

To assess the performance of the proposed methodology, the experiments have been
conducted. This experiment scenario was simulated by using NS2 (as shown in the
Table 1).

Thus, it is showed that our proposed method has advantages over the mainstream
methods, mainly in terms of detection rate and FAR. However, our method has
achieved the stable performance in all the experiment type scenarios, mainly in
different network structures (Figs. 3 and 4).

The time slice length �t is one of the important factors and the key parameter
that can affect the efficiency of the network. Thus, whenever there are variations in
the time slice �t, the accuracy of detection and the amount of energy consumed is
calculated, by updating the interval to 300 ms. As �t increases, the average DR and
energy consumption is decreased gradually during data transmission. However, the
average FAR rises steadily in such cases. Thus, the updating of time slices�t = 10 s,
the trade-off is achieved between the DR accuracy and energy consumption.

Running time (ART) is known as cost of energy, which is nothing but the cost
of updating the interval and the average accuracy of detection. When �t = 10 s, as
lowering the �t (20 s), the high accuracy in detection and low FAR can be achieved.
But, when considering the cost, it’s much higher. It is noted that �t = 10 s, ARP =
62.17 s and when�t = 100 s, ART= 1.35 s.Whereas the average FAR and detection
rate decreased and increased, respectively, with increase in �t. When �t = 500 s,
the stability was achieved. Finally, it is concluded that, when �t = 300 s, there was

Table 1 Simulation
scenarios of different attacks

Experiment Attack type Network structure

Experiment 1 Black hole FN

Experiment 2 Flooding FN

Experiment 3 Rushing FN

Experiment 4 Multiple-attacks FN

Experiment 5 Black hole HN

Experiment 6 Flooding HN

Experiment 7 Rushing HN

Experiment 8 Multiple-attacks HN

*FN flat network, HN hierarchical network
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Fig. 3 Interval versus average energy and delay using proposed work NBH compared withWSVM

Fig. 4 Node versus FAR based on proposed methodology KBHS and NBH compared withWSVM

a balance between energy cost and detection accuracy, with ART = 3.36 s, much
lesser when compared to that at �t = 10 s.
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5 Conclusion

The proposed work is modeled based on the probabilistic model known as Bayesian
belief network model which is combined with the stochastic model known as Hidden
Markov Model. The model is analyzed and designed using the novel approach and
applying decision functionwhich is updated periodically. Experiments are performed
for different types of attacks and intrusion detection is performed by applying the
novel algorithm considering the network structure forWSN. The training and testing
of dataset is performed using the HMM as applicator. The simulation results is
comparedwith the existing systems usingWSVMandKBHS and better performance
is obtained using our proposed model NBH. The parameter estimation and data
training are done by applying powerful approach of HMM and Bayesian model in
the decision function and IDS is created to find whether the traffic of the network is
normal or intrusions have been detected. Themodel is run at the base station to detect
the attack. Thus, high throughput andminimum delay are obtained with the proposed
model and also detection rate, accuracy and other parameters are maximized when
compared with the mainstream IDS techniques deployed in WSN.
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A Blockchain Framework for Counterfeit
Medicines Detection

Tejaswini Sirisha Mangu and Barnali Gupta Banik

Abstract The emergence of counterfeit medicines has given rise to a significant
setback globally. These drugs may be contaminated, contain the wrong ingredient,
or have no active ingredient at all, endangering approximately amillion lives per year.
TheWorld Health Organization (WHO) estimates that 73 billion euros (79.26 billion
USD) worth counterfeit medicines are traded annually. The imperfect supply chain
is one of the primary causes of this issue. The present system does not have a proper
record of the drug or vaccine that has been manufactured, produced, distributed,
and finally reached to the consumer. There is no record of change in ownership
of the drugs from manufacturer to consumers. Due to the lack of transparency of
the system, the data are not shared between the systems. These loopholes play a
significant role in producing and distributing counterfeit medicines. Blockchain is
an emerging technology that can help in solving this issue of counterfeit medicines.
Using Blockchain, tracking the drugs from its manufacturing until its delivery to the
consumer can be possible. Trusted people can use an authorized Blockchain to store
transactions and allow trusted parties to join the system and push all the records to
Blockchain.

Keywords Counterfeit drugs ·Medicines · Blockchain technology · Supply chain

1 Introduction

Medicine is a kind of drug used to detect, cure, or predict diseases. Pharmaceutical
companies discover, develop, produce, and market drugs to cure patients suffering
from various diseases or illnesses. Drug discovery is a very time-consuming process
in which multiple medications and vaccinations are found and analyzed to see which
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diseases can be cured and how. Then, the dosage of the components is formulated to
ensure the safety of the patient. They undergo numerous tests to verify if the drug is
safe. After a few more procedures, the drug is manufactured and produced. Due to
the illegal activities and the production of counterfeit drugs, the medications taken
by the patients are rather degrading their health and also causing deaths.

1.1 Background

Counterfeit drugs are now leading us to a dangerous situation. The WHO estimates
that the counterfeit drug revenue is about 200 Billion USD and is growing by 20%
every year. Around 10–15% of the global pharmaceutical trading involves these
counterfeit drugs. Counterfeit products are vandalizing economies, industries, and
consumers’ health and safety and have become a global concern. The companies
are suffering from loss in revenue and reputation also. The productions of these
drugs are continuously increasing worldwide, especially in developing countries.
The majority of counterfeit drugs are from China, India, and the USA. India is not
only the third-largest producer of generic drugs and vaccines and exports to almost
200 other countries.

Nonetheless, it is also a global nub for counterfeit drugs. India accounts for about
10% of the total production of drugs. According to WHO, about 35% of the total
counterfeit medication worldwide originated from India. This kind of offense drags
the lives of the patients endangered. Also, it causes dents to the profit-making phar-
maceutical companies, which results in cutting down the research expenses and
increasing the cost of medicines. To tackle this problem, we will need a solution
where counterfeit medicines are no longer able to enter the markets. If they enter,
they must be identified instantly [1].

1.2 Outline

The key objective of the healthcare industry is ensuring that the patient gets the
right medication. However, in various countries, mainly undeveloped or developing
countries, it is still a challenge. In the supply chain of health care, an intrusion of
counterfeit drug chain is happening at various access points. This is high time to
acknowledge that this is not just one supply chain. Every ingredient may include
counterfeit drugs. Manufacturers are the primary link in the chain of supply and
the main point from where the counterfeit drugs can enter a market. The ingredi-
ents could be wrong, dosages could be different, or a few components might be
missing. Sometimes, the mismatch of the drugs and their bottles could also take
place. Often, the counterfeit manufacturers pack the fake drugs to look like the real
ones, almost indistinguishable. Quality control needs to be done here.While genuine
manufacturers do the quality check, the fake ones lie about their credentials [2].
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The next link is the distributors. In most of the cases, the manufacturer does not
sell. The distributor companies sell medicines. To sell counterfeit drugs, the distribu-
tion networks need to be set up, ensuring the replacement of fake goodswith real ones.
While shipping the drugs to pharmacy or from manufacturers to distributors, coun-
terfeit drugs are mixed. The main nub of this problem is the pharmacies. Going to the
pharmacies and buying real branded medicines might be fine, but nowadays, every-
thing is available online. This increases the chances of getting counterfeit medicines.
The prices of medicines online differ relatively lower than the original ones. Also,
the medicines that come from different countries might have been changed. Even
when the cover might look the same, the composition of the drugs would be different.
Online pharmacies, especially ones with loose regulations, would prefer selling the
counterfeit medicines as they cost less than the original ones, and the profit they
would make out is immense. Despite the shutting down of these online pharmacies
by the government, this problem keeps arising as there is a worldwide demand for
cheaper drugs [3]. The generic model of the supply chain of medicine movement is
demonstrated in Fig. 1.

Blockchain technology can be used to track the journey of the drugs and the
ownership of it at each level. Traceability of these medicines through Blockchain
will help to detect and eradicate the counterfeit drugs.

Fig. 1 Generic model of the supply chain of medicine movement
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2 Related Knowledge—Blockchain Technology

Blockchain can be comprehended as a shared copy of an immutable ledger, facil-
itating the process of recording transactions and tracking assets in a network. Any
transaction can be tracked and traced on a Blockchain network. It reduces risk, cost,
and time spent compared to the traditional ways. In simple words, Blockchain is a
data structure that creates a digital ledger of data and can share it among a network
of independent parties. It cryptographically chains the blocks chronologically [4].

Blockchain technology creates a possibility of a decentralized world and allows
general to create value, trust, transparency, and efficiency so that the users can be
empowered without being bound to the centralized or third-party power. This is
possible through the smart use of distributed ledgers, cryptography, and computation
techniques. The information can be distributedwithout being copied. This technology
not only cuts off the middlemen but also drops the need for match-making platforms
[5].

The key characteristics of Blockchain can be are as follows [6]:

• Decentralization, i.e., it is not a possession of a single entity;
• Transparency so, there is no use of tacking the data.
• Immutability so that the data cannot be tampered.

2.1 Decentralization

The decentralized systems distribute power and control more uniformly throughout
a system, away from a central authority. The database and Internet structures used
from past so far have typically been driven by Internet service providers (ISP). In that
system, one needs to log in to the intranets to access databases, so the intermediaries’
house information, i.e., it is a centralized system. However in decentralized systems,
the individual user will be in control of their data, assets, reputation, and will have
peer-to-peer transactions.With the current Blockchain-enabled system, one can send
cryptographic tokens peer-to-peer without any intermediary.

Decentralization allows Blockchains to be:

• Less likely to fail as they rely on many separate components.
• Not easy to hack as the networks are spread across millions of computers and be

democratic.
• Tougher to tamper with the Blockchain and harm other users.

Even if 100 nodes stop working, the Blockchain persists, assuming that there is at
least one node up and running. The Blockchain does not stop functioning even when
the power of an entire country is cut off. This makes the Blockchain very resilient to
attacks. Blockchain has a set of linearly connected blocks comprising information
that is securedwith cryptography. The immutable ledger entry serves as a watermark,
a notarization, or an agreement of the transaction, thus automating the audit phase.
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Implementing Blockchain for counterfeit drugs can help in increasing the efficiency
of the quality check and ease auditing and tracking process [7].

2.2 Components and Working Principle

The device, client, or individual user on the network is referred to as a “node.”
Nodes are the computers that run the Blockchain software which takes transactions,
broadcast it, and try putting them together into a block, in a race against other
nodes. So, every node in the network is required to authenticate every transaction.
Participants can be a person, device, or an entity. When a new node attempts to join
the network, the entire transaction records are downloaded onto its system and will
join other nodes in updating the ledger at the time of validation of new transactions.
There is no chance of hacking into this system. Even if someone does try to hack,
there is no use as the flow of ledger is unidirectional in Blockchain [4].

The consensus is vital in Blockchain, which synchronizes the transaction to the
various distributed ledgers. The people linked to these mechanisms approve the
transactions on the chain, which in turn helps in ensuring the validity and authenticity
of the Blockchains transaction.

Blockchain technology uses cryptographic techniques. Public key cryptography
is used to create verifiable historical records of transactional data. It helps us to
build systems that can be truly decentralized. There are three primary types of
Blockchains—public, private, and hybrid. The public and private Blockchains are
both immutable distributed networks secured by consensus protocols and cryptog-
raphy. The public and private Blockchains differ in terms of who is allowed to join
in the network, carry out the consensus protocol, and preserve the shared ledger. The
bitcoinBlockchain is an excellent example of a publicBlockchain. In this, anyone can
read and write from anywhere in the world. In a private Blockchain, only trustworthy
and recognized participants are allowed to read or write on it. A hybrid Blockchain
combines both private Blockchain and public Blockchain. This gives flexibility to
the business associates to choose what data they want to keep confidential and what
data make public and transparent [8].

An example of a spreadsheet can be taken whose copy is duplicated hundreds of
times across a network. Now, visualize that this network updates this spreadsheet
regularly. This is the basic principle of Blockchain. The details or information about
transactions, etc., is appended continuously into the database. This is updated to all
the servers/computers in the Blockchain network instantly. As the records are now
available to all, it can be concluded that the information is public and verifiable. As
there is no central party handling the information, and the information is simultane-
ously existing in millions of places, it is difficult to hack, thus providing the public
with a transparent and safe system [8].
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3 Literature Review

Counterfeit medicines are fake medicines which might be contaminated or contain
wrong compositions and quantities of ingredients. These illegal drugs are harmful to
one’s health. The Food and Drug Administration (FDA), along with other industries,
is vigorously monitoring the reported cases earnestly to combat counterfeit drugs.
The amount of deaths caused by an overdose of chemicals in drugs, especially deadly
amounts of fentanyl, is rapidly increasing in the USA. According to a report by the
Drug Enforcement Administration (DEA), more than 700 deaths caused by fentanyl
were reported in the USA between 2013 and 2014. According to the Centers for
Disease Control and Prevention (CDC) report, that during this period, deaths caused
by synthetic opioids had shot up 79%. A large portion of these deaths appears to be
caused due to fentanyl. According to the report, few drugs seemed to be oxycodone,
but the pillswere not containingoxycodone.Theywerehaving the chemicalU-47700.
U-47700 is an illegal synthetic opioid which is not for human. It led to at least 17
overdoses and quite a lot of deaths in the USA alone. There are also cases reported
about fentanyl poisoning due to unintentional intake through counterfeit narcotic
tablets.While the patients purchase Norco from the street, for acetaminophen-hydro-
cone tablets for back pain, they receive a dose of fentanyl and U-47700, which is
harmful to health. One such case is reported in “TheAmerican College of Emergency
Physicians’ Annals of Emergency Medicine” [9].

In 2015, the FDA had found a counterfeit version of Botox in the USA. It was
allegedly sold to doctors’ offices and medical clinics nationwide. An unauthorized,
unlicensed supplier had sold this drug. Both the injections looked identical. The
counterfeit package was missing entries of LOT: MFG: EXP on the outer pack, and
the active ingredient on the vial was written as “Botulinum Toxin Type A” in place
of “OnabotulinumtoxinA” [10].

According to estimations, one out of ten medical products distributed in under-
developed and developing countries is either of low quality or fake, according to
the research fromWHO. As per Dr. Tedros Adhanom Ghebreyesus, WHO Director-
General, substandard medicine affects vulnerable communities mostly. If a mother
who gives up food or other basic needs to pay for her child’s treatment, unaware that
the medicines are substandard or falsified, and then that treatment causes her child to
die. This is unacceptable. Countries have agreed on measures at the global level—it
is time to translate them into tangible action [11].

As there is a need for proper supervision so that counterfeit drugs are detected as
soon as they enter themarket, researchers have found Blockchain technology to be an
excellent solution. SatoshiNakamoto introducedBlockchain in 2008 throughBitcoin
[12]. Blockchain uses a distributed ledger system, which has shown its potential and
adaptability in recent years. Most of the focus was on the financial industry in the
beginning. Recently, the use of Blockchain in various industries like legal, healthcare,
energy, etc., has come into focus.

The primary purpose of this technology is to increase transparency and trust. It
helps in verification and auditing the goods or transactions. Traceability, privacy, and
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security alsomake this technologyworth employing in various industries. Blockchain
can store vital information like temperature, IoT devices, and location attached to the
packages, which prevents tampering. By using this, the glitches in a system can be
detected. This will be very useful as we can make the system stronger by rectifying
the shortcomings [13].

According to The FDA, the USA has started using e-pedigree software to track
drug shipments by providing a history of the drug. It uses RFID tagging for all the
products with a description of the drug history.With the growth in such technologies,
the development would be done at a great pace and entirely collapse the global threats
like counterfeit drugs, saving the lives of countless people [14].

4 Proposed Framework

To eradicate fake medicines, a technology-enabled system is required to keep track
of the flow of goods along the supply chain. This can be done through digital ledgers.
Blockchain technology is a perfect solution to this issue. Utilizing this technology,
the whereabouts of the drugs and vaccines can be available.

Block is an individual entity in a Blockchain that stores information. The blocks
are connected in a unidirectional way due to which it is challenging to hack the
Blockchain. In the healthcare industry, blockchains can be implemented to track
and trace medicines. The supply chain starts from the manufacturer. First, drugs
or vaccines are produced. Then, all the information about it is to be fed into the
Blockchain. The QR code can be used to check the data at any point in time. The
essential information like ingredients, manufacturing date, expiry date, temperature
to be stored at, etc., would be entered into the Blockchain [15].

Each block also stores a timestamp, hash function, and transaction details. The
information is stored safely using cryptographic methods. Encryption of data is
done, and the blocks are connected through hash functions to be done [16]. A digital
signature identifies the personwho has done the transaction and serves the purpose of
authentication, data integrity, and non-repudiation. After each transaction, the digital
signature is verified. Next is, when the distributor/wholesaler receives the goods, they
can verify the credibility through physical checking and also by scanning the QR
code. The transaction details between the wholesaler and the manufacturer is stored
into the next block. When these medicines arrive at the pharmacies, the following
transaction between pharmacies and distributors is added into the Blockchain.

Similarly, the transaction between patients and pharmacies will be added to the
chain. The patient can check the authenticity of the drug by scanning the QR code.
As the Blockchain updates all the nodes simultaneously when the transaction occurs,
the others involved in the supply chain can also verify if the drug has reached the
patient [17].

In this process, every party, from the manufacturer to the patient, can easily find
out if the drug is safe to use or not. Also, any investigation department who wants to
check on the medicines can easily do so. The advantage of this system is that if any
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Fig. 2 Model of the proposed framework

medicine is found out to be a counterfeit product, the company or people involved
in it can easily be caught and punished accordingly. Also, deaths and health issues
due to intake of expired or wrong dosages or ingredients can be reduced on a large
scale. The time delays, human errors, extra cost, etc., can be reduced radically [18].
Collaboration between pharmaceutical companies, government, and other industries
can help in implementing this idea on a large scale. With the application of this
technique, we can have a transparent, accountable, and secure system which would
revive the trust in the healthcare industry for the coming future [19]. The model of
the proposed framework has been depicted in Fig. 2.

5 Security in Blockchain

Blockchain is a trust less, immutable, and network consensus-based system, and
the blockchain systems are very secure. Various cryptographic properties like digital
signatures and hashing the data stored are securedwell. As it works like an immutable
ledger, once entered, the data cannot be changed or tampered. If done so, due to the
network consensus, it can be easily be recognized, and the attempt would be shut
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down. As all the nodes in the network have a copy of each transaction, any change
can easily be identified and instantly not execute the unacceptable activity.

6 Validation

Validation in Blockchain is done using consensus algorithms like proof of work
(PoW) or proof of stake (PoS). Proof of work uses an enormous amount of electricity
to secure the network as mining new coins take a lot of computing power. This
method was used even in the bitcoin Blockchain. This mechanism was used to reach
consensus betweenmany nodes on aBlockchain network and provide away to secure
the Blockchain in terms of accuracy and robustness.

7 Future Scope

The implementation ofBlockchain in the healthcare industry has started recently. The
Blockchain-based networks like Mediledger and TraceRx are already being used.
Some additional features of the proposed framework can be added. For example,
the chain can be started when the patient orders the medicine by uploading their
prescription. Through this, it can be noticed that whether the patient is indeed advised
to use the medication. It can also use another Blockchain to check the origin of raw
materials used for making drugs or vaccines. It can make a ledger of people getting
admitted, discharged, etc. As there is no maximum number of blocks defined for
Blockchain, the data can be added easily. Using Blockchain to store the patient’s
admission, discharge, consults, etc., will make it easy to access later [20]. As anyone
cannot tamper this, the information stored is safe and secure. The Blockchain can
be applied in various other ways also, for example, collecting consent forms and
time-stamping them, permission access to patient data, health information exchange,
etc. With developing technology, the various issues can be addressed and solved to
close all the loopholes and provide better and safe access to goods and information
worldwide.

8 Conclusion

In this paper, the effects and harmfulness of counterfeit drugs have been discussed.
The shortcomings in the supply chain due towhich counterfeitmedicines are flooding
the markets have been studied. Also, the framework of Blockchain technology to
detect the entrance of counterfeit drugs has been proposed and studied. The supply
chain can be tracked when the drug is manufactured until it reaches the patient.
This promotes transparency and credibility of the healthcare industry by proving
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trust. With the help of government and industries, the counterfeit medicines can be
detected as soon as they enter the market and be punished by law accordingly.
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Static and Dynamic Learning-Based PDF
Malware Detection
classifiers—A Comparative Study

N. S. Vishnu, Sripada Manasa Lakshmi, and Awadhesh Kumar Shukla

Abstract The malicious software are still accounting up as a substantial threat to
the cyber world. The most widely used vectors to infect different systems using
malware are the document files. In this, the attacker tries to blend the malevolent
codewith the benign document files to carry out the attack. Portable document format
(PDF) is the most commonly used document format to share the documents due to
its portability and light weight. In this modern era, the attackers are implementing
highly advance techniques to obfuscate the malware inside the document file. So,
it becomes difficult for the malware detection classifiers to classify the document
efficiently. These classifiers can be of two main type, namely, static and dynamic.
In this paper, we surveyed various static and dynamic learning-based PDF malware
classifiers to understand their architecture and working procedures. We also have
presented the structure of the PDF files to understand the sections of PDF document
where themalevolent code can be implanted. At the end, we performed a comparative
study on the different surveyed classifiers by observing their true Positive percentages
and F1 score.

Keywords Malware · Classifier ·Machine learning · Obfuscation · Adversary ·
Portable document format (PDF) · Feature extraction · Processing ·Malware ·
Parser

1 Introduction

Modern-day attackers are advancing their fabrication techniques for designing
malware in robust ways through obfuscation methods to eliminate the detection and
elevating their destruction capabilities. As a result, malware is still a significant threat
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to the security of the digital devices. Most of the malware attacks are carried out by
embedding the malevolent code with the routinely used files such as images, PDFs,
excel, and other document files. For the purpose of blending the dangerous code
with benign files, it is very important for an attacker to have an in-depth knowledge
about the structure of those benign files. There are three main benefits of embed-
ding the malware with these routinely used documents. The first benefit which can
achieved through this technique is that these files are used in abundance for diverse
applications by majority of users [1]. So, these can be used in carrying out the social
engineering attacks [2]. The second benefit can be that majority of the users operate
on outdated software and applications which make them vulnerable to these kinds
of attacks [1]. The vulnerabilities existing in the applications can be manipulated
to design effective malware which indeed can trick the detectors from recognizing
them. The longer the victim continue to use the outdated and vulnerable applications,
the longer will be the lifespan of the malware infection residing in their systems [3].
Many researchers have found that self-learning mechanisms can be deployed on to
the detection systems to strengthen their detection skills and efficiency. Presently,
most of the malware detection systems operate based on the deep-learning strategies
[1]. By assisting this technology, the systemwill be capable of making decision on its
own and can be beneficial in detecting the hidden malware codes within the infection
vectors [3]. But these systems are also prone to two widely known attacks, namely
poisoning attacks and evasion attacks [2]. The poisoning attacks aim to exploit the
system at the training phase, while the evasion attacks aim to manipulate the system
at the testing phase [4]. For example, consider the system to be a child and the data
which is imparted to the system as the chapters taught to the child at school. The
main aim of the attacker would to destroy the system, while in our example case, to
fail the child in the assessment. So, to achieve this, the attacker may either try to feed
the system with illegitimate data or can give carefully designed input to confound
the system. In the case of example, the lecturer may try to teach the child with inap-
propriate data or can even give complex questions at the time of evaluation to fail
the child. The feeding of inappropriate data can be considered as a poisoning attack,
and the process of rendering tricky question during the assessment can be considered
as an evasion attack. Majority of research administered on the self-learning detec-
tion techniques have manifested that these methodologies are capable of precisely
recognizing and classifying the files blended with hidden malware [1]. The research
work conducted on carrying out evasion attacks on this kind of detection system have
staged that a diligently fabricated input to these systems can be able to conquer them
[1]. For example, adding perturbations to a clear image was able to misclassify it by
a machine learning image recognition system.

In this paper, wewill be discussing about the different self-learning basedmalware
PDF classifiers which were proposed by various authors till now. The portable docu-
ment format (PDF) files arewidely used by themajority of users due to its lightweight
and portability feature. It is awidely accepted format for sharing and viewing the data,
which makes it an attacker’s choice of infection vector. Here, we will be discussing
the structure of the PDF files and diverse strategies through which the malware PDF
detection systems can be evaded by fabricating the adversarial samples. These PDF
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detectors are mainly of two different types, static and dynamic detectors. We have
surveyed most of the PDF detector proposed till present by different researchers to
understand the mechanisms used by these detectors for the classification process.

2 Structure of PDF File

The method of interpreting a PDF file can be depended upon the type of parser used
to view or manipulate it [1, 3]. There are some elements in every PDF file which
are essential for the representation of PDF files [1]. These elements are basically
classified in to two main categories, the general structure and file content [1]. The
first category includes the information regarding the storage of content within the
file [1]. However, the second category describes the way the content is displayed to
the user accessing the file [3]. The general structure of a PDF file can be considered
as a network of objects in which each of these objects will have distinct functions to
perform [1]. There are four main components in the PDF structure, and they are:

2.1 Header

This part of the PDF consists of one-line text code [5]. This text is initiated with a
% sign and signifies the version of the PDF file [6].

2.2 Body

This portion consists of an order of objects which denotes the activities carried out by
the PDF file. Within these objects, there are chances of involving different kinds of
blended file types like images and video files [1]. Even executable malevolent codes
can be inserted in to PDF files by introducing them in one or more objects of the
body component [1]. Every object declared in the body part of PDF file contains a
distinct number which denotes its reference number [1]. The referencing number can
be beneficial in calling a particular object. Whenever an object needs to be called,
the reference numbers can be utilized. Every distinct object which is declared in the
body ends with a keyword marker “endobj” [3].

2.3 Cross-Reference Table

By the name itself, we can interpret that this part of the PDF contains table. Let us
understand the functionality and role of this table [1]. This table generally contains
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the information about the location of various objects inside the PDF file. It also
informs the parsers from where to begin the parsing process [3]. It is represented in
the file using “xref” marker and under that we can see various rows where each row
indicates the references to different objects mentioned in the body field. Only those
objects which are referenced in the cross-reference table will be parsed at the time
of parsing the PDF file [1].

2.4 Trailer

This field describes some of the essential elements that are necessary for the file
interpretation [1]. The adress of the first object comes under one of them. It also
contains the references to the metadata associated with the references [3]. The end
of the trailer field is denoted by using a marker “%%EOF,” which also denotes the
end of the file and signals the parser to stop its parsing activity [1] (Fig. 1).

3 Parsing Procedure

When a particular PDF file is selected for parsing by a parser, then it performs this
activity in the following manner: At the beginning, the parser goes to the trailer field
and determines the first object which needs to be interpreted [1]. Then, sequence
of objects is parsed with the help of references mentioned in the cross-reference
table. Then, finally the parsing procedure is terminated when it detects the “End
of File marker” [5]. One of the significant features of using PDF files is that they
eliminate the requirement of recreating files from scratch when some new objects are
introduced into the priorly existing files [1]. Instead, they create new field structures
which are dedicated for storing the newly introduced contents [1, 7].

4 Learning Based Malicious PDF Detection Process

“Machine Learning” technology is widely being utilized almost in every field [2].
This technology helps in making the system more intelligent and enable them for
decision making [2, 8]. Due to its wide range of applications, it is also deployed in
determining malevolent content hidden in files [9]. Here, we are going to discuss
how this technology can be assisted in effectively detecting the malignant code in
a PDF file under inspection [10]. Several self-learning systems were proposed by
researchers for inspecting the PDF files in the past decade [11, 12]. In this section,
we will be discussing about the architecture of the self-learning basedmalicious PDF
detectors and the steps involved in classifying a given PDF file (Fig. 2).
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Fig. 1 Structure of PDF file [1]

Fig. 2 Working of PDF malware classifier tool [1]



556 N. S. Vishnu et al.

The main objective of these systems is to efficiently classify whether a specific
file comes under the benign category or the malicious one [13]. For determining
that, the system needs to examine and process the patterns and structures of the file’s
internal components [13, 14]. Even though, there are many proposed detectors, all
of them are observed to follow these three basic procedures to analyze the PDF files
[8], which are.

4.1 Preprocessing

This is the first process carried out on the PDF file which is chosen for the inspection
purpose. In this procedure, the internal code which is critical such as JavaScript or
ActionScript code is executed in a supportive environment under isolation condition
to understand its nature [1]. It is processed under isolation conditions, so that its
execution does not affect the system [15]. The other essential data elements such
as metadata of internal objects and keywords are also extricated from the PDF files
[10].

4.2 Feature Extraction

This is the next activity carried out by the detectors after the “Preprocessing”
activity is completed. This procedure utilizes the proffered knowledge gained from
its preceding step to accomplish its inspection activity [3]. In this step, the data
extracted from the previous stage is transformed in to the form of vector numbers
which will be able to convey the existence of certain components such as keyword
and “API calls” in the PDF file [16].

4.3 Classifier

This is the stage where the algorithms are deployed in analyzing the extracted infor-
mation from the previous stages [17]. The classifiers are first trained with sample
sets to increase its knowledge about determining the differences between a benign
and malignant PDF file [7]. A system can render quality efficiency in classifying the
PDF files, if they are trained efficiently [14]. The efficacy of the system is not solely
depended upon the algorithm, but also on the training set. The process of training is
conducted before the system is actually deployed for the real-time application [4].
The main objective of the classifier is to precisely classify a given file to be malicious
or not [1].
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5 Types of Classifiers

The malware detectors built for inspecting the PDF files by assisting self-learning
techniques can be classified in to two main categories, namely static detectors and
dynamic detectors [10]. The static detectors perform static analysis of the file without
carrying out the execution of the code within the file [10, 17], while the dynamic
detectors performs their analysis by executing the actual code in supportive environ-
mental conditions [10, 16]. We will discuss more about these two detection types in
Fig. 3.

5.1 Static Classifiers

Most of the malware attacks implemented by utilizing the PDF files make use of
JavaScript or ActionScript code [10]. So, these types of detectors mainly focus on the
sections of the file where these kinds of codes are detected. But we cannot conclude
that a particular PDF file as a malevolent one just by looking at the presence of
the JavaScript code. Even benign files may also have such codes in them [10]. So,
the static detectors inspect for the patterns of usage of specific variables, keywords,
functions, and API calls for determining the nature of the file [16]. PJScan is a
static PDF detector which decides the maliciousness of the PDF files based on the
frequency of usage of variables, operators, and functions [18]. Some of the other

Fig. 3 Types of PDF malware classifiers [1]
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detectors were based on tokenization and matching methods [16]. But in cases where
these JavaScript contents are heavily obscured by the attacker inside the PDF files,
the static detectors may fail by misclassifying the file [2]. The attacker can make the
malicious content very much hidden, so that it cannot be detected by the parser at
the time of parsing process and this code can be dynamically called at runtime to
carry out the malignant actions. So, the main flaw existing in these class of detectors
are that they cannot be capable of accurately classifying a deliberately obfuscated
samples [1].

5.2 Dynamic Classifiers

Dynamic detectors are also mainly focused on the JavaScript code of the file as
presence of them rendered to the elevated suspicion [12]. But this class of detectors
does not look for the patterns or the frequencies of the keywords and other elements
[4]. Instead, it will directly extract these JavaScript code and try to execute them
in supportive isolated conditions and examine their actions [18]. The confrontation
which was being faced in the static detectors due to practice of hiding techniques
can be overcome by deploying these kinds of detectors [16]. The dynamic detectors
unlike static does not examine the file just by carrying out an inspection on their
internal structures [16]. They examine the nature of the file through extraction of
flash and scripting codes and execute them to understand its actual nature [19].
Even though these kinds of detectors are capable to determine the malevolent code
efficiently, they may fail in cases of unsupportive environments [10]. Some of the
JavaScript code may need some other additional feature support for carrying out its
actions [17]. For that, we need to emulate the execution process of the file contents
by proffering it with its necessitated requirements [10]. Another, flaw can be that
the dynamic detectors may fail when the malwares are inserted into files without the
usage of JavaScript code [10].

6 Static Classifiers

6.1 N-Gram

Shafiq et al. [20] presented an approach to detect the presence of embedded malware
codes in the benevolent files. The authors stated that at those times the marketed
malware security software were not able to determine the previously knownmalware
signatures present inside the files at the inspection process. So, they have fabricated
a system which was capable of determining the hidden “Malcode” within the files
calledN-Gram [20]. They proclaimed from their analysis that themajority of the non-
malicious file “Byte Sequencing” demonstrated a first-order dependence structure.
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They also made use of “Entropy Rates” for examining the differences of distribution
values of a specific file to detect the residence of malignant codes within the file
[20]. On evaluating above-proposed model by the authors, it had exhibited efficient
performance in dealing with blended malicious files.

6.2 N-Gram II

Tabish et al. [21] propounded a unique strategy for the identification of the malware
which worked by examining the bytes of the file. In this approach, the content which
are examined are not stored for any future purposes, it is a “Non-Signature”-based
approach. Thus, the authors claimed that their systemhad the capability of identifying
the unknown malware varieties. The presented system was evaluated against huge
samples of files containingwide varieties ofmalware families and file formats [21]. It
was observed that the system had staged to display an accuracy of 90% in classifying
the files [21].

Figure 4 illustrates the architecture proposed by Tabish et al. [21] in 2009. The
authors claim that their methodology utilized to build this system can eliminate the
need to have any prior information regarding the type of the file chosen for the
inspection purpose [21]. Therefore, this model could be able to detect the malware
in cases where the attackers try to manipulate the header section of the PDF files
[21]. In the architecture presented by the authors, the system is divided in to four
different modules [21]. The first module is the “Block Generator Module” which
divides the “Byte-level content” inside the file into equal sized smaller blocks [21].
The next module “Feature Extraction Module” performs the computational statistics
on the blocks generated in the previous level [21]. The other two modules, namely
“Classification and Correlational” module carry out various analysis on the results
obtained from the previous model to detect the signs of malware [21].

6.3 PJscan

Laskov and Šrndic [18] proposed a static malware detection system which was able
to identify the malignant JavaScript content contained within the file [18]. Authors
claimed that their model was possessed to have lowered the processing time taken for
analyzing the file than compared with the previously presented models, and it was
also showing an impeccable efficacy in identifying known and unknown malevolent
types [18]. This method was best suited for processing huge datasets due to its low
inspection time and high efficiency [18].

The architecture of the PJscanmodel is shown in Fig. 5.When a particular PDFfile
is given to the system for analysis, the file is undergone through a feature extraction
module which contains sub-categorial modules such as a JavaScript extractor to draw
out the JavaScript code within the file contents [18]. Then, all the entries of these
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Fig. 4 Architecture of
N-Gram II classifier [21]

Fig. 5 Architecture of PJScan [18]
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JavaScript code are then assigned with tokens [18]. Then, the algorithm is used for
the classification purpose.

6.4 Slayer

Maiorca et al. [22] proposed a module to extricate the features within PDF file under
the examinationprocess. The authors havepresented an effective classifier and feature
extraction module which were combined to form an effective static detection model.
This tool was said to proffer high flexibility [22]. One can utilize the tool either as
a “Stand-alone tool” or as an additional “Plug-in Feature” to enhance the capability
of existing detection systems [22].

6.5 PDFrate V1

Smutz and Stavrou [17] propounded an architecture to apprehend the malevolent
traits of PDF files in a robust way by assisting self-learning approaches. This method
was capable of arresting the information from the metadata of objects present in
the PDF structure [17]. This detector functioned on basis of “Random Forest Clas-
sification” method, which is a classifier capable of recognizing the features from
the various “Classification Trees” formed [17]. This classifier was well known to
render good detection rates even in cases of unknown malware characteristics [17].
The “Random Forest Classification method” is still used in many of the recently
proposed detection systems due to its efficient mechanisms [17].

Figure 6 shows the arrangement made by Smutz and Stavrou [17] for the efficient
malware detection. This system undergoes through two levels of testing. The first

Fig. 6 Dual-level
classification strategy carried
out in PDFrate v1 [17]
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testing is conducted to classify the file into either benign or malicious category [17].
If the file comes under the malicious category, then the file is made to go for another
level of classification level to determinewhether thismalicious file is an opportunistic
one or a targeted one [17].

6.6 Hidost

Šrndic and Laskov [4] presented a static detection system called Hidost for effi-
ciently identifying the non-executable malware content present inside the PDF file
structures. As the attackers began to append non-executable code into the benign files
to eliminate the detection by static and dynamic classifiers, there came the need of
constructing systems to identify these kinds of malware residing in the files [4]. This
paper was an extension to the previously proposed approach by the same authors in
the year of 2013 [4]. In that paper, the authors presented an approach of incorporating
the content with their logical elements present in the file for achieving an elevated
classification accuracy. Although, this model was fabricated to detect the malware in
the PDF and flash files, the authors state that their approach can extended to detect
malware in other formats also. On evaluating this system, it was found that this
approach has dominated majority of the commercial VirusTotal detection software
in accuracy [4].

Figure 7 displays the architecture of the Hidost system proposed by Šrndic and
Laskov [4]. The authors claim that their system is successful in discriminating
between the malevolent and the benign files. We cannot take only one vector as
a common feature for classifying different files [4]. The processing and detection
methods are separated in to different steps in this model, so that this system can be
further be extended to efficiently detect other file malwares [4].

6.7 Slayer NEO

Maiorca et al. [8] proposed a model called Slayer NEO to detect the malevolent
PDF documents by retrieving the information from the content and internal structure
from the inspected PDF file. Authors asserted that this model had an efficient parsing
mechanism indulged with it, which in turn will assist in determining the presence of
non-JavaScript malicious content as well. With the deployment of this classification
algorithm, the authors state that their model has outperformed various other static
PDF malware detection systems [8].

Figure 8 shows the architecture presented for the Slayer NEO PDF malware
detection model. At first, the PDF file is passed through a feature extraction module
to draw out the presence of any embedded malwares inside it [8]. For that purpose,
it uses parsers PeePDF and Origami [8]. After the feature extraction, the different
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Fig. 7 Architecture of Hidost [4]

structures of the files are separated, and the feature vector is generated to classify the
given file as a benign or a malevolent one [8].

6.8 PDFrate V2

Smutz and Stavrou [2] fabricated a unique and robust approach which was capable
of recognizing adversarial samples. For building this system, the authors have exper-
imented with huge number PDF samples against different classifiers to identify the
specific range of samples for which the “Ensemble Classifier” was staging lower effi-
cacies [2]. Then, based on the study of the characteristics of those samples, the authors
proposed an ensemble classifier which operated on the basis of “Mutual Agreement
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Fig. 8 System architecture proposed for slayer NEO [8]

Analysis” method [2]. They also suggested that their approach can be generalized to
counteract various “Gradient Descent” and “Kernel Density Estimation attacks.”

7 Dynamic Classifiers

7.1 Wepawet

Cova et al. [6] proposed an efficient strategy to carry out meticulous examination on
JavaScript content of the PDF file. In this, the model built presented by the authors
tend to blend the detection function with the emulating technology to be capable of
recognizing the scripted code for performing the analysis [6]. It assisted the self-
learning technology to recognize the malware content hidden within the JavaScript
code through imitating procedures and comparing with the stored anomaly patterns
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Fig. 9 Architecture of MDScan [14]

[6]. The authors stated that their model was also capable to add the newly detected
malware signatures itself eliminating the need of explicit coding.

7.2 MDScan

Tzermias et al. [14] proffered a system which was capable analyzing the code statis-
tically and additionally staged dynamic processing of the contained code within the
document to recognize the malware residing in the PDF files. On evaluating the
system against the datasets of PDF samples, the presented model was observed to be
capable of detecting the heavily encoded malevolent PDF files [14].

Figure 9 shows the architecture of the MDScan proposed by Tzermias et al. [14].
In this model, the PDF document selected for inspection is parsed for detecting
the JavaScript code within them. From both these modules, a dedicated module
called shared data is connected. Then, the detected JavaScript code is passed through
JavaScript Engine which has an inbuilt feature of detecting the shell code [14]. Then,
it is run on an emulated environment to understand the nature of the file [14].

7.3 PDF Scrutinizer

Schmitt et al. [13] fabricated a dynamic PDF classifier named “PDF Scrutinizer”
which was not only able to classify the PDF files efficiently but also proffered the
reasoning behind its decisionmaking. The authors stated that theirmodel analyzed all
the suspect files which are embedded with other .exe files separately from the normal
files which are not embedded. This system, unlike the other classifiers, classified files
under any of the three categories which are malicious, benign, and suspicious classes
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Fig. 10 Functionalities proffered by PDF Scrutinizer [13]

Fig. 11 Architecture of PDF Scrutinizer [13]

[13]. The PDF Scrutinizer utilized an interface called “PDF Box” for processing the
PDF files during the evaluation [13].

Figures 10 and 11 display the functionalities and architecture of the PDF Scru-
tinizer model presented by Schmitt et al. [13] in 2012. The PDF Scrutinizer have
different functionalities as we can see from Fig. 10. The PDF document which we
provide to the system goes through various levels to check the possibilities of mali-
cious content inside it [13]. The first one is to find the presence of JavaScript code
inside the file under inspection [13] and then to observe the shell code existing in
it. Based on the finding, a statistical analysis is conducted to classify the file as
malevolent, benign, or suspicious file [13].

7.4 Lux0R

Corona et al. [16] fabricated a dynamic classifier called “Lux0R” which stands for
“Lux 0n discriminant References.” The model worked based on a “Lightweight”
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Fig. 12 Architecture of Lux0R [16]

method to analyze the nature of the JavaScript code by considering the “API refer-
ences” which includes different functions, variables, and other elements declared in
the file [16]. Lux0R selected the code present within the JavaScript section of the
files and extracted its “API” elements to analyze them with the help of “Machine
Learning” algorithms [16]. This method was considered to be an efficient strategy
to counteract against the “Mimicry Attacks” [16].

Figure 12 shows the architecture of the dynamic learning-based PDF malware
classifier Lux0R proposed by Corona et al. [16]. In this, instead of inspecting the
whole PDF document, only the JavaScript code is inspected. Once the JavaScript
code is extracted from the file, that code is sent for extracting the API references
[16]. After that, based on API reference selection, the PDF is classified on the next
stage which is Classification module [16].

7.5 PlatPal

Xu and Kim [10] prototyped a platform diversity tool “PlatPal” which appends to
the “Adobe Reader” application to examine the inner mechanisms of the file under
the parsing process, and also it executes the file code in sandboxes to determine the
effect of the code to the host’s machine [10]. The main principle used by the authors
in building this system was that a benign file would be possessing similar traits on
execution irrespective of the application used to execute it, while a malevolent one
can stage diverse behaviors on processing by diverse applications [10]. This model
is highly scalable and flexible solution to detect the embedded malware with reduced
“False Alert” responses [10].

Figure 13 shows the architecture of the PlatPal proposed by Xu and Kim [10]. In
this, the PDF file is sent to different virtual machines installed with various operating
systems to check its behavioral properties at runtime. After running the file on these
virtual machines, the results obtained from these machines are compared for the
classification procedure. With this process, the impact of the file can be detected on
various host platforms.
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Fig. 13 Architecture of PlatPal [10]

8 Comparative Study Among Different Learning-Based
PDF Malware Classifiers

Figure 14 displays the true positive percentages of different classifiers surveyed in
this paper. The values plotted in the graph are taken from Table 2. We can see clearly
that the TP percentage of the PJscan is low compared to that of the others whose TPs
are plotted in the graph. The Hidost, Slayer, Slayer NEO, Lux0R, and PDFrate v2
are approximately having similar TP percentages, but these slight differences may be
crucial and play a significant role while the evasion attacks are being implemented
on the classifiers (Table 1).

The above line graph depicted in Fig. 15 shows the F1 score of the various
classifiers which were reviewed in this paper. F1 score is generally used to calculate
the accuracy measure of the classifiers while conducting a test and its recall. We can
see that the values of the F1 score always lies between 0 and 1. In this, the Slayer,
Lux0R, and Slayer NEO are having the top most F1 score as compared to the others,
and also you can check Table 2 for observing the exact F1 score values of these
classifiers.

Fig. 14 Bar graph of TP
percentage of the different
classifiers
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Table 1 Comparative analysis between different learning-based PDF malware classifiers [1]

Author(s) Name Year Type Features Classifier

Shafiq et al. [20] N-Gram 2008 Static Raw bytes Markov

Tabish et al. [21] N-Gram II 2009 Static Raw bytes Decision trees

Laskov and Šrndic
[18]

PJscan 2011 Static JS-based SVM

Maiorca et al. [22] Slayer 2012 Static Structural Random forests

Smutz and Stavrou
[17]

PDFrate v1 2012 Static Structural Random forests

Šrndic and Laskov
[4]

Hidost 2016 Static Structural Random forests

Maiorca et al. [8] Slayer NEO 2015 Static Structural Adaboost

Smutz and Stavrou
[2]

PDFrate v2 2016 Static Structural Classifier ensemble

Cova et al. [6] WepaWet 2010 Dynamic JS-based Bayesian

Tzermias et al. [14] MDScan 2013 Dynamic JS-based –

Schmitt et al. [13] PDF Scrutinizer 2012 Dynamic JS-based –

Corona et al. [16] Lux0R 2014 Dynamic JS-based Random forests

Xu and Kim [10] PlatPal 2017 Dynamic – –

Table 2 True positive (TP) percentage, false positive (FP) percentage, and F1 score of different
classifiers [1]

Name Year Ben. samples Mal. samples Train. (%) TP (%) FP (%) F1 score

Pjscan [18] 2011 960 15,279 50 71.94 16.35 0.832

Slayer [22] 2012 9989 11,157 57 99.5 0.02 0.989

PDFrate v1
[17]

2012 104,793 5297 9.1 93.27 0.02 0.801

Hidost [4] 2016 576,621 82.142 33.7 99.73 0.06 0.825

Lux0R [16] 2014 5234 12,548 70 99.27 0.05 0.986

Slayer NEO
[8]

2015 9890 11,138 57 99.81 0.07 0.969

PDFrate v2
[2]

2016 104,793 5297 9.1 99.5 0.05 0.667

9 Conclusion and Future Scope

In this paper, we surveyed the different types of learning-based PDF malware clas-
sifiers. Basically, the PDF classifiers are of two types, namely static and dynamic
classifiers. The static classifiers detects the signs of malwares by parsing through the
whole document. However, the dynamic classifiers run the document in emulated
environments to inspect the behaviors of the file during the execution. Most of the
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Fig. 15 Line graph for F1 score of different classifiers

dynamic classifiers mainly focus on the JavaScript code in the document as majority
of the malicious samples have JavaScript content embedded in to it. At first, we have
presented the structure of the PDF files and how they are parsed using a parsing soft-
ware. Followed by that, we discussed the architectures of different static and dynamic
classifiers and then conducted a comparative analysis on the surveyed models. The
features, classification methodology, true positive (TP) percentage, false positive
(FP) percentage, and F1 score were compared among the different classifiers. From
the graphs, it was clearly observed that the PDF classifiers were showing a similar
efficiency while compared to the others, but this variance can be crucial in detecting
a critical sample set while evasion attacks being performed. The dynamic classifiers
are more efficient in classifying the adversarial sample more efficient than compared
to the static ones because of the usage of the sandboxed environments. This work
can be further advanced by making hybrid classifiers which can be able to perform
an initial static check and performing a dynamic check during its execution time,
which can lead to the elimination of drawbacks faced in both types of pre-existing
classifiers.
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MOLE: Multiparty Open Ledger
Experiment, Concept and Simulation
Using BlockChain Technology

Rahul Johari , Kanika Gupta , and Suyash Jai

Abstract Key sectors like medicine, finance, education, IoT use BlockChain based
applications to derive many benefits, this technology has to offer. The foundation of
Bitcoin that is blockchain technology has received extensive attraction in research
recently. The BlockChain Technology provides benefits in collaboration, trustability,
identification, credibility and transparency. This technology acts as an untampered
ledger which gives end user permission for various operations to be managed in
decentralized manner. Various areas are centered around this, covering domains-like
financial services, hospitality sector, healthcare management, E-Governance and so
on. However, there are several technical hindrances of this emerging technology
such as security and scalability issues, that need to be taken care of. This paper
presents an insight into concept of blockchain, highlights the initiatives undertaken
by Government of India and a real time simulation showcasing MOLE: Multiparty
open ledger experiment, based on BlockChain Technology using MHRD’S Virtual
lab.
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1 Introduction

In recent days, cryptocurrency which is cryptographic in nature has become a center
of attraction in both academics and industry. The most successful cryptocurrency
has gathered a huge successful implementation with its market potential capping
around a billion dollar [1]. Bitcoin network are specially designed that operates
without any interference from any intermediating party and exploits the features and
benefits offered by the blockchain technology, which was first came into light in
2009 [2]. Blockchain are usually kept in shape of blocks and it is a public ledger.
Distributed consensus algorithms and asymmetric cryptography have been used
for public ledger consistency and for users’ security. This emerging technology, is
blessed with key characteristics like decentralization, immutability and transparency
(DIT). Blockchain can optimize the cost and efficiency with these traits. Further-
more, it allows various transactions to be completed without any intermediary or
bank [4]. Blockchain can be used in a satisfied manner for various financial services
such as remittance, online payment and digital assets [3]. However, it can also be
used in various areas including public services [5], smart contracts [6], reputation
systems [7], security services [8] and IoT [9]. Blockchain is used in these fields
in multiple ways. Blockchain cannot be changed that is immutable. Transactions
cannot be altered. Various fields that needs honesty and reliable use, could use this
technology to their customers in potential market. As it is decentralized in nature, so
it avoids the failure situation at single point. For the application of smart contracts,
if the contract has been merged with the network of blockchain, it can be done
automatically by miners of data.

BlockChain technology has great market for the building the future Internet
systems, but it has faced various technical hinderances. The first one is scalability
which is a huge concern. The cryptocurrency, that is, bitcoin block size is restricted
to 2 MB, while a chunk is executed in block of each fifteen minutes. Consequently,
the network of bitcoin is adhered to a capacity of 10 operations per second, which is
not capable of dealing with trade of very high frequency. However, greater the block
size, more will be the storage space which results in slower propagation and speed in
the blockchain network. This results into centralization of transactions as few users
would like to operate with big blockchain. Therefore, the combination of size of
block and privacy has been a hard challenge to deal with. Secondly, through mining
strategy, which is selfish in nature, miners of data could achieve revenues greater
than their fair share [10]. They hide their blocks for greater revenue in the market.
So, branching must take place very frequently, which hampers the development of
blockchain. Hence some solutions are also proposed to fix these types of problems
in blockchain. Some issues of privacy leakage can also be seen in the usage of this
technology when users make operations with their public key and private key [11].
Various literature on blockchain technology from several sources are available like
different types of research forums, posts, blogs, wikis, codes, journal articles, confer-
ence proceedings et al. and in [12] author(s) have showcased elaborate technical
survey about decentralized digital currencies including Bitcoin. The paper focusses
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on the concept of blockchain technology instead of various digital currencies used in
the market. Research Institute of Nomura made a detailed technical document about
blockchain [13]. Proposed researchwork concentrates on the blockchain technology,
various initiatives and its simulation on virtual lab.

2 Blockchain Architecture

Blockchain is a combination of various blocks, which holds a complete list of trans-
action records like conventional public ledger [14]. A block has only one parent
block with a previous block hash contained in the header of block. It is worth to
note down that blocks hashes [15] can also be stored in blockchain Ethereum. The
foremost block of a blockchain which has no parent block is called as genesis block.
For using digital signature, each user owns its pair of public key and private key. The
private key is used to maintain confidentiality which are used in signing the transac-
tions and then digitally signed transactions are rotated throughout the full network
of blockchain. The elliptic curve digital signature algorithm [16] is typically used in
blockchain technology. Following are the important traits of blockchain:

• Not centralized: In traditional centralized systems, every transaction needs to be
checked through central trusted party (example: the central bank authority). There
are various consensus algorithms used in blockchain with the aim of maintaining
data privacy and consistency in distributed network [17].

• Persistency: Various invalid operations would not find place in blockchain
networks by the honest miners and some transactions can be validated quickly.
It is not possible to rollback or delete any transactions once they are into the
blockchain network [18].

• Real Entity: Each user can interact with the blockchain network with its own
address which hides the real entity of the user [19] (Table 1).

Table 1 Comparison among
private, public and
consortium blockchain

Property Private
blockchain

Public
blockchain

Consortium
blockchain

Read
Permission

Couldn’t be
public

Public Couldn’t be
public

Efficiency Maximum Minimum Maximum

Centralized Maximum No Partial

Consensus
determination

One
organization

All miners Selected set of
nodes

Consensus
Process

Permissioned
based

Permission
less

Permissioned
based
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3 Various Initiatives of Government for Blockchain
Technology

3.1 Initiatives

The report has been drafted by Ministry of Electronics and Information Technology
(MeitY)which discussed about the non-centralized ledger technology and its need on
different use cases which can take advantage of National Level Blockchain Frame-
work. They also traced different areas where in, this emerging technology can be
applied like banking, finance, cyber security, IoT et al. and it can prove to be one
of research areas in the future internet market [20]. Various center of excellence
have been built up to help the researchers to provide the framework in which they
can conduct the research on different problem statement and its use cases. They also
executed several projects in banking domain which helps the market in various ways.

3.2 Industry Interaction

The foremost initiative, of Government of India, was design and development of
property registration system, primarily blockchain enabled in nature at Shamshabad
District, Telangana State. There are various continued projects under the Govern-
ment of India (GoI) which includes academic certificates authentication, manage-
ment of hotel registry system and life cycle of vehicle. The Government of India
(GoI) also helped IT companies as in February 2020, India’s leading IT service
provider, Tech Mahindra announced to collaborate with blockchain application is
designed and developed by Netherland-based incubator Quantoz to provide secure
digital framework for digital payments. It also helped another leading IT company by
initiating consumer loyalty platform for TataConsultancy Services onR3’s enterprise
blockchain Corda.

4 Properties of BlockChain Technology

As well known, the three pillars of Blockchain Technology are: Decentralization,
Transparency and Immutability, which are briefly detailed as follows.
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4.1 Decentralization

The real meaning of decentralization is not having a central unit. Now if we talk
about this concept in blockchain, it means that blockchain does not have a central
governing unit and it is autonomous in nature.

4.2 Transparency

Transparency means something with zero opacity. Now if we talk about this concept
in blockchain, it means that blockchain transactions are public and can be viewed on
the network by anyone. It is having zero privacy.

4.3 Immutability

Immutable means something that cannot be changed or altered. Once a transaction
is packed or pushed into blockchain, it cannot be tampered with.

4.4 Functioning of Blockchain Technology: Role of Hashing

The three pillars of blockchain technology are decentralization, transparency, and
immutability as mentioned above with their meanings. Cost and efficiency can be
optimized using this approach. The request of software and their use that are built on
blockchain architecture will only advance. A hash can be comparedwith a fingerprint
(that is totally unique). Secure hash algorithm (256), a very popular cryptographic
approach [21, 22] is used to calculate the hash value. Hash value is basically the
combination of the alphabetical and numerical data. The understanding of hash is
the cumulative approach to understand the working of blockchain. When a block is
produced, a hash value is generated for the same and if any alterations have been
done in the block [23], and then it will change the hash value too. The changes are
easily identified. The hash value from the predecessor is the ultimate verdict within
the block [24].
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5 Experimental Set Up: Simulation Performed

Government of India has set up Virtual labs, which have been created with the certain
objectives which are detailed as.

5.1 Aim and Objective of Virtual Lab

The virtual lab cater the students at all levels like at graduate levels, post graduate
level, researchers and different academicians. It also provides access to various types
of labs remotely in all disciplines of Engineering and Technology. With the help of
this, students would be able to learn basic and advanced concepts with the aid of
practical simulation which is taking place remotely and it also encourages students
to conduct more experiments out of their curiosity.

The virtual labs provide full learning management system in which students can
learn about different tools of simulation that includes video lectures, case studies,
animated demonstrations, web-resources and they can self-evaluate by giving assess-
ments. The virtual lab is meant to share all the resources and equipment’s which are
costly in nature and it is available to limited number of users due to restrictions of
geographical boundaries and time. Using virtual lab, one can easily elaborate the
concept and relation between blocks and chain. Apart from that with the help of
open and distributed ledger, students would also be able to explain and apply the
concepts of blockchain.

5.2 MOLE Algorithm

The MOLE Algorithm has been designed to showcase the concept of handling
of financial transaction that is; credit and debit of money among multiple entities
involved in transaction.
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MOLE :  BlockChain based Multiparty Open Ledger Experiment (MOLE)

NOTATION: 

User : Ut : Ui (value ranging from Ui for i=1 to n)
Credit Transaction : Ct
Debit Transaction : Dt 
Amount : A
Genesis Block                  : Gb

Trigger:   Transaction Starts

1. System credit amount : let’s Say X to Ua
Ua  {System} 

2. Usera credit amount : let’s say Y to Userb
If Amount with Ua is > 0 
Ub  AyCt { Ua } 
AyDt{Ua} 

3. Userb credit amount : let’s say Z to Userc
If Amount with Ub is > 0 
Uc  AzCt { Ub } 
Ay Dt{Ua} 

4. The Credited Amount(Ca) is divided into chunks of equal sizes : C0 .C 1… 
5. A Genesis Block(Gb) is created to store Hash Value of C0:  H(C0)
6. Gb now holds the value : H(C0) + TimeStamp(TS0) + H(Gb) 
7. More Blocks would be connected to Genesis Block, as the number of nodes or 

participating entities in transaction increases.

Transaction Ends

5.3 Simulation Using Virtual Lab

There are several steps of simulation in virtual lab [25] which need to performed
sequentially to achieve desired result. Three experiments involvingNode Connection
(with and without loop). All these experiments have been simulated in FOSS (Free
and Open Source) based GoI initiated MHRD’S-IIT virtual Lab. The snapshot of the
same are depicted in Table 2.
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Table 2 Simulation of NODE connection andMOLE experiment based on Blockchain technology
using virtual lab

Experiment performed: Simulation snapshot Description Status

Four nodes
A, B, C and
D part of
Blockchain
technology
group
Connections
in the form:
A → B → C

VALID
transaction

Experiment Number 1: Node Connection Experiment

Four Nodes
A, B, C and
D part of
Blockchain
Technology
Group
Connections
in the form:
A → B → C
→ d

IN-VALID
Transaction

Experiment Number 2: Node Connection Experiment (with
loop)

System/bank
transfers
Salary 1000
USD to
Amit. Amit
transfers 600
USD to
AMITA
AMITA
transfers 300
USD to
SAVITA

VALID
transaction

Experiment Number 3: Open Ledger Experiment
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6 Conclusion

This paper describes the concept of blockchain and its three basic principles of decen-
tralization, immutability and transparency. It also presented the tabular comparison
between different types of blockchain and its various applications [26]. Various
important initiatives taken by the Government of India to promote this technology
has also been discussed. The concept of virtual lab and the simulation have been
shown using MHRD’s virtual lab simulation environment.
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Intrusion Detection Based on Decision
Tree Using Key Attributes of Network
Traffic

Ritu Bala and Ritu Nagpal

Abstract As computer usage is increasing, network security is becoming a huge
problem. As time passes, attacks are also increasing on the network, these attacks
are nothing else, but it is like the intrusions that are causing a lot of much damage to
our entire system. IDS is used to protect our data and network from these attacks and
to secure our systems from intruders. The technology of data mining is used a lot in
order to examine and analyze enormous network data. Data mining is an efficient
method that is applied to IDS to detect a large amount of network data, and reduces
the pressure of compilation done by humans. This paper compares the different
techniques of data mining used to implement IDS. Information gain and rankers’
algorithm are used for attribute selection and J48 and random forest classify the data
for NIDS and the dataset used is KDDCup99. We have selected 9 attributes from
the KDDCup dataset and the experiment is done on the WEKA tool. Moreover, the
results show that the detection accuracy with only 9 attributes is almost the same as
it was with all 41 attributes.

Keywords NIDS · WEKA · KDDCup99 · J48 · Random forest · Information
gain · Rankers algorithm

1 Introduction

Due to the excessive use of computer networks, data’s safety and security problem is
increasing day by day. Attacks are sometimes called intrusion to cause much damage
to the system and our data. IDS helps us in this work and keeps our system free from
attacks. Earlier, themethods usedwere encryption, firewalls, virtual private networks,
etc. Now-a-days these cannot be trusted entirely. These techniques do not suffice to
protect our data, that is why today there is a need for such a technology that can
investigate and analyze the wrong and illegal activities occurring in our systems and
networks.
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Hence a dynamic approach has been designed for the security of our network
which is called an intrusion detection system (IDS). It is of two types: Signature-
based IDS and anomaly-based IDS [1]. It is further categorized as host-based and
network based depending on the situation of the environment. Host-based invigilate
the conduct of the host system and network-based invigilate the behavior of the
network.

Lee et al. [1] in 1999 constructed the classification model with 41 attributes from
the unprocessed traffic that was collected at MIT Lincoln Laboratory [2] called KDD
Cup 1999 (The 1999 Knowledge Discovery and Data Mining Tool).

2 Data Mining in IDS

Data mining is a broad concept that is most commonly used in computer science.
It is the process of extracting out new valid, meaningful and significant information
from the large database. In the last few years, data mining techniques like classifi-
cation, clustering and association rules have successfully found intruders. Business
organizations and commercial accountants mainly use it, but now it is increasingly
used in research to extract valuable information during experiments and observations
[3]. Because of the excessive use of computer networks, there is a large volume of
existing and newly arrived data on the network that need to be processed. That is
why data mining-based IDS has gained attention in research. Data mining-based idea
is used to examine the covered pattern of intrusion and the relationship hidden in
the data [4]. It is used for the detection of variants, control false alarm and improve
efficiency [5].

3 WEKA Tool

This tool is used to perform data mining and machine learning tasks. It is a group
of many machine learning and data mining algorithms, especially classification,
data preprocessing, regression, feature selection and visualization. Its programming
is done in the JAVA language. It is used extensively in research. It has 49 data
preprocessing tools, in addition to this has 76 classification algorithms, 15 attribute
evaluators and 10 search algorithms for the selection of features. All the files must
be in ARFF format to be run in it.

4 KDDCup 1999

KDDCup99 is the oldest and themost commonly used dataset which is used to access
anomaly detection. It identifies good connections called normal and bad connections
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called intruders. Nine weeks of data is collected for training and test data. It contains
490,000 instances and every instance has 41 features labeled as either attack or
normal [6]. These features are categorized into three groups as basic, traffic and
content. There are 24 training attack types which are grouped as

• Denial of Service: In this attack, the attacker send so much request on the server
and make the memory and other resources too busy that the request of genuine
user to access the machine is denied, e.g., smurf attack, land attack, etc.

• R2L: In this type of attack, the attacker finds a way to get access to the machine
through negotiating the security-like guessing the password, etc.

• U2R: In this attack, the attacker has the benefit of local access to the system and
makes an effort to access to the administration, e.g., buffer overflow attack.

• Probe: In this attack, the attacker benefits by collecting the information about the
victimmachine, he gains this informationby taking advantageof theirweaknesses,
e.g., Port scanning.

5 Related Work

Themost important project in network security is tomake an effective NIDS. Experts
have done a lot of work in this field. The work is divided into 3 parts. First, find
the important and relevant features from the attribute set, then upgrade learning
algorithms and then assess the performance on any dataset. Li et al. [7] gave an ideal
IDS in which they sorted the required features by applying the information gain
method and chi-square method. The outcome of this work indicates that the accuracy
of the detection is still maintained even by using some selected attributes. In [8], the
author used PCA to select features and the features which had higher Eigenvalues
were retained. In [9], the author explains that by using adequate training parameters
and selecting the right features, high accuracy can be achieved. The performance of
an IDS can also be improved. In [10] writers used function rating set of rules to lessen
the function area through the usage of three rating set of rules primarily based totally
on support vector machine (SVM), multivariate adaptive regression splines (MARS)
and linear genetic programs (LGP). In [11], creators propose “Enhanced Support
Vector Decision Function” for function selection that is primarily based totally on
essential factors. First, the function’s rank, and second, the correlation among the
features were adopted. In [12], writers advise an automated function choice process
primarily based totally on correlation—primarily based feature selection (CFS).
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6 Algorithms Applied

6.1 J48

J48 is an open-source algorithm in WEKA used to build the decision tree and made
known by Ross Quinlan. This algorithm works on supervised learning. The decision
trees produced are used for classification. During decision tree construction, first
of all find out the instances belonging to the same class. If found then, the tree
is represented by a leaf and labeled by same class. Second, the information gain
calculates every attribute and then results in the best attributes for branching the tree
[13–15].

Entropy is the termused to calculate information gain [16]. The formula of entropy
(E) is

E = −
n∑

i=1

Pi log2 Pi (1)

Gain (S, X) of attribute X w.r.t. total sample (S) is

Gain(S, x) = E(S) −
∑

j∈values(X)

mod(Sj)

mod(S)
E(Sj ) (2)

Information Gain can be calculated as

Splitinfo(S, X) = −
c∑

k=1

mod(Sk)

mod(S)
log2

mod(Sk)

mod(S)
(3)

Gain Ratio = Gain(S, X)

Splitinfo(S, X)
(4)

6.2 Random Forest

Supervised learning algorithm that is used in both classification and regression, but
most commonly used in the classification. This algorithm builds the decision tree
using each data sample and takes the prediction of each decision tree. Then, voting
is performed on every predicted result and selects that prediction that gets maximum
votes and gives the best results. This algorithm also reduces the problem of over
fitting to some extent. This algorithm works efficiently with large amount of data.
Its accuracy is very high even after missing a large proportion of data.
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Table 1 Comparison of J48 and random forest

Algorithm used Number of attributes TP FP Precision Time (s)

J48 42 0.996 0.004 0.996 2.54

12 0.997 0.005 0.997 1.26

10 0.997 0.006 0.995 0.33

09 0.997 0.005 0.995 0.33

Random forest 42 0.999 0.003 0.999 9.31

12 0.999 0.004 0.997 4.46

10 0.998 0.004 0.997 3.4

09 0.998 0.004 0.997 3.43

7 Experimental Result

7.1 Parameter

True positive (TP) gives the correct result means if there is an attack, identify it
correctly.

False positive (FP): means there is actually an attack, but it predicts it as normal.
Precision: tell the correct percentage of positive prediction.
Time: Gives how much time it takes to build the model.
Accuracy = TP + TN/TP + TN + FP + FN * 100.
Precision = TP/TP + FP * 100.

7.2 Results

Table 1 shows the comparison of J48 and random forest with varying numbers
of attributes. As shown in the table, if we reduce the attributes, there seems no
significant difference between TP, FP, and precision results, but there is a big differ-
ence in the time it takes to build a model. If we get almost identical or we can say
better results with a smaller number of attributes then it makes no sense that we have
to use complete 42 attributes (Figs. 1, 2, 3 and 4).

8 Conclusion

In this paper, we have used information gain for the extraction of attributes for
intrusion detection. To classify these extracted attributes, we have compared J48
and Random forest decision tree algorithms. The accuracy of the parameters has
shown some progress by taking only 08 attributes compared to using 41 attributes.
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Fig. 1 J48 algorithm with 9 attributes

Fig. 2 Random forest algorithm with 9 attributes

The significant difference is in the time to build the model which shows remarkable
improvement with fewer attributes. The experiment is performed on the WEKA tool
using KDDcup99 Dataset. According to the results, J48 with 09 attributes gives
better results. Still, some more work is required in this field. We propose to use other
classification algorithms apart from J48 and Random Forest on varied datasets in the
near future.
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Fig. 3 J48 algorithm with 42 attributes

Fig. 4 Random forest with 42 attributes
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An Extensive Review of Wireless Local
Area Network Security Standards

Sudeshna Chakraborty, Maliha Khan, Amrita, Preeti Kaushik,
and Zia Nasseri

Abstract During recent times, wireless local area network is very important and
changed to a vital topic since the World Wide Web was introduced in 1995; we
have many types of wireless network such as wireless local area network, wire-
less communication, wireless application protocol (WAP), wireless transaction and
WMAN. Among all these types, WLAN gained much popularity and used widely in
today’s world in many areas for different purposes: office, airport, library, university,
hospital, military campus and many more. In another hand, the security of all these
functionalities has become a crucial topic in today’s WLAN due to not existing any
physical border around WLAN channel, so that, the security of information can be
leaked by attackers very easy. For these purposes, IEEE introduced very famous
security standards like WEP, WPA and WPA2 for securing communication between
two endpoints. This survey gives a brief introduction to types of WLAN security, to
study types of attack in wireless LAN, the vulnerabilities, and study on the existing
security standards and will focus more on WPA2 which fix the problem of WEP and
WPA and then explore the vulnerability of each standard; finally, this paper will end
up with some useful mitigation and suggestion how to improve the wireless LAN
security.

Keywords Access point ·Wireless local area network ·WEP ·WPA ·WPA2 ·
Standards · Comprehensive ·Mitigation

1 Introduction

For the first time, 802.11i technology was ratified on June 24, 2004, which specifies
the mechanism for WLAN, in which it is originally called wired equivalent privacy
(WEP) to the equivalent of WLAN security algorithm by IEEE 802.11. Though, it is
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proved by many researchers that WEP cannot achieve the required security of data
in three main security goals: confidentiality, integrity and authentication of data. So,
it is also being approved by many researchers and considered as a broken way in its
security design.As result, the usageofWEPwasdecreaseddaybyday and superseded
by another powerful security standard called WPA in 2012 [1]. This supersede by
WPA solve a little the security challenges that occurred on WEP security protocol.

Wi-Fi protected access (WPA) uses the legacy hardware and simply can say
that it is an intermediate solution to fulfill the security requirement that WEP has.
WPA adopts temporal key integrity protocol (TKIP) for integrity and confidentiality
purpose, in which it still uses Rivest Cipher 4 (RC4) for data encryption. A key
mixing function is included in TKIP and as well included IV spaces to construct the
unrelated and fresh key per packet.WPA uses an algorithm calledMichael in order to
improve the data integrity. Moreover, WPA implements a packet sequencing mecha-
nism in order to bind a monotonically increasing sequence number for each packet,
this functionality helps in replay packets detection [2, 3]. In a result, TKIP solves
all known vulnerabilities in WEP, but it had still some limitation due to the uses of
legacy hardware and relies on message integrity check (MIC) algorithm also known
Michael algorithm in which it provides inadequate security [4]. For this vulnerably,
it has been replaced with a more secure algorithm called counter mode/CBC-MAC
protocol (CCMP). However, TKIP is being used by many people and should be
discouraged [5]. Considering the use of new hardware, a new solution is proposed
in order to enhance the security in the MAC layer. IEEE802.11i uses CCMP to
provide authentication, confidentiality and replay protection; furthermore, it uses a
new authentication method called 802.1X and key management due to provide a
better mutual authentication by generating a fresh session key for transmitting data
between two end points. In this survey paper, a theoretical comparison of different
secretly standards has been provided and assessed based on the effectiveness of each
standard on network performance using IEEE802.11n amendment (Fig. 1).

The organization of this paper is as follows: howWi-Fi works in Sect. 2, wireless
LAN security standards will be discussed in Sect. 3, attacks on wireless LAN in
Sect. 4, the literature survey is discussed in Sect. 5, Sect. 6 will be basic solutions
for mitigating security flaw in AP, countermeasure is discussed in Sect. 7, and finally
end Sect. 8 with conclusion.

2 How Wi-Fi Works

Wi-Fi is the name of technology in the world of wireless that is using radio waves in
order to provide wireless Internet and network connection with high speed. It does
not have any physical wired connection for transmission of data between sender and
receiver; here, AP plays an important role and do the primary job that is broadcasting
the wireless signal.

A simple equipment like AP and client can provide the environment for wireless
connection; here, the client for communicating to wireless network needs to go
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Fig. 1 WLAN

through five steps until to connect to wireless network: scanning the signal, joining,
authenticating, association and finally re-association.

First step is starting with scan, scanning is the process of finding available Wi-Fi
networks around us, in this step, client needs to identify the network by scanning,
after the scan step is completed and found the appropriate network, then the client
will go for two option either choosing basic service set (BSS) or extended service
set (ESS), and BSS is a wireless network with only one AP but ESS is the wireless
network with many APs which are interconnected to each other.

Scanning and joining cannot guarantee the network access; thereby, it is only the
primary steps to connect to wireless LAN; in order to complete access to network,
clients need to pass the next two steps authentication and association; for connecting
to wireless network, client does not need to connect and access physically to the
network; client just needs to be in boundary the wireless network signals.

In two ways, client is able to connect to BSS network:

1. Automatically.
2. Manually.

In manually, client chooses and joins to network manually, but in automatic,
joining client has choice to pick an AP base on the power of signal strength, and in
both methods, parameters are configured on AP device.

Authentication is a security method in wireless network in which the station is
authenticated by authentication server; the purpose of authentication is that the station
escapes from false AP and for the AP escape from false station. There are different
types of authentication method, but here 802.1X uses EAP. The client can connect to
access point successfully only when the authentication is successful, and the 802.1X
authentication has many advantages.

1. Administrator allows all the access process to the network according to the
appropriate standards.
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Fig. 2 Client authentication
process

2. Administrator is responsible to define responsibilities for each user in network.
3. An authorized port cannot be compromised by a non 802.1X client (Fig. 2).

3 Wireless LAN Security

Wireless LAN is more susceptible to different attacks since the Internet usages grew
up, and day by day usage of mobile devices such as mobile phone, laptop and other
smart devices has been increased, so securing the credential data changed to a concern
topic; thus, there is needed to apply security mechanism in order to protect the
communication; for this purpose, there are three different security standards like
EWP, WPA and WPA2 the most famous to enhance and raise the security of WLAN
up and at least get close to the wired network security, we will go deeper on each
security one by one [6, 7].

3.1 Wired Equivalent Privacy

WEP is the first cryptography algorithm which ratified in 1997 to enable the authen-
tication and privacy; firstly, this standard uses RC4 for encryption which has pre-
established shared secret key and liner hash function; second, it uses 24 bits for
initialization vector (IV) and with a key length of 40 bits [8].

Weakness of WEP:

1. There is no key management system and replay detection.
2. The main drawback is to using static encryption.
3. Using XOR function for ciphering the pain text with key.
4. Using single IVand shared secret keymakes the possibility ofmore vulnerability

by using many tools like air snort and WEP crack.
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3.2 Wi-Fi Protect Access

WPA is known as the second wireless LAN security standard which is the best
supersedes to solve theWEP security drawback. This standard operates in twomodes:
One is enterprise mode, and second is personal mode which uses pre-shared key for
authentication purpose but less secure than enterprise mode which uses IEEE802.1X
or EAP for mutual authentication with key length of 128 bits key for encryption and
64 bits key for authentication and 48 bits for initialization vector, using message
integrity code (MIC) which is also called Michael for data and header integrity;
furthermore, it uses TKIP instead of RC4 algorithm [9].

Weakness of WPA:

1. WPA is based on RC4 for encryption which is weak and vulnerable against to
denial of service attack [2].

2. Affects more on network performance due to pretty heavy cryptography
computational in each packet, so it causes large amount of overheads.

3. TKIP is relying on MIC which provides inadequate security.
4. The main problem is not compatible with hardware and OS such as Windows

95.
5. EAPoL and MIC messages are sent in clear text so it can be hacked very easy.
1. In the first step, the image is taken as an input, and the global threshold value is

being calculated.
2. In the second step, the input image was converted into black and white image.
3. In the third step, the distance transform of the image, i.e., the distance between

the separations of the points in the image has been calculated.
4. In the fourth step, the values of the distance transform are selected without

repetition and sorted in ascending order.
5. In the fifth step, the total area of the binary image was calculated, and the areas

formed by the corresponding distance transform values are calculated. After
calculation of the values of the areas, the area formed by each of the distance
transform values is then divided with the value of the area of the whole binary
image and is termed as feature values.

6. After getting all the feature values, the values are then divided into intervals such
as 0.0000–0.0999, 0.1000–0.1999 and so on. After the division, the maximum
value from each interval is used to draw a bar chart. The curve, obtained by
joining all the top points of the bar chart, is observed and studied.

7. In this last step, datasets were prepared with a set of ten images from both text
and non-text and were fed into the classifier for the training and the study [10].
Among all the classifiers, the classifier which produced the highest accuracy
was sorted out, and then, the related confusion matrix of that classifier was
studied for the performance of the proposed classification method (Fig. 3).
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Fig. 3 Four-way
handshaking

3.3 WPA2/IEEE802.11i

To overcome the security challenge of WEP and WPA, IEEE introduced a new
standard namedWPA2 in 2004which is combined of AES encryption algorithmwith
CCMP as a mandatory which performs many complex round to make more complex
the key than WEP which uses RC4 linear and differ from WPA because of message
integrity and CCMP based on AES encryption algorithm rather than RC4 and TKIP
[11, 12]. Counter mode with CBC-MAC protocol (CCMP) is a protocol for data
integrity and confidentiality; this algorithm is consisting of two important protocol:
One is AES encryption (CTR-AES) for encryption of data, and second is cipher
block chaining-MAC (CBC-MAC) for data integrity andMIC for authentication [1].

The message between the authenticator and supplicant is as follows:

Message 1: First the authenticator sends andmessage by the nameEAOPL-key frame
which is contained ANonce for generating PTK and MIC, then supplicant uses the
message in order to generate an ANonce and derives PTK.

Message 2: In second step, the supplicant sends an EAOPL-key frame which is
contained SNonce, MIC and RSNE, then the supplicant derives a PTK; by default,
the MIC is set to bit 1, and then, it will be confirmed by authenticator.

Message 3: Third step the authenticator sends a message 3 of EAPOL-key frame and
derives the PTK.

Message 4: In fourth step, the supplicant replies with 4th and the last EAPOL-key
frame to the authenticator in order to notify the authenticator if the temporal key is
installed, and secure bit is set.

Advantage of WPA2

1. Protect of message privacy using CTR-AES.
2. Protect integrity of messages.
3. Protect the source and destination addresses from man–in-the-middle attack,

Mac spoofing and message modification.
4. Provide strong encryption with mutual authentication.
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Table 1 Review of WLAN security protocols

WEP WPA WPA2

Key length 40–104 bits 128 bits encryption 128 bits or higher

Purpose Provide basic security Overcome the security
flaw of WEP

Enhancement of WPA,
by completely
implemented od IEEE
802.11i

Data privacy RC4 TKIP CCMP using AES

Authentication Open and shared WPA-PSK enterprise WPA2-personal and
WPA2-enterprise

Data integrity CRC-32 MIC CBC-MAC

Key
management

No key management Robust key management
generated by four-way
handshake

Robust key management

Hardware
compatibility

No need for new
hardware

Only new NIC upgrade Support only Wi-Fi
device after 2006

Attacks
vulnerability

DoS, PTW, FMS and
chop-chop attacks

DoS, chop-chop,
WPA-PSK attacks

DoS, MAC spoofing,
dictionary attacks

Deployment Easy setup Complicated setup Complicate setup

Weakness of WPA2

1. WPA2 using CCMP that will have effect on the performance of the systems.
2. In CCMP, control frame and management frame neither encrypted and nor

authenticated, thus it is vulnerable against many attacks.
3. By predicting, initial number is still vulnerable against to dictionary attack.
4. New hardware is needed for more security.

Table 1 shows a brief information about each security protocols with all their
functionality.

4 Attacks on Wireless LAN

There are different types of attack inwireless LANwhichwill be discussed by details,
these are:

1. Masquerading: Masquerading attack happens when a network device mimics
as a valid device. If this device deceives successfully, the target until it validates
as a legitimate user. In this case, attacker will get all the permission and will
not be detected. Here, the attacker tries to pretend as a particular user of that
system to gain more access and increase the privilege escalation; this kind of
attack may occur by use of stolen user ID and password or by finding security
flaws in program or maybe bypassing the authentication.
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2. Snooping: Snooping is the method of accessing personal information. This
information can be used for different purposes, like access to more secure
information that is useful and in the profit of attacker’s company. This attack
also known as information gathering or footprinting, when attacker starts to
launching attack, this attack method is the first step that helps the attacker for
further steps, as much as this information being precise will be more chance of
successful attack on target. There are many powerful tools like maltego, nmap
and google dark, in which the attacker uses to gain more information like DNS
record,Whois and DNS to IPmapping, and finally, by this method, attackers are
able to harvest email id, website, social profiles and more sensitive information.

3. Modification:After successful snooping attack, then attacker is able to read data
and alter it, this modification of data is in a way even the sender and receiver
cannot understand it, and for example, changing the number of electronic bank
transfer and using tool like Burp Suite can intercept the wireless transmission
and then alter the destination of the message in desire.

4. Denial of service:This attack is a cyber-attack inwhich the attacker tries tomake
the machine or network resource unavailable to legitimate users, and this DoS
attack is usually accomplished by flooding the target machine with superfluous
of request in order to overload the system to prevent the legitimate user access.
DDoS is types of DoS attack instead of using onemachine for flooding; here, the
attacker uses many machines to flood the target or the flooding traffic originated
from many sources instead of only one machine (Fig. 4).

Fig. 4 DDoS attack
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5 Basic Solutions for Mitigating Security Flaw in AP

It is obvious that every WLAN has vulnerability like DOS, DDOS and dictionary
attack. AP is usually can named as the central control of each network and play an
important rule, so that safety is the number one task to be taken care when setting up
for the first time, unless the attacker can easily bypass the security of that network and
steal the sensitive data from inside system, and below are few steps to be considered
during setting up the AP.

Since the two standard WEP and WPA which are poor and outdate, also not able
to provide on demand security, so it is mandatory to definitely configure WPA2 in
order to encrypt our WLAN instead of using WEP and WPA which is outdate with
security risks.

1. Authentication: Using authentication methods to authenticate all the connected
devices, in authentication as much as the password chosen short would be more
likely to be easily cracked by attacker.

2. Secure configuration: First step is to change all default configuration of AP like
enable theMAC address filtering, MAC is the unique hardware address for each
devices which are connected to network, then create list of MAC addresses and
restrict which MAC addresses can connect and which MAC addresses are not
allowed to connect, and third thing is to change the default password of admin
to strong password with combination of special character, letter and numeric
and disable the DHCP, instead use static IP address for each device.

3. So far, in WPA2 security standard, only password attacks like brute force and
dictionary attack are known and popular in cybercrime nowadays. Here, this
weakness refers to the ability of user, for example, as much as the complex
password chosen by user, will be more secure, user must build their password
as complex as possible, and it should be the combination of lowercase, uppercase
and special symbols till to avoid password guessing and dictionary attack. We
can also keep our password in a white paper instead storing it inside smart
devices.

4. SSID displays the name of our network and will be available and accessible
to all smart devices in the boundary of signal range; if we do not run a public
hotspot, we should prevent from personal information that might from your
side, your company and your location. If we hide the SSID of network, it could
avoid some smart devices from seeing the AP’s name; it cannot fully solve the
security problem but at least makes it difficult for attacker to find the AP name.

5. Kept turn on the firmware update can also be added as a point of security rule
in WLAN, as the attacker always get the advantage of security flaws in each
software which are not up-to-date, then can easily take control over the admin
rights and then let the malware infiltrate the networks. For this purpose, some
AP has built-in functionality to update installed firmware; if this is not the case,
then we should check it manually and regularly whether there is any update for
the device to be downloading and install manually.
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6. In case of any security flaw, there are many solutions to take action after the
setup has completed, like setup firewall, as we know the majority part ofWLAN
are connected to the other network so that we should create our own firewall
with appropriate rule and privacy to filter unwanted connection, and it is also
helpful to use IDS and IPS system to detect the security flaw and attack as soon
as possible.

6 Methodology of the Simulation

The steps of the methodology of the simulation are as follows (Table 2):

1 Setup a real laboratory of one AP, user and one attacker.

(a) User: Windows 10 user or any smart device.
(b) AP: Device which can provide Wi-Fi, it can be Alfa AP or smart device

which provides Wi-Fi.
(c) Attacker.

– Attacker uses Kali Linux OS.
– Configure radius server on Linux for user and AP authentication

purpose.
– Wireshark tools.

Table 2 Literature review

Name of author Title Technology and standards

Suroto et al., 2018 [1] WLAN security: threats based on
comparison and countermeasures

Riddhi C. Somaiya, Dr.
Atul M. Gonsai, Rashmin
S. Tanna, 2016 [2]

WLAN security and efficiency
issue based on encryption
algorithm

RSA + AES

Mohmoud Khasawneh,
Izadeen Kajman, Rashed
Alkhudaidy, 2014 [13]

A survey on Wi-Fi protocols WPA2

Ahmed M. Al Naamany,
Ali Al Shidhani, Hadj
Bourdoucen, 2016

IEEE 802.11 WLAN security WEP-TKIP

Yi Ma, Hongyun Ning,
May 2018 [6]

The improvement of wireless
LAN security authentication
mechanism based on Kerberos

Kerberos algorithm

Odhiambo E. Biermann Integrated security model for
WLAN

ISM, CCMP, EAP, RADUIS
server

A. I. Androulakis, A.
BHalkias

real-life paradigms of wireless
network security attacks

WEP WPA
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2. Penetration testing of WEP, WPA and WPA2 by using Aircrack toolkit like
airmon-ng, airodump-ng, aireplay-ng and airbase-ng.

3. Setup a complete laboratory in NS2 simulator to compare the performance of
each security standard.

4. Take action and suggest the solution according to the security flaw found in
each standard.

Description:

1. User can be anyone who is authenticating to AP and send the first request to
AP for authentication; different types of authentication are available in wireless
communication: Open authentication, shared key authentication, EAP authen-
tication and many more, in open authentication every smart device are allows
first to authenticate and then try for communicating with AP, any device authen-
ticate but only those device are able to communicate that has the sameWEP key
with AP’s key, and only device can authenticate with AP which supports WEP
protocol. But shared key authentication is different; during authentication, AP
sends unencrypted text only to the devices that already request for communi-
cating, when AP received that unencrypted text, then the client will encrypt and
send back to AP, and the AP allows the client to be authenticate if the text string
encrypted correctly. But this approach is vulnerable because here, the encrypted
and unencrypted text string can be monitor, which is an open door for attacker;
the attacker then can easily calculate the WEP key by comparing the unen-
crypted text with encrypted text, because of this drawback I cannot recommend
using of shared authentication key. Likewise, shared authentication is not relied
on RADIUS server. EAP authentication technology reduces the security flaws
of the shared key authentication and provides the highest security in wireless
communication by using EAP and with combination of RADIUS server. Here,
the AP plays intermediate role to perform mutual authentication with RADIUS
server which is connected as a wired LAN.

2. Device like Alfa AP which provides Wi-Fi or broadcasting the Wi-Fi signal in
an environment and will give back reply to the request of client with ACK or
deny message and asking for credentials.

3. Attacker is a personwho is trying to lunch the attack by different methods: Brute
forcing, making rogue access point, man-in-the-middle attack, DE authenti-
cating the client and AP attacker uses Kali Linux OS and setting Wireshark
tools on it to capture all the authentication and the traffics between client
and AP. configuring RADUIS server on Linux OS in order to provide secure
authentication between AP and client.
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7 How to Reduce Chance of Attack

The main origination of threats in wireless communication comes from three basic
origins: disruption, interception and alteration; below are some security solution for
mitigating the security attacks in wireless communication.

(a) Encryption and Decryption Algorithm

Encryption is the technique in which the clear texts are sent to destination in such
a way which are not readable by intruder and will be decrypted in destination user,
every device is already equipped with built-in encryption and decryption algorithm,
and result messages are sent and received in a secure manner.

(b) Firewall Technology

In a network, a firewall is a point in which the incoming and outgoing data packet
are filters according to the rule which is assigned already in firewall, this device in
network control and monitor the incoming and outgoing traffics and decide whether
to reject or allow the traffic either inside the network or to outside of network.

(c) Avoid Accessing Public Wi-Fi

Many places in which the people have more congestion there like hotels, airport,
universities, hospitals, cafes and other public places that offer free Wi-Fi, using such
aWi-Fi makes chance of attack by attacker, attacker hack the system and gain access
to sensitive data that are sent and received by us or even to the data stored data in
our device and on complete system.

(d) Protecting Confidentiality

Protecting the confidentiality is a security solution in which make it difficult for
attacker to find the wireless signal and being intercepted by attacker, so that, it
causes to reduce the risk of eavesdropping the wireless transmission.

(e) Reduce the Strength of Access Point

By reducing the signal strength of wireless, it cannot guarantee the security because,
it still provides the required coverage for users, but at least can minimize the chance
for attacker to access wireless LAN.

(f) Steps to Reduce Risk of DoS Attack

Daily routine audits on wireless network’s performances and activities can easily
identify the problems.

Doing wireless penetration testing using such tools like Aircrack-ng, Airmon-ng,
Aireplay-ng and Airodump-ng.

Using demilitarized zone (DMZ) in our network in order to improve the network
security by segregating devices on each side of firewall can be considered as a best
option for administrator to take care in a network.
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Inside the network, a DMZ plays a role that separates the network in two parts
by keeping one or more devices inside the firewall and other outside of the firewall,
placing DMZ in network between external firewall and routers cause to protect the
internal devices from possible outside attack, and result the LAN is secure.

Using virtual local area network is another technique in a network to create desire
security policies. The corresponding security policies decide whether the incoming
frames are allowed to enter inside the corporate network or not, resulting the corporate
data separated from the public data and services.

I strongly advise you to have IDS software and hardware inside the network in
this purpose to detect types of malicious behavior that can threat the security and
faith of computer systems.

8 Conclusion

Nowadays, wireless network is changed to the most famous technology over the
world, from another hand the wireless network signal is not covered by any physical
boundary, thus, network should be well protected from the dirty hands of hacker,
and in this survey, first I give a brief overview of wireless network and then focus on
three main security standards WEP, WPA and WPA2 with their security drawbacks
and clarify the steps to be taken care during installing wireless access point.
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Security Concerns at Various Network
Phases Through Blockchain Technology

Anju Devi, Geetanjali Rathee, and Hemraj Saini

Abstract Among various recent techniques, IoT is considered as the most popular
technique which connects various heterogeneous devices such as vehicles, smart
phones, and tickets in order to automate their tasks according to the environment.
In most of the IoT applications, the data management and entities control is done
by a centralized authority where the security is considered to be a major issue. In
order to secure the data fromvarious centralized threats such asman-in-middle attack,
single failure etc., it is a needed to propose a decentralized security scheme. Recently,
Blockchain is considered asmost secured decentralized network that ensures security
and transparency while transmitting the data among entities. In this paper, we have
discussed the need of blockchain security at different phases of network like data,
users, and device by analyzing their different security metrics and key challenges.

Keywords Blockchain · Data security · IoT security · User security · Network
security

1 Introduction

In order to reduce the human efforts, the technology changes the human lifestyle into
more comfortableway by using various recent techniques such as augmenting reality,
quantum computing, biometric, business intelligence, IoT, artificial intelligence, and
deep learning, etc. Till now, all these technologies are authenticated by a centralized
authority that can further damage the whole system. Among a variety of applications,
nowadays, IoT is the most popular technology developed by Ashton in 1999 [1] with
several applications such as healthcare, industrial, and smart city, however, the central
framework that is authorized by a single person leads to various security and privacy
concerns. Hence, security is needed in every phase such as as: device, data, and user.
Blockchain is considered as best security technique to eliminate mentioned issues
like security, privacy, transparency, traceability, and centralized, etc. The blockchain
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technique is initially introduced by Satoshi Nakamoto in 2008 [2] that define the data
as a block and broadcast it on to the network.

Each block of a blockchain is connected to the previous block through a hash
value as shown in Fig. 1, where the first block is also known as the genesis block. As
depicted in Fig. 1, every block consists of the data, hash value of the current block,
nonce and hash value of the previous blocks. Each block is added into the existing
blockchain after verified by the miners that will further store in chronological order.
Once the blocks have been added into the blockchain, no one can alter any data
without the permission of permanent ledger.

It is used in several applications like healthcare, smart contract, industrial, voting,
transaction, and IoT, etc. It helps to reduce cost, improve security, transparency,
efficiency and reduce the waiting time. There are two types of blockchain architec-
tures as shown in Fig. 2: public and private. Private Blockchain is also known as
a permission blockchain where the blocks are added after permission, however, a
public blockchain is also known as permission less blockchain where without taking

Fig. 1 Blockchain architecture

Fig. 2 Public and private blockchain
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permission, one can join a network directly like Bitcoin, Ethereum, Lit coin, etc.
The motivation of this paper is to determine the need of blockchain mechanism at
different phases of network communication by analyzing its measuring parameters.

Recently, numbers of blockchain applications are becoming popular nowadays
such as smart contracts, industrial, healthcare, as illustrated in Fig. 3 that increase
the efficiency and security, enhanced traceability and transparency, and reduced the
cost in the network.

1.1 Application of Blockchain

• Smart Contracts

A smart contract [3] is a computer code that can be built into the blockchain to
facilitate and verify a contract agreement under a set of conditions that users agree to.
When those conditions are met, the terms of the agreement are automatically carried
out. However, in paper based contract, error possibility increases that requires the
trust between involved parties.

• Industrial applications

Blockchain could be used as a marketplace to share or sell unused data. Since most
enterprise data goes unused, blockchain could act as an intermediary to store and
move this data to improve a host of industries [4, 5] and provides many industrial
and business benefits.

• Healthcare

In healthcare, blockchain [6] is used to securely store their patients’ medical record
(signed)which provides patientswith the confidence that the record can’t be changed.
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These personal health records could be encoded and stored on the blockchain with a
private key that will be only accessible by authorized persons.

• Digital crypto currency transfers

Blockchain technique has the opportunity to transfer the funds [7] from one party to
another more quickly and securely within some minutes and seconds. There is no
need to wait for a longer period of time. In addition, the centre person (bank) is not
involved within some miner charges. Further, within some minutes, funds may be
easily transferred in one country to another, international or all worlds with no extra
charges.

• Digital voting

The fraud voting chances always persist through disruptive persons etc. Voting with
blockchain [8] carries the possibility to eliminate the election fraud. Each vote would
be stored as a block on the blockchain by making them nearly not possible to alter.
The blockchain protocol would alsomaintain transparency by reducing the personnel
queries needed to conduct an election and provide officials with direct results.

• Managing Internet of Things networks

Blockchain-based applications monitor Internet of Things (IoT) [9, 10] networks
and connected devices through wirelessly that can send and receive the data. Such
an application could determine the trustworthiness of devices on a network such
as smart cars or smart phones etc. The human life style is completely changed to
automate their tasks within surrounding and reduces human efforts.

• Insurance marketplace

It can be used to support the insurance [11] marketplace transactions between
different customers, policy holder and insurance companies. Blockchain can be used
to buy, register insurance policies, support reinsurance activities etc. among insurance
companies.

• Supply chain

Suppliers can use blockchain to record the origins of materials that they have
purchased. This would allow companies to verify the authenticity of their products.
Supplier send their product to customer with originality because of transparency,
immutability, decentralized, traceability where the customer and the supplier trust
will be increased. Nowadays, IBM, provenance, ambrosias, ever ledger and block
verify are used for supply chain product approaches.

The organization of this paper divided into four sections. Section II elaborates
the related work of security at different levels of a network through blockchain and
also discussed the security issues on traditional systems and how to overcome to
these issues through the blockchain. Section III briefly describes the blockchain
parametric measures at the device, at data, and the application level. At the last,
section IV deliberates the conclusion on different levels by using blockchain.
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2 Related Work

Blockchain technique can be used in any phase of network communication by
providing different levels of a security issue. This section illustrated the usage of
blockchain technique in various phases such as at device phase, user phase and data
phase.

Table 1 depicts a literature survey on blockchain in different applications on
various platforms used by authors.

Banerjee et al. [3] have discussed various security issues in IoT technique and their
resolution through blockchain technique by using reactive and proactive approach
IoT datasets. These approaches are further categorized into a Collaborative approach
and b Intrusion detection systems (IDS) and intrusion prevention systems (IPS)
approach. Dongxiao et al. [4] have proposed a technique using Anonymous Repu-
tation System atop a Proof-of-Stake approach (ARS-PS) for the application of the
industrial internet of things (IIoT). In this paper blockchain mechanism is used in
order to increase the transparency, privacy, and reliability of the system, however
efficiency still remains an issue for the system. In addition, Hammi et al. [5] have
discussed IoT, data exchanged through a centralized authority that connects to the
environment. The authors have used blockchain as a decentralized system called
bubbles of the trust that ensures the authentication of the devices, efficiency, low cost,
identity and trust to each other. Danzi et al. [6] have proposed a lightweight mech-
anism within the blockchain to reduce the communication cost, delay and improve
privacy, etc. They have provided some guideline to avoid unnecessary information
of the storage by compressing only a portion of data. Further, Yao sun et al. [7]
used optimal full function node within blockchain-enabled technology to increase
the throughput and performance of the system. Angel et al. [8] have proposed zero-
based knowledge protocol used with blockchain for IoT application. In this paper to
eliminate the authentication and integrity of device, reduce data manipulation and
counterfeit. There are still some issues present like system accuracy, robustness, and
DoS attack. The following Table 2 gives a summary of all the approaches proposed
traditionally and through blockchain technique.

Further,Wang et al. [9], have proposed em (expectation–maximization) algorithm
and encryption method where if a server is not sensing any data and paying users
then it may cheat for minimizing the cost by paying less even nothing and reduce
the enthusiasm of users. The depicted Table 3 gives a summary of all the approaches
proposed traditionally and through blockchain technique.

Once the server is captured by adversaries then the user’s information can be
disclosed and the systemmay collapse.User’s authentication and privacy is a problem
to prevent these limitations by writing a survey with a broad literature review on the
blockchain ‘users’. Minoli et al. [10] have deployed an IoT mechanism where large
number of attacks occured due to security issues. Blockchain Mechanism (BCM)
plays an important role in securing IoT applications and works at both layer appli-
cations as well as a lower layer of the communication model. Further, Huh et al.
[11] have proposed blockchain integrated automated log-in-fingerprint verification
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Table 1 Blockchain used at device phase

S. No. Traditional approach Blockchain approach

1 Centralized authority generate the PKG
which can be compromised

Secure ICN to authenticate the user,
eliminate centralized issue by using the
HIBC approach

2 Centralized control and access devices,
security not transparent and scalability
limitations

Using the data centric approach for IoT
devices to achieve trust, latency,
scalability and data manage

3 Deices handle by third person can be
changed the original data or product

Using block verifier and ever ledger
approach for supply chain application
tracking data and devices both

4 Not preserve the privacy of medical record,
information is not secure

Using the MA-ABS approach based on
blockchain to secure the records,
immutability of data guarantee

5 Unable to detect malicious devices, higher
communication cost, etc.

Using the malicious detection
classification and algorithm to find out
malicious nodes, lower cost, low time
etc.

6 Privacy and traceability of data is still issue Improves the anonymity, privacy, user’s
transaction and activity continuously
traced

7 Security issue of information Using anti-quantum blockchain
technology integrity of data and digitally
signed with private key

8 Manage and control of device by
centralized, Latency and scalability still
issue

Identity and Attribute management
approach improve the robustness of user
identity against fraud user’s and securing
millions of device

9 Device security issue, not able to detect the
malicious nodes etc.

Avoid the collusion attack, improve the
security of the system, lower resource
consumption, higher operating efficiency
etc.

10 Latency, Security, Stability of device
problem

Reducing the block delivery time b/w
the node in protecting the stability, low
51% attack success probability

11 Users privacy violate, security breach, can’t
protect vehicles from malicious etc.

Protect transaction information from
malicious vehicles, privacy of the system
as well as users

12 Malicious devices can damage all the
system because key is managed by a single
authority, Security and privacy issue present

Using blockchain based pseudonym
management scheme to protect the
system, vehicle’s identity, location,
privacy and security, high transaction
speed etc.

(continued)
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Table 1 (continued)

S. No. Traditional approach Blockchain approach

13

14 Limitation of storage, quality, not guarantee
of system security, can compromise device
etc.

By using the Raspberry Pi and credit
based pow mechanism to guarantee the
system security, transaction and data
access control in IIoT

15 Higher cost, not traceable and transparent,
replace original product etc.

Using Ambrosus and Modum platform
scheme for supply chain helps in
transparency of products, reliable and
secure system, increasing trust between
consumer and producer, reducing,
eliminating counterfeit products etc.

16 IoT devices not secure, immutability of
information not guarantee etc.

In IoT environment using Light-weight
authentication protocol scheme must be
secure and lightweight, authenticate,
integrity and non- repudiation function
based on blockchain IoT

Table 2 Blockchain used at device phase

S. No. Traditional approach Blockchain approach

1 Lack secure of IoT datasets Blockchain to ensure the integrity of IoT
datasets and systems [3]

2 Single trusted marketplace, transparency
of product and system limitations

To increase system transparency, reliability,
privacy guarantee and also build the
customers trust [4]

3 Process and exchange of data through a
centralized authority

Decentralized system [5] called bubbles of
trust, which ensures a robust identification
and authentication of devices

4 Security, high communication cost, etc.
are limitations

To reduce the communication cost, delay
and improve privacy, etc. [6]

5 Denial of Service attack, throughput not
high

To increase the throughput and
performance of the system [7]

6 Data management, integrity, and
authenticity of the device are not secure

To increase the authentication and integrity
of the device, etc. [8]

platform to authenticate the users, tighten the security against tampering of user’s
information by the hackers. Pustisek et al. [12] have proposed a blockchain technique
with an IoT application to improve the security and reduce the traffic through a viable
approach. In Tang et al. [13] where IoT is growing rapidly to build the trust among
platforms, the devices are controlled through a centralized approach. To eliminate
these issues, blockchain technology is used to control the IoT environments by using
IoT passport decentralized trusted platform. In addition, Rahulamathavan et al. [14]
have proposed an IoT security by ensuring privacy, non-repudiation, integrity, and
the confidentiality of data, users, and devices. In this paper to overcome these issues,
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Table 3 Blockchain used at device phase

S. No. Traditional approach Blockchain approach

1 Disclosed the user’s private information Increase trust between users, minimize
cost, and protect user information [9]

2 he deployment of the Internet of Things
(IoT) results in an enlarged attack surf

IoT environments [10] BCMs play an
important role, IoT Security solution and
work at the lower layer of the
communications models as well as at the
application layer

3 Users authentication is a major issue in
technology, easily open a lock by electric
shock or stolen PIN, etc.

Tight security against tampering of user’s
information by hackers [11]

4 Low-power, low-bitrate mobile
technologies

To reduce network traffic and enhance
security [12]

5 Centralized approaches have been used to
build federated trust among platforms and
devices, but limit diversity and scalability

Propose a decentralized trust framework;
IoT Passport is motivated by the familiar
use of passports for international travel but
with greater dynamism [13]

6 Integrity and non-repudiation to some
extent, confidentiality, and privacy of the
data or the devices are not preserved

IoT applications based on attribute-based
encryption (ABE) techniques, blockchain
is that the data generated by users or
devices in the past are verified for
correctness and cannot be tampered once it
is updated on the blockchain [14]

the authors have used an attribute-based encryption (ABE) technique in which data
generated by the users are verified that can’t be tampered after updating it. Table 4
gives a summary of all the approaches proposed traditionally and through blockchain
technique.

Further, Dwivedi et al. [15] have discussed security and privacy of medical data
as a problem because of the delay in treatment and endangering the life of a patient.
Then, the blockchain is used to secure and analyze the healthcare data by using a novel
hybrid approach to accesses the control of medical data by reducing the modification
of data. Moreover, Bhalaji et al. [16] have proposed IoT real-time modifications of
information through intruders that may lead to a harmful impact on one’s life. The
solution to this problem is blockchain because a decentralized ledger is used to record
the transaction and also prevents the modification of the data. In Chanson et al. [17]
where the main issue was to ensure the security and privacy of data in the IoT tech-
nique. By using blockchain-based sensor data protection system (SDPS), the authors
have solved the limitation to ensure the processing and exchanging of data preserved
through privacy, efficient and scalable manner. Alphand et al. [18] have proposed a
secure IoT resources single ACE authorization server to provide blockchain-based
IoT Chain OSCAR and ACE architecture and to secure data access to provide a
flexible and trusted way to handle data. Reyna et al. [19] proposed an IoT trust as a
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Table 4 Blockchain used at device phase

S. No. Traditional approach Blockchain approach

1 Security and privacy problems of
medical data

Blockchain is proposed to [15] provide
secure, manage, and analysis of healthcare
big data

2 Any modifications caused to this
health-related data by the intruders may
lead to a harmful impact on one’s life

Blockchain [16] can be defined as a
decentralized digital ledger that can be used
to record transactions and at the same time
prevents modifications to the recorded data

3 Issues of data security arising in the IoT Blockchain-based [17] sensor data
protection system (SDPS)

4 The single ACE authorization server To provide an E2E solution for the secure
authorized access to IoT resources, flexible
and trustless way to handle authorization
[18]

5 IoT trust a single authority in the
security domain e.g., data reliability

Trust in distributed environments without
the need for authorities [19]

6 A large amount of data is gathered from
various IoT devices data integration and
privacy is still a problem

A secure and reliable data sharing platform
among multiple data providers, propose
secureSVM, which is a privacy-preserving
SVM training scheme over
blockchain-based encrypted IoT data [20]

7 Authorization is a crucial security
component of many distributed systems
handling sensitive data or actions,
including IoT systems

A novel mechanism for protecting the
secrecy of resources on the public
blockchain, without out-of-band channels or
interaction between granters, provers or
verifiers. WAVE is efficient enough to
support city-scale federation with millions
of participants and permission policies [21]

central authority where the security still leads to a challenge. To overcome the limi-
tation of IoT as new technology, the blockchain technique is emerged and builds a
trust in distributed environments without the involvement of the third party. Further,
Shen et al. [20] have proposed a large amount of data that is transferred daily in real-
life from various IoT devices but the integration of data and privacy is nowadays an
issue. To make a reliable, secure and privacy-preserving information transfer among
different data providers, the authors have proposed a secure Support Vector Machine
scheme using blockchain. Moreover, Andersen et al. [21] have proposed a public
blockchain for protecting the secrecy of the data without interaction between veri-
fier. WAVE is a fully decentralized authorization system that is efficient to support
city-scale with millions of participants.



614 A. Devi et al.

3 Parametric Measures in Blockchain

This section discusses the number of parameters required to analyze the security
through blockchain at different phases of network communication.

3.1 At Device Phase

Decentralized, time, throughput and scalable are the parameters used to determine
the device metrics.

• Decentralized: Without depending upon the centralized authority, the decentral-
ized mechanisms are used to control their devices and resources.

• Performance: The performance can be measured with the lightweight technique
such as XML language and JSON lightweight technology for access control
whereas JSON capability small overhead and network performance.

• Times (sec) and no. of transaction: When the number of transactions increases,
the service time also increases. The Lightweight client service takes the minimum
time to enhance the efficiency, minimize the delay; and to reduce the minimum
execution time.

• Throughput: R is denoted as communication throughput that is calculated using
CT transaction throughput, and L packet length as:

R ≥ L(CT ) (1)

• Scalable: The Blend scheme defines a specific access authorization policy that is
dynamic and heterogeneous.

3.2 At User Phase

Authentication and securitymetrics are themajor parameters to analyze legitimacy
of authentic user.
Authentication:Measurement of the authentication procedure lasts a time interval
which is less than 50 ms on an average whereas testing time is considered
negligible concerning the network times.
Security and Privacy: The attributes of multiple AA (attribute authorities)
increase the security and slightly increases time complexity. Privacy guarantees
during the verification as well as in the blockchain.
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3.3 At Data Phase

• Fast, inexpensive and reliable Transaction: There are many different types of
blockchain implementation and small networks that are often vulnerable to 51%
attacks. Ethereum is used every hour where 10,000 transactions are sent which
are difficult for an attacker to control over 51% of the network less expensive
compared to Bitcoin-based Neuro Mesh.

• Security and performance: The data are stored on the cloud after encrypting by
the sensor and when sharing the data then re-encrypt ensure to secure the transfer
data to the users.

4 Conclusion

In this paper, a blockchainmechanism is discussed to overcome the centralized issues
in different phases of IoT like data, devices, and applications. Further, the authors
have mentioned on the tables how traditional IoT application problems are solved
by the blockchain through various approaches. In different phases of devices, data
and users, the measuring parameters through blockchain are discussed in this paper.
The discussion of user’s security concerns and its solution through blockchain will
be communicated in future.
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Developing an Evaluation Model
for Forecasting of Real Estate Prices

Ruchi Mittal , Praveen Kumar , Amit Mittal , and Varun Malik

Abstract Real estate prices are an important indicator of the economic health of
a region. The real estate industry is also growing at a very fast pace and needs the
confluence of technology to provide knowledge-enabled services.We tried to explore
the drivers of real estate housing. The present investigation is being conducted using
a sample of 414 unique UCI datasets on real estate pricing. The OLS multivariate
is being performed with the help of control variables such as house cost, age, MRT
station, number of accommodation stores, walking and geographic directions. The
article provides evidence that almost all the control variables are perceived to be
crucial in predicting house price. However, the article did not provide any evidence
to support that the geographic coordinate (in longitude) influence sample houses’
price. We argue the house cost is the most important determinate of real estate
housing. Besides, ages,MRT station, the numbers of accommodation stores also help
to improve the price of real estate housing. The finding of this study will provide
investors and other stakeholders with important implications of real estate housing
pricing in the best interests of capital appreciations.
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1 Introduction

Real estate is the most lucrative backing in terms of its returns. Property valuation
and determining the important attributes to evaluate real estate pricing play a key
role to meet the ever-increasing demand and supply chain in this context [1]. With
the use of technology in property valuation, it is now possible to keep track of the
transactions related to buy, sell, rent, and loan and to analyze these transactions to
design predictive models for the estimation for pricing and to appraise e-services
[2–5].

The cities’ management and sustainability become a major preoccupation at the
global level. It often reflects the growth of the nation and economy. It is essential
to estimate the price of a house based on certain critical parameters to make the
existence of our globe certain. However, due to globalization and the emergence of
new investment instruments (such as securities), real estate management has come
to be disregarded. This situation is made worse due to the high fluctuation in real
estate prices [6].

Housing typically represents a household’s largest investment asset. Real estate
prices also reflect the general health of the national and local economy [7]. Commer-
cial, agricultural and residential properties represent a significant part of national
assets [8]. As a result, the land business gets one of the significant enterprises around
the world, whose running and advancement has an immediate relationship with the
national economy and individual’s life [9].

So with this specific background, we tried to get some fruitful insights into how
real estate prices are determined. The present investigation is being conducted using a
sample of 414unique UCI datasets on real estate pricing.We run an OLSmultivariate
relapse examinations with control factors, for example, house cost, age,MRT station,
number of accommodation stores, walking and geographic directions. The article
provides evidence that almost all the control variables are perceived to be crucial in
predicting house price.

The article will proceed as follows: Related Work section covered the recent
studies on the pricing of the house; the Research Methodology section will explain
the procedure followed to test our hypotheses. Our empirical findings are discussed in
theDataAnalysis section, and theConclusion section has contained a few concluding
remarks.

2 Related Work

The real estate industry is also growing at a very fast pace and needs the confluence
of technology to provide knowledge-enabled services. The data mining tools and
techniques are widely used by the researchers and data analysts to analyze the data
and predict the trends to enable fact-based decisionmaking in every possible domain.
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In this context, many researchers have adopted the use of technology and different
techniques for data mining and machine learning for real estate valuation.

The authors in their study provide an understanding on theways of estimating land
price by addressing the issues associated with the price prediction of real estate and
explains the benefits of ANNmodel over other models to overcome the difficulties of
estimating the property prices [10]. Authors in [11] have presented a novel approach,
validating better responses over the other approaches such as neural network or
regression analysis for real estate valuation. The authors, in a separate study, aimed
to predict the residential property price and concluded that a bagging ensemblemodel
with genetic NN and fuzzy systems work better in comparison with other approaches
[12].

Authors have presented a way to rank the mixed land based on a geographical
function considering different types of properties that are close to each other, and
their results indicated an improvement in the estimation of the real estate price [13].
Authors emphasized on the size of training data to have improved predictive accuracy
in estimating the property price and used primary data to develop different predictive
models for real estate valuation and performed statistical comparisons to check for
the accuracy [14].

In a different study, authors used various data mining tools such as WEKA,
RapidMiner, and KEEL for real estate price prediction and applied machine learning
approaches based on regression, decision tree, and SVM to real data and compared
these on various performance parameters. Authors revealed the fact that the machine
learning algorithms gave almost similar results with different data mining tools;
however, some significant dissimilarities were outlined while performing analysis
with KEEL and RapidMiner [15]. Authors outlined the significance of applying data
mining techniques in real estate valuation and to make predictions on the residential
pricing. They have used primary data consisting of 506 records and analyzed it using
artificial neural network giving an accuracy of 96% and validated the results using
regression [16].

This study is based on the application of data mining techniques for property
pricing on the real transactional database. The authors have used tree-based and
network-based approaches for the analysis and modeling, and these models were
checked for predictive accuracy and concluded that neural network makes better
predictions as compared to the tree-based approach [17]. The authors in a different
study have done a similar analysis based on various parameters and explained the
potential of applying data mining functionalities for prediction and recommendation
in the area of real estate. In their results, tree-based techniques have given better
results with minimum factors as compared to neural network [18].

The authors have used the primary factors about real estate to predict residential
pricing. They have made use of different regression techniques and presented the
result as a combination of this exhibiting highest performance instead of depending
upon just one best technique for the analysis. They have also developed a predictive
model for residential pricing to benefit the customers of real estate [19]. They have
identified the need for applying data mining techniques such as an artificial neural
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network for residential and commercial properties and exploiting its benefits to over-
come the varied pricing in this sector. They have also emphasized on the accuracy
of the results that can be achieved with the application of ANN in real estate price
prediction [20].

Intending to estimate the real estate pricing in Taiwan, authors have used and
evaluated various data mining functionalities such as ANN and SVM considering
different factors associated with the area and presented the results indicating that the
support vector regression outperforms the other technique.Authors have also outlined
various important factors in predicting the property price in Taiwan efficiently [21].

Based on the above discussions, it is, therefore, hypothesized that:

H1: Age and house costs are adversely linked.

H2: Distance to the nearest MRT and house costs are adversely linked.

H3: The number of accommodation stores and house costs is positively linked.

H4: Geographic directions (in scope) and house costs are positively linked.

H5: Geographic directions (in longitude) and house costs are positively linked.

3 Research Methodology

3.1 Data Description

The present investigation utilized a sample of 414 unique UCI datasets on real estate
pricing. We run an OLS multivariate relapse examinations with control factors, for
example, house cost, age, MRT station, number of accommodation stores, walking
and geographic directions.

HOUSPRCt = α0INTERCEPTt+α1 AGEt +α2 DISTANCEt +α7 CONVSTOREt

+α8 GEOGLATITUDEt +α8 GEOGLONGITUDEt + εt (1)

3.2 Data Analysis Process

The process of analysis and knowledge discovery from data is explained in Fig. 1.
Initially, data is selected and extracted from the UCI repository, and finally, after

following the intermediatory steps, regression analysis has been done to achieve the
final result in the form of a real estate housing price predictive model.
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Table 1 Description of variables understudy

Variables Expected sign Descriptions

HOUSPRCt Explanatory variables House cost

AGE − Age of the property

DISTANCE − The distance to the nearest MRT station

CONVSTORE + Number of accommodation stores

GEOGLATITUDE + Walking directions, latitude

GEOGLONGITUDE + Geographic directions, longitude

εt ? Error term

Fig. 1 KDD steps for knowledge extraction from data

4 Data Analysis

4.1 Descriptive Statistics

Descriptivemeasurements of the sample properties are depicted in Table 2. Themean
of HOUSPRC is 37.98% which depicted that majority of sample houses are having
a decent price in the market. The most extreme and least estimations of HOUSPRC
are 117.50 and 07.60%. These insights depicted that sample comprises of certain
houses with excellent market value and some with low market value.

Table 2 Descriptive insights

N Min Max Mean SD

HOUSPRC 414 07.60 117.50 37.98 13.60

AGE 414 0.0000 43.80 17.71 11.39

DISTANCE 414 23.38 06.48 1083.89 1.26

CONVSTORE 414 0 10.00 04.09 2.94

GEOGLATITUDE 414 01.39 1.39 01.39 0.0000
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The mean value of AGE is 17.71, which indicates that the sample houses are old
properties. The minimum estimation of AGE is 0 which delineates that a few houses
are new and built recently. Besides, the maximum value is 43.80 which portrayed
that a few houses are very old and has a long corporate history. The descriptive
measurements additionally accommodated the standard deviation of ESG is 11.39
which signifies the low scattering in sample properties.

The mean of DISTANCE is 1083.89 which shows that the majority of sample
houses are far from Metro stations. The mean of the CONVSTORE depicted in
Table 2 is 04.09, which is moderate and depicts that the sample houses have easy
accessibility to the store.

4.2 Correlation Matrix

4.3 Real Estate Valuation Model

Further, before applying regression, the multicollinearity among independent vari-
ablesmust be checked [21]. A different parameter to handlemulticollinearity is being
suggested in previous literature. Moreover, the coefficients of connection underneath
0.9maynot cause genuinemulticollinearity issues [22],while few researchers recom-
mended the value underneath 0.8 shows no extreme multicollinearity [23]. Table 3
portrayed that the correlation among all variables are below this value.

Table 4 shows the results of real estate valuation model. It is clear from the
table that the house’s AGE is negatively and statistically significantly linked to the
HOUSPRC at the 1% level and 5% level of significance (p-value < 0.01 and p-value <
0.05). These statistics confirmed our H1; it means that older the house the lower will

Table 3 Correlation grid

1 2 3 4 4 6

HOUSPRC 1 −0.211 −0.674 0.571 0.546 0.523

0.000 0.000 0.000 0.000 0.000

AGE 1 0.026 0.050 0.054 −0.049

0.603 0.314 0.269 0.325

DISTANCE 1 −0.603 −0.591 −0.806

0.000 0.000 0.000

CONVSTORE 1 0.444 0.449

0.000 0.000

GEOGLATITUDE 1 0.413

0.000

GEOGLONGITUDE 1
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Table 4 The real estate valuation model

Model Unstandardized coefficients Standardized coefficients

B Std. Error Beta t Sig

INTERCEPT −14,506.699 29,333.762 −0.495 0.621

AGE −0.269 0.039 −0.225 −6.896 0.000

DISTANCE −0.004 0.001 −0.395 −5.887 0.000

CONVSTORE 1.163 0.190 0.252 6.114 0.000

GEOGLATITUDE 13,668.470 2584.381 0.217 5.289 0.000

GEOGLONGITUDE −2183.074 13,754.309 −0.009 −0.159 0.874

Adjusted R Square 0.566

be the price. Moreover, the outcomes of OLS multivariate regression analyses show
that the coefficient for the organizations’ DISTANCE is negatively and statistically
significantly connected with HOUSPRC at the 1% level and 5% level of significance
(p-value < 0.01 and p-value < 0.05). These measurements indicate that a larger
distance of a property from Metro station will reduce its value in the market (H2).

Further, inconsistent with our H3, we also found that easy availability to conve-
nience stores and a higher number of convenience stores Metro station will increase
the value of a property in the market (p-value < 0.01 and p-value < 0.05). In constant
with our H4, we also found that the geographic coordinate (in latitude) also statisti-
cally significantly influences sample houses’ price. However, contrary to our H5, this
analysis didn’t find any proof to support that the geographic coordinate (in longitude)
influences sample houses’ price. Moreover, the value of adjusted R Square is 0.566,
which is very good and shows that input variables in the model are jointly able to
explain 56.60% variation in the dependent variable housing price.

5 Conclusion

This paper examined the determinants of real estate housing. The present investiga-
tion is being conducted using a sample of 414 unique UCI datasets on real estate
pricing. We run an OLS multivariate relapse examinations with control factors, for
example, house cost, age, MRT station, number of accommodation stores, walking
and geographic directions. The article provides evidence that almost all the control
variables are perceived to be crucial in predicting house price. The prices of real estate
are also fluctuating day by day; consequently, the results of this analysis showed that
house pricing becomes a major preoccupation at a global level. So proper care must
be taken while predicting house pricing. Finally, real estate prices also reflect the
general health of the national and local economy.
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6 Limitations and Future Research Directions

This research shall provide significant inputs to investors and shall help them deter-
mine real estate housing prices in a given area. Though the findings of this study are
quite comprehensive, the historical use of book-based criteria to measure housing
prices can inhibit the applicability of the results. Therefore, another study can be
conducted using current and market-based criteria for housing prices and measuring
housing as an investment. Moreover, the present analysis covered only UCI dataset
on real estate pricing. Therefore, further research can acquire a more in-depth
understanding of the issues brought up in this examination using another dataset.
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Memetic Optimal Approach
for Economic Load Dispatch Problem
with Renewable Energy Source
in Realistic Power System

Shivani Sehgal, Aman Ganesh, and Vikram Kumar Kamboj

Abstract Electric power industry is shifting from conventional energy sources to
combined renewable sources and thus becoming the most challenging and difficult
problems of electric power system. This necessitates the generation and dispatch
of load at most economical cost. The main objective of economic load dispatch in
power systemoperation, control and planning is to fulfil the energy load demand at the
lowest price while fulfilling all the constraints (equality and inequality constraints).
This paper presents the mathematical design of optimal load dispatch problem by
considering the sources of energy generation from conventional power plants and
renewable power plants (solar power plant), considering all the essential constraints
of the realistic power system. In the proposed research the memetic optimizer devel-
oped by combining Slime Mould Algorithm with pattern search algorithm (SMA-
PS) has been tested to find the solution of integrated thermal solar economic load
dispatch problem and experimentally it has been observed that the proposedmemetic
optimizer is providing cost-effective solution to complex economic load dispatch
problem of electric power system.

Keywords Economic load dispatch · Renewable energy sources · Memetic
optimization

1 Introduction

Nowadays, the electric power trade is the most challenging and intricate problem due
to the ever-increasing demand of electric energy and lack of availability of energy
resources thus necessitates the economic load dispatch of power generation. With
the development of electrification in transport industry the growth in energy demand
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is also observed, thus forces the use of renewable energy sources along with the
conventional energy sources [1]. In near future, use of electric vehicles is encour-
aged and so the energy demand. To produce, assess and utilize the generated power
most effectively the economical load dispatch of the integrated system is required.
The main goal of the economical load dispatch (ELD) problem of electric power
generation system is to achieve the system load demand at lowest possible operating
cost by scheduling the committed generating units, while satisfying the physical and
operating systems (equality and inequality) constraints [2]. Increased dependency on
renewable energy sources also helps to eradicate the greenhouse gas emissions and
air pollutants with decreased dependency on fossil fuels in conventional plants. The
continuously growing demand for energy has encouraged the researchers to consider
the renewable sources of energy and more research is required to be done to reduce
global warming and degradation of the ecosystem. Many uncertainties prevail while
using the renewable energy sources (RES) due to their dependence on the weather
condition and geographical positions. Many researches have been performed on
economic load dispatch of RES integrated system. The research proposed in [3]
proved that if weather conditions are good, the RES system can effectively boost
the conventional thermal systems. Saxena and Ganguli [4] implemented the Firefly
algorithm to reduce the cost of conventional power plant integrated with solar and
wind generators. ElDesouky [5] proposed integratedRES system to reduce the opera-
tional cost and emissions from the combined plant. Suresh and Sreejith [6] suggested
a dragonfly optimization algorithm to solve the load dispatch problem of combine
solar thermal system and [7] used the dragonfly algorithm to solve the probabilistic
load dispatch problems. The optimum dispatch problem of a dynamic system with
integrated renewable sources is discussed in [8] taking the problem of emissions and
cost with wind, solar and thermal systems.

2 ELD of Renewable Energy Integrated System

Economic LoadDispatch (ELD) problemmay be stated as distribution of the loads on
the various thermal generators existing in the power system and the entire operating
cost of energy generation is reduced to minimum, subjected to the power balance and
the generation capacity constraints also known as equality and inequality constraints,
respectively[9]. The ELD problem is classified as convex and non-convex problem
where linear constraints contribute to convex problem and non-linear constraints
along the linear constraints develops the non-convex ELD problem. The generation
capacity and power balance constraints are categorized as linear constraints and
provide the simplified approximate results and a more specific and accurate problem
ismodelled by non-linear constraints like valve point loading (VPL), ramp rate limits
(RRL) and prohibited operating zones (POZs) [10].

Earlier this power generation problem was dealing only with the conventional
thermal power generators, which use non-renewable resources of energy. Nowa-
days, due to limited fuel resources and environmental concerns, alternate methods of
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energy generation like solar and wind have gained popularity other than conventional
thermal power generation. These sources have gained a remarkable importance in
the current scenario of research and development. The unlikely combination of coal
and solar under suitable circumstances provides an elegant solution for large scale
power generation with reduced emissions and pollutants. The capital investment on
renewable sources like solar and wind are more but the operational cost is less.
Moreover, these sources are weather dependent, and the out is intermittent and vary
widely in a short span of time. So, these sources always require some backup when
supply is less or unavailable. The complete mathematical formulation of economic
load dispatch problem for combined thermal and renewable energy source [9, 10]
has been formulated in the following sections and memetic optimizer SMA-PS has
been implemented to different test systems.

3 Problem Formulation

The major aim of the ELD problem is to minimize the total operational fuel
cost of the power generating units while satisfying the different equality and
inequality constraints. The different objective functions are formulated for ELD
problem considering the effect of renewable energy sources (RES) [2–11]. These are
categorized and formulated with the following notations:

NG Total number of generating units
PG

n Power of the nth generating unit
n Index for power generating units
an , bn and cn Cost Coefficient of nth power generating units
PG

n(min), PG
n(max) Minimum and Maximum power of the nth generating units

F(PG) Total Fuel cost of power generating units
PLoss Power transmission loss.

3.1 Economic Load Dispatch (ELD) Problem

The mathematical interpretation of classical ELD problem for an hour is character-
ized as:

F(PG) =
NG∑

n=1

[
an(P

G
n )2 + bn(P

G
n ) + cn

]
(1)

Equation (1) of ELD for “H” number of hours is described as:

F(PG) =
H∑

h=1

(
NG∑

n=1

[
an(P

G
n )2 + bn(P

G
n ) + cn

]
)

(2)
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Cubical ELD Problem. To establish the output power of online generating units the
ELD problem intends to congregate the system load at least cost while fulfilling the
system constraints. So, as to attain correct dispatch outcomes, a cubical function is
used for modelling the unit cost.

F(PG) =
NG∑

n=1

[
an(P

G
n )3 + bn(P

G
n )2 + cn(P

G
n ) + dn

]
(3a)

The Cubical ELD with Valve Point effect can be represented as:

F(PG) =
NG∑

n=1

[an(PG
n )3 + bn(P

G
n )2 + cn P

G
n + dn)] + ∣∣ϕn sin(γn(P

G
n(min) − PG

n ) )|
(3b)

Heat and Power ELD Problem. The heat and power ELD problem of a system
aim to resolve the unit heat and power production of the generating units [12]. The
mathematical formulation for heat and power ELD may be described as:

FPower(P
G
n ) =

NG∑

n=1

(
cn + bn × PG

n + an × (PG
n )2

)
(4a)

FHeat(P
G
n ) =

NG∑

n=1

(
gn + hn × PG

n + qn × (PG
n )2

)
(4b)

FOverall(P
G
n ) =

NG∑

n=1

(
cn + bn × PG

n + an × (PG
n )2

+ gn × PG
n + hn × (PG

n )2 + qn × (PG
n )2

)
(4c)

The objective function for heat and power ELD considering valve point loading
effects can be reframed as:

FPower(P
G
n ) =

NG∑

n=1

(
cn + bn × PG

n + an × (PG
n )2 + ∣∣ϕn sin

(
γn(P

G
n(min) − PG

n )
)∣∣)

(5a)

FHeat(P
G
n ) =

NG∑

n=1

(
gn + hn × PG

n + qn × (PG
n )2 + ∣∣ϕn sin

(
γn(P

G
n(min) − PG

n )
)∣∣ )

(5b)
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FOverall(P
G
n ) =

NG∑

n=1

(
cn + bn × PG

n + an × (PG
n )2 + gn × PG

n + hn × (PG
n )2

+ qn × (PG
n )2 + ∣∣ϕn sin

(
γn(P

G
n(min) − PG

n )
)∣∣ ) (6)

All the objective functions of ELD problem as mentioned above are subjected to
equality and inequality constraints as follows:

Power Balance (Equality) Constraint. The total power generated by all the generating
units in a power plant must be equal to the sum of load demand and real power loss.
Mathematically it is represented as

NG∑

n=1

PG
n = PDemand + PLoss (7)

NG∑

n=1

PG
n + PRenewable = PDemand + PLoss (8)

where

PLoss =
NG∑

n=1

NG∑

m=1

PG
n Bnm P

G
m (9)

if Bi0 and B00 are loss coefficients, then the PLoss equation can be modified as:

PLoss = PG
n Bnm P

G
m +

NG∑

n=1

PG
n × Bi0 + B00 (10)

The expanded version of the above equation may be represented as:

PLoss =
[
P1 P2 · · · PNG

]

⎡

⎢⎢⎢⎣

B11 B12 . . . B1n

B21 B22 . . . B2n
...

Bn1

...

Bn2

. . .
...

. . . Bnn

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

P1
P2
...

PNG

⎤

⎥⎥⎥⎦

+
[
P1 P2 · · · PNG

]

⎡

⎢⎢⎢⎣

B01

B02
...

B0NG

⎤

⎥⎥⎥⎦ + B00 (11)
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Generator limit (Inequality) constraints. The power generation of each generating
unit must lie within the specific generator limits (maximum and minimum values of
operating power).

PG
n(min) ≤ PG

n ≤ PG
n(max) n = 1, 2, 3, . . . , NG (12)

Ramp rate limits. In order to maintain the rate of change of output power within a
specified range as to keep the thermal shifts in the turbine within its safe boundaries
and to increase the life, the operating range for online generating units is controlled
by their ramp rate limits as follows. Mathematically

PG
n − PGo

0 ≤ URn n = 1, 2, 3, . . . , NG (13)

PGo
n − PG

n ≤ DRn n = 1, 2, 3, . . . , NG (14)

max[PG
n(max), (URn − PG

n )] ≤ PG
n ≤ min[PG

n(max), (P
Go
n − DRn)]

n = 1, 2, 3, ..., NG (15)

Prohibited Operating Zones. The thermal power generating units may lie in a certain
specified range where operation of the generating unit is impossible due to some
physical constraints like vibration in shaft, steam valve, other machine components,
Such constrained or restricted regions are acknowledged as prohibited operating
zones (POZ). Under such constraints, the operational region splits into isolated sub-
regions, thus forming a non-convex problem.

⎧
⎪⎨

⎪⎩

Pn(min) ≤ Pn ≤ PPOZ
n(min),1

PPOZ
n(max),m−1 ≤ Pn ≤ PPOZ

min,m; m = 2, 3, . . . NPOZ

PPOZ
n(max),m ≤ ni ≤ Pn(max); m = NPOZ

(16)

4 Proposed Methodology

In the proposed research, a memetic slime mould optimizer combined with pattern
search optimizer has been used and named as SMA-PS. Slime Mould algorithm
in its simple version simulates action and a transition in Physarum polycephalum
slime mould in foraging, and its entire life cycle does not model. Simultaneously,
the usage of SMA weights replicates positive and negative criticism of slime mould
during foraging, shaping 3 distinct morphotypes. The venous configuration of the
slime mould grows according to the contraction mode phase difference [13], here
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Fig. 1 Growing crops slime
mould morphology

three parallels between the morphological updates in the venous structure and the
level of contracture of the slime mould.

(a) Thick veins from across the radius as the contraction frequency varies from
outward to inward.

(b) If the type of contraction becomes unstable, anisotropy starts to turn up.
(c) If the slime mould contraction series is no matter how long ordered in space

and time the venous system will no longer be relevant.

Slimemouldmay also transform their search patterns as per the provenance nature
of the food. If sources of food are of high quality, use region-limited search method
for slimemould [14], thereby concentrating the check on sources of food discovered.
If the density of the initial food provenance is less, the slime mould will stop leaving
food sources to search other optional regional food sources [15]. This innovative
research method can be expressed more often when various qualities of food blocks
in an area are dispersed (Fig. 1).

4.1 Mathematical Modelling of SMA

This section illustrates mathematical modelling of SMA and describes the various
methodologies for finding food. Which are namely approaching food, wrap of food,
grabble food.

Approaching food. Depending upon the smell in the air, slimemould should address
food. To describe its reaching nature in mathematics, the following equations are
suggested to mimic the process of contraction.

−−−−−→
S(i + 1) = −−→

Sb(i) + −→
vb.

(−→
W · −−→

SA(i) − −−−→
SB(i)

)
, r < p (17)

−−−−−→
S(i + 1) = −→

vc · −−→
S(i), r ≥ p (18)
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In this case −→
vc , a parameter variable with a linear decrease from one to zero,

−→
vb a

parameter variable with a range of [−a, a], i reflect the current iteration,
−→
Sb individual

position with the highest currently observed odour concentration,
−→
S individual loca-

tion of slimemould,
−→
SA individual and

−→
SB individual are two of individuals randomly

picked from swarm and slime mould individual weight as
−→
W .

The equation p states the following:

p = tanh|X(t) − bF | (19)

Here,t ∈ 1, 2, . . . , n, X(t) reflects the fitness of
−→
S , bF reflects the best fitness in

all iterations. The equation
−→
vb states the following:

−→
vb = [−a, a] (20)

a = arctanh(−
(

i

max_i

)
+ 1) (21)

The equation
−→
W states the following:

−−−−−−−−−−−−→
W (SmellIndex(i)) =

⎧
⎨

⎩
1 + r · log

(
DF−X(t)
DF−wF + 1

)
, condition

1 − r · log
(

DF−X(t)
DF−wF + 1

)
, others

(22)

Smell Index = sort(X) (23)

At which status suggests that X(t) actually graded in first-half of the population,
r specifies the random number at the duration of [0,1]; DF symbolizes the optimum
fitness achieved in the current iterative course, WF indicates a worst fitness value
currently obtained in the iterative course, smell index replicates the order of sorted
attributes of fitness (goes up in the question of minimal value). Equations (17) and
(18) results are visualized in Fig. 2. The position of individual

−→
S quest can be

improved to the best location
−→
SB currently achieved, and tuning of

−→
vb, −→

vc and
−→
W

parameters will adjust the position of the item.

Wrapping Food. This section mathematically simulates the mode of contraction
of slime mould venous tissue structure. The higher the food concentration reached
by the vein, the stronger will be the bio-oscillator-generated wave, the quicker the
flow of cytoplasm and thicker the vein as in Eq. (22). In Eq. (22) the part r, is a
simulation of venous contraction uncertainty. Condition simulates slime moulds to
correct their patterns as per food quality. Larger weight near the region indicates
higher food concentration and if food concentration decreases, the weight of the area
also reduces, thereby forced to turn to explore other areas. Figure 2 shows the fitness
values assessment process for slime mould.
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Fig. 2 Assessment of fitness

A mathematical model for upgrading its slime mould position shall be as follows:

−→
S∗ =

⎧
⎪⎨

⎪⎩

rand · (
U⋃

B −ULB
) +ULB, rand < z−−→

Sb(i) + −→
vb ·

(
W · −−→

S(i) − −−−→
SB(i)

)
, r < p

−→
vc · −−→

S(i), r ≥ p

(24)

Here,ULB and U⋃
B represent the quest range’s lower and upper limits, rand and

rsignifies the random value between 0 and 1.

FoodGrabble. SlimeMould obviously depends upon its propagationwave generated
by the biological oscillator to alter the cytoplasmic flowing throughout the veins, and
they appear in improved affordable food absorption role. To mimic differences in
venous width of slime mould,

−→
W ,

−→
vb and −→

vc are used to realize the varieties.
−→
W

replicates arithmetically the oscillatory frequency of slime moulds next to the one
at diverse food concentrations, but slime moulds can enter food quite effortlessly
whenever they find food of high superiority, thus approaching food very slowly
when the food level is lower, thereby increase the effectiveness of slime moulds
in selecting the optimum food source. The value of

−→
vb vacillates between [−a, a]

randomly and progressively goes to zero as iterations increases and the value of −→
vc

vacillates between [−1, 1] and eventually tends to be zero.

4.2 Pattern Search Algorithm (PS)

Pattern search (PS) optimizer is a black box mechanism and a derivative-free tech-
nique with local search ability and best for solution space at which optimization
problem derivative is uncomfortable or uncertain[16, 17]. The study involves two
movements when conducting its own operation: first one is exploratory search which
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is the local quest seeking to enhance the path to be pushed, and the other movement is
the movement of pattern which is a greater quest for path improvement; in this move-
ment, step performance can be increased unless the advancement has been modified.
The movement of the pattern involves two points: one is the existing location while
another is some arbitrary point with better value of the objective function that guides
the course of the search; consideration of the new point is driven by Eq. (25).

x (iter+1) = x (int) + υ[x (iter) − x (int)] (25)

Here, V is a positive acceleration factor, used during multiplying the path length
improvement’s vector.

The position vector randomly generated was further changed using the pattern
search (PS) method in the proposed hybrid SMA-PS algorithm, and the modified
position vector

−→
S was applied to Slime Moulds to determine the location of the

food source. The phase of exploration in SMA-PS is same as that of classical SMA
and the phase of exploitation is improved using PS algorithm. The pseudocode for
SMA-PS is as follows in Algorithm 2 and flowchart for the tendered SMA-PS is
illustrated in flowchart in Fig. 3.

Start 

Intialize SMA-
PS paramters:
dim, size pop, 

maxgen

Initialize 
position of 

slime mould

Calculate 
fitness of all 
slime mould

Sort the fitness 
thus update the 

best fitness, 
worst fitness

Update the S(t) 
BY EQS (24)(i)

Check 
if 

rand 
<z

Update a by 
eqs (21)

Update the 
best fitness 

and best 
posotion

Calculate the
W  by Eqs (22)

Update p, vb , 
vc

Update S(t) by 
Eqs (24)(ii)

Check 
if j < 
dim

Check 
if  i < 

maxge
n

Check 
if 

t<sizep
opup

Check 
if r<p

Update S(t) by 
Eqs (24)(iii ) End 

YES

NOYES

NO

YES

NONO

N
O

YES

YES

Update the Random Position of 
search agents using Pattern 

Search algorithm (refer algorithm1)

Fig. 3 Flow chart of hybrid SMA-PS algorithm
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5 Results and Discussions

In this proposed research, an IEEE- 57 bus test system [18] is considered with
seven generating units supplied from conventional energy source and two gener-
ators with renewable energy (solar) source are added as distributed generating units.
The proposed SMA-PSmemetic optimizer has been tested on Intel® Core™ i7-5600
CPU @2.60 GHz for 500 iterations and 30-trial runs. The test data for IEEE-57 bus
system has been taken from [18] and results for the proposed optimizer has been
shown in Table 1 through Table 2. Comparison of results shows that the proposed
optimizer has better efficiency as compared to many other optimizers.

Table 1 Test results for IEEE-57 Bus system without PV units

Unit SMA-PS DEIANT [18] PSO [18] ACO [18]

G1 (MW) 444.4432 139.57 142.36 140.82

G2 (MW) 100 92.84 94.69 93.67

G3 (MW) 140 56.66 57.79 57.17

G4 (MW) 100 73.94 75.42 74.61

G5 (MW) 170.1131 461.27 470.5 465.43

G6 (MW) 81.4812 97.33 99.28 98.21

G7 (MW) 236.9625 353.58 360.66 356.77

Total cost ($/h) 15,581.9276 42,017.46 42,857.81 42,395.62

Table 2 Test results for IEEE-57 bus system with PV units

Unit SMA-PS DEIANT [18] PSO [18] ACO [18]

G1 (MW) 437.3061 137.76 138.18 138.04

G2 (MW) 100 90.97 91.24 91.15

G3 (MW) 140 55.52 55.68 55.63

G4 (MW) 100 72.45 72.67 72.60

G5 (MW) 163.8646 451.00 452.36 451.91

G6 (MW) 74.8227 95.23 95.51 95.42

G7 (MW) 229.5467 344.48 345.51 345.17

PV1(MW) 15.43 15.43 15.47 15.46

PV2(MW) 12.03 12.03 12.07 12.06

Total Cost
($/hour)

15,220.2201 41,172.99 41,296.51 41,255.34
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Algorithm 1: Pseudo-code of PS
Initialize the input parameters for pattern search 
algorithm i.e. ( )υ , 0( )P and ( )τ . 
Initialize the current perturbation vector 0P P← and
select the value for the starting point intx . 
Update intx to iterx using exploratory search around intx
to find an improved point iterx that has a better value 
of objective function.

if intiterx x>
DO / 2P P← . 

if iP τ<
DO intfinalx x=

else
update the solution vector using exploratory move.

else
DO final iterx x= , 0P P← and go to step-4.

end
end

Apply Pattern Move using following steps:
Obtain tentative 1iterx + by a pattern 

move from intx through iterx . 
Obtain final 1iterx + by an exploratory search 

around tentative 1iterx + . 
if 1( ) ( )iter iterf x f x+ >

DO int iterx x← and go to step-3.
else

DO int iterx x← , 1iter iterx x +← and go to step-4 
end
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The analysis of economic impact of RES integrated with conventional energy
source is discussed by considering two cases of combined ELD problem. Case 1
is an ELD problem without considering the impact of RES and case 2 is an ELD
problem with integration of RES. The results are compared with different existing
algorithms [18]—DEIANT, PSO and ACO.

Case 1: ELD without PV Units. IEEE 57 bus system is considered with constant
load demand of 1273MW. The results presented in Table1 indicates the effectiveness
of proposed SMA-PS algorithm as compared to DEIANT, ACO and PSO [18].

Case 2: ELD with PV Units. In case 2, two solar PV units are incorporated as DG
units to study the impact of renewable sources. In this case, the load is economically
apportioned among the conventional thermal generators and two PV generators. The
results presented in Table 2 depicts the comparison of proposed SMA-PS algorithm
with other existing algorithms. It is noticed that the operational cost in case 2 is
considerably lower than in case 1. Therefore, the integrated solar thermal system
reduces the operating cost of a power system.

6 Conclusion

In this paper the mathematical formulation of ELD problem with RES has been
framed considering all the essential constraints, that is used to realize the economic
impact of renewable energy sources in realistic power system. The proposedmemetic
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optimizer has been tested to find the best possible solution for IEEE-57 bus system
with two units of solar PV source and it has been observed that the proposed optimizer
is providing better results as compared to other meta-heuristics optimizer algorithms.
This work can further be expanded to solve the economic load dispatch problems
with the impact of electric vehicles.
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for Fast AI MPSoC Architecture
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Abstract Multiprocessor system-on-chip (MPSoC) widely uses in various applica-
tions due to its capacity of delivering the aggressive performances in the low power
cost. The System-on-Chips (SoCs) generally are used in consumer electronics with
the integration of multiple functionalities. Themain issue faced by theMPSoC archi-
tecture is higher delay in techniques of data transmission which causes because of
network congestion. In order to overcome the same, an effective network technique
or topology with an adequate routing requires to be developed for achieving a better
performance.Also, if the introduction of artificial intelligence is done, then itwill lead
to improve in the performance of routing protocols. The mesh topology is integrated
into torus topology to achieve an optimal routing for transmission of data packets
from the source to the destination router of MPSoC. Also, XY-YX routing is accom-
plished over the MPSoC network topology for obtaining the shortest path through
the MPSoC. The technique of predicting the response packet path is used to mini-
mize the delay during the data transmission. Also, the performance of the proposed
design is compared with three existing architectures MXY-SoC, K Means-MPSoC,
and SDMPSoC. The future of the same can be incorporated in field of artificial intel-
ligence by the various algorithms for transmission of data from one point to another.
The results obtained using this techniquewill lead to high throughput and low latency
level for fast AI MPSoC architecture.
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1 Introduction

System-on-Chip (SoC) plays a significant role in various devices having compact
size, high performance, and low-power requirement [1]. The structure of SoC design
is mainly used in analyzing the low power-based system [2]. MPSoC combines
the benefits of the parallel computation of multiprocessors with single-chip inte-
gration of SoCs [3]. The modern MPSoC presents a large number of processors
to deliver the scalable computational power to the respective massive parallelism.
On the other hand, the MPSoC requires an appropriate programming models and
software development infrastructure [4].

The communication between the intra-chips creates the issues with the improve-
ment of MPSoC. The issues faced by the design of NoC are power consumption,
bandwidth, and latency constraints [5]. The growing demand of the embedded appli-
cation leads to increase in the number of processing elements (PE) in the MPSoCs,
as the current MPSoC has less amount of PEs. But the SoC increases almost linearly
in the single chip to handle the future embedded applications [6]. Moreover, the
MPSoCdesign has been developed in the various network topology structures such as
hypercube-based topology [7, 8], 2-D mesh topology [9]. These network topologies
use in transferring the data between the devices.

The major contributions of this research are given as follows:

• The mesh topology is integrated into the torus topology in order to achieve an
effective data transmission having less delay. Also, the implementation of mesh-
torus topology is easy in the network.

• The data transmission is carried out by using the XY-YX routing algorithm.
The conventional XY-YX routing algorithm is improved as lightweight XY-YX
routing algorithm for minimizing the overall hardware utilization.

Additionally, the power consumption is minimized by identifying the response
packet paths, and delays are reduced by using this XY-YX routing.

2 Literature Survey

There are various researches already developed related to the MPSoC architecture.
In this section, some of the recent researches with its limitations are surveyed.

Lu and Yao [10] introduced the dynamic traffic regulation for improving the
performances of NoC-based MPSoC and the designs of the chip multi/many-core
processor (CMP). In this work, two distinctive traffic regulations open-loop and
closed-loop regulation were used for MPSoCs and CMPs, respectively. In the open-
loop configuration, the network and IP blocks were treated as a black box. The output
signals of IP cores were visible in black box for designing the regulation mechanism.
In closed-loop configuration, the network and cores were treated as clear box. The
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network and internal states of traffic were monitored in the clear box, and the regu-
lation was adapted based on the network and traffic status. Here, the routers were
arranged in the mesh topology, and the XY routing algorithm was accomplished for
transmitting the data from the source to the destination. This dynamic traffic regula-
tion was used in the NoC-based MPSoC to minimize the packet delay and enhance
the system throughput. However, the considerable area and power consumption of
CMP are increased by using a big input buffer in the closed-loop scenario.

Liu et al. [11] presented the architecture of SMART NoC by using the single-
cycle multi-hop bypass channels. The SMART NoC’s communication efficiency
was reduced by the communication contention which decreased the overall system’s
performance. The aforementioned problemwas addressed by using the integer-linear
programming (ILP) model that delivered better solutions by considering the inter-
processor communication. The topology used in the SMART NoC architecture was
mesh topology. Additionally, a heuristic algorithm, namely topo map, was used in
the SMART architecture to perform the task mapping in the dark silicon many-core
systems. This task mapping was used to solve the communication issue related to
the polynomial time. The single-cycle multi-hop bypass channels were designed
between the distant cores during runtime to minimize the communication latency.
However, the SMART architecture used in the MPSoC was sensitive to the traffic
conflict.

Guo et al. [12] presented the memory-reinforced tabu search (TS) algorithm to
improve theMPSoC performances. This reinforced tabu search algorithmwas devel-
oped with critical path awareness to accomplish the hardware/software (HW/SW)
partitioning over MPSoCs. Initially, the amount of data was minimized to simplify
the input task graph, and an entire data was preserved to enhance the processing
efficiency. Next, the configuration of the crossbar was performed over the critical
path algorithm based on the output task chain as well as the communication penalty
of the task graph was minimized in the MPSoC. The search efficiency of the TS
was improved by using the heuristic algorithm as the initial solution. The effec-
tiveness and searching strength were improved by developing the hash technology
and by integrating the dual memory tables. The task topology used in the MPSoC
is comprised of in-tree, out-tree, fork-joint, mean-value analysis, and fast Fourier
transform (FFT) task graphs. The runtime was minimized by using the system char-
acteristics of MPSoCs, but the integration of HW and SW creates the run time
problems in the MPSoCs.

Silveira et al. [13] used the preprocessing of fault scenarios which was mainly
based on the forecasting fault tendencies. The fault tendencies were accomplished
with a fault threshold circuit that was operated by the high-level software. In the case
of fault detection, the preprocessing fault states were used for the rapidly reconfig-
uring the networkwith newdeadlock-free routing. The variations in the asymmetrical
topologies were identified by using the cross-correlation-based method. This work
contained the fault-monitors which were located at each input port of the Phoenix
NoC routers, and this Phoenix NoC was arranged based on 2D mesh topology. The
defective links over the mesh topology were evaluated by using a fault monitor. The
information related to the link state was sent to the Processing Element (PE) that was
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connected to the router. The efficiency of the routing algorithm degrades due to the
reduction in the routing time interval.

As the increase in number of network topologies and their architecture [14],
the complexity increases. To resolve the same, a centralized intelligence, known
as “network mind,” for supporting different network services can also be used for
reducing the complexity. In this, a centralized AI control is deployed for connection-
oriented tunneling-based routing protocols.

Also, the inclusion of artificial intelligence can help to improve the performance
of routing protocols [15]. Nowadays, the application of artificial intelligence over
routing protocols is only applied to real devices, i.e., in wireless sensor nodes. To
implement, an intelligent routing protocol in a SDN topology is also an example of
the same. This intelligent routing protocol is based on the reinforcement learning
process that allows choosing the best data transmission paths according to the best
criteria and based on the network status.

Powerline communications [16] are also a popular technology for providing
infrastructure for applications related to IoT, smart grids, smart cities, in-home
networking and have been experimentally considered for broadband access. In this,
the implementation of the G3-PLC LOADng routing protocol is used in the nodes
of a sensor/meter network, where the nodes share all the same medium.

3 Problem Statement

Current problems related to the MPSoC architecture are stated in this section, and it
also explains how the proposed system overcomes the problems faced in the MPSoC
design. The problems faced by the MPSoC architecture are mentioned as follows:

The utilization of big input buffer in the closed-loop scenario increases the power
consumption and area utilization through the MPSoC architecture [10]. Moreover,
the area of the MPSoC is increased due to the replication of the NoC [17] and
increment in number of tiles [18]. The main reason behind higher area utilization
is the usage of number of hardware components through the MPSoC architecture,
and additionally, high-power consumption affects the performances of MPSoC. The
throughput saturates at sometimes due to the highest request frequency [19]. The
less throughput shows that the number of packets received by the desired node is less
while transmitting the data packets. For an effective MPSoC, an effective reliable
data transmission is required from the source node to the destination node. Also, the
SMART architecture used in the MPSoC is sensitive to the traffic conflict [11], as
the data transmission between the nodes is difficult during the network congestion.

Solution:

In this study, the mesh and torus are integrated together to achieve less delay while
transmitting data. The lightweight XY-YX algorithm used in theMPSoC architecture
obtains the shortest route for data transmission. The shortest path from the XY-YX
algorithm helps to minimize the power consumption over the MPSoC architecture.
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Moreover, the area utilization of the MPSoC architecture is reduced by processing
only the node with higher priority during the data transmission. Here, the nodes with
higher priority are identified by considering two different parameters packet arrival
rate and congestion rate. Therefore, the processing of nodes only with higher priority
leads to minimize the hardware components in the architecture.

4 Proposed Architecture

In this proposed framework, the hybrid work of mesh-torus topology is developed
over the 4×4MPSoCarchitecture. TheXY-YXrouting algorithm technique is devel-
oped for data transmission from the source to the destination. Since the transmission
of data is carried out through the associated input/output ports. The prime objec-
tive of this architecture is topology reconfiguration technique during the congestion.
The concern of integrating the mesh into torus topology is to accomplish an effec-
tive data transmission having less delay during the congestion. The overall MPSoC
architecture is depicted in Fig. 1.

The main steps processed in this proposed MPSoC architecture are given as
follows:

• Initially, the MPSoC is developed over the mesh-torus topology leading to reduc-
tion in the delay. Here, the MPSOC is designed in the range of 4 × 4 MPSoC
architecture.

• Then XY/YX routing algorithm technique is developed for transmitting the data
from the source to the destination.

Fig. 1 Overall MPSoC architecture
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• In this hybrid mesh-torus topology, the mesh topology is used when there is no
congestion. Else, the torus topology is accomplished for transmitting the data
packets.

• Finally, the priority of the nodes is considered in the lightweight XY/YX routing
algorithm. The packet arrival rate and congestion rate are used to define the node’s
priority in the MPSoC.

4.1 Architecture of a System on Chip

The architecture of SoC used in the proposed MPSoC is depicted in Fig. 2. The
modern embedded systems mainly depend on the system-on-chip platform, and this
SoC has different components such as application-specific circuits, digital signal
processors (DSP), one or more embedded microcontrollers, and read-only memory.
The afore-mentioned components are integrated into the single package. These
blocks are accessible from industries of intellectual property (IP) as hard cores or
softcores. The hard core/hard IP block refers to the circuit where it is accessible in
the lower abstraction level such as layout level. Additionally, the customization of
hard IP is difficult with respect to the applications of the embedded system. The
hard IP is modified for optimizing the cost functions. Similarly, the soft IP refers to
the circuit that is accessible in a higher level of abstraction, such as register-transfer
level. Moreover, the customization of the soft IP is easy to the desired application.
Hence, the design of the embedded SoC improves the application-specific hardware,
processors, and memories of creating the SoC.

Fig. 2 Architecture of SoC
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Figure 2 depicts the overall architecture of embedded SoC that has four main
modules.

5 Experiment Results and Discussion

This section described the experimental results and discussion of the proposed
MPSoC architecture. The design of the MPSoC architecture is developed by using
the Verilog HDL in the Xilinx ISE 14.2 software. In developed MPSoC architecture,
the network topology is created by combining both the mesh and torus topology.
Additionally, the data transmission from the source router to the destination router
is accomplished by using the XY-YX routing technique. In this study, a 4 × 4
mesh-torus topology is generated to analyze performance of the MPSoC.

The waveform and routing path for 4× 4MPSoC architecture without congestion
are shown in Figs. 3 and 4, respectively. Similarly, the waveform and routing path
for 4 × 4 MPSoC architecture with congestion are shown in Figs. 5 and 6, respec-
tively, where baud_count represents the universal asynchronous receiver-transmitter

Fig. 3 Modelsim waveform for proposed MPSoC without congestion

Fig. 4 Generation of routing path for proposed MPSoC without congestion
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Fig. 5 Modelsim waveform for proposed MPSoC with congestion

Fig. 6 Generation of routing path for proposed MPSoC with congestion

(UART) count, path_status defines the congestion, clk signal is used for synchroniza-
tion, rst and enb are control signals, data_in is transmitted data, wr_addr represents
the write address, and rd_addr represents read address. The source node and desti-
nation node are specified as 1 and 15 for analyzing the performances of the 4X4
MPSoC architecture. Here, path_status is equal to 0 defines the MPSoC architec-
ture doesn’t have congestion inside the network. Otherwise, path status is equal to 1
shows the congestion has occurred in the MPSoC architecture. In hybrid mesh-torus
topology, the torus and mesh are enabled, when the MPSoC architecture is oper-
ated with and without congestion, respectively. From Figs. 3 and 6 know that the
lightweight XY-YX routing effectively searches the optimal path under congestion
constraint.
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Table 1 Comparative
analysis of proposed MPSoC
with MXY-SoC

Virtex-5 family

Parameters MXY-SoC [17] Proposed MPSoC

LUT 1471/28,800 1,326/28,800

Frequency (MHZ) 250 468.505

Delay (ns) 42 2.13

Power (W) 0.654 0.352

5.1 Performance Analysis

Comparative Analysis

The comparative analysis of the proposedMPSoC architecture with existingMPSoC
architecture is described in this section. There are three existingMPSoC architecture
used MXY-SoC [17], K Means-MPSoC [18], and SDMPSoC [20]. This compar-
ison is made to evaluate the effectiveness of the proposed MPSoC architecture with
the mesh-torus topology. Here, the MXY-SoC [17], K Means-MPSoC [18], and
SDMPSoC [20] are developed in the Virtex-5, Virtex-6, and Zynq-7z020 family,
respectively. TheKMeans-MPSoCdesign [18] and SDMPSoC [20] are implemented
for evaluating the performance of the proposed MPSoC architecture.

Tables 1, 2, and 3 present the comparative analysis of the proposed MPSoC with
MXY-SoC [17], KMeans-MPSoC [18], and SDMPSoC [20], respectively. From the
data present in Tables 1, 2, and 3, it is concluded that the performance of the proposed
MPSoCgives better performancewhen comparedwith theMXY-SoC [17],KMeans-
MPSoC [18], and SDMPSoC [20]. For example, the LUT of the proposed MPSoC

Table 2 Comparative
analysis of proposed MPSoC
with MXY-SoC

Virtex-6 family

Parameters K Means-MPSoC [18] Proposed MPSoC

LUT 9355/474249 688/46560

Flipflops 1755/5789 436/784

Frequency (MHZ) 165 559.550

Power (W) 1.759 1.293

Table 3 Comparative
analysis of proposed MPSoC
with MXY-SoC

Zynq–7z020-family

Parameters SDMPSoC [20] Proposed MPSoC

LUT 1119 732

Flipflops 984 524

Frequency (MHZ) 667 680.672

Power (W) 0.428 0.100
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is less compared to the MXY-SoC [17], K Means-MPSoC [18], and SDMPSoC
[20] architectures. The reason behind the proposed MPSoC with lesser hardware
utilization is the processing of the nodes which have higher priority. This kind of
processing minimizes the area through the MPSoC architecture. Additionally, the
delay of the proposed MPSOC is 2.13 ns; it is less compared to the MXY-SoC. The
identification of the shortest path from the source to the destination using lightweight
XY-YX routing algorithm is used to minimize the delay.

6 Conclusion

In this study, MPSoC architecture was enormously used to deliver the higher data
packets while maintaining the power and complexity control. The architecture of
4 × 4 MPSoC was developed for analyzing the hardware utilization and delay
performances for the transmission of data. The mesh technique was integrated with
the torus one in order to reduce the delay occurred through the MPSoC. Also, the
lightweight XY-YX routing was developed for achieving the committed data trans-
mission from the source to destination. The hardware used in MPSoC was reduced
by realizing the priority-based routing for transmission of data packets. The priority
of the nodes was analyzed by evaluating two parameters congestion and packet
arrival rate of the nodes. The lightweight XY-YX routing derived the shortest path
which helped to reduce the power. Therefore, the proposed MPSoC architecture
provided better performance when compared with theMXY-SoC, KMeans-MPSoC,
and SDMPSoC in terms of frequency obtained by the proposed MPSoC architecture
was 559.550 MHz for Virtex-6 which is less when compared with the K Means-
MPSoC. Furthermore, a fault-aware routing can be introduced in the MPSoC to
protect the MPSoC from the temporary/permanent faults. The results obtained while
simulation using the above technique and on comparing with other techniques will
lead to high throughput and low latency level for fast AI MPSoC architecture.
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Comparison of Various Data Center
Frameworks

Monalisa Kushwaha, Archana Singh, B. L. Raina,
and Avinash Krishnan Raghunath

Abstract Our world is now becoming more attached to IT technologies. With the
growing use of the Internet, there is a store and process exponential data. Data
centers gained importance due to the emergence of Internet services. Data centers
are responsible for the storage, management, and dissemination of data. Since the
data is exponentially increasing, the data centers are more overloaded with data and
their size is increasing. Since the data centers are more overloaded to fulfill the
growing demands of the customers, this in turn is indirectly contributing to global
pollution in terms of heavy consumption of power. Data centers consume a lot of
power that iswhymany organizationswant to design their data center their operations
as green as possible. Thus, an efficient green data center framework is needed for
the efficient design of data centers. To achieve this, the comparison of green data
centers frameworks is being done which evaluates each of the data centers. The
contrast inferred that the frameworks have the chances for enhancement in terms
of components, attributes, energy-effective metrics, and implementation procedure.
A new data center framework is proposed which is implemented considering the
disadvantages of the existing data center frameworks.

Keywords Green data center · Green data center framework · Energy efficiency

1 Introduction

Data centers are the building blocks of the IT framework which provides the storage
of data in a centralized manner, backups of data, and also networking and manage-
ment of data in which the various electrical, computing, and mechanical systems
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are designed to provide better efficiency without any impact on the environment
[1]. Data centers are found everywhere useful and present in government organiza-
tions, IT companies, and educational institutions, and even in media [2]. They form
the backbone of various IT services such as e-commerce, Web hosting, and social
networking services [3]. Since the demand is increasing, the size of data centers also
needs to increase which in turn will require more servers and another storage device
for its construction. Servers are mainly responsible for the power consumption in
the datacenters. Information technology (IT) accounts for 2% of carbon emissions
which is almost as same as that of aviation industries.

According to the report of the Data Center Journal, the leading industry it was
claimed that by 2017 the traffic on the data center will increase to 30% annually to
7.7 zettabytes [4]. Data centers consume up to 3.5% of global electricity such that
it contributes to 250 metric tons of carbon emissions. The amount of data that is
stored in a digital form is predicted to be rising shortly, and the amount of energy
that is responsible for storing this data is also rising along with it. Harriet Parker,
SRI Analyst, in his article “Efficient Energy Datacenters,” quoted that it is expected
that power use by the data centers is expected to be double every five years [5].

Further research was conducted by McKinsey and Company, “the carbon emis-
sions fromDatacenter are expected to quadruple by the end of 2020” [6]. It is a major
challenge for us and mainly to the operators of the data centers and the company
that is using it. Due to the running data centers, the excessive consumption of energy
and carbon dioxide emissions has alarmed the companies concerning to reduce the
carbon emissions. The rate by which the data is increasing and the associated carbon
footprints from it is noteworthy. There is a need for an efficient framework that helps
in the management and maintenance of green datacenters. No framework is perfect
in its approach. So, there is a need to construct a framework that is close to perfection
such that it can improve the building of data centers. A modular data center can be
constructed on this framework.

2 Literature Survey

According to Nor and Selamat, “Review on green data center frameworks” [7],
several data center frameworks were mentioned. In this paper, the comparisons of
various frameworks have been done to get a look at green data centers which may
serve the demanding needs shortly. The green initiatives of each framework are listed
and analyzed independently. It focuses on the life cycle cost analysis to be also a
metric that is taken to be in consideration while designing an efficient framework
for designing a green data center. It is also known as total cost analysis (TCO). TCO
analysis is performed for the following [8]:

1. Budgeting and planning.
2. IT equipment life cycle management.
3. To prioritize the proposals of capital acquisitions.
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4. Selection of vendor.

By taking total cost analysis or life cycle analysis cost into consideration,
the hidden costs can be uncovered. Total cost analysis is the total of the initial
capital expenditures (CapEx) and the ongoing or long-term operational expenditures
(OpEx). It is one of the important metrics which is to be considered while designing
an efficient data center framework or any IT equipment. It is important to identify
and weigh the values of the variables of TCO for the building and management of
data centers. If by mistake its value is calculated wrongly, then it may cause loss
to the company in millions of dollars [9]. It is estimated that 50% of electricity is
utilized by data centers, 35% of the electricity to cool the heated IT equipments to
keep it in operation, 10 percentage by uninterruptible power supply losses, and only
5 percentage by lighting.

The gain in the efficiency of energy in any of these areas has a major impact
on TCO and the yearly operational expenses. It can be seen through a graph drawn
below that only a 1% improvement of energy efficiency can lead to huge operational
savings. The graph drawn shows the relation between TCO and the efficiency of
data centers. Figure 1 shows that only by the improvement of 1% in the energy
efficiency in the deployment of UPS at 20 megawatts of the data center. While
capital expenditure is constant, the operational expenditure (OpEx) of a UPS over
5 years saves up to $1.3 million with the improvement in the energy efficiency of 1%
only (92–93%), showcased in Table 1. The multi-mode UPS offers a 95% energy
efficiency of $3 million. So, by considering the TCO model, the effect of only 1
percentage in energy efficiency gain is added up.

Fig. 1 TCO versus
efficiency

Table 1 Tabular
representation of TCO versus
efficiency

UPS% efficient 97% 94% 93%

CapEx $2.9 $2.9 $2.9

OpEx $4.4 $7.8 $9.2

TCO total $7.3 $10.7 $12.1



658 M. Kushwaha et al.

3 Comparison of Frameworks

Various frameworks of data centers are compared with each other. Each framework
has its shortcomings and robustness. The frameworks which are compared are four
pillar framework for energy-efficient high-performance computing data center, green
IT framework using virtualization mechanism for data center, EU Code of Conduct
by European Commission, efficient data center, data center of Google, data center
of Facebook, data center by Energy Star, efficient data center framework by Green
Grid.

3.1 Four Pillar Frameworks

The first framework evaluated in this research paper is the four pillar frame-
work by Wilde et al. [10]. This framework is used for the “energy-efficient high-
performance computing (HPC) systems.” The four pillars are to build the infrastruc-
ture, high-performance computing (HPC) hardware, high-performance computing
system (HPC) software, and high-performance computing (HPC) applications, as
displayed in Fig. 2. The goal of the four pillars framework is to optimize the perfor-
mance of the data center. Advanced power saving modes should be incorporated.
One limitation of the four pillar framework is localized optimization.

Fig. 2 Four pillar framework
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The first challenge which this framework faces is that based on some control
parameters, the cooling infrastructure of the data center operates. It is not suitable to
predict the future. It cannot differentiate a temporary power spike where it does not
need adjustment due to the increase in the consumption of power by IT computing
systems. The second challenge faced is in deciding what the cost optimum tempera-
ture of the cooling water should be concerning the surrounding environment. Since
from the starting planning and designing phase to the maintenance phase, the human
resource factor should be incorporated.

3.2 Energy Star Energy-Efficient Framework

Energy Star program was initiated in 1992 by the Environmental Protection Agency
which is a part of the series of the voluntary program which aims at reducing the
consumption of energy by taking step toward green initiative. Ways to decrease the
consumption of energy by the data center explained by Energy Star Program are
virtualization of the server (visualized in Fig. 3), organizing and improving stored
data, adjusting the humidity and temperature of the data center, installing a water-
side economizer, installing an air-side economizer, retrofitting air conditioners with

Fig. 3 Concept of
virtualization
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variable-speed fans, reviewing of the general airflow improvement tips, containing
or enclosing server racks, taking advantages of hot/cold aisle layouts, and investing
in technologies that are energy-efficient [11]. All these ways are categorized into
three main components: HVAC adjustment, airflow management techniques, and IT
opportunities. They have thoroughly defined ways to decrease energy consumption
in detail.

3.3 Facebook Data Center

FacebookData center is designed onmaximizing the thermal, electrical, andmechan-
ical efficiencies. The architecture of the Facebook data center comprises open racks,
triplet columns, and battery cabinet which runs on 277 V AC which helps in permit-
ting more energy into the data center in powering the servers [7]. Servers do not
have their power supply rather depends on open rack in which the servers plug them-
selves to have a power supply at the back of the rack. The triplet columns are of
five hundred pounds and can carry servers up to three thousand pounds. Instead of
wasting heat produced in the server area of the data center, it is directed to the parts of
the data center which require power in terms of heat for its processing. The cooling
system of the data centers makes use of a hundred percent of air economization with
evaporation.

3.4 Google Data Center

Annually, Google saves millions of dollars and helps in avoiding the thousand tons
of carbon emissions due to its sustainable architecture of data center [12]. Google
data center uses less than 50% of power than the other typical data center uses [13].
By switching to Google Apps, many companies have experienced fewer computing
costs, power consumption, and carbon footprints by 65–90%. The United States
General Service Administration has shifted to Google Apps in the year 2012 and
shared their experience of how the power consumptionwas less and carbon footprints
are reduced.

3.5 EU Code of Conduct on Data Centers

EUCode of Conduct onData Centerswasmanaged by the Joint ResearchCentre-The
European Commission [14]. The initiative is taken to deal with the overconsump-
tion of energy by the data center and in need to reduce the related environmental,
economic, and energy supply security impacts [15]. The goal of this framework,
summarized in Table 2, is to inform the owners and the operators of the data center
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Table 2 EU Code of Conduct

Category Description

Entire datacenter Expected to apply to all existing IT, mechanical, and electrical equipment
within the datacenter

New software Expected during any upgradation or installation of software

New IT equipment Expected for new or replacement of IT equipment

New build or retrofit Expected for any data center built or undergoing a significant refit of the
M&E equipment from 2010 onward

Optional practices Practices without a background color

is to reduce the consumption of energy by the data center in such a way that the
functions of the data centers are not hampered. EU Code of Conduct focuses on
two areas—First is IT load that is the IT capacity available for the power consumed.
Second is facilities load that is the systems that give support to the IT load like cooling
systems, UPS, etc. [16]. EU Code of Conduct is a voluntary initiative and allows the
stakeholders who are interested in this framework to come together and includes
the coordination of other manufactures and vendors. It also lucidly defines the roles
and responsibilities of vendors thereby helping in the improvement in building an
efficient data center.

3.6 Data Center Energy-Efficient Framework (DCEEF)

It is a set of best practices which are developed by the New York State Energy
Research and Development Authority (NYSERDA) [17] as an initiative to reduce
the consumption of energy and provides the guidelines to the data center opera-
tors to evaluate and generate practical remediation road maps or both present and
future energy savings. It involves all the best practices from five different domains
making use of a holistic approach. The five different domains are facility designs
and engineering, information technology, process, governance, and finance. Each
domain consists of certain requirements that are tested against the three levels (Level
1, Level 2, and Level 3) of performance. Level 1 requirement is also known as “Low
Hanging Fruits.” It consists of the requirement which requires less investment in
terms of capital and effort. Level 2 consists of a requirement that requires more
capital and effort. Level 3 consists of is the last and the final stage in implementing
energy efficiency which requires huge capitals and long-term impact on energy effi-
ciency. It is a comprehensive approach that covers almost all aspects of the green
data center. Since the requirements are tested against the various levels, it provides
a broad outlook for the data center professionals to build the green data center.
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3.7 Green Grid Energy-Efficient Data Centers Framework

Energy-efficient data center framework [18] outlines briefly the idea of green data
center. Efficiency best practices are listed down along with the check-off box along
with the date when it was executed. These best practices for the new data center as
well as some can be immediately applied even to the traditional data center. In this
framework, the best practices which are vertically represented in Fig. 4 by the Green
Grid is in an unsorted manner. It is not prioritized according to its importance and
its budget it will in building green data center. Managers of the data center may face
difficulty in implementing the green data center by using the attributes represented
by the Green Grid since the precedence in terms of its budget is not mentioned which
will lead the problem of deciding the less budget green metrics (Table 3).

4 Proposed Green Data Center Framework

Considering the existing parameters, green data centers can be implemented along
using the additional proposed parameters. Table 4 contains the additional param-
eters which are to be considered while building a new data center. Various data
center frameworks are analyzed based on their strength and weakness in Table 3.
Four pillar data center framework focuses on the optimization of the performance of
the data centers. But it should also incorporate the advanced power saving modes.
Since human resource plays a vital role in the organization, it should be included
from the starting phase of the planning and designing phases until the operational
and maintenance phases of the construction of data centers. It has components like
facility design and engineering, information technology, process, andfinance. Several
improvements can be made like we can represent a process as IT management strate-
gies and finance into asset management. Other modifications can be done by adding
more components like building design and equipment, monitoring, and testing tools.

Energy Star energy-efficient framework focuses on the concept of server consoli-
dation and aims at the reduction of consumption of energy by taking green initiative.
It should also have the highly efficient thermal insulation and roofing and the proper
energy-efficient logging and reporting.

AlthoughGoogle and Facebook possess high gratitude for energy efficiency in the
information technology world, they only focus on the important and novel initiatives
they adopt. Facebook data centers make use of open racks, triplet columns, and
battery cabinet that aid in allowing more energy in powering the servers of the data
centers. But it should alsowork toward the continuous energy efficiency improvement
program.

EU Code of Conduct Framework is the oldest approach which is based on best
practices guideline. But it should also incorporate formal external auditing. In addi-
tion to it, it should include the certification standards which the International Stan-
dard Organization scheme includes. Energy Star Guidelines include almost all the
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Fig. 4 Green Grid guideline
[18]

parameters of the green data center. It uses the concept of virtualization which
reduces approximately 50% of power consumption. Consolidating the server using
the concept of virtualization helps in a 50% reduction of power consumption.

The data center energy efficiency framework makes use of total quality manage-
ment, six sigma, and also lean six sigma methodologies. These methodologies are
the quality standards that are used to improve the efficiency of the data center. Six
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Table 3 Data center framework comparison

Sl. No. Framework name Advantages Disadvantages

1 Four pillar framework Optimizes the performance No advanced power saving
modes. Human resource
should be from the start of
the planning phase to the
maintenance phases

2 Energy Star
energy-efficient framework

Concept of server
consolidation

Lack of proper
energy-efficient logging
and reporting

3 Facebook data center Usage of open racks, triplet
columns, and battery
cabinet that aid in allowing
more energy in powering
the servers of the data
centers

Lack of continuous
improvement program

4 Google data center Reduces tons of carbon
emissions by its efficient
architecture of its data
centers

Server sleep modes should
be enabled. Rainwater can
be used to cool down the
servers instead of
freshwater

5 EU Code of Conduct
framework

It outlines the roles of the
stakeholders of the data
centers

No formal external
auditing and no
certification standards

6 Data center energy-efficient
framework

Use of total quality
management and six sigma
methodologies

Lack of data center
maturity model

7 Green Grid energy-efficient
data center framework

Best practices are vertically
represented

Lack of prioritization of
best practices according to
its importance and its
budget

sigma methodologies can be used which identifies the peak hours and permits the
data center to put the servers at off-mode during non-peak hours. This helps to save
unnecessary wastage of energy. It also can propose the use of the data center matu-
rity model which helps in improving energy efficiency. It can help the operators of
the data center to compare their performance with others and determine the level of
maturity which helps in the improvement of energy efficiency today and the long
run.

GreenGrid energy-efficient data center frameworkmakes use of the best practices.
But they should be prioritized according to its importance and its budget it will in
building green data center. Difficulty in implementing the green data center can be
avoided by deciding the budget of the green metrics.
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Table 4 Suggested parameters for proposed data center

Suggested parameters Proposed DC Existing DC

Human resource ✓ ✓

Advanced power saving modes ✓ ✗

Continuous improvement program ✓ ✗

Contain server racks ✓ ✓

High efficiency thermal insulation and roofing ✓ ✗

Energy efficiency logging and reporting ✓ ✗

Rain consumption for cooling ✓ ✗

Enable server sleep modes ✓ ✗

Server virtualization ✓ ✓

External auditing ✓ ✗

Data center maturity model ✓ ✗

Certification standards ✓ ✗

Prioritization of best practices ✓ ✗

5 Conclusion

Based upon the existing frameworks, a new framework is designed considering
the drawbacks of the existing frameworks. Working upon the disadvantages of the
existing data centers, a new data center framework is proposed which makes use of
the existing parameters along with the additional parameters. Certain parameters are
suggested which should be implemented while building a new data center. A green
data center is needed to curb the ever-increasing data rising exponentially and to
reduce the carbon emissions and issues of global warming.
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A New Solution for Multi-objective
Optimization Problem Using Extended
Swarm-Based MVMO

Pragya Solanki and Himanshu Sahu

Abstract Multi-Objective optimization problems corresponds to those problems
which are having more than one objective to be optimized together. For such
problem rather than an optimal solution, a set of solutions exists which is trade-
off among different objectives. There are several solution techniques exist including
evolutionary algorithms. Evolutionary algorithm provides Pareto optimal solutions
after evolving continuously through many generations of solutions. Mean-variance
mapping optimization is a stochastic optimization technique which the swarm hybrid
variant works well on single objective optimization problem. The paper aims at
extending the swarm hybrid variant of mean variance mapping optimization to a
multi-objective optimization technique by incorporating non-dominated sorting and
an adaptive local learch strategy. The proposed solution is evaluated on standard
benchmark such asDTLZandZDT. The evaluation results establish that the proposed
solution generates Pareto fronts those are comparable to the true Pareto fronts.

Keywords Multi-objective optimization (MOO) · Evolutionary algorithm · Swarm
intelligence · Mean variance mapping optimization-swarm hybrid (MVMO-SH) ·
Search problems · Heuristics optimization

1 Introduction

In real-world scenario, there are problem involving concurrent optimization of more
than one competing and incommensurable problem, known as multi-objective opti-
mization problem (MOP) [1, 2]. For single objective problems, optimization param-
eters are well defined, whereas for MOP, a set of alternative trade-offs exists. Set
of solutions for such problem is known as Pareto optimal solutions [1], which is a
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tradeoff among different objectives. Looking at the broad picture, when all objectives
are considered, these solutions are optimal as no other solutions with better fitness
in that search space.

1.1 Multi-objective Optimization

Def: 1 (Generalized MOP): A Generalized MOP [1] is defined as
Find vector

−→
v∗ = [

v∗
1 , v

∗
2 , v

∗
3 . . . v

∗
n

]T
which satisfies j inequalities g(�v) ≥ 0 i =

1, 2, 3, . . . j and k equality constraints h(�v) = 0 i = 1, 2, 3, . . . k and will optimize
the vector function

F(�v) = [F1(v),F2(v), . . .Fk(v)] (1)

for k objective to be minimized, a MOP can be described as follows:

min y = F1(v),F2(v), . . .Fk(v) (2)

where �v = [v1, v2 . . . vn]T is the vector of V and V is the decision variable space.
y = y1, y2, . . . yn ∈ Y and Y is the objective space.

1.2 Search and Decision Making in MOP

Search and decision making are two major problem difficulties in solving an MOP.
Search is optimization process where sampling is done to find solution set which are
feasible for Pareto optimal solutions.

Decision making refers the problem of choosing a plausible compromising solu-
tion from the available Pareto optimal set. Based on how the decision process and
optimization are combined, there are three following categories for multi-objective
optimization methods.

Decision making prior to search: Target of the MOP is combined into one objective
which includes all preferences set by the decision maker (DM).

Search before decision making: Without any preference information given, opti-
mization is performed. The final choice of the solution is made by the DM from
the outcome of the search which is a set of candidate solutions (preferably Pareto
optimal).

Decision making along with search: During the interactive optimization process, the
DM can clarify preferences. After every step of optimization, a number of alterna-
tive trade-offs is obtained, and on this basis, the DM decides and manages further
objective preference and search.
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1.3 Evolutionary Algorithms for MOP

Evolutionary algorithms (EA) are stochastic optimization techniques which work on
two basic principles, first is “Selection” and the other is “Variation.” In the selection
process, candidate solutions having higher fitness score are selected to evolve. In
the variation process, new candidate solutions are generated using mutation and
recombination. These algorithms are trivial in nature yet presents itself as a very
powerful technique for search process as it generates several optimal solutions in a
single generation evolution. Performance metrics for MOP are generally described
as [1, 2]:

– The generational distance between the generated solutions to the solution in the
true Pareto front of the test cases.

– Uniform distribution of the generated solutions.

1.4 Swarm Based Optimization

Various algorithms already exist to solve MOO problems. A lot of work has already
been done on those algorithms. A hybrid variant of mean variance mapping opti-
mization algorithm is recently developed by incorporating local search and mapping
techniques into the basicMVMOalgorithm to extend it from a single particleMVMO
to swarm-basedMVMO [3]. The algorithmworks well with the single objective opti-
mization problems. The paper provides an extension of single objective MVMO-SH
to a MOP algorithm. It incorporates the concepts of non-dominated sorting and
adaptive local search strategy.

The remaining of the paper is organized as: Sect. 2 provides literature survey.
Section 3 describes ProposedMethodology. Section 4 provides the implementational
details and finally Sect. 5 gives the conclusion and future works.

2 Literature Survey

In the real-world scenario, many problems are posed as multi-objective optimization
problems (MOPs). Such problem has a multiple objective to be balanced. Suppose
a person needs to buy a car, number of conditions that should be fulfilled before
selecting a car from available choices. The person must minimize the cost of the car,
the car must have minimum maintenance cost, and the car should give maximum
average in kmpl.

Several methods have been already devised for solving MOO problems. These
methods are classified into different classes which are listed below.
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1. ScalarizingMethods: MOOproblems are scalarized into single objective prob-
lems. One way of doing this is by assigning weights to different decision vari-
ables and then combine those weighted decision variables to achieve a single
decision variable.

2. Apriori Methods: While working with these methods, preference information
must be communicated before making any decision using decision variables.
Utility method is an example of Apriori method. In utility method, a utility func-
tion is defined that would define the preferences while working with decision
variables.

3. Aposteriori Methods: These methods generate Pareto optimal solutions at
every iteration of the algorithm. Evolutionary algorithms belong to this class of
MOO problem solving methods.

Evolutionary algorithms are stochastic algorithms which works on natural evolu-
tion strategies. In evolutionary algorithms while employing evolutionary strategies,
at each new generation, new solutions are evolved which are evaluated for their
fitness to determine whether their fitness is better than their ancestors.

These methods work on an initial set of candidate solutions which is being modi-
fied at every generation with the new solutions that are developed in the process of
evolution. The process of evolution includes selection and variation stages. In selec-
tion process, better solutions from the others in the candidate set are selected which
are then modified and mutated in the variation stage of evolution.

Various evolutionary algorithms are already developed till now (Fig. 1).

• Schaffers Vector-Evaluated Genetic Algorithm [4]: Schaffer (1984, 1985)
presented an MOEA called vector-evaluated genetic algorithm (VEGA). It repre-
sents selection by switching objectives. For each k objectives, selection is done
separately and equal sized mating pool is filled which are later shuffled for
crossover and mutation.

• Hajela andLinsWeighting-basedGeneticAlgorithm: It is an aggregation selection
and parameter variation approach introduced by Hajela and Lin in 1992. It weighs
the objectives, and the weighing factor is variable. It produces more than one
solution in parallel using different weight combination for each individual.

Fig. 1 Evolutionary algorithm iteration flowchart [2]
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• Fonseca and Flemings Multi-objective Genetic Algorithm [5]: Fonseca and
Fleming proposed a Pareto-based ranking procedure. The rank is given based on
number of solutions dominating the solution evaluated in the current population.

• Horn,Nafpliotis, andGoldbergsNiched ParetoGeneticAlgorithm [6]: The niched
Pareto genetic algorithm (NPGA) is collection of tournament selection and Pareto
dominance.

• Srinivas and Debs Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [7]:
The NSGA applies fast non-dominated sorting procedure to the combined popu-
lation of parent set and offspring set generated. The NSGA is modified to include
crowding distance algorithm to eliminate the weakness of NSGA.

• Strength Pareto Evolutionary Algorithm [8]: This algorithm uses the concept of
Pareto dominance, non-dominated sorting procedure, and clustering techniques to
evolve solutions in the next generation which are stored in an external repository.

• Multi-objective Particle Swarm Optimization [9]: It is proposed by Coello and
Carlos in 2002. It uses an external repository, non-dominated sorting procedure
to extend the traditional particle swarm optimization (PSO).

A recent addition to the heuristic approaches to optimization is the swarmhybrid of
mean variance mapping optimization (MVMO-SH) [10]. The focus of the presented
work is on extending it to solve MOPs.

2.1 Mean Variance Mapping Optimization

Mean variance mapping optimization (MVMO) is an addition to the heuristic
approaches that uses statistical approach to solve a single objective problem. This
method uses the values of mean and variance of the of the n-best solutions evolved
till now in the process, for the mutation and mapping operation of the algorithm.
The basic algorithm of MVMO is incorporated with the process of multi-parent
crossover and a local search strategy to increase the search diversity of the algo-
rithm. This variant of the basic MVMO is called the swarm hybrid variant of mean
variance mapping optimization (MVMO-SH).

The algorithm begins with the initialization of random population within a range
which is normalized in the range [0, 1]. This is followed by the update of archives,
fitness evaluation, and local search and finally offspring generation using mutation
and mapping. Interested readers can see the thorough description from [10].

2.2 Local Search Algorithm

Local search algorithm is used to generate a candidate solution set using line search
strategy over the set of all non-dominated solutions found in the course of optimiza-
tion till now which dominates the candidate solution as well as finding the neighbor



674 P. Solanki and H. Sahu

solutions in a neighborhood radius which are better than the candidate solution and
a centroid solution from the neighborhood set.

3 Proposed Methodology

The basic idea is to extend the swarm hybrid MVMO single objective optimiza-
tion algorithm [3, 10, 11] into a multi-objective optimization algorithm by incorpo-
rating the concepts of Pareto optimality. This algorithm implements the MVMO-SH
in conjunction with non-dominated sorting algorithm to rank the solutions in the
population and an adaptive local search strategy to increase the convergence of the
algorithm. The algorithm given below describes the proposed algorithm.

Algorithm 1: MOO using MVMO-SH
Input: N (population size), max_count (Maximum function evaluations)

ls (local search probability)
Output: H (Non-Dominated Set)

1. Generate initial parent population P within the range [0, 1]. Set c = 0.
2. Evaluate fitness for each particle in the population P .
3. Sort population P using Non-Dominated Sorting and Crowding distance
4. Fill the external repository H with non-dominated solutions
5. Main loop for Multiobjective MVMO
for c = 1 to maxcount do
A. Classify the parent population into set of good solutions and bad solutions
B. for i = 1 to n do

1. Fill/Update individual archives
2. Crossover: Multi-parent for bad solutions otherwise single parent
3. Mapping selected solution’s dimensions based on mean and variance
4. Evaluate fitness and store the generated solution,

end for
C. for i = 1 to n do

1. If random value > ls then call Adaptive local search [2]
2. Store all generated solutions L

end for
D. Create intermediate population I pop = P ∪ C ∪ L
E. Sort intermediate population
F. Generate next parent population from sorted I pop

G. Store all rank 1 solution in external repository H
end for
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4 Result and Analysis

The designed algorithm is implemented on MATLAB. To check the correctness of
the algorithm, it has been evaluated over the known DTLZ and ZDT test problem
suites. The proposed algorithm is bi-objective in nature, i.e., it takes two objectives
to be optimized. All the graphs are generated using two objectives of the DTLZ and
ZDT test suites, f 1 is the first objective, and f 2 is the second objective calculated as
per the standard definitions of the DTLZ and ZDT test suites. The details for various
test problems in the DTLZ and ZDT test suites on which our proposed algorithm
works well are given in [12, 13].

The proposed algorithm when tested on DTLZ and ZDT test suites gives Pareto
optimal fronts which are comparable to the true Pareto fronts for different DTLZ and
ZDT problems. The figures (Figs. 2 and 3) shown, presents the graphs for Pareto
optimal fronts where (Fig. 2) is for the DLTZ dataset and (Fig. 3) is for ZDT dataset.
Every figure is divided in 2 subparts a and b, where (a) represents the Pareto fronts
of different test problems generated by the proposed algorithm, and (b) represents
the true Pareto fronts generated using Reference data available from [14].

5 Conclusion and Future Work

The proposed algorithm MVMO-SH to solve MOP is tested on well-known DTLZ
(1, 2, 3, 4) and ZDT (1, 2) test problems. The Pareto fronts that are obtained using
the proposed approach are significantly comparable with the true Pareto front for the
above test cases.

The algorithm works fine but has a scope of analysis of different parametric
settings as well as different local search strategies could be tried to provide a
balance relation between exploration and exploitation. There is a scope of testing
and enhancing the work further for non-separable problems which are not truly
multimodal in nature.
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Fig 2.1 DTLZ 1

Fig 2.2 DTLZ 2

Fig 2.3 DTLZ 3

Fig 2.4 DTLZ 4

Fig. 2 Result for test cases of DTLZ. The generated Pareto front is shown in (a), whereas the true
Pareto fronts is shown in (b)
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Fig 3.1. 1 ZDT1 Test Cases

Fig 3.2. ZDT4 Test Cases

Fig. 3 Result for test cases of ZDT. The generated Pareto front is shown in (a), whereas the true
Pareto fronts is shown in (b)
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Improving Software Maintainability
Prediction Using Hyperparameter
Tuning of Baseline Machine Learning
Algorithms

Kirti Lakra and Anuradha Chug

Abstract Software maintainability is a prime trait of software, measured as the
ease with which new code lines can be added, obsolete ones can be deleted, and
those having errors can be corrected. The significance of software maintenance is
increasing in today’s digital era leading to the use of advanced machine learning
(ML) algorithms for building efficient models to predict maintainability, although
several baselineMLalgorithms are already in use for softwaremaintainability predic-
tion (SMP). However, in the current study, an effort has been made to improve
the existing baseline models using hyperparameter tuning. Hyperparameter tuning
chooses the best set of hyperparameters for an algorithm, where a hyperparameter
is that parameter that uses its value for controlling the training process. This study
employs default hyperparameter tuning as well as the grid search-based hyperpa-
rameter tuning. Five regression-based ML algorithms, i.e., Random Forest, Ridge
Regression, Support Vector Regression, Stochastic Gradient Descent, and Gaussian
Process Regression, have been implemented using two commercial object-oriented
datasets, namely QUES and UIMS for SMP. To evaluate the performance, a compar-
ison has been made between the baseline models and the models developed after
hyperparameter tuning based on the three accuracy measures, viz., R-Squared, Mean
Absolute Error (MAE), and Root Mean Squared Logarithmic Error (RMSLE). The
results depict that the performance of all the five baseline ML algorithms improved
after applying hyperparameter tuning. This conclusion is supported by the improved
R-squared,MAE, and RMSLE values obtained in this study. Best results are obtained
when the grid searchmethod is used for the tuning purpose. On average, the values of
R-squared,MAE, andRMSLEmeasures improved by 20.24%, 12.26%, and 30.28%,
respectively, for theQUESdataset. On the other hand, in the case of theUIMSdataset,
an average improvement of 6.27%, 15.71%, and 16.39% has been achieved in terms
of R-squared, MAE, and RMSLE, respectively.
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Regression · Stochastic Gradient Descent · Gaussian Process Regression

1 Introduction

Software maintainability is the degree to which certain modifications such as the
repair, addition, or omission can be done in the software code. There are two major
approaches formeasuring themaintainability of software. The first approach includes
the extrinsic factors such as readability, modifiability, maintainability, modularity,
etc. The second approach involves intrinsic factors like object-oriented (OO) quality
metrics, including the size, coupling, and the cohesionmetrics. Prediction of external
factors is not only time-consuming but also very costly since it involves various
additional factors, such as the surrounding environment, and the knowledge and
viewpoint of the developers who were engaged in the programming of particular
software. Thus, the approach based on the intrinsic factors is the most acceptable
approach for software maintainability prediction (SMP). Software maintenance is a
crucial factor in determining the total cost of the project. Maintenance can only be
measured in later stages of the software development life cycle (SDLC) when the
software is almost ready to be delivered, but, by then, it would be too late to stream-
line the quality of the software, thereby increasing the overall cost [19]. Hence, it
becomes essential to build the prediction models for predicting maintainability well
in advance, so that the effort and cost is reduced. Several maintainability prediction
models employing different evolutionary, Machine Learning (ML), and hybrid tech-
niques have been introduced in the past by various researchers [11, 12, 24]. However,
there has always been a concern associated with the performance and precision of
the SMP models. Therefore, in this study, hyperparameter tuning has been done to
enhance the performance of the baseline ML algorithms [22]. In this technique, a set
of best hyperparameters is selected for training purposes to build an optimalmodel for
prediction. Hyperparameter tuning controls the overall behavior of the ML models.
The output has further been optimized by using grid search method with hyperpa-
rameter tuning. In grid search, sorting of various combinations of parameters and
hyperparameters is performed to obtain the best-suited result [4]. Five regression-
based algorithms, namely Random Forest (RF), Ridge Regression (RR), Support
Vector Regression (SVR), StochasticGradient Descent (SGD), andGaussian Process
Regression (GPR) have been used here for building the prediction models using two
widely known datasets, viz., QUES and UIMS [14]. The performance is evaluated
in conformity with the three accuracy measures, namely R-Squared value, Mean
Absolute Error (MAE), and Root Mean Squared Logarithmic Error (RMSLE). The
main purpose of the study is outlined as the Research Questions (RQs) below:
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RQ1: Does the performance of the baseline algorithms improve with hyperpa-
rameter tuning?

RQ2: How much improvement is achieved in the performance of the baseline
algorithms after employing hyperparameter tuning?

Further, the paper is organized in the following manner—Sect. 2 talks about the
literature review performed for SMP. Section 3 provides the research methodology
adopted in the current study; Sect. 4 highlights and discusses the results. Section 5
mentions threats to validity. Section 6 concludes the study and gives insights into
future work.

2 Literature Review

There are several techniques andmetrics in literature for SMP. Someof the techniques
and relevant studies arementioned in this section. Li andHenry [14], in 1993, studied
the authentication of certain OO metrics with maintenance effort for the first time
using QUES and UIMS datasets to determine the change per class. Kitchenham et al.
[11], in 1993, gave distinct accuracy measures used in the prediction. Tang et al.
[24], in 2003, gave six OO design metrics. In 2006, Koten and Gray [12] proposed
that the accuracy predicted by Bayesian network model is more vital than, or no
less than the regression techniques. Dubey et al. [2], in 2012, utilized multilayered
perceptron for SMP. Dash et al. [1], in 2012, proposed the use of artificial neural
networks in predicting maintainability of OO system. Kaur and Kaur [10], in 2013,
analytically measured 27 distinct ML and regression techniques for SMP. In 2015,
Malhotra and Chug [17] proposed the implementation for maintainability prediction
using evolutionary models. Also, Malhotra and Chug [18], in 2016, made an effort to
review the models, such as the statistical algorithms andML algorithms to recognize
several significant characteristics that can considerably affect the maintenance effort.
In 2016, Jain et al. [8] investigated the evolutionary algorithms to checkwhether these
algorithms perform better than ML classifiers. Mathur and Kaushik [21], in 2018,
conducted the analysis of data using principal component analysis and determined the
correlation matrix. Elmidaoui et al. [3], in 2019, outlined the influence of systematic
mapping and summarized the published pragmatic SMP studies. In 2020, Gupta
and Chug [5] proposed the cross-project method to predict software maintainability.
Also, Gupta and Chug [6], in 2020, introduced an enhanced RF model using feature
selection techniques for the purpose of SMP. It is observed that several models
have already been employed for SMP. However, there is still a potential to improve
the performance of these models. Hence, an attempt has been made in the current
work to optimize the predictions of the already existing baseline ML models using
hyperparameter tuning along with the grid search.
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3 Research Methodology

The current study aims to find the effect of hyperparameter tuning in predicting
maintainability. Initially, two OO datasets, namely QUES and UIMS, have been
selected for conducting this study. An overall framework used here for SMP is shown
in Fig. 1.

Initially, the two datasets have been divided into training and test sets. After
that, five different ML algorithms have been applied on the training set for each
dataset. Further, the performance has been evaluated in terms of R-squared, MAE,
andRMSLEas the accuracymeasures using the test set for both the datasets. Since the
datasets used here are small-sized; therefore, while training, tenfold cross-validation
has also been used. Subsequently, to improve the baseline performance of various

Fig. 1 Software maintainability prediction framework
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ML algorithms, hyperparameter tuning has been done. This is followed by hyperpa-
rameter tuning using grid search method to further improvise the results. The SMP
models developed using hyperparameter tuning have also been evaluated using the
above three accuracy measures. The results obtained for all the ML models, with or
without hyperparameter tuning have been compared and analyzed as described in
Sect. 4.

This section is further subdivided into various subsections, giving a holistic
overview of the research methodology adopted in the current investigation.

3.1 Metrics

The two OO datasets, QUES and UIMS utilized in the current study consist of ten
independent variables. Out of these, five variables, i.e., DIT, WMC, NOC, LCOM,
and RFC, belong to Chidambar and Kemerer suite [24]; the other four variables, i.e.,
DAC, MPC, SIZE2 and NOM, belong to Li and Henry suite [14]; and the remaining
variable, i.e., SIZE1 is taken from traditional lines of code metric. The dependent
variable in this study is CHANGE, which is number of changes in code lines with
respect to each class.

3.2 Modeling Techniques

ML is a science of getting computers to learn from the experiences and act automat-
ically without being specially programmed. The goal of ML is to make machines
act like humans. In this study, five regression-based ML techniques have been used
to predict maintainability as explained in Table 1. Although, a number of ML algo-
rithms are available, only five particular algorithms have been selected to limit the
scope of the current study. However, an attempt is made to analyze several different
categories of ML algorithms by selecting various ML algorithms covering different
categories, i.e., RR belongs to the category of generalized linear algorithms, RF is
one of the ensemble algorithms, and SGD, GPR, and SVR belong to the class of
artificial neural network-based algorithms. This further ensures the generalizability
of the current study.

3.3 Hyperparameter Tuning

Hyperparameters are those parameters that define the architecture of the model. The
process of searching an ideal architecture for a particular model being developed
is known as hyperparameter tuning [15]. Several questions are addressed by hyper-
parameter tuning, such as, what degree of polynomial features must be used for a
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Table 1 Regression-based ML techniques

Modeling techniques Description

Random Forest (RF) [13] RF is one of the ensemble methods used for solving
regression, classification, and various other
problems. RF is a strong modeling technique that
can perform efficiently on large datasets having
thousands of inputs without dropping the variables.
It builds many Decision Trees (DT) during training
and gives the right predictions. It tries to create an
unrelated forest using techniques like bagging and
feature randomness making accurate predictions

Support Vector Regression (SVR) [20] Support Vector Machine holds up linear and
nonlinear regression that is stated as SVR. It tries to
categorize all the cases between the two classes,
restricting the margin violation. Epsilon is the
hyperparameter that controls the width of the street.
SVR requires a training set, i.e., T = {x, y} covering
the domain of interest

Stochastic Gradient Descent (SGD) [7] Stochastic means ‘random.’ In SGD, each iteration
randomly picks a data point from the entire dataset
to decrease the computations immensely, unlike
gradient descent. SGD performs all the iterations
with a single batch of data, thus, decreasing the
computational time to a great extent

Ridge Regression (RR) [9] Multiple regression-based data that is having
multicollinearity is analyzed using RR. A certain
degree of bias is added by this technique for
estimation, thus reducing standard error. In RR,
standardization of independent and dependent
variables is done by subtracting their respective
mean values and dividing by their standard deviation

Gaussian Process Regression (GPR) [16] GPR is an extension of linear modeling. It is a
nonparametric, kernel-based, probabilistic model
used for regression purposes. GPR works well on a
small dataset, and it addresses learning in both
supervised and unsupervised frameworks

linear model; what is the maximum depth that should be allowed for a DT; what are
the minimal samples needed in a DT for the end node; what is the learning rate of
gradient descent, etc. Hyperparameters differ from model parameters as they are not
trained directly from the data, unlike model parameters, which learn directly during
the training phase.

Grid Search. It is a hyperparameter optimization technique, which is also known as
exhaustive search [23]. Grid search is used for buildingmodels with all combinations
of hyperparameter values. Each model having different values of hyperparameters is
evaluated, and finally, the most appropriate architecture providing the best result is
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selected. This is done by fitting each model to the training set and then evaluating it
on the validation data.

3.4 Cross-Validation Technique

Cross-Validation is a validation technique that foresees the prediction capability of
the model on new and unrevealed data. It ensures that the algorithm is generalized,
so that it is suitable for any individual dataset. k-fold cross-validation technique is
used in this study and the value of k = 10. In this technique, each dataset is divided
into ten subdivisions, out of which one is reserved for the testing purpose and the
other nine portions are used for training the model till each of the ten partitions has
been used for testing once.

3.5 Accuracy Measures

The accuracymeasures used in the current study, i.e., R-squared,MAE, and RMSLE,
are described as below.

1. R-Squared: It is the squared correlation between the real value and the antic-
ipated value. Higher the R-squared value, better is the model. Its value ranges
from 0 to 1.

R−Squared = 1−
∑ j=m

j=1

(
(x j − ︷︸︸︷

x j )
)2

∑ j=m
j=1

((
x j − x

))2 (1)

Here, x j and
︷︸︸︷
x j represent the real value and the predicted value, respectively,

and x is the mean value.

2. Mean Absolute Error (MAE): It is the ratio of the difference between the real
and the anticipated value to the total number of classes.

MAE = A j − Pj

A j
(2)

Here, A j and Pj represent the real value and the anticipated value, respectively.

3. Root Mean Squared Logarithmic Error (RMSLE): In RMSLE, a log of the
predicted and the real value is taken. It is same as Root Mean Squared Error
(RMSE) if real, and predicted values are small.
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RMSLE =
√

1

m

m∑

j=1

(
log

(
Pj + 1

) − log
(
A j + 1

))2
(3)

A j is the real value, and Pj is the predicted value.

4 Results and Analysis

The current section highlights the results of the study conducted for SMP using
various regression-based ML algorithms for Li and Henry datasets. The results
obtained in the form of R-squared, MAE, and RMSLE values for all the ML algo-
rithms with and without hyperparameter tuning are shown in Figs. 2 and 3 for QUES
and UIMS datasets, respectively.

Fig. 2 Values of a R-squared, bMAE, and RMSLE for different ML algorithms, without hyperpa-
rameter tuning, with hyperparameter tuning (default) and with hyperparameter tuning (using grid
search) for QUES dataset

Fig. 3 Values of a R-squared, bMAE, and RMSLE for different ML algorithms, without hyperpa-
rameter tuning, with hyperparameter tuning (default) and with hyperparameter tuning (using grid
search) for UIMS dataset
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Further, the hyperparameters obtained for all the five algorithms using QUES
and UIMS datasets have been represented in Tables 2 and 3, respectively. In both
the tables, two sets of hyperparameters are given for each algorithm, i.e., hyper-
parameter tuning (default) and hyperparameter tuning (using grid search). These
sets of hyperparameters are referred as the best parameters since they resulted in a
more effective prediction as compared to the other hyperparameters, i.e., they have
maximum contribution in the optimization of the baseline algorithms.

It is observed from Table 2 that in case of QUES dataset, the default value of
‘min_sample_leaf’ hyperparameter is ‘1’ for RF algorithm, which changes to ‘3’
on using grid search with hyperparameter tuning. Similarly, for RR algorithm, the
default value of ‘random_state’ parameter changes from ‘none’ to ‘10’ on using grid
searchwith hyperparameter tuning. Further, other changes in the default values of the

Table 2 Hyperparameters for QUES dataset

Algorithms With hyperparameter tuning
(default)

With hyperparameter tuning
(using grid search)

Random Forest max_depth = None
max_features = ‘auto’
max_samples = 88
min_samples_leaf’ = 1
min_samples_split = 2
n_estimators = 10

max_depth = 10
max_features = 0.5
max_samples = 88
min_samples_leaf’ = 3
min_samples_split = 4
n_estimators = 8

Ridge Regression copy_X = True
fit_intercept = True
max_iter = None
random_state = None
solver = ‘auto’
tol = 0.001

copy_X = True
fit_intercept = 2
max_iter = 88
random_state = 10
solver = ‘auto’
tol = 20

Support Vector Regression
(SVR)

cache_size = 200
degree = 3
gamma = scale
kernel = rbf
max_iter = −1
verbose = False

cache_size = 170
degree = 5
gamma = scale
kernel = rbf
max_iter = −1
verbose = False

Stochastic Gradient Descent
(SGD)

tol = 0.001
shuffle = True
verbose = 0
fit_intercept = True
random_state = None
max_iter = 100

tol = 70
shuffle = True
verbose = 0
fit_intercept = True
random_state = None
max_iter = 1000

Gaussian Process Regressor
(GPR)

alpha = 1e−10
kernel = 1**2*RBF
(length_scale = 10)
random_state = None
n_restarts_optimizer = 10
copy_X_train = True

alpha = 1e−10
kernel = 1**2*RBF
(length_scale = 10)
random_state = None
n_restarts_optimizer = 50
copy_X_train = True
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Table 3 Hyperparameters for UIMS dataset

Algorithms With hyperparameter tuning
(default)

With hyperparameter tuning
(using grid search)

Random Forest max_depth = None
max_features = ‘auto’
max_samples = 31
min_samples_leaf’ = 1
min_samples_split = 2
n_estimators = 100

max_depth = 3
max_features = 0.5
max_samples = 31
min_samples_leaf = 11
min_samples_split = 12
n_estimators = 70

Ridge Regression copy_X = True
fit_intercept = True
max_iter = None
random_state = None
solver = ‘auto’
tol = 0.001

copy_X = True
fit_intercept = 14
max_iter = 88
random_state = None
solver = ‘auto’
tol = 80

Support Vector Regression
(SVR)

cache_size = 200
degree = 3
gamma = scale
kernel = rbf
max_iter = −1
verbose = False

cache_size = 100
degree = 10
gamma = scale
kernel = rbf
max_iter = −1
verbose = False

Stochastic Gradient Descent
(SGD)

tol = 0.001
shuffle = True
verbose = 0
fit_intercept = True
random_state = None
max_iter = 1000

tol = 60
shuffle = True
verbose = 0
fit_intercept = 10
random_state = None
max_iter = 1000

Gaussian Process Regressor
(GPR)

alpha = 1e−10
kernel = 1**2*RBF
(length_scale = 10)
random_state = None
n_restarts_optimizer = 10
copy_X_train = True

alpha = 1e−10
kernel = 1**2*RBF
(length_scale = 20)
random_state = None
n_restarts_optimizer = 3
copy_X_train = True

hyperparameters for various ML algorithms can be looked up in Table 2 for QUES
dataset.

Afterward, it is clearly observable fromFig. 3, that the performance of the baseline
algorithms has been successfully optimized using hyperparameter tuning for UIMS
dataset.

Likewise, as given in Table 3, the default value of ‘degree’ parameter for UIMS
dataset using SVR algorithm changes from ‘3’ to ‘10’. Furthermore, the ‘tol’ param-
eter of SGD algorithm changes from ‘0.001’ to ‘60’ on using grid search with
hyperparameter tuning. Other changes in the default parameters using different ML
algorithms for UIMS dataset can be looked up in Table 3.

The two RQs raised in Sect. 1 have been answered as follows:
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RQ1: Does the performance of the baseline algorithms improve with hyperpa-
rameter tuning?

As it is seen from Figs. 2 and 3, a positive change has been observed on using
hyperparameter tuningwith the baseline algorithms.TheR-Squared values inFigs. 2a
and 3a for both the datasets and for all theML algorithms has increased, showing that
the models have become more precise and accurate on using hyperparameter tuning.
Further, the decreased values of MAE and RMSLE, as shown in Figs. 2b and 3b for
all the datasets and algorithms, show an improvement in performance on applying
hyperparameter tuning. This shows that the prediction error has decreased, i.e., the
predicted value has come closer to the actual value. The accuracy of these models
has improved further when hyperparameter tuning is accompanied by the grid search
method.

RQ2: How much is the improvement in the performance of the baseline
algorithms after employing hyperparameter tuning?

According to Figs. 2 and 3, the R-squared, MAE, and RMSLE values have improved
significantly after hyperparameter tuning of the baseline algorithms, showing that
the SMP models have become more efficient. The values of the above-mentioned
accuracy measures have further increased on using the grid search method with
hyperparameter tuning for both the datasets, i.e., QUES and UIMS, and all the ML
algorithms. It is observed from Fig. 2a that an average improvement equal to 20.24%
in R-squared values has been achieved for QUES datasets, considering all the five
algorithms after hyperparameter tuning. However, the MAE and RMSLE values in
the case of the QUES dataset have improved by 12.26% and 30.28%, respectively,
as shown in Fig. 2b. Similarly, for UIMS dataset, an average improvement of 6.27%
has been attained for R-squared values considering all the algorithms as depicted in
Fig. 3a. Further, as seen from Fig. 3b, MAE and RMSLE values have improved by
15.71% and 16.39%, respectively, for UIMS dataset.

The results obtained above and the answers to both theRQshelpedus conclude that
the tuned results are better than the untuned baseline results because hyperparameter
tuning has enhanced the learning capability of the baseline algorithms, making them
super learners. These results further improved when hyperparameter tuning has been
optimized using grid search method, which sorts through different combinations of
parameters to give the best possible result.

On comparing the results of the current study with a few previous studies, it
has been found that the proposed approach yields better results as compared to the
prior studies. For example, the MAE values obtained by Mathur and Kaushik [21]
for different algorithms using principal component analysis were higher than the
MAE values obtained in the current study. The best MAE values as obtained in this
study improved by 71.24% (from 89.22 to 25.57) and 53.92% (from 41.75 to 19.24),
respectively, as compared toMathur’s study.Also, forUIMSdataset, improved results
are achieved in the proposed study in terms of MAE, when compared to Dash et al.’s
[1] study with an overall improvement of 39.71% (from 31.908 to 19.24). Further,
the current study achieves improved R-squared values equal to 0.61 and 0.66 for



690 K. Lakra and A. Chug

QUES and UIMS datasets, respectively, in comparison with R-squared values equal
to 0.55 and 0.54 as obtained in one of the studies conducted by Dubey et al. [2] using
principal component analysis.

5 Threats to Validity

The current section outlines various threats to validity. Main threat associated with
this study is the usage of Li and Henry datasets, that are small-sized and have been
developed using a specific programming language called Ada. So, the current study
may not generalize for large datasets written in some other programming language.
Also, research is required to generalize the results of the current study for other
programming environments. Here, only one variation of hyperparameter tuning has
been used, i.e., grid search method, which again becomes a limitation of this study.
Further, only three accuracymeasures havebeenused for comparing the performance,
even though other accuracy measures are also available.

6 Conclusion and Future Scope

The primary purpose of the current study is to improve the performance of the base-
line algorithms for SMP. Five different regression-based ML algorithms (RF, SVR,
SGD, RR, and GPR) have been employed for the purpose of maintainability predic-
tion on QUES and UIMS datasets. The primary goal of this study is to construct a
suitable and optimalmodel using hyperparameter tuning of the aboveMLalgorithms,
for improving the baseline prediction. Default hyperparameter tuning and hyperpa-
rameter tuning with grid search method have been used apart from the baseline
algorithms. R-squared, MAE, and RMSLE have been used for evaluating the perfor-
mance. The timely and correct predictions will assist the technologists in utilizing
the resources judiciously, increase efficiency, and minimize the corresponding main-
tenance costs. The current study resulted in an overall improvement of the baseline
models after hyperparameter tuning. The results are summarized as follows:

• For QUES dataset, it is observed that an overall average improvement of 20.24%,
12.26%, and 30.28% has been attained in terms of R-squared, MAE, and RMSLE
values, respectively, using all the five algorithms after employing hyperparameter
tuning.

• Similarly, for UIMS dataset, hyperparameter tuning of the baseline algorithms
resulted in an average improvement of 6.27%, 15.71%, and 16.39% with respect
to R-squared, MAE, and RMSLE values, respectively, for all the ML algorithms
taken together.
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• The comparison between the results of the current study and the results of a few
previous studies further indicates the supremacy of the proposed approach over
several other approaches while predicting maintainability.

Hence, this study would allow the developers to investigate the capability of SMP
models further and finally establish an efficient and universal model in the field of
software maintenance for improving software quality. As a future extension to this
work, authors plan to make hybrid models for SMP that would combine with other
techniques of hyperparameter tuning using several other ML, evolutionary, or meta-
heuristic techniques. This would result in building such software that would predict
more accurately with the least precision errors.
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Karaoke Machine Execution Using
Artificial Neural Network

R. Sripradha, Plauru Surya, Payreddy Supraja, and P. V. Manitha

Abstract Musicians and vocalists are facing the challenge of practicing their singing
as instrumentalists are not available always or they are not very affordable. Karaoke
can help to solve this problem and cater to the demands of these singers. When the
vocals of a song have been removed and only the accompaniment or the instrumental
background is left, the resulting music is called karaoke. This is used as a form
of entertainment, wherein users sing along with the background music. This paper
proposes a method to generate karaoke using the artificial neural network (ANN)
tool inMATLAB. This is based on the out-of-phase stereo method. First, the training
data is generated using the out-of-phase ssstereo method using audacity, to check its
effectiveness; then, the same is implemented in MATLAB, and the generated data
is used to train the artificial neural network. There is room of improvement in the
proposed system, as it has been implemented with limited training data.

Keywords Karaoke · ANN · Neural network · Out-of-phase stereo method

1 Introduction

Karaoke originates from Japan, and it is a form of recreational activity in which
an amateur singer sings along with the recorded music. This recorded music can
be instrumental music performed by different artists or it can be the original music
from which the singer’s voice has been removed. The latter is performed by karaoke
machines, and singers often prefer these as they feel closer to the original version
of the song itself. There is often a video playing along with the music itself with
the lyrics and cues as to when each line begins. It is often not possible to replicate
the exact maneuvers performed by the instrumentalists in the original sound track.
A reproduction of this kind is heavy on man-power, labor, and cost. Generating a
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karaoke also means splitting the music or melody part and the vocals, hence it is
also called audio-source separation. More generally, this is also the cocktail party
problem—in a party or a crowded place, where there is a lot of noise and one person
is talking, humans can naturally focus on this particular voice and not pay attention
to the others. Computers do not have the capability to separate voices, in other words,
have the ability to concentrate on only one, unlike the human auditory system.

It has many day-to-day applications that include but are not limited to improving
the user’s ability to sing through practice, family entertainment, singing contests,
and studios. The separated vocals can also be used for content search and lyric
generation. Extended applications include separating two or more voices, extracting
only the voice of a person from a noise background, improving communication,
and identification of a person based on voice which can prove invaluable to the law
enforcers.

There are a number of ways of suppressing the vocals in a sound track, and these
include using a low-pass filter to remove the voice [1]. This comes with the inherent
disadvantage of the bass music also getting eliminated as the low-pass filter filters
out all low frequencies including the voice [2].

The approximate fundamental frequency of the singer’s voice was found, and
this was used to eliminate the narrow bands containing this frequency and all its
harmonics. In a case where there is no echo or where different synthetic techniques
have not been used to modify the voice, it may have been possible. Out-of-phase
stereo method does not suffer from these restrictions, and it can be used to a majority
of the existing songs.

In this paper, the dataset has been generated using out-of-phase stereo method
suggested in [1]. This dataset is used to train the artificial neural network to generate
karaoke. The karaoke so generated is at par with the out-of-phase stereo method in
terms of performance, because a neural network can only be as good as its training
data. The novelty of the method lies in the fact that ANN is used for the generation of
karaokewhich has not been used anywhere else. This has been done usingDFT in [3].
We believe that when better training data is obtained with human intervention—only
background music or only voice—ANN can be used to automate this process.

The organization of the paper is as follows. Section 2 contains the literature survey.
Section 3 contains a brief introduction to artificial intelligence (AI) andANN, and this
is followed by an explanation and block diagram of the proposed method. Sections 5
and 6 elucidate the observations, results, and the conclusion of the paper. The last
section has references.

2 Literature Survey

The out-of-phase stereo method can be used on stereo music—music that has two
different channels, one right and one left [2]. This method is simple and efficient and
accurate to a certain degree. It is based on the assumption that the singer stands in
the center and the musical instruments surround him/her. If the vocalist is spatially
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centered, the intensity of voice on each mic placed at different locations will be
similar. In this method, the left signal is subtracted from the right signal, or vice-
versa. The component common and equal in intensity to both the channels is the
voice, and hence, it gets removed. The disadvantage posed in this method is within
the assumption mentioned above, if it does not satisfy that criteria or is an instrument
is centered with the voice, that instrument will also get removed along with the voice.
FFT can be used to compare the powers of the left and right channel and can be used
to separate them like the out-of-phase stereo method [2].

Ideal binarymasks have beenusedwith a probabilistic deep neural network (DNN)
to separate vocal and real-timemusical mixtures [4]. Themusic signals are converted
into spectrograms in thismethod using short timeFourier transform (STFT).A binary
mask is then used to remove the vocals from the accompaniment. The disadvantage
of this method lies in its complexity.

Spatial audio object coding (SAOC) consists of an encoder, decoder, and renderer.
The encoder produces a down-mix signal and spatial parameters from input audio
and transmits it to the decoder. The SAOC uses the discrete Fourier transform (DFT)
to do so. In this method, harmonics are extracted and eliminated [5]. The harmonic
extraction is done from a clean vocals, and it involves pitch extraction, harmonic
amplitude extraction, and MVF extraction. Harmonic elimination is then done using
a filter that is designed based on the vocal spatial parameters and down-mix signal.
Elimination of harmonics improves the karaoke.

Repeating pattern extraction technique (REPEAT) is a method in which the
repeating background of songs is eliminated [6]. Songs normally contain a repeating
background, and the vocals are superimposed over this. In the REPEAT method,
a time–frequency mask is used to separate the repeating component. The size of
window for detecting the repeating piece of accompaniment is varied for different
components. This approach is simplistic and fast. It will not work if the accompani-
ment is non-repeating. While it can be used for karaoke generation in many contexts,
it will not help the machine in solving the cocktail party problem.

Accompaniment separation from polyphonic music is executed based on auto-
matic melody transcription [7]. First, the transcription takes place and then this tran-
scription, consisting of a parametric representation of the lead vocals (MIDI note
sequence with fundamental frequency trajectory for each note), is used to estimate,
synthesize, and remove lead vocals using sinusoidal modeling, thus separating the
lead and accompaniment which is similar to a karaoke.

Stereo type noise suppression is used for extracting the accompaniment signal
or the karaoke part from the stereo music signal [8]. First, the vocals signals are
extracted by finding the difference of the left and right spectrum of the signals in
the frequency domain, which is first obtained through short Fourier transform (stft).
After this is done, the stereo accompaniment signal is estimated by utilizing the
canonical state space modeling and the Kalman filter theory.

It is assumed that the accompaniment is periodic and that the vocals are relatively
aperiodic, like in the REPEAT method. The short time Fourier transform is used to
convert the audio into an image, and periodically repeating patterns in this image is
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appears as peaks in the 2DFT spectrogram pattern recognition (image processing) is
used to remove these repeating patterns. This separates the music from the voice [3].

Repeating nature of accompaniment is exploited to separate the vocals from
the background music. Empirical wavelet transform (EWT), suitable for both non-
stationary and non-linear signals, is first applied on the given signal to decompose
it, and then, the repeating background is found and separated. EWT is applied for
different frequencies to extract all repeating components [9].

Particle swarm optimization (PSO) can be used to find filter coefficients. These
coefficients correspond to the different signals generated by instruments, as each
note of a particular instrument has a repeating waveform. These filter coefficients are
used to generate wavelets that have a very high correlation with these instruments
and can therefore be used to analyze these signals [10].

Wavelets present inmusical instruments, which are repeating notes, can be defined
by scaling functions and wavelet functions [11]. Reconstruction of wavelets makes it
possible to develop musical notes for instruments. This can be used for blind source
separation of musical mixtures [12].

Out-of-phase stereo method is used for training and karaoke generation in the
proposed method. If a stereo music is presented to this trained network, it generates
karaoke, which is similar to the karaoke generated by the out-of-phase stereomethod.
ANN can thus be used for karaoke generation and better training algorithm can yield
better results.

3 Artificial Neural Network

Artificial intelligence deals with the simulation of human intelligence inmachines. In
1997, the first breakthrough in AI occurred, when IBM’s deep blue became the first
computer to beat a chess champion. Recent research in neurology has shown that the
brain is an electrical network of neurons fire in all-or-nothing pulses. Digital signals
also work in the form of 1’s and 0’s—all or nothing. Since any form of computation
can be performed digitally and digital signals are quite similar to brain signals, it
follows that it may be possible to construct an electronic brain.

Deep learning is a branch of machine learning that teaches computers to learn
like humans, that is learn by example. ANN is one such deep learning model that is
usually used for regression and classification. ANNs are connectionist systems have
been designed to copy the biological neural networks that we possess. These systems
learn to perform tasks by example, just as humans do. A very common example of
a machine “learning by example” is image recognition and classification.

Regression is a statistical model where we try to find an outcome based on one
or more variables called predictor variables. Regression can be classified based on
linearity as linear and nonlinear and based on the number of predictor variables
as simple regression (consists of one predictor variable) and multiple regression
(consists of many predictor variables).
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The training data considered for this paper has been generated using the out-of-
phase stereo method. The relation between the input and output is linear, and the
there is only one input. Classification of this model is simple linear regression, as
explained above.

The nodes/neurons ofANNmodel the neuron in the brain, the connection between
them model the synapses. The connection is real number, and the output of each
neuron is modeled by nonlinear function. These connections have weights that affect
the amount of or the strength of the signal to be considered. An initial weight is set,
it then changes as the learning proceeds. Neurons send a signal only if the aggregate
is greater than a certain value. Many neurons are connected together in a layer.
Neurons of one layer are connected to the neurons of the immediately preceding and
next layer. The layer that comes first and receives the input data is the input layer. The
final layer that gives the result is called the output layer. These layers are of different
types, e.g., fully connected, pooling, etc. Each layer performs some transformation or
computation on the input signal. The network formed can be feed-forward networks
or recurrent networks. The feed-forward networks do not have memory and never
form a loop. Hyperparameters are some of the values that are set before the beginning
of the learning process, and they do not change parameters like the number of hidden
layers of neurons, learning rate, etc.

The neural network “learns” through examples by adjusting the weights to opti-
mize the accuracy of the result, which is obviously carried out by decreasing the
errors. The learning process is said to have been completed if additional examples
do not decrease the errors or cause a change in the weights. A subtle shift in weights
and errors continues to occur, and it never becomes equal to zero; it only tends to
zero, so a threshold is provided. Learning rate states the size of change of the weights
to decrease errors. If the learning rate is high, the training finishes quickly but the
accuracy is usually much better with slower learning rates. Learning rate is often
varied to achieve quicker convergence and prevent oscillations.

There are three major learning models—supervised learning, unsupervised
learning, and reinforcement learning.

In the supervised learning model, the ANN is provided with both the input and
output which are appropriately paired. Learning, in this case, would mean altering
the input in such a way as to get the output specified. Usually, the mean-squared
error is the cost function that is used. Common applications of supervised learning
are classification, regression (function approximation) and sequential data.

In unsupervised learning, the input and the cost function are provided. This is
often used when the data is unlabeled. It is used to determine structures or find corre-
lations or features. Examples include clustering, dimensionality reduction, density
estimation, feature learning, etc.

Reinforcement learning is a type of dynamic programming that trains an algo-
rithm through experience using a system of reward and punishment. Common exam-
ples include a robot navigating to a particular location, a step in the right direction
decreases the distance; in this context, it is equivalent to reward and a step in the
wrong direction increases the distance, and this is equal to punishment. The aim is
to decrease the distance, and no training dataset is provided to it.
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The proposed method uses the supervised learning model.

4 Proposed Method

The block diagram of the proposed method is shown in Fig. 1. In this figure, the
original song, consisting of two channels is split into left and right. The left channel
is subtracted from the right one or vice-versa, and this is the process of the out-of-
phase stereo method. The ANN tool in MATLAB, in its training phase, is fed the
original song and this output. After training, the original song is directly fed to the
ANN, and the neural network’s output is the karaoke.

The out-of-phase stereo method has been used to generate the training data for
ANN in MATLAB. The out-of-phase stereo method has been implemented using
a free open-source software called audacity used across various platforms like
windows, mac-OS, and Linux-like systems. This is a sound editing software used in
professional studios.

Figure 2 shows a representation of the song when it is fed to Audacity.
The stereo track is split into two, one of them is selected and it is inverted using

the effects menu. The stereo track is composed of left and right—tracks. When they

Fig. 1 Block diagram of the proposed method
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Fig. 2 Stereo music signal

are panned out, the audio is the same even after the inversion. But when the panning
is brought down to zero percent and both the tracks are centered, the left and right
track get subtracted from each other. The main vocals are removed after this process.

The dataset for this paper is the songs that are available to the public. Songs of
different genres are used to provide a variety in the training of the neural network.
It was noted that after training with 4–5 songs, the neural network stopped learning
because the learning process was over. This happened because out-of-phase stereo
method is a relatively simple algorithm and is easily learnt by the neural network.

Matrix laboratory (MATLAB) is a numerical computing environment and propri-
etary programming language developed by math works. MATLAB allows various
operations that include matrix manipulations, plotting of functions and data, imple-
mentation of algorithms, creation of user interfaces, and interfacing with programs
written in other languages. MATLAB has a variety of toolboxes each meant for a
different applications. The artificial neural network toolbox is used in the proposed
method.

After successful implementation of the out-of-phase stereo method in audacity,
the same was implemented using basic coding in the MATLAB programming envi-
ronment. The resulting variables saved to the workspace were used to train the
ANN.

Songs that were not monaural, that is, stereo in nature was selected for the training
purpose, majority of the recordings nowadays fall in this category. AMATLAB script
was written to carry out the out-of-phase stereo method, and the workspace variables
thus obtained were used for training the ANN.

5 Observations and Results

Supervised training method has been implemented where the input is the original
song and the output, used only during training, is the karaoke.
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The training data thus obtained was given to the neural network fitting tool in
MATLAB. The Levenberg–Marquardtor the damped least square method has been
used to perform the training. The neural network is a two-layer feed-forward network,
has one input (the original song) and one output (the karaoke generated), as elucidated
above.

Figures 3, 4, and 5 represent the ANN tool used in MATLAB. Songs of different
genres are entered and reentered many times to improve the accuracy of the neural
network. The training automatically completes when the performance reaches a good
level, and the validation check is complete or the user stops the trainingmanually. This
is the time-consuming part of using neural networks. Once the network is trained,
MATLAB has a feature where a function can be auto-generated the trained neural
network. This function is called when karaoke is to be generated.

MSE of the karaoke generated using ANN has been measured with that generated
using the out-of-phase stereo method for three different songs. The values obtained
were 9.3e−6, 6.7e−5, and 7.4e−7. The PSNR values were also used for comparison
to check the accuracy of the training, and the values of the three songs were 50.31,
41.75, and 61.29 dB. Figures 6 and 7 represent the spectrograms of the karaoke
music signals for visual comparison of the signals. Figure 6 is obtained using the
proposed method, and Fig. 7 is obtained using the out-of-phase stereo method. Upon
visual comparison, it is obvious that the signals are very similar. TheMSE and PSNR
values are quantitative comparisons of similarity of the karaoke generated using the

Fig. 3 ANN—neural network fitting tool, MATLAB
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Fig. 4 Selection of training data

Fig. 5 Neural network training tool

two methods. These values (MSE and PSNR) the spectrograms indicate that the
karaoke music signals are quite similar and that the neural network has been trained
successfully to mimic this method of generating karaoke.
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Fig. 6 Spectrogram of the karaoke signal obtained from the ANN

Fig. 7 Spectrogram of the karaoke signal obtained using the out-of-phase stereo method
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6 Conclusion and Future Scope

The performance of any ANN is only as good as the training data. In this case,
training data was generated using the out-of-phase stereo method. Songs were split
into small interval for the training purpose. Songs from different genres were used.
The trained ANN could mimic the output exactly as the MSE and the PSNR values
proved.

The only major limitation of the proposed method is that it can be used only if the
track is stereo, and it cannot be used in the case of monaural tracks, where there is
only one microphone. This is a limitation because the out-of-phase stereo method is
used for the generation of the dataset. If a different method were used, which did not
depend on the stereo/monaural nature of the music, this would not be a limitation.
This method’s efficiency can be improved by bringing schemes to nullify the effect
of echoes and some minor part of the vocals not being a part of both the channels.
Also, since the data is stored in a variable (intensity per unit time), a generic karaoke
of the same song cannot be used for the training process as the intensity values will
differ greatly even if there is a millisecond difference between the tracks. A better
set of training values can thus be used to get much better results. This is especially
useful it the method of training data requires human intervention, as ANN can be
used to automate the process once the neural network is trained to mimic the output
generated.
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A Review on Deep Learning Models
for Short-Term Load Forecasting

Ksh. Nilakanta Singh and Kh. Robindro Singh

Abstract Short-term load forecasting (STLF) is a part of the smart grid (SG) system
used inmaintenance andmanagement operations. Traditionalmachine learning (ML)
techniques entail complicating and time-consuming processes of feature extraction
and selection.Deep learning (DL) techniques of artificial neural network (ANN) have
shown great potential in STLF. The modernization of SG and the availability of huge
load data offer an opportunity for these DL techniques in STLF. Different techniques
based on DL models have been proposed for STLF in the past few years. In this
paper, a survey of DL model for STLF is presented. This literature survey includes
papers published from 2016 to 2019. Common DL architectures such as stack auto-
encoder (SAE), recurrent neural network (RNN), convolution neural network (CNN),
and deep belief network (DBN) are frequently applied in combination with clus-
tering methods. These DL architectures are briefly explained with a diagram before
presenting a review of related papers. The strengths and limitations of the reviewed
methods are discussed. Based on this review, the gaps in the existing research work
on DL-based STLF are identified, and future directions are described. This paper is
expected to serve as an initial guide for new researchers who are interested in the
application of deep learning in STLF.

Keywords Short-term load forecasting · Deep learning · Deep neural network

1 Introduction

Electricity is the indispensable force that drives most of our everyday activities and
considered a fundamental needs and backbone of our society. Its efficient generation
and utilization will reduce carbon footprint and hence resulting in maintaining good
environment and healthy economy. Load forecasting has been an extensively studied
and researched field of utility grid as it aids in planning and maintaining the normal
operation of power system. Based on temporal granularity or forecasting horizons,
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load forecasting can be of these four types—(1) very short-term load forecasting,
(2) short-term load forecasting, (3) medium term load forecasting, and (4) long-term
load forecasting [1]. STLF is an important part of grid system as it is used in power
system dispatcher, assessing power system security, and generation scheduling, etc.
It is a challenging task because electricity load can be affected by many factors such
as season of the year, weather conditions, holidays, etc. The technique of forecasting
has shifted from traditional MLmodel to ANN. Although traditional ML forecasting
methods perform better than data-driven forecasting method, but they entail manual
feature extraction and selection which are complicated and time-consuming. Also,
they cannot deal with large amounts of data. DL is a type of ANN that has deeper
inner hidden layers cascaded between input and output layers. It has complex struc-
ture of neurons and allow the network to identify hidden patterns in the dataset
which has not been possible in shallow neural network. This type of network has
been successfully applied to solve some of the most interesting problem in predic-
tive analysis domain like image classification, pattern recognition, speech synthesis,
natural language processing, etc. [2] Deep neural network (DNN) model has been
tried in load forecasting and found satisfactory results [3]. Due to high dimension
and gigantic size of data generated from current smart grid infrastructure, researchers
have the opportunity to test DL model for forecasting electric load which has not
been possible in the past.

Many review works have been done on load forecasting techniques [4–6], but few
have a focus onDL techniques.Moreover, previous reviewwork does not covermany
of the papers. Recently there have been many researches works on load forecasting
that use ANN andDNN. So, a comprehensive study of DLmethods applied for STLF
is presented to study and address these recent trends. This paper will also serve as
a guiding tool to those researchers who want to study, improved DL models and
efficiently applied on STLF. A more in-depth review is provided by including as
many papers as possible, and including more recent works. The following part of
this paper is organized as follows. Section 2 briefly explains the methodology used in
this review work. Section 3 contains the review of different DL models. And Sect. 4
provides discussion and conclusion of this review work.

2 Methods or Approaches

The survey in this paper includes recentwork from2016 to 2019 from three prominent
digital research library—ELSEVIER, IEEE, and WILEY. The keyword used for
searching papers are “short-term load forecasting” and “deep learning.”

Applying deep learning for electricity load forecasting is a relatively new tech-
nique although it has been used in other fields. Some research work shows a brief
overview of the DL algorithms and methods that are used in electricity load fore-
casting [7]. Recent increase in the interest of DL-based STLF is catalyzed by three
main factors, i.e., scalable on big data, unsupervised feature learning, and strong
generalization capability. DNN is composed of multiple hidden layers, and each
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hidden layer can transform representation at one level into a representation at a
higher level. Many of these layers combined and learn complex and nonlinear func-
tion from the input data. DL approaches have outperformed many of traditional ML
approach and shallow ANN like weighted moving average, multi-linear regression,
regression trees, support vector machine (SVM), andmultilayer perceptron (MLP) in
accuracy andmean absolute percentage error (MAPE) scores [8].More hidden layers
allow DL to learn complex features, though it increases computational complexity.

3 Deep Learning Forecasting Models

3.1 Stacked Auto-encoder

Auto-encoder is a network which reconstructs inputs through encoding and decoding
of the original inputs. An auto-encoder has two part—encoder and decoder. Encoder
is responsible for encoding input, xi, to a hidden representation, yi, and decoder
mapped back the hidden representation yi to the reconstructed feature x ′. The network
weight is train to optimize the approximation of x ′ to x. These encoding and decoding
function is given as follows.

y = s(Wx + b) (1)

x ′ = s
(
W ′y + b′) (2)

where s is a sigmoid function, x is the inputs, y is the hidden code, x ′ is the recon-
structed features, W is encoder weights, W ′ is the decoder weights, and b, b′ are the
bias.

SAE is the DL architecture with multiple layers of auto-encoder stacked together
on top of each other. In stacked denoising auto-encoder (SDAE), noise is intro-
duced on the input by masking some entries of it. Some random numbers of input
are corrupted with an equal chance by masking them as zeros. Then, encoding is
performed on this corrupted input to produce compressed hidden representation as
in SAE. Similarly, decoding is performed to get feature similar to original inputs. This
modification allows the SDAE to learn a robust representation of the original input
rather than the simple identity and improves the robustness SDAE [9]. Figures 1 and
2 represent the network architectures of auto-encoder and denoising auto-encoder,
respectively.

RS-SDA is another architecture of SDA that incorporate the RANSAC and SNE.
RANSAC is an iterative method for eliminating the influences of outliers during the
construction of RS-SDAmodels. A layer-wise implementation of the SNE is applied
to automatically determine the number of units of hidden layers in the RS-SDA.

In [10], the application of the SDA and its extended version RS-SDA models is
studied for forecasting both online and day-ahead hourly electricity prices. Their
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Fig. 1 Diagram of auto-encoder

Fig. 2 Diagram of DAE
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experiment used real data collected from Nebraska, Arkansas, Louisiana, Texas, and
Indiana ISO hubs in the USA. In online forecasting, the SDAmodel is comparedwith
other benchmarkmodels. Then the effectiveness of the SDAmodel is validated in the
day-ahead forecasting experiment. The proposed SDA model is compared with the
recently reported method. Their results show that SDA models are capable of accu-
rately forecast electricity prices, and the extended SDA model can further improve
forecasting performance. In [11], a DL-based day-ahead load forecasting method
is presented. Firstly, an SDA is used for feature extraction to refined more abstract
from original load data. Then a support vector regression model is trained using
the high-level feature data as input. Their comparison experiment shows satisfying
results with lower MAPE values and higher efficiency. In [12], a combined method
of SAE and backpropagation algorithms to forecast wind power is presented. This
work consists of two part—a pre-training process where an SAE with three hidden
layers is trained to extract important features from the historical data, and a tuning
process where the backpropagation (BP) algorithm is used to find the weights of the
whole network after adding an output layer to the SAE. Particle swarm optimization
is used to find the best parameters of the network. The comparison experiment of
the presented method with BP neural network and support vector machines shows a
12% improvement in accuracy when tested on a real wind farm dataset from EirGrid.
In [13], a method of predicting residential peak load by applying the SAE algorithm
is presented. Different auto-encoder architectures are examined such as Vanilla AE
with latent structure 48–24–48, 5-layer SAE with latent structure 48–24–12–24–48,
7-layer SAE with latent structure 48–24–12–6–12–24–48, and 9-Layer with latent
structure 48–24–12–6–3–6–12–24–48. The proposed method is compared with an
ANN and extreme learning machine on CER Irish consumers’ smart meter dataset.
Their result shows the higher performance of SAE from other methods when tested
using fivefold cross-validation with mean square error (MSE) and MAPE as perfor-
mance matrices. The paper [14] presents a STLF model using SDA model. The
SDA is used for learning features from noisy data. Four variables are used as input
to the model—historical load, temperature, humidity, and daily average load. The
presented method is compared with backpropagation neural network and AE on data
from city in China, and the result shows good performance of SDA model in MAPE
and MSE score.

3.2 Recurrent Neural Network

RNN is a special feed-forward neural network (FFNN) with extended feedback
or recurrent connections. This connection supplies previous input information to
the network and influences the current output. RNN is designed for processing
sequential data and shows success in time-series forecasting problems. It maps
input time-series data X = {

x1, x2, x3, . . . , xT
}
to the corresponding output

Y = {
y1, y2, y3, . . . , yT

}
. The training process minimizes errors in this mapping

function. The learningmechanism of RNN is represented by the following equations:
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at = b + W · ht−1 +U · xt (3)

ht = activation
(
at

)
(4)

yt = c + V · ht (5)

L = loss_function
(
yt , yttarget

)
(6)

The weight matrices are noted as U, V,W , and vectors b and c are bias. The
activation function can be sigmoid function, hyperbolic function (tanh), or rectified
linear unit (ReLU) [15].

The diagrams in Fig. 3 represent networks of a simple RNN and deep RNNwhere
input xi from series data is fit to the network one at a time. The hidden layer captures
the current information to feed to the next cycle of RNN. There are more complex
RNN and deep RNNs like bidirectional RNN, recursive neural networks, etc.

Long short-term memory (LSTM) is a variant of RNN where instead of simple
recurrent connection, and each block has two parallel lines going in and out. As
shown in Fig. 4, the top line in the LSTM block works as a cell, and the bottom
line represents the hidden information. This LSTM structure has three inputs, two
outputs and contains a memory cell ct , an input gate it (determine what to write in
the cell), a forget gate f t (determine what to erase from the cell), and output get
ot (determine what to reveal from the cell). This structure of LSTM enables it to
capture short/long-term dependencies across many time steps and solve the inherent
problems of vanishing and exploding in RNN [16].

In [17], a novel RNN-based technique of short-term load forecasting is presented.
ThisRNNarchitecture used a feedback layermade of neurons to provide the temporal

Fig. 3 Diagram of RNN and DRNN
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Fig. 4 Diagram of LSTM blocks

relations of the network. These arrangements enhance the nonlinear mapping capa-
bilities and provide flexible feedback structure. The performance of the method was
compared with several other methods like MLP, MLP trained by genetic algorithm,
MLP trained by particle swarm optimization, and adaptive neuro-fuzzy inference
system. The result shows the superiority of the proposed RNN in the MAPE score.
The paper [18] presents a novel pooling-based DRNN for the resident load fore-
casting technique. The pooling in the sense that the load profile is batches based on
the group of customers, and this allows and addresses the problem of overfittingwhen
there is an increase in the number of the layer in DRNN. In [19], a novel approach
of electricity load forecasting is presented where a single hidden layer FFNN is
adapted to train a single hidden layer RNN. The result from the experiment shows
that the proposed recurrent extreme learning machine achieved higher accuracy than
the other ML methods. The main advantage of the proposed method is its simple
and extremely fast training process and high generalization capacity which is a need
in the time constraint nature of electricity load forecasting. In [20], a deep LSTM
architecture is trained for short-term electrical load forecasting. This LSTM model
is compared with ANN and ARIMA on an hourly interval time-series load data from
Ontario, Canada. The result shows better performance of LSTM-based model from
others in HRMSE value. In [21], two LSTM-based RNN architectures are investi-
gated to forecast resident level electric load of one minute and one hours’ time-steps
datasets. Even though the simple and standard LSTM architecture can easily forecast
on one hour’s time-datasets, it fails to do the same in oneminute time-steps datasets. It
also fails to provide an accurate prediction further in the future timeline. However, the
sequence to sequence-based LSTM architecture performed well in both resolutions
of the datasets.Moreover, the S2S-based architecture provides flexibility in receiving
an arbitrary length of input and predicting the arbitrary number of output time-steps
values. Some works also try the quantile regression framework with LSTM where
instead of point estimation a quantile value is predicted to represent future uncer-
tainty. This paper [22] presents Quartile LSTM forecasting method which is based
on the probabilistic forecasting strategy applied on LSTM. Comparison with other
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benchmark methods—FCNN with HED and Quantile-FCNN shows the superiority
of their method in terms of more robust performance in modeling highly stochastic
time series like the residential load and the network capture dependency of different
inputs. In paper [23], a quantile loss guided LSTM for probabilistic load forecasting
is present to handle the variability and uncertainty of future load profiles. In this
work, traditional LSTM is extended to do probabilistic forecasting in the form of
quantiles. The Pinball loss function is used to guide the training the network param-
eters. The experiment result shows superior performance of presented model from
other benchmark methods. In [24], an LSTMmodel combined with the bat algorithm
is proposed for STLF. The first step is the preprocessing that include correlation anal-
ysis, statistical analysis, and characteristic which are used to explore the best feature
for selecting the training set of the network. The hyperparameter of the network is
fine-tune using bat algorithm that is a bio-inspired metaheuristic algorithm. Their
experiment yields promising results when compared to the other methods. In [25],
an LSTM-based residential load forecasting framework is present. This framework
learns resident behavior by using load measurements of both the whole household
consumptions and selected appliances. They conclude that with the availability of
more appliances load reading the result can be significantly increased. Their result is
demonstrated by comparing the model with FFNN and KNN. In [26], a comparative
experiment is performed where ARMA, SARIMA, ARMAX, and LSTMmodels are
used to forecast electricity load with data having electricity load as well as temper-
ature. Their result shows the superiority of LSTM from other models in terms of
MAPE. In [27], a Bi-LSTM model based on the attention mechanism and rolling
update is presented. The attention mechanism weighted the input to highlight the
effective characteristic, and rolling update is used to update the data in real time.
They show that these two mechanisms improved the performance of bidirectional
LSTM and has higher prediction accuracy with lesser computation time and shows
better generalization capability comparedwith other load forecastingmodels. In [28],
a gated recurrent unit network (GRU) is used for STLF by considering the impact of
electric price on load. In this work, historical load input is grouped based on features
and then established the rule of classification tree to cluster the new data. Then GRU
is trained by the feature of input and power load from the selected group. They show
that the computation time of the GRU network is shorter than that of LSTM.

3.3 Convolution Neural Network

Convolution neural networks are developed for processing data with grid topology.
The high local correlation data such as images, videos, and texts have a repeated
pattern which CNN can easily capture. As image can be represented by 2D grids
likewise time-series data can be viewed as 1D grids. Basically, CNN consists of
three parts—(1) the convolutional layers performs convolution operation on input
data with a special weight matrix called filter or kernel. (2) Pooling layers combine
the output of convolution layers, and it is responsible for reducing the spatial size of
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Fig. 5 Diagram of CNN

the convolved features and for extracting dominant features. (3) A fully connected
layer combines all local features into global features and is used to calculate the final
result [29]. Figure 5 shows a diagram of CNN with convolution module, pooling
module, and a fully connected predictive neural network.

For time-series load data, 1D convolutional network is used. This network has
many advantages such as lesser computation time, higher noise resistance, and
ability to extract very informative and deep features. Recent work in load forecasting
research has seen the application of CNN as a standalone method or combined with
others. The effectiveness of using CNN on energy load forecasting has been inves-
tigated and highlights its potential by performing comparative studies [30, 31]. In
[32], an STLF method is presented where load forecasting task is transformed into
an image-processing problem. In this work, CNN model is used to extract features
from input load data for clustering, and then a multilayer neural network is used
to forecast future load variations. In [33], a method combining CNN and K-means
cluster to forecast load on an electricity big data is presented. K-means clustering
approach is used to partition the large dataset into small cluster. The prediction loads
are generated by collecting prediction results from each CNN model trained with
the clusters. In [34], a novel model of time coding multi-scale CNN is presented for
short-term multi-step load forecasting. This network architect improves the CNN
by extracting complex and significant feature of load sequences. Their comparative
experiment result shows higher accuracy and excellent stability of their proposed
model. More work in [35–38] shows frameworks that integrate CNN and LSTM for
STLF. CNNmodules are used to extract the local trends and repeated patterns appear
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in different regions, while the LSTMmodule helps in making accurate prediction by
exploiting long-term dependencies.

3.4 Deep Belief Network

Deep belief network is a special type of DL network develop to address slow conver-
gence and local optima trap problems in DNN architecture due to stochastic initial-
ization of network parameters. A DBN architecture composed of multiple restricted
Boltzmann machine (RBM) stacked on top of each other, and a regression layer
stacked on the very top for prediction. RBM is a double layer network containing
a visible layer and a hidden layer which form a bipartite graph [39, 40]. A network
architecture of DBN is shown in Fig. 6. A DBNmodel training includes pre-training
and backpropagation process. The pre-training process provides a good initial param-
eter for the network while the backpropagation process is used to fine-tune the
network by adjusting the network weight by minimizing the error between predicted
and actual output [41].

In [42], a deep belief network composed of two layers of RBM is used for elec-
tricity STLF. The model is compared with feed-forward multilayer perceptron on
Macedonian electric consumption data, and the result shows the superior perfor-
mance of the proposed DBN form other models in MAPE score. Combined model
of DBN and copula model has been applied to forecast day-ahead and week-ahead
power load [43–45]. The Copula model is selected to model the correlation between

Fig. 6 Diagram of DBN
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load data with electric price and other environmental variables. Then the DBN is
trained for load predictions. Their comparative experiment result shows promising
results. In [46], DBN architecture is combined with SVM for short-term load fore-
casting. In this work, SVM is used to classify the load type into normal load, peak
load, and valley load. Then the sample points of the same load type are selected to
train DBN to predict the future load. Their experimental comparison shows higher
prediction accuracy than other baseline models (Table 1).

4 Conclusion

Smart grid system depends on STLF to predict future load and to keep up its daily
operations. STLF has been around for many years, but only recently has seen a
surge of that research that applied deep learning techniques. Traditional ML has
successfully applied in STLF, but they are not scalable to large or big data. DL
methods are able to process vast amounts of data and find more meaningful features
using its deep layers. The highlights of this survey are as follows: (1) DL models-
based STLF can achieve higher accuracy than other ML models. The most common
found technique of STLF in literature is the hybrid model which combine DL model
and other clustering methods. (2) RNN-LSTM is the most applied DL architectures
in STLF. This is because they are inherently developed to process sequential data
like time-series data. Electric load time-series data comes in different granular, i.e.,
15 min, 30 min, and hourly interval are common types. LSTMmodel can process the
daily and seasonal pattern in load data effectively and is one of the most common use
models. (3) Though CNN is developed for image processing, its 1D variant model
is suitable for load series forecasting. (4) DL models required a larger amount of
data to train properly and to achieve acceptable performance, so more computational
time and resources are required. (5) Special care needs to be made while initializing
parameters of DL networks to improve the performance of STLF. Further research is
required to develop new and better network parameter training algorithms. (6)MAPE
and MSE are the commonly used performance measurement of the forecasting DL
models. (7) A new direction of forecasting is needed to accommodate uncertainty
in load forecasting. This can be addressed by developing the probabilistic-based DL
model for STLF. Incorporating weather and seasonal information in the load data
also help in achieving accurate prediction for forecasting methods. Distributed big
data analysis of load data is also another direction of research.
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An Evolutionary Approach
to Combinatorial Gameplaying Using
Extended Classifier Systems

Karmanya Oberoi, Sarthak Tandon, Abhishek Das, and Swati Aggarwal

Abstract Extended classifier system (XCS) is an extension of a popular online
rule-based machine learning technique, learning classifier system (LCS), in which
a classifier’s fitness is based on its accuracy instead of the prediction itself, and a
genetic algorithm (GA) and reinforcement learning (RL) component is utilized for
exploratory and learning purposes, respectively. With the emergence of increasingly
intricate rule-based learning techniques, there is a need to examine feasible methods
of learning that can overcome the challenges posed by complex scenarios while
supporting online performance. Checkers is a strategic, combinatorial game having
a high branching factor and a complex state space that provides a promising avenue
for scrutinizing novel approaches. This paper presents a preliminary investigation
into feasibility ofXCS in such complex avenues by taking 6× 6 checkers as a specific
case of study. TheXCS agent was adapted to this problem, trainedwith random agent
and was able to perform well against the alpha–beta pruning algorithm of various
depths as well as human agents of different skill levels (beginner, intermediate and
advanced).

Keywords Learning classifier systems · Extended classifier system ·
Gameplaying · Evolutionary learning system · Cognitive intelligence · Checkers

1 Introduction

Rule-based systems are present in many areas ranging from industry and automation
and are widely used as support systems in decision-making processes to help other
systems with error detection or simply to evaluate a situation. Complex systems use
large amounts of online information and require rule-based systems to refine their
knowledge base as they operate in real time.

One biologically inspired computational model for human-like cognition which
uses a rule-base mechanism to model the search space and refines its rule to ascertain
optimal actions for input states is the learning classifier system (LCS). It is one of
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the classical computational intelligence approaches [1]. It was John Holland, who
introduced the concept of classifier systems with adaptive capabilities [2–4]. The
system proposed by him comprised of a rule-based representation of the problem
environment coupled with the ability to improve itself from experience through
breeding and generalization. Genetic algorithm [3] was used for adaptive evolution
of new rules, and reinforcement learning was utilized to test the efficacy of existing
rules. Rules are typically represented in the form of ‘IF condition THEN action’.
This makes classifier systems a highly interpretable model which can adequately
describe the environment with the rule set.

Holland summarized [4] classifier systems as rule-based systems capable of
processing rules in parallel, adaptively generating new rules and testing the effi-
cacy of existing rules. Further, in 1995, Wilson introduced the XCS algorithm [5],
which differed from traditional LCS in its use of the accuracy of a classifier’s predic-
tion to determine its fitness instead of the prediction itself, and used a GA to carry
out exploration of the state space for improved performance.

Games in general offer an environment where it is easy to represent distinct
situations and rank tasks or actions that are applicable at any moment. A robust
sense of gain or loss, characterized by the outcome of application of a rule, along
with a need for real-time strategy and critical decision-making, makes gameplaying
an attractive avenue for evaluating the efficacy of rule-based systems. Hence, it
has received a lot of attention from researchers working in the field of artificial
intelligence (AI). Combinatorial games (a.k.a board games), likeAmerican checkers,
Chess, Go, Othello and Backgammon, have been the subject of rigorous research in
Al for a long time, wherein the focus lies on developing agents which can compete
with human experts. Recent approaches to model agents are focused around deep
reinforcement learning and sophisticated search techniques [6, 7]. Techniques like
temporal difference (TD) learning [8–10] Sarsa and Q-learning [11, 12], minimax
or alpha–beta pruning [13] have been researched widely using games as an avenue.

Recent studies [14, 15] and surveys [16] shed light on the prospect of using LCS
as an effective online evolutionary rule-based learning technique and showcase its
applications in different kinds of gameplaying. A survey found in IEEE Journal
(2017) [16] highlights that there has been little application of LCS to combinatorial
games. Examples of pre-existing work in this domain focus on a limited number
of games, most of which are inherently simple and feature a tractable state space.
Further testing of LCS and its variants on more convoluted scenarios (like games of
greater complexity, offering high branching factor and an intractable state space) is a
crucial step in scrutinizing the applicability of these algorithms, as they are becoming
increasingly popular in the intersection of gameplaying and cognitive intelligence.

American checkers or English draughts is a combinatorial game played on an 8
× 8 checkered board. It involves two opponents altering the game state alternately
while having complete information about the game state at each move. The vast and
complex state space and high branching factor of checkers make it a good contender
for building rule-based systems supporting real-time strategy and decision-making.
Various AI techniques having different combinations of heuristic functions and opti-
mization strategies have been used for building checkers playing agents [2]. Game
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search techniques like minimax combined with a large knowledge base developed
from observing master players is the fundamental basis of Chinook, a checkers
playing agent that was the first to win Man-Machine Checkers World Championship
[17].

The remainder of this paper uses checkers as a case to study the XCS algo-
rithm’s performance on intricate combinatorial games and does not aim to advance
the established state-of-the-art in checkers [18]. In this work, the 8 × 8 board has
been reduced to the size of 6 × 6 for evaluation of the proposed agent. This has been
done to expedite the time required to train the agent and aid this preliminary study.

Section 2 focuses on the motivation behind our specific case’s analysis. Section 3
aims to provide the readerwith background information relevant to the understanding
of the remainder of the paper as it sheds light on the rules of checkers as well as
the algorithmic structure of the XCS approach. Further, Sects. 4 and 5 explain the
technicalities in the implementation of the environmental framework as well as the
adaptationof theXCSagent to this problem.Section6 analyses the results obtainedby
comparing the performance of the XCS agent with alpha–beta pruning algorithm and
human agents. Finally, the conclusion and future work pertaining to the applicability
of XCS are briefly explored in Sect. 7.

2 Motivation

Widespread and interdisciplinary interest in LCS is motivated by various factors
which contribute to its increasing popularity in recent times. Following are some of
the reasons that encourage the application of LCS in more and more domains every
day:

1. LCS is rule-based, enabling easier integration with classic knowledge bases.
2. LCS is an online learning mechanism which allows it to learn and refine rules

‘on the fly’.
3. Rule structure in LCS represents a cause and effect relationship. This can be

utilized to understand the evolution of the optimal strategy and further derive
strategic conclusions about the use-case.

However, the application of LCS to combinatorial scenarios is under-researched
[16]. Some works like the application of XCS to Connect4, Othello [19, 20] and a
probabilistic variant of LCS for battleship [21] inspire assessment of LCS algorithm
inmore involved scenarios. Combinatorial games involving large state spaces, having
higher branching factor and requiring the agent to learn and generalize the behaviour
of different kinds of pieces add non-uniformity to the learning process and remain
an unexplored territory.

This paper is motivated by a need for thorough examination of the performance of
XCS in such complex territories.Our use-case, i.e. checkers, offers this complex envi-
ronment (with different pieces, such as Kings and Uncrowned, behaving differently
coupled with a complex rule set, large state space and branching factor) is suitable for
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conducting preliminary investigations. Application of LCS to learn winning strate-
gies in such scenarios is the step that needs to be taken in LCS research and hence
motivates this work.

3 Background

In this section, the game ofCheckers and its rules are explained. Further, a description
of the XCS algorithm is given along with a summary of its working cycle.

3.1 Checkers

Checkers is a strategic board game for two players, involving diagonal movement of
game pieces and mandatory capture moves by jumping over opponent pieces. There
are many forms of checkers available with international checkers being played on
10 × 10 board, Canadian/Malaysian checkers on 12 × 12 board, and here, we will
focus on American checkers which is played on an 8 × 8 board.

In Checkers, pieces always move diagonally. A piece making a non-capturing
move may move only one square. A piece making a capturing move leaps over one
of the opponent’s pieces, landing in a straight diagonal line on the other side. If a
player can make a capture, there is no option; the jump must be made as in Fig. 1.
When a piece is captured, it is removed from the board. When a piece reaches the
furthest row, it is crowned and becomes king. In practice, one of the pieces which
had been captured is placed on top of this piece to mark it as a king. The king is
limited to move diagonally, both in forward and backward direction. The objective

Fig. 1 Capture move in Checkers showing two black pieces being removed by a white piece using
multiple hops
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of the game is to capture as many discs of the opponent as possible, so the opponent
has no valid moves left to make.

3.2 Description of XCS

Learning classifier system (LCS) [2–4] is a machine learning technique used to
solve supervised, unsupervised and reinforcement problems [22]. It combines rein-
forcement learning, evolutionary computing and other heuristics to produce adaptive
systems. Various types of LCS are present with extended classifier systems (XCS)
[5] and zeroth-level classifier system (ZCS) being the most popular. ZCS was aimed
at increasing the understandability and performance of LCS, while XCS was able
to achieve optimal performance with maximally general classifiers. XCS consists of
accuracy-based fitness allotment, application of GA to action set and an adoption of
Q-learning credit assignment which distinguishes it from other classifier systems.
Here, we provide a brief explanation of the working of XCS algorithm [18].

XCS consists of a population of classifiers each having an associated state, an
action and expected pay-off [23]. The environment gives the current state of the
system. This state is then matched against the conditions of the classifiers present in
the population. Commonly used representation techniques of a classifier’s condition
include fixed length bit strings of ternary alphabets (0, 1, #) [22], real-valued alphabet
[24], centre-based interval predicates [25] for real-valued inputs and other techniques
[22]. Matching is done by comparing the current state with that of the condition and
ignoring the don’t cares (#). These matched classifiers form the match set [M]. If the
number of distinct actions present in the match set is less than a predefined threshold
value (θMNA) [23], then covering is performed. In covering, a new classifier is added
into the population whose condition is a more generalized version of the current
state (accomplished by introducing #’s with a probability P#). After [M] is formed,
an action is to be selected. For this, a prediction array [PA] is formed. Each element
of [PA] represents a distinct action of [M]. [PA] tells about the pay-off which is
expected if that action is taken.

Actions are generally selected in two ways: exploration (randomly selecting an
action) and exploitation (selecting the action with optimal pay-off value). Random
selection encourages exploration of the state space, whereas exploitation encourages
taking the best possible action according to current knowledge. All those classifiers
in [M] whose actions match with the selected action constitute the action set [A].
The selected action is then applied to the environment, and the reward from the
environment is given to all classifier in previous action set [A−1]. The prediction
value of the classifiers in [A−1] is inspired from the Q-learning mechanism as shown
in Eq. 1.

Q(st−1, at−1) ← (1 − α)Q(st−1, at−1) + α(rt + γ (Qmax(st , a))) (1)
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In XCS, Q(st−1, at−1) corresponds to the prediction value of the classifiers in
[A−1], rt is the reward signal received from the environment at time t, and Qmax(st , a)

denotes maximum value in the prediction array formed at time t. Here, α and γ are
the learning rate and discount factor, respectively [26].

Augmenting the reinforcement learning component of XCS is a GA process
applied to the action set that introduces new classifiers. This is accomplished using
genetic operators like mutation and crossover. Mutation, being a divergence opera-
tion, tends to alter the search space area being covered. Unlike crossover, it is applied
on both the condition and action part. For condition, the bits are either interchanged
(0 to 1 or 1 to 0) or a generality of a classifier is reduced (# to 1 or # to 0). For action, a
random one is assigned. Crossover being a convergence operation is applied only on
the condition part. A single point crossover divides the parent into two parts about
a randomly selected point. The conditions to the right of this point are swapped
producing new children. In two-point crossover, two cuts are made with the points
being chosen randomly. The part between these cuts is swapped among parents,
resulting in new children.

Roulette wheel selection and tournament selection are commonly used for
selecting parent classifiers for breeding [27]. In the interest of maintaining gener-
ality, subsumption takes place from time to time reducing redundancy. A classi-
fier subsumes another if it is more general and has the same condition and action.
The subsuming classifier’s numerosity is increased, and the subsumed classifier is
removed from the population. Subsumption can be applied either in [A] or with GA.
However, for problems with smaller domain, it is usually discarded. Larger domains
require subsumption to ensure that the size of the population does not explode.
Figure 2 shows a flow chart of the XCS algorithm created in accordance with the
above discussion.

4 Technical Framework

This section consists of necessary details regarding the implementation of a checkers
playing program. It also includes a description of state and action representation
employed during the remainder of this paper. Having described XCS, subsequent
subsections deal with the intricacies that are specific to checkers.

4.1 Program Structure

The structure of a checkers game can be visualized as follows. Two players sit across
from each other with a checkers board in between them. These are implemented
as objects of a class ‘Player’ which employs function overriding to implement the
individual strategies used by any instance. The game board is an object of another
class called ‘Board’ which keeps track of the current state of the checkers board,
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Fig. 2 Working cycle of the XCS algorithm showing the interaction between the XCS agent and
the environment

possible moves for each player at any given time and provides methods to alter the
state of board upon request by either of the agents.

4.2 The Board

To be able to manipulate the board upon interaction with an agent, the board must
have amechanism to send all availablemoves to the agent in question so that the agent
may apply its control strategy and choose among one of these. Once this choice is
made, there must be a method of altering the board using this choice. To accomplish
this, we need to represent the current state of the checkers board as well as establish
the format that a specific move on the board can take.

Representation of State. The board state is represented using a string of characters,
where each character belongs to the set 0, 1, 2, 3, 4 where 0 is a blank cell, 1 and 3
are Agent 1’s piece and king, respectively, and 2 and 4 are Agent 2’s equivalent of
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the same. For the sake of simplicity, we truncate the string which would originally
be n2 characters long to half by eliminating alternate empty spots of the board. Thus,
our state is now represented using a string of 18 characters for a 6 × 6 board.

Representation of Moves. A move is, simply stated, a list whose first member is
a starting location and second member is the end location. A location is also a list
whose first member is a row number and second, a column number.

Interacting with the Board. Agents can call the board’s get_possible_next_moves()
function to return a list of possible moves and pass a move in the format specified
above to a functionmake_move(next). In this manner, we are ready to implement the
game until one of the players loses the game (signalled by an empty list returned by
get_possible_next_moves) or a predetermined maximum number of moves has been
made.

Agents. Now thatwe have aworking board,we come back to the problemof choosing
amove from among a list of potentialmoves. This choice is the defining characteristic
of an agent, and the way this choice is arrived at forms the description of a partic-
ular agent. Many types of agents are possible including random agent, Q-learning
agents, minimax (alpha–beta) agents, etc. Next, we provide a brief description of the
proposed ‘XCS Agent’.

5 Proposed XCS Agent

The XCS agent proposed in this paper is a modification of the basic XCS first
proposed in 1995 [5]. Many variants have since then been proposed which improve
the robustness of the algorithm. Modifications to the algorithm are also necessary to
combat some game-specific challenges as well as to attain improved performance.
The structure of our algorithm builds upon the description of XCS given by Butz and
Wilson [23] and applies it to the game of checkers. Here, we describe the algorithm
in brief and later highlight the changes that have been made.

5.1 The Classifiers

A classifier can be visualized as an individual proposing a particular move to be
made when our board is in a particular state. Thus, it is essentially a pair comprising
a condition and a proposed action for this condition. Some of the other parameters
associatedwith a classifier are its fitness, prediction error, numerosity and experience.
The usage of these parameters is similar to the manner in which they have been used
historically but will be clear in subsequent sections.
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5.2 Parameter Settings

For setting parameter values, it is best to refer to current literature for optimum results.
The commonly used parameter settings of the XCS agent were used as stated in [23]
with a few changes. The discount factor (γ ) was increased to 0.81 to increase the
importance of previousmoves in ourmulti-step game. Further, themaximumnumber
of distinct actions was not limited to �MNA, and covering was done till the match
set comprised of all distinct valid actions in the current state. Initial prediction error
and initial fitness were set to 0.01. The probability of generating hashes was set to
0.2. The crossover and mutation rates were set to 0.8 and 0.04, respectively. Finally,
the size of the population was set to 1,000,000 as scaling of XCS to a non-Markov
process such as checkers posed a significant challenge.

5.3 Reinforcement Component

The feedback given to an action is dependent on the implementation of the rein-
forcement component of the XCS agent and is therefore of prime importance. Very
little information exists in the current literature regarding what comprises a good
evaluation function for states in checkers. Here, we have used a simple and intuitive
reward function that takes a weighted sum of the damage inflicted upon the oppo-
nent agent [28, 29]. This damage is aptly represented as a change in the number
and location of opponent pieces before and after the move is performed. Apart from
this immediate reward (Eq. 2) given to a selected action, we also maintained a set
containing all action sets formed during the game. This set was targeted for the distri-
bution of a delayed reward which acts as an ultimate indicator of the performance
of these actions, judged based on the game’s outcome. The value of this reward is a
positive constant (or negative, in case of loss) solely determined using the outcome
and independent of the specific state reached.

immediateReward ← a(� normal pieces) + b(� crowned pieces)

+ c(� corner pieces) + d(� threatened pieces) [a, b, c, dεR] (2)

5.4 Evolutionary Component

GA is performed at a certain rate determined by �GA. We firstly use a fitness
proportionate selection method to establish parentage, and then, genetic operators
such as dual-point crossover and mutation are applied with probabilities χ and μ,
respectively. Instead of applying this component on the previous action set [A−1], we
apply GA on a set of all winning classifiers till the current game. This modification
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is done to increase the probability of producing fitter children as their parents have
contributed to the success of a previous game.

5.5 Modifications to XCS

Modifications and enhancements to the simple XCS algorithm explained in Sect. 4
were made to adapt it to the larger state space and branching factor of combinatorial
games like checkers.

1. In the interest of exploring more actions for each state and tackling the large
branching factor, �MNA was removed to provide an evolutionary chance to all
possible actions applicable at any state of the game.

2. A super action set ([SA]) has been proposed which is a chronological list of
all action sets formed during the game. The outcome of the game is used to
generate a delayed reward that is applied to this set in a discounted manner. We
assume that the further an action set is from the end of the game, the less is its
contribution to the outcome. This is accomplished by using γ with increasing
powers.

3. Lastly, instead of applying GA to every action set after its formation (with a
probability �GA), GA is applied inside every individual action set in the super
action set only if the game is won. This is done to enable reproduction within
beneficial classifiers in the population.

modifiedXcsAlgorithm():
[P] = recoverPopulation()
[M] = []
[M] = generateMatchSet([P], state)
while valid actions available and not in [M] then
generateCoveringClassifier([M])

endwhile
[PA] = generatePredictionArray([M])
Action = selectAction([PA])
[A] = generateActionSet(action, [M])
[SA].append([A])
applyAction(action)
immediateReward = rewardFunction(action)
updateActionSet(immediateReward, [A−1])
subsumption([A−1])
if isGameOver() then
delayedReward = [−180,180]
administerDelayedReward(delayedReward, [SA])
if gameWon() then

runGA([SA])
endif

endif

With the above changes in place, the working of the algorithm is presented as
pseudocode above. The population is firstly recovered from the previous game, and
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the match set is initialized to empty. Next, it is populated using covering till there are
no more valid actions left in the current state. Then, the prediction array is formed
from thematch set and is used to select an action. This action is used to form the action
set which is appended to [SA]. The immediate reward obtained from the application
of this action is then given to the previous action set([A−1]) followed by subsumption.
Lastly, after the game is over, a discounted delayed reward is administered to [SA],
and if the game was won, GA is applied to each action set inside [SA].

6 Result Analysis

The development of the XCS agent was inspired by the technical framework [23]
and written in Python 3 with modifications as discussed in Sect. 5.5. The size of
the population was set to 1,000,000. The exploration probability was set to 0.5. The
trainingwas carried out for 110,000 games against a random agent on Linux platform
and was run on a Microsoft Azure Virtual Machine (D4S_V3) with four CPUs.

As can be seen from Fig. 3, the winning percentage of the XCS agent increases
from zero, reaching the 0.5 mark at the 569th game and then increases with a small
slope. The winning percentage does not flatten out but continues to increase slowly
as training progresses. The application of GA to winning action sets at the end of
each game possibly contributes to the faster learning of the population.

The average fitness of the population increases as the number of games increases.
The plot in Fig. 4, for the entire population, contains some noise which is attributed
to the immense covering which takes place as the games proceed. This covering can
be attributed to the algorithm exploring new search spaces. In the same figure, the

Fig. 3 Winning percentage of the XCS agent against random agent as a function of the number of
games
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Fig. 4 Fitness of the population and the top 1000 classifiers as a function of the number of games

top 1000 fittest classifiers show a more stable trend with minute changes attributed
to the change in the constitution of the top 1000 classifiers.

The average prediction error of the population firstly increases as depicted in
Fig. 5. This is because the population is still growing. Hence, new classifiers are
being created, thereby increasing the overall prediction error. As the number of games
increases, there is a dip in the value. However, we see that the average prediction
error of the entire population fails to follow a definitive trend [30]. This can be
attributed to checkers being a multi-step problem, resulting in appearance of aliasing
state problem [31]: the existence of more than one identical state, which requires
the same action but returns with different rewards. The absence of a definitive trend
may also represent the classifier’s inclination towards winning the overall game (as
accomplished using the addition of [SA] and delayed reward) rather than perform in
a locally optimal manner and reducing the prediction error. Figure 5 also shows the
average prediction error of the top 1000 fittest classifiers, where the drop in prediction
error is more prominent.

The agent was tested against an alpha–beta agent having depths 2, 3, 4 and 5 for
100 games and performed better than the alpha–beta algorithm with depths 2, 3 and
4 as shown in Fig. 6. Although winning percentage observed against depth 5 was 42,
it is impressive considering the short training period, large state space and branching
factor. The changes that occurred in the population after every round of testing were
retained for deeper alpha–beta search tests. Thus, being an online learning algorithm,
the agent was able to adapt against its opponent in subsequent testing stages.
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Fig. 5 Average prediction error of the population and the top 1000 classifiers as a function of the
number of games

Fig. 6 Number of games won by the XCS agent (out of 100) against increasing depths of the
alpha–beta algorithm
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Table 1 Performance of the
XCS agent against human
agents of three different skill
levels

Skill level Won Tied Lost

Low 44 4 2

Average 39 7 4

High 24 16 10

The testing of the agent was also carried out against humans of three different skill
levels. 50 games were played in each category. Low skill players were the players
who were just introduced to checkers, whereas average players played checkers
occasionally for recreational purposes. Highly skilled individuals were the ones who
had notable experience in playing Checkers and were knowledgeable about winning
strategies. The performance of the XCS agent was as depicted in Table 1.

7 Conclusion and Future Work

XCS uses combination of reinforcement learning and genetic algorithm to develop
optimal rule sets. Through this paper, its usefulness in problems having high
branching factor, high state space complexity and non-uniform behaviour has been
investigated, by taking checkers as a case. The XCS agent was able to adapt to
the game and gave promising results when put to the test against three agents:
random, human and alpha–beta. The results of this preliminary work are encour-
aging and indicative of the applicability of a combination of GA and RL to complex
combinatorial scenarios.

Possible avenues for future work stemming from this preliminary investigation
include increasing the size of the board to 8 × 8, to tackle even larger state spaces.
Since the 8 × 8 board of checkers has a large action space, therefore introducing
generalization over the action space and replacing the prediction value parameter
with a parameterized function could significantly improve the agent’s performance
and provide better results. This approach was used in XCSCA [32] and dramatically
reduced the search space by focusing on the best action for each subproblem and
thus finding the minimum set of rules necessary for solving the problem.

Training of the model for significantly longer periods of time with larger popula-
tions could help gain a more robust picture of the agent’s performance and aid in the
dismissing the possibility of local trends. An improvement in winning percentage
can also be reasonably expected from a longer training session with random agent.
Modifications such as addition of a neural network or probabilistic functions for
reward administration, application of gradient-based updates [33] can be examined,
and their results may suggest changes to XCS. The RL component of checkers is a
relatively unexplored region of gameplaying, and usage of more complex and fruitful
reward mechanisms is crucial to the agent’s performance.

Additionally, XCS and other rule-based learning algorithms are applicable to
a great variety of games which aim towards improving cognitive intelligence
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and reasoning in patients, especially infants, suffering from intractable disorders
like autism [34]. Achieving better performance using such algorithms, which can
infer reasoning from actions, can open new avenues of research into game-centric
diagnostics and advance cognitive therapy.

Transferable XCS (tXCS) [35] has previously been used for both single step and
multi-step benchmark problemswhich significantly increases the learning efficiency.
The same can be used for the likes of checkers to reduce the training time and get
early convergence.
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