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Transfer Learning-Based Brain Tumor
Detection Using MR Images

Priyanka Datta and Rajesh Rohilla

Abstract One of the most deadly diseases in humans is brain tumor. For clinicians,
MRI scan plays a key role in diagnosing and treating tumor. For brain tumor diag-
nosis, surgical approaches are usually suggested. But the radiologist’s analysis of the
medical image is time-consuming and also accuracy totally relies upon their skill.
Now, Deep learning-based models have gained considerable interest in the diag-
nosis and treatment of diseases in medical field. As the medical images are limited,
so it is a daunting task to train CNN from start and to implement deep learning.
In this paper, we develop an automatic brain tumor detection method based on the
pre-trained convolutional neural network architectures such as VGG-16, VGG-19,
InceptionV3, ResNet50, ResNet101 and EfficientNetB1. The test accuracy achieved
with VGG16 and ResNet101 gives highest performance accuracy among all other
pretrained network.

26.1 Introduction

Brain tumor is amass (i.e. benign ormalignant)which is produced by tissue besieging
the brain or skull within the brain which impacts person’s life explicitly. These
tumors cultivate irregularly in the brain and put pressure around them [1]. Due to
this pressure, different brain disorders are induced in human body. Side effects in
patients due to these disorders are dizziness, headache, fainting attacks, paralysis,
etc. As stated by WHO, tumor in brain accounts for less than 2% of human cancers
in the cancer report; however, extreme bleakness and problems are registered [2].
The Cancer Research Corporation of UK estimated that almost 5200 causalities are
recorded per year in UK due to brain disorders and skull tumors [3].
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Deep learning (DL) has recently been used mainly in medical imaging. Conven-
tional machine learning involves a great deal of domain expertise, human interaction
to retrieve the hand-engineered features, i.e. used by classifiers for classification
and detection of image patterns. Specialist manual annotation takes a lot of time.
DL algorithms, however, maps unprocessed data, i.e. pixel for images directly into
outputs, i.e. image classes. With the introduction of AlexNet [4] in 2012, the popu-
larity of DL improved with ImageNet competition, which includes over 1 million
images with 1000 different object categories. AlexNet has shown better results in this
challenge, as in comparison to other state-of-the-art results obtained from the group
of computer vision. DL has advanced fast, thus further significant work has regu-
larly appeared in the area of medical imaging. Different researchers have researched
DL in medical imaging [5–9], although some have surveyed individual imaging,
i.e. magnetic resonance (MR) imaging, i.e. MRI [10–12], ultrasound (US) [13] and
electroencephalogram (EEG) [14]. Convolutional neural networks (CNNs) are the
most useful between many DL techniques that were used to actually solve problems
in different applications, including detection, segmentation and classification, etc.
MRI is a type of medical image modality that is measured by its non-invasiveness as
a safe technique and has a reasonable soft-tissue contrast. As attempted by ionizing
radiation-based methods, this does not alter the construction, properties and char-
acteristics of particles. The MRI setting does however, offer potential hazards due
to 3 magnetic fields that are robust static magnetic fields, gradient-based magnetic
fields and pulsed radiofrequency fields that are used to generate 3D images [14].
Eventually, MRI can provide useful information on tissue structures, i.e. shape, size
and location. MRI is being categorized as structural and functional imaging. Exam-
ples of structural imaging are T1-W MRI, T2-W MRI, Diffusion Tensor Imaging
(DTI) and functional imaging is resting-state functional MRI (rs-fMRI) [10]. Nazir
et al. [15] categorized brain MRI images into two classes, i.e. benign and malig-
nant. They utilized filter methodology to remove the noise in the MR images as
a pre-processing stage for the dataset. Using the normal color moment of every
image, they then extracted features. They labeled extracted features by the artifi-
cial neural network (ANN). The prediction accuracy obtained was 91.8% in their
method. Shree et al. [16] categorized brain MRI images into two classes, i.e. benign
and malignant. They extracted features using discrete wavelet transform (DWT) and
gray-level co-occurrence matrix (GLCM) preceded by morphological process. The
probabilistic neural network was used as a classifier to detect location of tumor in
brainMR images. Kanmani et al. [17] categorized brainMR images into two classes,
i.e. normal and abnormal. To improve the efficacy of classification accuracy, they
utilized the threshold-based region optimization technique along with segmentation.
Ahmed et al. [18] also categorized brain MRI images into two classes, i.e. normal
and abnormal. For this, they introduced a combination of Artificial neural network
technique and a gray wolf optimization technique. Five distinct CNN models have
been used byAbiwinanda et al. [19] and their one of themodel attained themaximum
accuracy. El-Dahshan et al. [20] also categorized brain MR images into two classes,
i.e. normal and abnormal using the Discrete Wavelet Transform (DWT) technique
for the extraction of features and the Principal component analysis method to reduce
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the features. Then, they used two classifiers (i.e. feedorward ANN and the k-Nearest
neighbor for the identification of images.

In this paper, we diagnose the brain tumor in MR images by extracting features
using DL based transfer learning technique. For this, we use six pre-trained models,
i.e. VGG16, VGG19, InceptionV3, ResNet50, ResNet101, EfficientNetB1. This
framework makes it a lot easier for radiologists to intervene, helps them solve the
problem of classification of brain tumors, i.e. whether the tumor is present or not,
and helps to develop an appropriate treatment.

Further, we organized the paper into different sections as follows: Sect. 26.2
depicts the information about material and different models used. Section 26.3 illus-
trates the experimental results and discussion. Finally, in Sect. 26.4, conclusion and
future scope are specified, respectively.

26.2 Material and Models

26.2.1 Dataset

The data set used in this paper consists of freely accessible 646 T1 weighted MRI
images of brain labeled as non-tumored and tumored attained from The Cancer
Imaging Archive (TCIA) Publicly Accessible repository [21]. The images were
obtained from 20 patients who identified with glioblastoma. The dataset has 548
samples of tumored images and 98 samples of non-tumored images. The images
are in JPG/JPEG format. Figure 26.1. displays few images of Non-Tumored and
Tumored classes used in the dataset.

(a)

(b)

Fig. 26.1 a Non-tumored images, b Tumored images
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Fig. 26.2 Steps involved in data pre-processing

Fig. 26.3 Cropped image after finding extreme points in contour

26.2.2 Data Pre-processing and Augmentation

Data pre-processing can be referred as the transformation of raw data into a form
that is more easy to interpret and renders the images more appropriate for any further
processing. Figure 26.2 specifies the various steps involved in Data Pre-processing.

TheMRI data set contains 253 images,which are divided into 193 training images,
50 validation images and 10 test images. After data splitting the images are cropped
to obtain only the portion of brain by using the technique given in Ref. [22]. This
method is used for assessing the extreme points within contour lines. Figure 26.3.
shows the cropped image after finding extreme points in contour.

However, acquisition processes of MR image are normally costly and complex,
the size of MR image dataset is limited in several applications. If a large dataset is
present, DL will perform much better. As the dataset used in this work is small, we
use data augmentation for artificially increasing the size of training data. For this,
the images from original dataset are artificially varied to generate modified images
so that the size of training data increase. Due to this, the learning capability of model
increase and it became more generalized for unseen data. Then on the other hand, it
becomes less susceptible to overfitting. Figure 26.4. shows some samples of images
after data augmentation.

26.2.3 Pre-trained CNNs Architectures

DL became prominent with the increasing availability of various datasets and fast
gaming graphical processing units (GPUs) nearly a decade ago. DL technique
includes numerous layers which learn enormous features from input image and these
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Fig. 26.4 Images samples after augmentation

are used for analyses of various images by providing huge dataset of unlabeled or
labeled images [23].

Convolutional neural network (CNN) is frequently utilized DL system architec-
ture in analysis of medical imaging [24]. CNN architectures were built for learning
the spatial hierarchies of different features through multiple blocks which includes
convolution layers, non-linear layer, pooling layers and fully connected layers. Fully
connected layers choose the most effective features and move them to the classifica-
tion layer. Different pretrained CNN architectures are used in our study. Table 26.1
provides different parameter values used in the different CNN architecture.

In reality, it is unlikely that a person can train a full CNN model from scratch as
datasets with adequate sample data are usually not feasible. Persistently, pre-training
a CNN on large datasets, e.g. ImageNet seems to have become a common practice.
Transfer learning (TL) [25, 26] can be seen as better learning in a novel problem by
extracting features obtained from a comparable problem that exists. TL is a method
in which features obtained from one data set can be used for other datasets.

VGG16 andVGG19models [27]—The impact of CNNdepth on its performance
in computer vision was analysed by Simonyan K. and ZissermanA. Using very small
convolution filters, they drive the depth from 11 to 19 weight layers of established
VGGNet network. The variations that has 16 and19weight layers, referred asVGG16
and VGG19 and they do well. With the increase in depth, the classification error
reduces and saturates when the depth exceeds 19 layers. In visual representations,
authors affirm the value of depth.

InceptionV3model [28]—It is a Google Brain Team 48-layer CNN that is trained
on the ImageNet database and categorizes objects into 1,000 classes. In comparison
to the other inception models and process, it trained much quicker.

ResNet model [29]—Microsoft developed deep residual learning platform, i.e.
ResNet, which uses residual learning for simplification of deeper network training
and decrease errors through increase in depth. This architecture suggested several
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structures such as 18-layers, 34-layers, 50-layers and 101-layers framework. This
structure is less complexity and more deep in comparison to VGG network.

EfficientNetB1model [30]—GoogleBrainTeamdeveloped aCNNmodel named
as EfficientNet. These researchers studied the model scaling and identified that care-
fully balancing the depth, width and resolution of the network can lead to better
performance. In order to develop a newmodel, they scaled neural network to generate
more deep learningmodels, that achieve significantly improved efficacy and accuracy
in comparison to prior used CNN.

26.2.4 Proposed Methodology

This proposed diagnosis method aims to improve the accuracy of the detection of
brain MRI images by using DL models and TL method. The flow diagram of the
suggested work performed is shown in Fig. 26.5.

TL is the process of learning newmodels generated by new data using the features
provided by a pre-trained framework. In order to learn low level features which are
utilized to encode medical images, TL is used in which Deep Learning model is
pre-trained on a huge data set of images from various medical image modalities

Data 

Pre-processing 

Split dataset into training,

validation and test data

Training Data 

(323 Images) 

Validation and Test Data 

(193Validation Images 

and 130 Test Images)

Deep Network

Decision

Performance 

Evaluation

Fig. 26.5 Flow chart of proposed methodology
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or different domains. The use of pre-trained DL models allows to learn new tasks
quickly. In this work, we first pre-process the MRI data to run the built model and
test it. Then, we trained six different pretrained CNN models, i.e. VGG16, VGG19,
InceptionV3, ResNet50, ResNet101 and EfficientNetB1 with brain MR Images and
then, utilized them to classify tumored and non-tumored images using TL technique.

26.3 Experimental Results and Discussion

Each model has been trained for 50 epochs. Figures 26.6 and 26.7 were attained by
training the models using brain MR image dataset for 50 epochs and represents the
accuracy and loss curve for training and validation set for VGG16 and ResNet101
models. Table 26.2 displays performance of different model used in our study.

Performance for the different technique was evaluated in terms of different
measures such Accuracy, Precision, Recall, F1 score, Kappa and AUC. VGG16
and ResNet101 has highest test accuracy. Training accuracy of ResNet101 is 93%.
But, F1 score of VGG16 is more as the precision and recall are more in this case.

Fig. 26.6 Accuracy and loss curve for training and validation set for VGG16 model

Fig. 26.7 Accuracy and loss curve for training and validation set for ResNet101 model
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Table 26.2 Performance of different. Pretrained models

CNN architecture Accuracy Precision Recall F1 score Kappa AUC Confusion matrix

VGG16 0.92 0.97 0.94 0.95 0.73 0.89 [17 3]
[7 103]

VGG19 0.87 0.93 0.91 0.92 0.53 0.78 [13 7]
[10 100]

InceptionV3 0.85 0.85 1.0 0.92 0.00 0.50 [0 20]
[0 110]

ResNet50 0.91 0.94 0.95 0.95 0.63 0.80 [13 7]
[5 105]

ResNet101 0.92 0.96 0.94 0.94 0.69 0.87 [16 4]
[7 103]

EfficientNetB1 0.89 0.94 0.94 0.94 0.59 0.79 [13 7]
[7 103]

By analyzing the performance measures, we found that both ResNet101 and VGG16
has better performance as compared to other pretrained networks.

26.4 Conclusion

In this paper, a completely automatic system is used for diagnosing tumor in brain
MRI images. For this, numerous DL-based pretrained CNN architectures are used.
The suggested solution applied the theory ofDLemploying four pre-trained networks
that use the TL approach to enhance diagnosis of brain tumor. The dataset used
contains images of 2 classes, i.e. abnormal data which have tumor and normal data
which don’t have tumor. Although the dataset is not huge, the image data augmenta-
tion was relatively good enough to produce excellent performance. As exhibited in
Table, it is noticeable that TL through VGG16 and ResNet101 gives highest perfor-
mance accuracy among all other pretrained network used in this paper. In future
work, we will use our model for different medical imaging modalities from different
fields and for larger dataset to improve the robustness. Substantial hyperparameter
tuning as well as a better pre-processing approach can be conceived that can further
improve efficiency of the model. In future work, we are also planning to further
classify different types of tumors using larger dataset.
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