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Preface

The development of technology for digital democracy has brought about better
implementation and monitoring of government programs. Digital platforms over the
years have built a bridge of communication between the government and the citizens.
These platforms have massive potential for deeper and broader public participation
along with the capacity to rebuild and strengthen democratic institutions and the
relationship between stakeholders.

The main purpose of technology is to bring information and comfort while keeping
a check on its judicious use. We promote technology and harness its potential for social
good but when human life and values become inferior it can bring about destruction
and fear. The world has now become a global village with digital connectivity, which
can be further developed into a family with the inclusion of human values, equality and
justice. The Computer Society of India has an important role to play in this process
with events like CSI 2020, which help integrate technology for good governance and to
elicit grassroots participation.

CSI 2020 was held in Bhubaneswar, India, during January 16–18, 2020, with the
theme of “Digital Democracy - IT for Change”. This Communications in Computer and
Information Science (CCIS) Volume 1372 disseminates the proceedings via eleven
informative chapters. The conference focused on four major areas: digital democracy,
digital communication, digital analytics, and digital security; these tracks were chaired
by Prof. Manas Ranjan Patra, Prof. Siba Kumar Udgata, Prof. Annappa B., and Prof.
Durga Prasad Mohapatra, respectively. Digital democracy involves the use of Infor-
mation and Communication Technology (ICT) in political and governance processes.
Digital communication deals with effective online communication. Digital analytics
focuses on efficiency as well as the optimization process. Lastly, digital security deals
with the security aspects of digital communication so that loss of data can be minimized
and data security can be achieved during communication.

The conference would not have been possible without the valuable support and
guidance of the General Chair, Prof. Lalit Mohan Patnaik (Adjunct Professor and
INSA Senior Scientist, National Institute of Advanced Studies, India). We are very
grateful for the participation of all speakers in making this conference a memorable
event.

We are highly confident that readers will get useful information pertaining to digital
democracy from this contribution. We would like to convey our sincere thanks to all
the authors who have contributed the papers in the eleven chapters of this book along
with their priceless time and efforts.

April 2021 Prafulla Kumar Behera
Purna Chandra Sethi
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Decentralized Voting System Using Block Chain
Technology

Rupali Deshmukh(B), Olivia Biswas(B), Servina Bardeskar(B),
and Harshavardhan Lad(B)

Fr. Conceicao Rodrigues Institute of Technology, Vashi, Navi Mumbai 400703,
Maharashtra, India

Abstract. Voting is an integral part of any organization which helps organiza-
tions to take important decisions after taking a consensus from others and help
implement any idea/decision in a procedural manner. But current voting meth-
ods like ballot box and digital voting systems face a lot of security threats like
DDoS attacks, fake votes, alteration and manipulation of votes, malware attacks,
etc. This creates a sense of mistrust amongst the traditional voting systems. In
proposed system, use of blockchain technology to minimize the flaws of existing
system and make voting process more secure, reliable, and transparent. To resolve
the issues in current existing voting system this paper suggests use of Blockchain
Technology for enhancing security and decentralization of data.

Keywords: Blockchain · Decentralized · Security · Voting

1 Introduction

1.1 Existing System

Traditional voting systems like Ballot based voting have been around in the history of the
voting process for quite some time [1]. The Kudavolai system used in village assembly
elections in Tamil Nadu, around 920 AD can be considered as an example first use
of ballots for voting. But the scenario took a different course during the 1990s where
cases of ballot stealing, fake/bogus paper votes, booth capturing, etc. where reported,
eventually leading to its downfall. The early 1990s saw the rise of electronic and digital
voting systems which offered enhancements in security, labor work and integrity. These
devices were made to prevent fraud by putting a limit on how fast new votes can be
entered into the electronic machine and are currently used in many countries for their
election processes. The first country to deploy electronic voting system for elections
was Estonia which was soon followed by countries like Switzerland and Norway for
their state and council elections respectively [2]. An e-voting system should be highly
secured so that not only it’s available to voters but also overcomes the challenges faced by
current voting systems like tampering with the voter’s ballot or changing votes. Many
electronic voting systems currently claim to offer anonymity of voters by using Tor
network but fail to hide voter identity as intelligence agencies often spy on the Internet

© Springer Nature Singapore Pte Ltd. 2021
P. K. Behera and P. C. Sethi (Eds.): CSI 2020, CCIS 1372, pp. 1–11, 2021.
https://doi.org/10.1007/978-981-16-2723-1_1
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and identify voters or intercept their votes. Thereweremanyflaws likemalicious software
programming, susceptibility to fraud, accuracy in capturing voter’s intent, vulnerability
to hacking, political ties of manufacturers, secure storage of cast votes, etc. Because
of this, electronic voting devices and electronic voting was not taken into practice on a
global scale. Moreover, many of the countries (including the Netherlands, Great Britain,
Germany), where e-voting was initially widespread, ultimately limited its use due to the
imperfection of the technology and they returned to the more reliable method of voting
[3]. With such monumental decisions at stake and the development of technology and
society both pushing to search for cheaper and more reliable methods of voting, the need
for a secure, automated, transparent and automated voting system comes into picture.
This paper aims to pertain the methodology to automate, digitalize, and decentralize the
current voting systems by using block chain technology so as to remove the flaws in the
current existing system (Table 1).

1.2 Blockchain Technology

Blockchain is a collection of distributed ledger technologies that can be programmed to
record and track anything of a value. It is simple a chain of blocks, kind of database that
stores digital information. The term ‘Blockchain’ was first coined by Satoshi Nakamoto
(pseudonym) [4], who presented the idea of a peer to-peer system that allowed users to
make digital payments by transacting cash through the Internet without the involvement
of anymiddleman. Each block on a blockchain is cryptographically linked to the previous
block i.e. the foundation of the stack is the first block in the chain. The previous block gets
layered one after the other each new block created to form a stack called a Blockchain.

Information in blockchain is stored in a shared and continually reconciled database.
The information isn’t stored in any single location, hence it is public and easily verifiable.
Ledger technology is a centuries old non- destructiveway to track data changes over time.
It could be financial transactions, medical records or even votes. Blockchain Technology
helps to simplify the system as following

1. Tamperproof
In a blockchain, each block is connected cryptographically to its previous block with
the help of special technique called Hashing. Hence, if any change is attempted on
the block values, it is immediately reflected in the hash of previous block, giving an
alert. Therefore, once data is inserted, it cannot be rewritten and makes the block
tamperproof.

2. Decentralized
Centralization means power in only handful of people/database. They monetize data
and have access to all personal data.The decentralized nature means that no central
authority has the power to handle the blocks. It is only with the help of consensus of
other nodes that blocks are added into the chain after a rigorous process of validation.
This reduces the chance of corruptness in the procedure. To maintain cryptography
Hashing and encryption decentralized ledger is used by the block chain. As there is
no central authority we can assure that the monitoring of the third party is prohibited
and access to the database is limited. System failure is in control in the decentralized
system.



Decentralized Voting System Using Block Chain Technology 3

Table 1. Comparitive study on various system.

Sr. no Paper title Description Advantages Disadvantages

1 Overview of the emerging
technology: Blockchain [14]

Blockchain types like Colored
coins-dealing with assets,
Hyperledger, Ethereum, etc.
explained. Cryptographic
principles used. Use of digital
signatures

Secure, block added only after
verification

Broadcasting takes time

2 Electronic voting
machine—A review [11]

Electronic Voting Machine
(EVM) is a simple electronic
device used to record votes in
place of ballot papers and boxes
which were used earlier in
conventional voting system

Eliminates human errors,
easier to use, time saving,
secure than paper ballot voting

Hardware and software not
safe, Vulnerability to hacking,
tampering of casted votes

3 Design of Distributed Voting
Systems [12]

A detailed study on various
voting systems around the
world, highlighting the merits
and demerits of each system.
(Estonian iVoting system,
Norwegian I-Voting System,
New South Wales iVote System)

Cryptography used, public and
private keys, secure, encrypted

Centralized infrastructure,
Dedicated servers, but all in
one data center, multiple
voting, hacking, DDos attacks,
Lack of security personnel

4 Bronco Vote: Secure Voting
System using Ethereum’s
Blockchain [15]

BroncoVote implements a
university-scaled voting
framework that utilizes
Ethereum’s blockchain and
smart contracts to achieve voter
administration and auditable
voting records. In addition,
BroncoVote utilizes a few
cryptographic techniques,
including homomorphic
encryption, to promote voter
privacy. Using MetaMask and
Web3 eliminates the need for
users to download full or even
partial Ethereum blockchains on
their local machines in order to
broadcast transactions

Transparent, secure, cost
effective

Support for cryptography
limited, Computational power
is slow

5 Blockchain Based E-Voting
System Design [16]

Evaluates blockchain
frameworks, blockchain
technology can be one solution
to solve the problems that often
occur in the electoral system.
The use of hash values in
recording the voting results of
each polling station linked to
each other makes this recording
system more secure and the use
of digital signatures makes the
system more reliable

Resistance to Failures,
Invulnerability to Network
Censorship, Users are More
Likely to Trust an Application
that is Not Controlled by One
Governing Body

Difficulty of Development,
Applications Need to Verify
The Identity of The User,
Robustness of Network for
Dedicated Purposes
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3. Trust
The block is created so that the cryptographic puzzle must be solved. Secondly, the
computer that solves the puzzle, shares the solution to all the other computers on the
network. This is called proof of work [5]. The network will then verify this proof of
work, and if verified is then added to the network. The combination of these complex
math puzzles and verification by so many computers, ensures that only a genuine
block is added.

4. No intermediaries
No middlemen involved between transactions who are hired or approached, to view
someone’s records and keep it confidential. But, here, the user himself can prove his
ledger’s Genuity by himself and hence this peer-to-peer interaction with data allows
cutting out cost and middlemen involved.

2 Voting System

The first step in the process is to take information from the user and validate and automate
the process by identifying legitimate users. After users are verified voters can cast their
vote but their identity remains anonymous.After each vote is verified only then the vote is
added into the block,otherwise it is discarded [6]. All the transaction get started with the
timestamps to increase transparency. Lastly,real time result are shown and upload, also
no vote can be manipulated since no central authority has control on it. The following
are the steps describing how the proposal works.

2.1 Login

The voter puts in his credentials for logging into the system - in this case it would be
using a 12 digit voter ID that is issued during registration, fingerprint and a onetime
password(OTP) that is sent by the system to the voter’s mobile at the time of login. If the
credentials provided are correct, the user is allowed to go to next page otherwise access
is denied.

2.2 Cast Vote

Voters now come across the voting page that has all the details of the candidates taking
part in the election, the user has to select any one candidate. User is prompted to confirm
his voting as voting can be done only once. All this is done through a user friendly
website.
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2.3 Encrypting Votes

As the user chooses the candidate, it’s time to covert to encrypt everything and convert
it into a fixed length hash as our aim is to fasten the process of voting by converting
variable length data that includes Voter Id, Voter account address, his credentials, vote
that he has casted, etc. to a fixed length hash value for faster processing. This uses SHA
one way hashing technique that cannot be reversed and is send for verification.

SHA stands for Secure Hashing Algorithm. On getting a certain set of input charac-
ters, this algorithm converts variable length input strings/integers into fixed size charac-
ters called Hash. It generates unique value for a given input and the generated function is
of fixed size 256 bits (32 bytes) [7]. If an attacker attempts to retrieve voter information,
he has to perform a brute force attack of guessing thousands of hash combinations that
give back the voter account value, which is practically impossible. Hence encryption
makes the process secure.

2.4 Adding Vote to Blockchain

Using protocols like consensus and proof-of-work, a block is added into the chain after
validation.

3 System Design

(See Fig. 1).

Fig. 1. Architectural block diagram of voting system

The above block diagram depicts the interaction between the three modules of the
system. The inputs from User Interface module (Website) consists of user credentials,
registration and login details whereas the Biometric Sensor being the hardware interface
provides the fingerprint of the voter. Inputs from both the modules interact with the
Blockchain system that encrypts, verifies and validates the votes and provides a secure
channel for the voting process. The results are then displayed on the User Interface
(Fig. 2).
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Fig. 2. Flowchart of the voting system

The above diagram depicts the flow of the system. After voter credentials and bio-
metrics are provided, the user is validated and registered into the system. Each voter is
provide with a unique 12 digit Voting Token ID (VTID). If the voter attempts to login
into the system he/she has to provide his/her identity credentials. If the details matches
he/she is redirected to the login screen otherwise access is denied. Now while voting,
if the VTID is provided wrong, the transaction is considered invalid and block is not
registered. If it’s legitimate, it is added into the system and live results are displayed
(Fig. 3).

The above dig illustrates A level 0 DFD, also called a fundamental system model
or context diagram represents the entire software element as a single bubble with input
and output data indicated by incoming and outgoing arrows, respectively.
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Fig. 3. DFD level1 system design

4 Algorithms Used in Block Chain

Algorithm in block chain are used for the modification and validation of blocks. Con-
sensus algorithm is widely used for the validation in block chain [4]. This algorithm
further can be identified into Proof of work algorithm and Proof of Stake algorithm.
Consensus algorithm is mainly used when there is any faulty or non-working node. It
ensures that the information is transferred to all the nodes and blocks present. Single
data value among distributed processes or systems is used to achieve agreement by Con-
sensus algorithm process. Multiple unreliable nodes are involved to. With the help of
consensus algorithm, we can reach out to every node. Which will help us to identify that
the block added to the system is successful or not.

It is the inbuilt algorithm which keeps audit of all the blocks present. This helps
the system to work without interrupt and flawlessly. Each and every block is audited as
soon as the transaction takes place. Updating of blocks is also done by this algorithm. It
prevents system failure due to any faulty block addition to the system. Each and every
node is monitored as it gets newly add to the system. here due to this redundancy is
reduced and every node is checked. Consensus also helps to prevent different types
of attack like dos attack. As every block is added only after verification this makes
to identify attack. Solving the issue, known as the consensus problem, is important in
distributed computing and multi-agent systems. When node generates and transfers the
data and consensus problem arises then BFT helps to overcome and make sure that the
information in system is safe if issue occurs then liveliness occurs within [(n− 1)÷ 3], n
is the number of replication occurs nodes can be handled up to 33%. 3F+ 1 faulty node
can be handled. [7] Using the consensus algorithm N/2 + 1signature should be present
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to become the valid block into the system, where the N is number of signature send by
the commissioner [8]. Valid block generation can be called as round block consensus.
The probability that we can find valid block is added is-

P(X ) = Nc!
X !(Nc − X )!

(
K

Nbc

)
×

(
1− K

Nbc

)
Nc − X (1)

In order to make the results of the voting more impartial, it is hoped that the number
of votes that a butler can receive exceeds Nc/2. So, it can be figured out the probability
P1 that a candidate’s votes can exceed Nc/2

P1 =
∑Nc

i=Nc/2

Nc!
i!(Nc − i)! (

K

Nbc
)
i

× (1− K

Nbc
)Nc − i (2)

4.1 Proof of Work

Poofwork is the implementation of the consensus algorithm. Proof ofwork is themystery
that is to be solved if we find the correct way to solve the solution is not far. This is
analogous to a solve the mystery. Effort are required to put the mystery solution together,
but it takes only a momentary solution to see that if one has been concurred correctly.
In Proof of Work consensus, the effort required to solve a mystery is called Work, and
a solution is called a Proof of Work [9]. In other words, the solution to the mystery
proves that someone did the work to find that solution. Blockchains which use Proof
of Work algorithm consensus require exact proof to create new block and added to the
blockchain. This is used to add new blocks into block chain. This Work is frequently
referred to as ‘mining.’

5 Results

• Creation of blockchain account for storing the vote and user details.
• Creating the blockchain contracts for maintaining authenticity, and securing informa-
tion.

• Sending of Ether to other accounts for validation of vote, successful addition of vote.

The screenshot of implemented modules is shown below (Figs. 4, 5 and 6):
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Fig. 4. Blockchain token for vote transfer

Fig. 5. Ether added to the account.
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Fig. 6. Account showing number of total ether present

6 Conclusion

E-voting is a potential solution to the lack of interest in voting amongst the young tech
savvy population. E-voting is becoming more open, a potential solution would be base
it on blockchain technology also transparent, and independently auditable. This system
takes advantage of the transparency of smart contract to allow all voters to participate
in both the recording and verification of Votes. It enhances the voters’ confidence and
reduces the waste of election resources. Blockchain technology offers a new possibility
for democratic countries to advance from the pen and paper election scheme, to a more
cost- and time-efficient election scheme, while increasing the security measures of the
todays scheme and offer new possibilities of transparency. Using an Ethereum private
blockchain, it is possible to send hundreds of transactions per second onto the blockchain,
utilizing every aspect of the smart contract to ease the load on the blockchain.
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Abstract. One of the issue encountered in computer programming courses are the
high failure rate among the students. This is a serious concern for educators and the
students. So there is a dire need to diagnose the factors affecting the same. Hence
the objective of this study is to analyse the programming skill of the students by
considering the factors like educational background, program debugging skill etc.
Methods like correlation and regression are adopted for analysing these factors. It
is observed that the debugging skill of the student has an upper hand in determining
the programming skill compared to the marks secured in the examinations.

Keywords: Programming skill · Performance · Behavior · Correlation ·
Debugging · Regression

1 Introduction

There is a high failure rate and drop outs occurring in the computer programming courses.
Students are often finding difficulty in programming. So educators have to take extra
effort in identifying the weak students and device proper strategy to improve their pro-
gramming performance. In this study certain factors are investigated which are oblig-
atory for the programming skills of the students. Hitherto major studies focused on
the demographics [2], educational background [4], prior programming experience [6],
mathematical ability of the students in the examination [3, 7] etc. are used to predict the
programming skill.

In computer programming papers, students are given various programming assign-
mentswhich are expected to be completedwithin a stipulated time period. The evaluation
of these assignments helps the educators to identify the programming skills of the stu-
dents. Hence the objective of the proposed work is to explore the factors that can be used
to determine the programming skills of the students. In order to predict the program-
ming behavior, some methods are used for recognizing the hidden relationship among
the attributes of the dataset. The following factors are considered for the analysis.

• Marks obtained in the qualifying examination, especially the marks scored in
mathematics [3, 7].

• Programming behavior of the student for the given assignment which is analysed
through debugging capability.
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This paper is organized as follows. The background work is described in Sect. 2 and
proposed approach in Sect. 3. In Sect. 4, results and discussions are analysed and finally,
in Sect. 5 the conclusions and future scope are explained.

2 Related Works

Over the past decades, several researchers have been attempting to study the academic
performance of the students by analysing the factors which affect the programming
behavior of the students. So there are various data mining techniques can be used to
predict students programming performance. In [1] relationship between the gender and
the marks obtained in the final examination by the students are analysed using chi square
test and it is observed that there is no significant relationship between the same. They used
deep learning methodology to predict the grade of the students. Another study [2] deals
with prediction of students’ performance in final examination using the linear regression
and multilayer perceptron in WEKA tool and compared the greatness between the mean
absolute error value differences. Based on the 58 participants from Taiwan University
[3], the study predict the academic performance using students final grades to improve
learning performancewith the help ofmultiple linear regression and principal component
analysis.

Sujatha [4] predict student performance with the help of regression algorithms and
found risky students who need more attention in the programming based on the features
of higher secondary school background details, the medium of study, syllabus covered,
marks scored in mathematics and English etc. Based on the data points collected from
different undergraduate courses [5], a new set of multivariate linear regression model is
used to predict the final exam score in the Engineering dynamics course. The datamining
technology aids to assess the learner’s performance and help us to implement various
new trends and technologies to analyse the data [6]. Another paper [7] statistically found
that there is no correlation between the performance of computer subjects in high school
and the performance in the first year programming course.

3 Proposed Approach

The objective of the investigation is to analyse the programming skills of the students
by considering the factors like marks obtained in the qualifying examination, debugging
skill etc. So the weaker students can be identified in advance and the educator can help
them to improve their programming skills. In the present scenario, while analysing the
factors affecting the programming skills of the student, we consider:

– The marks secured in the qualifying examination especially the marks obtained in the
mathematics subject [3, 7].

– The programming behavior of the student by analysing the debugging capability of a
student.

The dataset for this study is prepared by collecting the details of first year computer
science students. The details of 108 students were collected, out of which 35 were males
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and 73 were females. The chosen students were from different educational backgrounds.
Programming questions and the difficulty levels (Easy (E), Medium (M) and Hard (H))
were prepared by the educators. For the dataset preparation, the programming assign-
ments were allotted to the students based on the first year curriculum programming
language. The teacher indistinguishably distributed programming assignments to each
students and finally collect the debugging outputs of each student.

Programming outputs were analysed based on the number of errors in each compila-
tion, number of errors occurred in the penultimate compilation, number of compilation
attempts etc. Various types of errors like syntax errors, semantic errors were also iden-
tified during the analysis process. While debugging a program, students may attempt
multiple compilations to arrive at the final output. The maximum number of errors
occurred and penultimate compilation error values are recorded during the compilation
process. This way we reach the debugging capability of the students in three levels (E,
M and H) and the numerical values should be normalized within the range from 0 to 1.
The compilation attempts and errors occurred during the debugging stage are used to
quantify the debugging capability. The formula for calculating debugging capability is
given as

DCstd1 = 1 −
(
PCEmax − PCEmin

CA

)
(1)

Where

• DCstd1 = Debugging capability of individual student
• PCEmax = maximum number of errors occurred while debugging a single program
in the compilation

• PCEmin = number of errors occurred in the penultimate compilation while debugging
a single program in the compilation

• CA = Total number of compilation attempts made by the student to reach the
programming output.

3.1 Methodology

As discussed in the introduction, the primary goal of this study is to investigate the
factors which influence the programming skills of the students by considering the marks
obtained in the qualifying examinations and programming behavior of the students.
Better programming practices not only solves the programming problem but also expand
their coding creativity. Pearson correlation and Regression methods are adopted for
analysing the factors. 70% data were considered as training set and remaining set as
testing data.

Factors Influencing the Programming Skill
Here we find the correlation analysis of marks obtained by the students in vari-
ous examinations and analysing the programming behavior using linear regression
methodology.

In order to figure out the dependence between various potential factors we first
correlate the final marks and mathematics marks secured in qualifying examination with
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finalmarks obtained in the examination of the current programming course. The criterion
variable used for this research was the marks obtained in the final examination of the
programming course. Pearson correlation coefficient is the statistical correlation method
used in this study and it was calculated as

r = n(
∑

xy) − (
∑

x)(
∑

y)√[
n
∑

x2 − (∑
x)2

][
n
∑

y2 − (∑
y)2

] (2)

In the above correlation method, n is the number of students, x and y determines the
marks obtained in qualifying examination and in the final examination. By definition, the
coefficient of correlation assumes any values in the interval between −1 and + 1. The
statistical correlation values between the above attributes shown in Table 1 and the Fig. 1
shows the correlation between the marks obtained in the qualifying examination and the
marks secured in the final examination. It is pointed out that programming behavior of
a student is weakly correlated with marks secured in the qualifying examination.

Fig. 1. Correlation between the qualifying marks and final marks

Next, for analysing the programming behavior of the students, we correlate debug-
ging skill and the final marks obtained in the examination of the current programming
course. The debugging capability is used for predicting the programming behavior of
the students and the quantified value of debugging capability can be computed using the
Eq. (1) which is prescribed in Sect. 3. Linear Regression method is used for analysing
the programming behavior which indicates the strength of the impact between multiple
independent variables and a dependent variable. The linear regression prediction result
was displayed as below:

Y = 0.405 − 0.011 ∗ DCE + 0.465 ∗ DCM + 0.11 ∗ DCH (3)



16 S. Mohan and E. R. Vimina

Where DCE, DCM and DCH deals with debugging capability of each student in dif-
ferent levels (Easy, Medium, Hard) and the computation is shown in Eq. (1). Here the
response variable (dependent variable) used in this study is final marks secured in the
examination of the current programming course. Figure 2 shows the strongpositive corre-
lation between the marks obtained in the final examination and the debugging capability
of students in different levels (Easy, Medium and Hard). From this, it is pointed out that
debugging skill of the student has an upper hand in determining the programming skill
compared to the marks secured in the examination.

Fig. 2. Correlation between the debugging capability of each levels and the final marks

Furthermore, the study needs an evaluationmetric in order to compare the predictions
with the actual values. So, Mean Absolute Error (MAE) and Root Mean Square Error
(RMSE) are the two common prediction error measurement methods used for finding
the score of the continuous variables. They are used to measure the difference between
values predicted by the regression model and the values actual observed. MAE and
RMSE are calculated using the following formulas:

MAE = 1

n

∑n

j=1

∣∣∣yj − y′
j

∣∣∣ (4)

RMSE =
√
1

n

∑n

j=1

(
yj −y′

j

)2
(5)

Here yj and y′
j are the attributes specified in the above discussion. R

2 and MSEmea-
sures can evaluate the goodness of fit of a regression model. The accuracy of prediction
is measured by the standard error of the estimate. By comparing Fig. 2 with Fig. 1, the
values are very closer to the regression line which minimizes the sum of squares error.
Therefore by minimizing the sum of squared deviations of prediction, the predictions
in Fig. 2 is more accurate than Fig. 1. The R2, mean absolute error, mean squared error
and root mean squared error values were shown in Table 2.
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Table 1. Results obtained by the correlation analysis

Performance
Criteria

Marks
obtained for
Mathematics
in qualifying
examination

Final Marks
secured in
qualifying
examination

Debugging
capability
(Easy Level)

Debugging
capability
(Medium
Level)

Debugging
capability
(Hard Level)

Final marks
secured in the
examination

0.21 0.35 0.83 0.92 0.89

4 Results and Discussion

In this segment,wewill discuss the results of factors influencing the programming skill of
the students using correlation and regression. From Table 1, it is observed that the marks
obtained in qualifying examination (especially mathematics marks and final marks 0.21
and 0.35) are positively correlated with final marks obtained in the current programming
course. Also it is observed that there is a strong positive correlation between the debug-
ging capability of the student (0.83, 0.92, and 0.89) with the final marks. By considering
the regression model, R2 value is 0.81 and evaluation metric values MAE and RMSE
have very less residual values (from Table 2) which produces better prediction. From
Fig. 2, it is analysed that regression line minimizes the sum of squared errors. So more
accurate the prediction. From the above analysis it can be predicted that programming
behavior is strongly correlated with final marks in the examination than marks obtained
in the qualifying examination. This will aid the educators to learn more about the weak
students and identify better techniques to impart programming skills to those students.

Table 2. The results of linear regression model

Feature affecting
the programming
skill

Coefficient of
Determination

Mean Absolute
Error (MAE)

Mean Squared
Error (MSE)

Root Mean
Squared Error
(RMSE)

Debugging
Capability

0.81 0.047 0.0033 0.218

5 Conclusion and Future Study

Apart from predicting the programming skills, the presented work represents the
exploratory analysis of the factors which affect the programming behavior of the stu-
dents. It is observed that debugging skill of a student is highly correlated with final marks
obtained in the examination of the current programming course. So it is concluded that
debugging skill of the student has an upper hand in determining the programming skill
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compared to the marks secured in the examinations. Therefore as a future work, by con-
sidering the programming behavior of the current situation, we plan to carry out a similar
study covering more number of potential success factors to improve the performance of
the students in programming.
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Abstract. With the increase in use of web based applications in different fields,
the competition for providing secure efficient and quality software increases with
a demand for decreased cost of the product. To improve the product develop-
ment process in environment of the ever dynamic customer requirement and to
meet the quality parameters of the software products many in the industry, have
adopted agile software development. Although the nuances of agile methods like
iterative development existed decades back the term Agile software development
was coined in 2001 in a small group industry meet. In this paper we have tried to
scan the literature for any correlation between the agile development methods and
software quality. We have conducted a survey to understand how one of the major
factors of agile development i.e. iterative development influences the quality of
the software.

Keywords: Agile development · Iterative methods · Web application · Software
quality · Web application quality

1 Introduction

The modern software applications, irrespective of size and sophistication and size are
driven by quality motive. Quality motive is a prime driving force in modern software
industry. The customers want value of their money in terms of quality. The quality of
software applications, especially important in the present scenario where almost all the
applications are web based and are very complex, multi-tired, sophisticated. This forces
some core changes to the traditional software development method. Agile software
development method is considered to be one such solution to gain advantage in this
cutthroat competition age. After that many of the industry leaders have adopted the
Agile development method for better quality products [13, 14]. In this paper, we will
try to establish some known parameters of agile development to the software quality of
service based web applications.

2 Literature Review

Even though the software industry has comprehensively understood and embraced the
agilemethods, notmuch empirical study has been done to examine the agility parameters
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and its effect on quality of the software products [7–11]. Most of the studies are based
on the productivity and performance of the software application.

Consequently, there are many studies covering iterative or incremental software
development and software productivity. Behem [2] measures productivity as output to
input of the process. Some of the drivers of the productivity are volatility of the require-
ment, use of different modern tools, program complexity etc. Krishnan [3] in an imperial
study tried to find correlation between productivity and quality which is expressed as
product size, use of tools quality and capability of the development team etc. Behrens [4]
discussed the way to apply different function points to the productivity measurement.
The productivity trends in software iterative development are outlined byThomas [5]. He
tried to find out the relationship between the different attributes of productive trends like
stability of staffing, adaptability of design to the iterative development. Claudia deO et al.
[12] conducted a case study on productivity and suggested that the software companies
need to reorganize the organizational structure and find out the best fit between the orga-
nizational structure and agile methodology. Bohem et al. [13] suggested a method and
strategy for incremental application development and tradeoff of strategies. Shetal S [15]
suggested that the factors which affect the quality of the software are reliability usability
reusability extensibility portability etc. Two scholars Li & Calantone conducted empiri-
cal study on 236 software professionals to determine the relationships between customer
market knowledge, competence and performance. Beck, Jiang, & Klein surveyed 286
software personnel involved in development to determine the effects of prototyping on
project performance. What they found was prototyping use, learning, and interactions
were correlated to project success.

Separate studies were also carried out for web site web portal quality. Yang and
others [16] conducted empirical study involving 1,992 web users to determine the rela-
tionships between service quality and overall quality of Internet portals. They conclude
that the usability, usefulness, adequacy, accessibility, and interaction of Internet portals
were correlated to their overall quality. Two scholars Sullivan & Walstrom surveyed 82
designers to formulate instrument to measure website quality. Tsikriktsis conducted a
study on 171 web users and found that an instrument measuring website quality was
correlated to cultural dimensions. Many such similar studies were undertaken by differ-
ent scholars. However, we are unable to find a single study which tries to co-relate the
iterative development of Agile development to website quality. We are unable to find a
single study where the iterative deployment is directly compared to the software quality.

3 Software Quality

There are many quality models for software. Some of the quality models are: Mc Calls’s
model, Boehms Model, FURPS model, Ghezzi Model, IEEE model, Dromey’s model,
Stac’s model, CMM (Capability Maturity model), EtailQmodel etc. For our research we
have chosen the “EtailQ” model which is very much suitable for e-commerce websites
and other service oriented websites. Presently most of the websites and the underneath
web application provides some kind of service. Hence we feel that the EtailQ model is
one of the appropriatemodels tomeasure the quality ofweb applications. The parameters
measuring thewebsite quality in the EtailQmodel are: Fulfillment and reliability, Privacy
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and security,Website design and customer service. The EtailQmodel gives an instrument
to measure the parameters. For our research, we interpreted each of the parameters of
quality in the following manner (Table 1):

Table 1. Web site quality parameters

Quality parameter Measurable variable

Fulfillment and reliability Received order

Delivery time

Accuracy of order

Website design In-depth information

Efficiency of order processing

Processing speed

Product selection

Personalization

Privacy and security Feeling of safety

Protection of safety

Adequate security

Customer service Willingness to respond to customer need

Willingness to fix the issues

Proficiency in answering the customer queries

For our study we have used the above mentioned parameters to measure the quality
of the web portal. As it is evident from the above table the bymeasuring three parameters
we can measure fulfillment and reliability which is just one of the four components of
quality.

4 Agile Software Development Methodologies

The Quest for quality software and the short duration for the software development lead
to more and more software development firms moving from traditional software devel-
opment methodologies to Agile software development methodology. The characteristic
feature of the Agile software development methodology are better customer interac-
tion, shorter development cycle, frequent design changes to accommodate the customer
feedback and incremental product delivery. The Agile development is driven by the
Agile manifesto [20]. There appeared several version of agile development like Extreme
programming (EX), Scrum, Kanban etc with some variation in different parameters. In
spite of the difference, all the above mentioned methodologies have some basic common
parameters. One of the common parameter which is common to all the agile develop-
ment methodologies such as XP, Scrum and Kanban is iterative development. One of
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the main thrusts of Extreme Programming is continuous and effective interaction with
the customer so that the customer feedback is incorporated in the software as soon as
possible, thereby changing the previous version of the software. The main driving force
of such iterative development of software is based on the customer feedback. The Scrum
development also talks about iterations. In Scrum, the iterations are called sprints. For
the entire duration of the sprint extensive planning is needed. At the end of each sprint,
a check is carried out to find possibility of areas positional improvement to the product.
The Kanban methodology of Agile software development recommends the use of short
iterations. Thus in the modern software or web application development, iteration plays
an important role as the competition and the ever dynamic world requires the software
to be dynamic and capable of accommodation the changes quickly effectively without
compromising the software quality.

5 Iterative Development

According to Larman, iterative development as a software development method which is
defined as “an approach to building software (or anything) in which the overall lifecycle
is composed of several iterations in sequence”. Furthermore, “each iteration is a self-
contained mini-project composed of activities such as requirements analysis, design,
programming, and testing.” Iterative development is a lifecycle of software development.
The iterative development is generally used to evolve operational software into finished
products gradually. This is done by continuously and constantly incorporating customer
feedback, test results andother problemsdiscovered into its design. Iterative development
falls under the category of time-boxed design, meaning that delivery dates are fixed by
reducing product requirements. In simpler term, iterative development refers to a much
more dynamic release of beta versions using the Internet. Different scholars have used
different sub-factors for iterative development. There are different ways of quantifying
the iterative development. However, for our study, we will consider the following five
sub-factors of iterative development. These are:

(a) Time-boxed releases: software release based on time
(b) Operational releases: software release based on operation or increment
(c) Small releases: software release based on small iterations
(d) Frequent releases: software release like in weekly monthly etc.
(e) Numerous releases: software release in multiple increments.

6 Objective

The goal and the objective of the study are very clear and precise. The objective of the
research was to find out if there is any correlation between the Agile iterative develop-
ment to the website quality. The iterative development of agile development is becoming
popular among the developers. This may imply a strong reason that the iterative devel-
opment causes better quality products. This assumption has to be formulated in form of
hypothesis and proved to confirm the assumption. The hypothesis was formulated as:
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Hypothesis - (H1): “Implementation of Iterative development methodology corre-
sponds to produces quality web-application”

It is not straightforward tomeasure the quality ofweb-application. TheEtailQ quality
model has four sub-factors namely website design, website privacy and security, website
reliability and customer service. Hence, we somehow need to quantify the different
parameters of web-application quality with the iterative development method. The effect
of the iterative development on website design, privacy and security, reliability and need
fulfillment and customer service need to be established. Considering the sub factors
of the website quality, it would be logical and to suggest four sub– hypothesis. The
suggested sub-hypothesis are:

Hypothesis 1a - (H1a): Implementation of Iterative development methodology corre-
sponds to better web-application designing capability
Hypothesis 1b - (H1b): Implementation of Iterative development methodology ensures
privacy and security.
Hypothesis 1c - (H1c): Implementation of Iterative development methodology corre-
sponds to higher reliability and customer need fulfillment.
Hypothesis 1d - (H1d): Implementation of Iterative development methodology corre-
sponds to better customer service.

The justification for formulation of hypothesis and sub-hypothesis that the quality is
complex and is associated with different aspects. Due to its complexity the hypothesis
is broken down to the sub-hypothesis there by making somehow easy to do an empirical
study to ascertain the quality. Broadly, quality requirements are “characteristics that
make the product attractive, usable, fast or reliable” [23]. In order to incorporate the
feedback of one particular quality parameter the next product might compromise the
other quality aspects. Hence all the quality parameters has to be measured against each
version launched after iterative development.

7 Data Analysis

Data collected from the software professionals developing web applications in the agile
iteration based development and they are asked to name the sites which uses the web
applications in the full stack. Another independent assessment was done to evaluate the
quality of the web application by interacting with the sites which uses the web applica-
tions. For our study the survey instruments will consist of a five point Likert-type scale
from with numerical values from one to five. The lowest being score 1 and the highest
is considered to be score 5. As per the plan, data were collected for software design
methods, website quality, and project outcomes. Almost 1506 respondents responded
to the questionnaire on different web application design methods, and 324 respondents
responded on web application quality data. Correlation analysis was conducted on the
above parameters and are displayed in Table 2. Pearson correlation was conducted and
the values of adjusted R2 values are is calculated. After that there is the need to reduce
the data for easy analysis. In the next step the website quality data is examined. Like in
the previous case the Pearson correlation analysis were performed on the 14 variables of
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website quality and the result is prepared and analyzed. On analysis it is found that many
of the variables associated with each of the four major parameters of website quality
were found to be closely correlated.

Table 2. Correlation analysis of iterative development

Factor 1 2 3 4 5 Respondents score

Time-boxed
releases

135
(9%)

195
(13%)

75 (5%) 451
(30%)

646
(43%)

1502 3.85/5
(77%)

Operational
releases

60
(4%)

136
(9%)

241
(16%)

361
(24%)

708
(47%)

1506 4.01/5
(80.2%)

Small releases 90
(6%)

135
(9%)

284
(19%)

404
(27%)

583
(39%)

1496 3.84/5
(76.8%)

Frequent
releases

134
(9%)

223
(15%)

208
(14%)

402
(27%)

521
(35%)

1488 3.64/5
(72.8%)

Numerous
releases

90
(6%)

285
(19%)

315
(21%)

270
(18%)

540
(36%)

1500 3.59/5
(71.8%)

Adjusted R2 values of the data based on the website quality is analyzed and it is
found that almost all the groups have high adjusted R2 values. This was especially
true for the last two groups i.e. Fulfillment and reliability and customer service. This
analysis implies that the variables are correlated within individual categories and the
website quality instrument is reliable and valid.

Based on the data a statistical model is prepared. The four major factors of web
application quality are represented in which columns to the rows figuring the iterative
development in Table 3.

Table 3. Web-application quality factor analysis

Factor Variable Website
design

Privacy
and
security

Fulfillment
and
reliability

Customer
Service

Composite

Iterative
development

Adjusted
R2value

0.546 0.860 −0.120 −0.187 0.326

F-value 3.163 12.053 0.807 0.716 1.872

Significance 0.144 0.016 0.599 0.644 0.282

Five statistical models were constructed between the four major factors of website
quality (including a composite model called eTailQ) and iterative development. The
model, privacy and security and fulfillment and reliability as a function of iterative
development have high adjusted R2 value and are statistically significant. The composite
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quality model was significant at the 0.10 level, which was far above the minimum
threshold for significance used in this analysis.

8 Conclusion

Based on the data analysis of the hypotheses and sub-hypotheses was performed. There
was some evidence that iterative development was correlated to website quality, website
design, privacy and security, and fulfillment and reliability at the 0.05 level. The summary
is presents in the Table 4.

Table 4. Model analysis

Hypothesis β t-value p-value

Iterative development H1 Iterative development →
Website quality

0.758 0.039 p < 0.05

H1a Iterative development →
Website design

0.745 0.028 p < 0.05

H1b Iterative development →
Privacy and security

1.029 0.007 p < 0.05

H1c Iterative development →
Fulfillment and reliability

0.634 0.040 p < 0.05

H1d Iterative development →
Customer service

0.632 0.286 p > 0.10

From this it is clear that the hypothesis H1a, H1b, H1c are accepted and the hypothesis
H1d may not be accepted as it is outside the threshold of significance. The Main hypoth-
esis H1 is accepted. Thus we came to the conclusion that the agile iterative development
increases the web application quality.
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Abstract. Heterogeneous networks are energy constrained and requires cluster-
ing for load balancing with proper resource utilization. Moreover, development of
different energy efficient technique has become a prime research topic now-a-days.
Clustering algorithm in this context plays a vital role in selection and implementa-
tion of devices for tracking andmonitoring of internet of things (IoT) applications.
Selection of a proper cluster head (CH) helps in reducing energy consumption and
increasing lifetime of the network. In this paper, statistical approach is followed
for cluster head selection in R-LEACH protocol. Based on network state tech-
nique, the mean and variance of residual energy along with optimal parameter is
considered that can make a smart system model with IoT products. The perfor-
mance analysis of the proposed method is evaluated and compared to state-of-art
LEACH and basic R-LEACH methods. An improvement in node utilization and
energy utilization by 15% and 20% respectively is achieved.

Keywords: Heterogeneous network · Performance metrics · R-LEACH ·
Resource management · Statistical parameters

1 Introduction

Heterogeneous networks has become a potent and influential technology for utilizing
platform and infrastructure as service for various IoTmodels that make the system smart.
Different group of devices form an invisible and intelligent network capable of sens-
ing, controlling, and communicating several applications, like monitoring and tracking.
However, these services can be more efficient when proper resource management is
provided. Again, the low power multifunctional devices creating IoT service requires a
set of sensors to sense, collect, and forward relevant data to the base station. Base sta-
tion processes and aggregates these data to backbone network for remote access. As per
statistics, the IoT service has the ability to connect about 5 billion smart devices which
will increases in future [1]. Hence, these devices need to be communicated virtually
to the people that may create huge congestion in the network. Therefore, it becomes a
requirement for developing heterogeneous network for basic node and energy utilization.

In comparison to homogeneous, the counterpart heterogeneous networks have a bet-
ter communication impact due to its non-uniform energy and cost distribution among
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the nodes. The complexity in design of hardware and selection of proper deployment
strategy makes it more challenging [2]. Since the devices in the IoT service are of dif-
ferent variants, heterogeneous network design is more suitable for this purpose. Besides
the main challenge owing to this network is the issue of scalability, energy distribution,
security, lifetime maximization, data aggregation, and forwarding etc. Thus in order to
achieve the required quality of service (QoS), node energy utilization is emphasized
herein. It can be modified and modeled effectively by proper analysis of models based
on control overhead, throughput, and packet reception rate. However, in realistic mod-
els the network bears more packet loss due to noise, interference, and other channel
impairments. One of the basic approaches to deal with these problems is selection of
an efficient protocol for transmission, reception, and propagation methods. The route
selection and data forwarding criteria can be resolved by routing protocols. Moreover,
hierarchical protocols exhibit low power transmission and reception. Clustering is one
of the hierarchical techniques that involve different energy distribution for cluster head
and cluster members. The basic LEACH (Low Energy Adaptive Clustering Hierarchy)
defines the cluster head selection method efficiently. However, this method involves the
cluster head selection on the distance criteria only that give low energy making it unsuit-
able for IoT devices. So, there is a requirement of modification in the routing strategy
of LEACH which motivated us for improvisation in the protocol using the statistical
analysis.

This paper focuses on the cluster head selection methods on the basis of energy
distribution within the nodes. The contribution of this paper is to evaluate node state
by considering statistical parameters along with residual energy and distance to sink.
Furthermore, it tends to increase the data rate and network lifetime. The performance
of the network is validated by observing the available alive nodes and dead nodes for
several rounds under consideration for selecting cluster heads.

The rest of the paper is organized as Sect. 2 with basic background and related works.
Our proposed model along with some existing model of LEACH is described in Sect. 3.
Next, we analyzed and compared the proposed model with other state-of-art models and
performance analysis as mentioned in Sect. 4 followed by conclusion in Sect. 5.

2 Related Works

The hierarchical protocols as a part of network structure based method for designing
heterogeneous network is considered with implementation as described in several papers
mentioned. The network is divided in formof different clusters on basis of arbitrary rules.
In [3] authors described the location of cluster head within the cell of Voronoi structure
with randomness. The nodes having the value less than special threshold level is set on
the basis of lifetime and latency parameter.

Clustering algorithm provided energy efficient transmission of data from CH to
base station with a uniform energy distribution among the nodes. One of the classical
clustering approaches is LEACH [4], which helps in conserving network energy. The
cluster head selection method in LEACH is based on uniform distribution of energy
among the nodes. Cluster heads are selected with a probability P; if the total number of
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nodes in the network G is given by n and r is the current round; then the cluster head
selection is based on the threshold parameter given by

T (n) =
⎧
⎨

⎩

P

1−P
(
r mod

(
1
P

)) n ∈ G

0, otherwise
(1)

In this procedure, distances between the nodes are used as the basic rule. However,
this does not satisfy the energy utilization of the network. EB-LEACH [5] is designed as
well distributed cluster in the network that increases overall lifetime. The authors have
emphasized on threshold based cluster head selection considering distance between node
and base station. Thein et al, in [6] have implemented the residual energy as the basic
probabilistic parameter to select CH. The authors have considered optimal cluster head
selection criteria, but it was limited between 1 and 6. In another cluster head selection
criteria is chosen where the threshold parameter is based on relative hotness of deployed
node in the network.

Several optimization techniques like PSO and ACO are also incorporated in which
the objective function decides the residual energy as well as node status for CH selection.
However, these techniques are more time consuming with higher latency. A multi crite-
ria based non-probabilistic cluster head selection method is also described in [7], where
the network is associated with separate zones for cluster head discovery. Y. Jaradat et al
[8] proposed a simulation model which evaluates the performance of a homogeneous
LEACH protocol in a realistic noisy environment. With the variations of probabilistic
distribution the energymodel incorporating noise was derived analytically. Similarly, the
current traffic situation is handled by advertising short beacon message containing infor-
mation on speed, direction, position and other relevant safety information. Comparative
analysis of various routing protocols is described on the basis of performance metrics in
[9–11]. However in [12] the authors proposedmultipath basedmulticast routing protocol
analysis for energy efficiency purpose.

3 Proposed Model

In this section, we have proposed a hierarchical based LEACH model with statistical
analysis based cluster head selection and compared for its analysis with other variants
of LEACH protocol.

3.1 Overview

The proposed protocol model is based on the basic parameters that define the threshold
value with more precise cluster head selection. Thus, the heterogeneous network so
formed has improved energy efficiency and network lifetime. In this model, uneven
energy distribution forms normal, advanced, and super sensor nodes. The advanced
nodes have the capability of forming cluster head, whereas super node acts as a gateway
or sink. Following assumptions are made for the development of the proposed model.

• Sensor nodes are static with an initial energy of 0.5 J. However the network is made
heterogeneouswith three different energy levels for normal, advanced and super nodes.
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• Nodes deployment is random and data transmission is maintained periodically.
• Sink receives all data from cluster head and forwards it to the backbone network.

3.2 Radio Energy Model

The energy model used in a three level heterogeneous network is based on free space for
short distance communication between nodes and cluster heads [2]. Multipath criteria
for longer distance transmission between cluster head and sink in which distance d0 is
calculated fromenergy parameters associatedwith free space εfs andmultipath parameter
εmp respectively as follows

d0 =
√

εfs

εmp
(2)

Now considering the transmitter and receiver electronics, for symmetrical propaga-
tion channel the power transmitting l bits of data in a packet to a sensor placed d meters
away is represented as

ETx(l, d) =
{
l × (ETx + Eda) + l × εmp × d4, d > do
l × (ETx + Eda) + l × εfs × d2, d ≤ do

(3)

ERx(l, d) = l × (ERx + Eda) (4)

In the above equation ETx(l, d) and ERx(l, d) refers to the energy transmitted and
received respectively between two entities separated by d distance carrying l bits of
information. On the basis of energy distribution nodes are randomly deployed in the
network with one sink node at the highest energy followed by 20% of the total nodes
whose energy is in between energy of normal nodes and sink node and the rest nodes are
cluster members. The various steps followed in the implementation of the SR-LEACH
approach are as follows

• Step 1: Deployment Stage: Nodes are deployed randomly with uneven energy distri-
bution. Normal nodes assigned 0.5 J energy the lowest in network, whereas advanced
and super nodes are assigned 30% and 50% more energy than normal nodes. Only
CH has the capability to send data to base station at the center of network.

• Step 2: Setup Stage: First the clusters are formed using LEACH algorithm. The
advanced nodes act as normal node if not selected as CH. In our work Sensor-Medium
Access Control (SMAC) channel access strategy is used with sleep awake method for
energy conservation.

• Step 3: Cluster Head Selection Stage: The CH is selected based on the residual energy
of nodes in each round. Threshold values are updated regularly. When the residual
energy becomes below the threshold value it becomes a normal node. It continues till
all the nodes have a residual energy below threshold. The process of threshold value
updating is carried out till all nodes are dead. The nodes are classified according to
the mean, μ of residual energy Eres and variance σ 2 given as

μ = 1

n

n∑

i=1

Eres(i) (5)
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σ 2 = 1

m

m∑

k=1

(Eres(k) − μ(i)), m ∈ n, n ∈ G (6)

The low and high levels of the energy span are obtained from (5) and (6), and given
as

Erlow(i) = μ(i) − σ(i) (7)

Erhigh(i) = μ(i) + σ(i) (8)

These energy spans change in each round depending on the number of alive nodes,
residual energy variation, and number of death nodes. The mean and variance also
changes in each round. Based on these energy spans the adaptive threshold value of
SR-LEACH is given by

Tm(n) =
{
Pc

/(
1 − Pc

(
r mod 1

/
pC

)) × Eres
Eamp−Eo

× kopt, m ∈ n, n ∈ G

0; Otherwise
(9)

Where T(n) is the threshold parameter assigned considering m advanced nodes,
Eamp is amplification energy and E0 is the initial energy level. Pc is the probability of
the advanced node considering the energy spans of the network presented as

Pc = P × Erlow

Erhigh
(10)

The optimal number of clusters is represented as

kopt =
√

n

2π

√
εfs

εmp

M

dα
, where α =

{
2, d ≤ do
4, d > do

(11)

WhereM represents network diameter and α is the RF attenuation co-efficient. Once
CH is selected, it is advertises to members of the network. Depending on the signal
strength the normal nodes decide to be included or excluded in that group. This process
is repeated till all nodes exhaust their energies.

• Step 4: Steady State Stage: This stage is the data transmission state, where the cluster
members sense the data and forward it to CH on the basis of Time Division Multiple
Access (TDMA). When the first level data transfer is over, the CHs do the data
processing by removal of relevant data in the cluster group. After data aggregation
process CH forwards them to super node or gateway node for communication with
backbone network.

The proposed energy efficient routing protocol is named as Statistical based Residual
LEACH and referred as SR-LEACH throughout this paper.
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4 Simulation and Result Analysis

In this section, the simulation and analysis of SR-LEACH is compared with other
LEACH variants carried inMATLAB software is presented. The entire clustering model
compared in our work has almost the same heterogeneous condition.

4.1 Simulation Environment and Performance Metrics

In the simulation 100 nodes are considers and deployed in a network area of 400 ×
400 m2. The link location is somehow fixed around center of the network field. The
normal and advanced node is deployed randomly in a ratio of 5:1 with different energy
distribution. In order to evaluate the performance, the network analysis is performed on
the basis of residual energy, number of alive nodes, number of dead nodes, and number
of packets sent with respect to the number of rounds. The other simulation parameters
are represented in Table 1.

Table 1. Simulation parameters.

Parameters Value

Packet Size 4000 bits

MAC Protocol S-MAC

Routing protocol LEACH, LEACH-EB, RLEACH, SR-LEACH

Channel Phy wireless

Propagation model Free Space

Deployment Model Stationary

Initial Energy (Eo) 0.5 J

Transmitted Energy 50 pJ/bit/m2

Received Energy 50 pJ/bit/m2

Energy Dissipation: Free space 10 pJ/bit/m2

Energy Dissipation: Multipath 0.0013 pJ/bit/m4

Energy Dissipation: Power Amplifier 100 pJ/bit/m2

4.2 Result Analysis

The simulation result of the heterogeneous network form= 0.4 is discussed herein. The
performance analysis of these protocols is categorized on the basis of network lifetime,
energy efficiency, and data throughput of the network.
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4.2.1 Network Lifetime

The lifetime of a network is analyzed on the basis of number of alive nodes and number
of dead nodes in the network after certain iterations as shown in Fig. 1. The first node
dies almost at the same state or round for LEACH EB, R- LEACH and SR-LEACH, but
the rate of decay is less than that of standard LEACH. It is due to the fact that when
energy model is considered for threshold selection it give better result than only distance
criteria. However, considering the longevity of the network, the last node is dead at
around 1032 whereas the last node dead is almost at around 2200 for LEACH EB and
RLEACH. Comparing our model SR LEACH has still some nodes left even after 2500
rounds. Although there is a sharp decrease in alive nodes in the initial rounds due to
the fact that control overhead is very high in residual based leach, but with increase
in the number of rounds only a small factor of nodes participate in data forwarding
operation that leads to the concept that the network failure is not caused easily. Again
due to statistical approach, the node selection for data forwarding operation changes and
it primarily focuses on energy efficient nodes. Hence the chance of network longevity
is quite high in SR-LEACH compared to other variants. Similarly verifying our model
with increase in dead node counts in Fig. 1, it is observed that even after 2500 rounds
there is a chance of a very less number of nodes in the network, which indicates the
heterogeneous network is not dead for considering SR LEACH.

Fig. 1. Illustration of (a) Number of alive nodes, (b) Number of dead nodes vs Rounds

4.2.2 Energy Efficiency

The network energy efficiency is obtained from the average residual energy analysis of
different variants of LEACH as depicted in Fig. 2. From the Fig. 2 (a) it is observed that
when the number of rounds increases, there is a gradual decrease in the energy reserve
parameter in each LEACH variant.

However, it is seen that the standard LEACH the network finishes much sooner than
our proposed protocol. Almost after 1000 rounds the residual energy becomes constant,
resulting in a longer network lifetime. The behavior of LEACH-EB and R-LEACH
behaves almost equally in context to the residual energy parameter. From this result it
is interpreted that our proposed model outperforms than other LEACH variants.
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Fig. 2. Illustration of variation in (a) Residual Energy and (b) Packets sent to BS vs Rounds

4.2.3 Network Throughput

The network throughput is analyzed on the basis of number of effective packets sent to
base station or sink node with respect to the variation of nodes as shown in Fig. 2. From
the figure it is observed that since no energy parameter is considered so LEACH has very
low throughput whereas SR-LEACH sends more number of packets to base station (BS)
having more throughput. Moreover, with increase in number of rounds packet number
also increases due to the fact that more cluster members and CH participates in data
forwarding and processing scheme.

5 Conclusion

In the proposed protocol, the threshold value so chosen considering the statistical param-
eters like mean and variance of the residual energies outperforms than other LEACH
variants. The SR-LEACH considers energy spans in accordance to the node state that
leads to a longer network lifetime compared to other methods. From the analysis dis-
cussed above there can be an improvement in the energy span distribution to render
better QoS. The enhanced routing process can be utilized in tracking and monitoring
process for IoT applications. The model proposed can be tested on realistic scenarios
also.
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Abstract. Optical sensors are used to sense any change in environmental con-
ditions. They utilize the measurand into changing some attributes of a light ray
passing through an optical fiber. This change may be intensity, phase, state of
polarization or a wavelength. This change is used for detection at the receiving
end according to physical parameters. Fiber Bragg grating (FBG) sensors are one
of the most commonly used sensors in optical communication. FBG sensor is
mainly used for sensing temperature and strain. This paper focuses mainly on
FBG optical sensor used as temperature sensor. The principle of FBG has been
explained in detail for temperature sensing. The change in temperaturewith respect
to change in thermo-optic coefficient has been analyzed. The sensed information
has been retrieved at the user end using optical fiber cable (OFC) and free space
optic (FSO) channels. A beam of light travelling through the OFC cable is called
as a wired optical communication, whereas the FSO can be said as wireless com-
munication. The performance of OFC and FSO channels has been compared for
sensing the data from the FBG sensor using OptiSystem 16.0 Simulation Soft-
ware. The contribution of the paper is threefold: (i) determination of the thermo
optic coefficient and the range of temperature dependent on this coefficient for
the FBG, (ii) comparison of the performances of sensed data transmission over
OFC and FSO channel and (iii) evaluation of an analog link used to transmit and
receive the measurand.

Keywords: Optical sensor · FBG · Thermo-optic coefficient · OFC · FSO

1 Introduction

An optical sensor has many advantages over electrical sensors such as high sensitivity,
small size, no electromagnetic interference, resistance to corrosion, and its light weight
[1]. Fibre Bragg Grating (FBG) sensors are mainly used for sensing temperature and
strainwith the additional advantages of lowweight and small size aswell as the capability
of having multiple sensors in one line. The FBG sensor operates on the principle of
Fresnel reflection wherein it uses the reflection and transmission of light when incident
on an optical media having different refractive indices [1]. The FBGs or FBG arrays have
beenwidely applied in themeasurement of physical, chemical, biomedical, and electrical
parameters where the information is usually encoded by the Bragg wavelength shift of
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P. K. Behera and P. C. Sethi (Eds.): CSI 2020, CCIS 1372, pp. 36–47, 2021.
https://doi.org/10.1007/978-981-16-2723-1_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2723-1_5&domain=pdf
https://doi.org/10.1007/978-981-16-2723-1_5


Remote Monitoring of Temperature Using Optical FBG Sensor 37

FBGs [2–5].The basic principle of FBG sensors is the measurement of an induced shift
in the wavelength of an optical source due to a measurand, such as strain or temperature.
A broadband light source i.e. optical spectrum given by a white light source is used to
interrogate the grating, fromwhich a narrowband slice is reflected and rest is transmitted
[6]. White light source is a broadband light source which contains all the wavelengths
[6]. When such a light is given as an input to the FBG sensor, any change in temperature
with respect to the reference temperature will lead to reflect back the centre Bragg
wavelength and pass the rest of the wavelengths. An FBG sensor thus, is said to work
upon wavelength modulation. A basic block diagram of FBG sensor is given in Fig. 1.

White Light Source

FBG Sensor
Transmission

Reflection

Fig. 1. Basic block diagram of FBG sensor

The sensed information is transmitted and subsequently received over an analog
communication link which is realized by Optical Fiber Cable (OFC) and Free Space
Optic (FSO) communication in this paper. The analog optical link has three sections:
transmitter, optical fiber and receiver [7]. The transmitter basically provides electro-optic
conversion; here we have used the sensed information of FBG sensor as an input to the
OFC channel. The optical fiber takes the light beam to the destination. The receiver
carries out the optoelectronic conversion by using photodiodes/photo detectors such as
PIN photodiode and Avalanche photodiode [7, 8]. An FSO channel also has been used to
transmit the sensed measurand to the receiver. The working of an FSO is similar to OFC
with the only difference that the optical signal is sent through free air in the absence of
optical cable [9, 10]. Section 2 describes about the FBG sensor system modeling. The
results of experimental layouts for proposed FBG based system are shown in Sect. 3,
the results and analysis of experimental arrangements are presented in Sect. 4. Section 5
provides a conclusion of the experimental results obtained.

2 System Model

An FBG is created by engraving periodic patterns of refractive index change inside
the core of a single mode fiber. This change in refractive index is typically created by
showing the fiber core to an intense interference pattern of UV energy [11]. The exposure
produces a permanent increase in the refractive index of the fiber’s core, creating a fixed
index modulation according to the exposure pattern. This fixed index modulation is
called a grating [12]. A small amount of light is reflected at each grating period. All
the reflected light signals combine consistently to one large reflection at a particular
wavelength. This is referred to as the Bragg condition, and the wavelength at which
this reflection occurs is called the Bragg wavelength [12, 13].Only those wavelength are
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reflected that satisfy the Bragg condition and this wavelength has maximum efficiency
[13].

When light from an optical white light source i.e. an optical spectrum is incident,
only a specific wavelength which satisfies Bragg condition will be reflected while the
remaining wavelengths are transmitted, the wavelength for which the incident light
is reflected with maximum efficiency is called the Bragg wavelength. In optical fiber
gratings, the phase matching condition is given by [14, 15].

β1 − β2 = �β = 2π

λ
(1)

Where β1 and β2 are the propagation constants of the modes being coupled and � is
the grating period. In the case of FBGs, the forward propagating core mode couples to
the reverse propagating core mode, it means the propagation constants remain the same
but with a negative sign.

β2 = −β1 = β (2)

Then the phase matching condition is given by,

β − (−β) = 2β = 2π

�
(3)

But the propagation constant β is given by,

β = 2π

λ
neff (4)

Where neff is the effective refractive index of fiber core, so Eq. (3) becomes

2

(
2π

λ
neff

)
= 2π

�
(5)

So the Bragg wavelength is given by [16, 17],

λB = 2neff � (6)

From Eq. (6) we can see that Bragg wavelength will shift with respect to any change
in effective refractive index or grating period. The effective refractive index has a value
as average of all the periodic refractive indices in the optical fiber. The Bragg wavelength
will shift with any change in the environmental conditions. As the Bragg wavelength
depends upon effective refractive index neff , any change in effective refractive index will
shift the Bragg wavelength. Any changes in the temperature of the surrounding from
a reference level will lead to change in refractive index in the material; it means the
effective refractive index will change. The change in effective refractive index is given
by [19, 20],

neff = ξn�T (7)
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Where ξ is the thermo-optic coefficient, n is the refractive index of fiber, and �T is
the change in temperature from the reference temperature. Equation (7) gives the change
in temperature that will change the neff which leads to a shift in the Bragg wavelength.

3 Proposed System Using FBG

The layout of the proposed system to measure temperature using an FBG sensor system
is shown in Fig. 2. Here the white light source (WLS) is given as an input to FBG sensor.
In increasing or decreasing the temperature surrounding the grating from a reference
temperature level, the refractive index of the fiber will experience a change as given
in Eq. (7). Those wavelengths that satisfy the Bragg condition are reflected and rest
is transmitted. The output spectrum of WLS, transmission and reflection can be seen
through WDM FBG Sensor Interrogator as shown in Fig. 3(a), Fig. 3(b), and Fig. 3(c)
respectively. If we increase or decrease the temperature the grating center wavelength
will shift accordingly.

Fig. 2. Proposed system layout using an FBG sensor

We need to sense the temperature at the receiver through both the OFC and FSO link.
The FBG output is transmitted over an analog link. In order to cover a large distance
some suitable analog or digital modulation schemes may be employed. We have used
amplitude modulation (AM) in our work here. The layouts of an OFC based link without
and with AM are shown in Figs. 4 and 6 respectively. Similar schematic diagrams for
an FSO based analog link are illustrated in Figs. 5 and 7 respectively.
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Fig. 3. (a) White light source signal spectrum; (b) Transmission signal spectrum; (c) Reflection
signal spectrum
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Fig. 4. Layout of FBG sensor system data sent through an OFC channel

Fig. 5. Layout of FBG sensor system data sent through an FSO channel

Fig. 6. Layout of FBG sensor system data sent via an analog link through a OFC channel
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Fig. 7. Layout of FBG sensor system data sent via an analog link through a OFC channel

4 Results and Analysis

All the experimental block schematics are implemented in OptiSystem 16.0. The change
in temperature varies up to a certain range according to the Thermo-optic coefficient
shown in Table 1.

Table 1. Range of temperature vs. thermo-optic coefficient

Thermo-optic coefficient (/°C) Range of temperature (°C)

0.0001 −12 to 40

0.00001 −120 to 400

0.000001 −1200 to 4000

The Thermo-optic coefficient (ξ ) is kept to 0.0001/°C, reference temperature is 0°C,
effective refractive index neff is 1.45, and the temperature surrounding the grating has
been changed.Therewill be a shift in centerBraggwavelength (i.e. 1550nm)with change
in temperature in transmission and reflection of FBG sensor is shown in Fig. 8(a) and
Fig. 8(b) respectively. Table 2 shows the colour summary of Fig. 8 w.r.t temperature.
It can be observed that at the change of temperature in 50 °C with ξ value 0.0001, the
FBG sensor is unable to reflect the center Bragg wavelength. If we increase the thermo-
optic coefficient to 0.00001/°C the change of temperature in 50 °C can reflect the center
wavelength.

The Bragg wavelengths will be shifted if we increase or decrease the temperature in
the FBG sensor and send throughOFC and FSO channel. The shift in Braggwavelengths
sensed by both OFC and FSO channel for layouts as shown in Figs. 4 and 5 for a length
of 1 km with channel attenuation of value 0.2 dB/Km is compared and shown in Table
3. Table 4 shows the difference in Bragg wavelength shift with respect to center Bragg
wavelength (i.e. 1.54999 µm) for reference temperature 0 °C, keeping ξ value 0.0001
and the temperature is changed according to the Table 3.
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Fig. 8. (a) Transmission signal spectrum shift w.r.t change in temperature; (b) Reflection signal
spectrum shift w.r.t change in temperature

Table 2. Colour summary of Fig. 8 w.r.t temperature

Colour Temperature(°C)
5
10
15
20
25
30
35
40
50

The change in wavelength w.r.t temperature is given by [21], the sample observation
of theoretical and experimental wavelength shift is shown in Table 5.

(�λB)temp = λB(1+ ξ)�T (8)

Figure 9 shows the comparative plot for temperature verses Bragg wavelength shift
through OFC and FSO channels with respect to reference temperature 0 °C and λB =
1.54999 µm (i.e. the center Bragg wavelength found experimentally).
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Table 3. Comparative summary of Bragg wavelength sensed through OFC and FSO channel

Temperature (°C) Bragg wavelength through OFC (µm) Bragg wavelength through FSO (µm)

−5 1.54926 1.54923

0 1.54999 1.54999

5 1.55073 1.55069

10 1.55155 1.55154

15 1.55234 1.55229

20 1.55306 1.55311

25 1.55419 1.55427

30 1.55463 1.55465

35 1.55541 1.55535

40 1.55632 1.55621

Table 4. Comparative summary of shift in Bragg wavelength sensed through OFC and FSO
channel with respect to center Bragg wavelength at reference temperature 0 °C

Temperature (°C) Bragg wavelength through OFC (nm) Bragg wavelength through FSO (nm)

−5 0.72 0.76

5 0.75 0.7

10 1.57 1.55

15 2.36 2.3

20 3.08 3.11

25 4.2 4.28

30 4.65 4.66

35 5.43 5.36

40 6.34 6.24

Table 5. Summary of theoretical and practical wavelength shift w.r.t temperature

Temperature (°C) Theoretical (�λB) (nm) Experimental (�λB) in OFC (nm) Experimental (�λB) in FSO (nm)

40 6.2 6.34 6.24

35 5.4 5.43 5.36

30 4.6 4.65 4.66

Figures 10(a) and 10(b) shows the attenuation verses distance to sense the transmitted
data through OFC and FSO channel respectively.
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Fig. 9. Comparative plot of temperature vs. Bragg wavelength shift for OFC and FSO channel

Fig. 10. (a) Attenuation verses distance plot to sense the transmitted data through OFC channel;
(b) Attenuation verses distance plot to sense the transmitted data through FSO channel

5 Conclusion

The proposed layouts are implemented in OptiSystem 16.0 and the graphs are plotted
using MATLAB R2016b. We have obtained the characteristics of FBG sensor by chang-
ing the temperature from −5 ºC to 40 ºC. Thermo-optic coefficients for different range



46 S. Parween and A. Tripathy

of temperatures to sense the Bragg wavelength have been determined experimentally.
The sensed data from FBG Sensor has been sent through wired and wireless channel (i.e.
through OFC and FSO) to assess their suitability as transmission media for low data rate
applications like temperature. It is found that the difference between Bragg wavelength
shifts in OFC and FSO is not very significant. This implies it is possible to send the
sensed data of a measurand wirelessly in order to increase the data transmission rate
and to avoid the presence of fiber cable. Experimentally, it has also been found that the
sensed data of an FBG sensor can be retrieved reliably for longer distances up to 220 Km
for attenuation of 0.1 dB/Km through an OFC cable whereas the coverage is limited to
6 Km distance only for the same value of attenuation through an FSO channel. The use
of multiple FBG sensor based multiplexed system is currently under investigation.
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Abstract. Floorplanning is the first step in the physical design of VLSI.
At this stage, the circuit is partitioned into blocks for packing them
optimally within the chip. The metrics minimized in floorplan are overall
interconnect wirelength, area of the chip, deadspace, etc. B* tree is a
popular representation of floorplan as it captures both slicing and non-
slicing floorplans. In this work, we have proposed a greedy algorithm for
the initial floorplan, which can be used by simulated annealing placer
that takes B* tree as the initial floorplan. The proposed algorithm in
conjunction with B* tree when integrated into simulated annealing placer
and experimented on MCNC benchmarks reduces the overall wirelength
on an average by 11% and 69% as compared to random and prior greedy
initial floorplans.

Keywords: B* Tree · Floorplanning · Greedy algorithm · Physical
design

1 Introduction

Advancement in technology is leading to complex circuit design. VLSI floorplan-
ning is an effective approach toward managing circuit design complexity. Given
a set of circuit components or modules and a netlist specifying the intercon-
nections between the modules, floorplanning ensures that none of the modules
overlap each other and various metrics like area, total interconnect wirelength
among modules are minimized.

Effective representation of such floorplans is important for ensuring the con-
version between a representation and the corresponding floorplan. There are two
basic floorplanning structures, namely slicing and non slicing floorplans. A brief
comparison among the two has been given in [3]. Several representations have
been proposed for representing non-slicing floorplans such as sequence pair [4],
bounded slice line grid [5], O-tree [6], B*tree [1] etc. B* tree representation, as
proposed by Chang et al. [1] has been proven to be an efficient representation of
floorplan as it has many advantages over other representations. It has not only
inherited all the best features of an ordered binary tree but also, is quite flexible
in handling floorplanning problem with different kind of modules like hard, soft,
preplaced, and rectilinear. It is very fast and can be easily implemented. The
c© Springer Nature Singapore Pte Ltd. 2021
P. K. Behera and P. C. Sethi (Eds.): CSI 2020, CCIS 1372, pp. 48–58, 2021.
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authors in [9] have introduced following greedy evaluation function Vi for each
module vi for (1 ≤ i ≤ n), n being the number of modules.

Vi = λ1 × hi × wi

H × W
+ λ2 × hi + wi

H + W
(1)

Where hi and wi are height and width of module vi and H and W are the height
and width of the floorplanning region. The constants 0 ≤ λ1, λ2 ≤ 1 are such
that λ1+λ2 = 1. On the basis of the decreasing values of Vi for each 1 ≤ i ≤ n as
given by Eq. 1, they generated an initial floorplan and represented the floorplan
as B* tree. Their experimental results on MCNC Benchmarks using HSA (Hybrid
Simulated Annealing) algorithm show improvement in overall interconnection
wirelength and deadspace.

In this paper, we have introduced a greedy heuristic for initial floorplan mod-
ifying Eq. 1, so that it can be used by simulated annealing placer that takes the
initial floorplan as a B* tree. The experimental results for our initial greedy
floorplan on MCNC benchmarks [13] using B* tree based simulated anneal-
ing placer [1] reduce the final wirelength of floorplan on average by 11% and
69% respectively compared to floorplans generated randomly and also by Eq. 1,
respectively.

In short, our contributions in this paper are listed below:

– We have proposed a greedy heuristic for the initial floorplan as an input to
the simulated annealing placer.

– We have also integrated it into annealing based placer that takes initial floor-
plan as B* tree.

– Experimental results on MCNC benchmarks for the proposed initial greedy
floorplan on an average show 11% and 69% reduction in placement wirelength
compared to the random floorplan and also floorplan due to Eq. 1 respectively.
In addition to this, the new heuristics also reduces the dead-space of final
placement almost 3× than that of existing schemes.

The remaining of the paper is organized as follows. Section 2 gives a brief
review of B* tree representation and simulated annealing algorithm for solving
the floorplan problem. Section 3 begins with the problem statement, followed by
our greedy approach. The implementation details are given in Sect. 4. The paper
concludes with its future scope in Sect. 5.

2 B* Tree Representation

B* tree can be constructed along the same lines as that of the DFS procedure
[1]. As proposed in [1] “first, the left subtree is recursively constructed starting
from the root and then the right subtree. Let Ri be the set of modules located on
the right-hand side and adjacent to a module bi denoting the node ni. The left
child of the node ni corresponds to the lowest module in Ri that has not been
visited. The right child of ni represents the module located above and adjacent
to bi, with its x-coordinate equal to that of bi and its y-coordinate less than that
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of the top boundary of the module on the left-hand side and adjacent to bi, if
any [1]. The B*-tree maintains the geometric relationship between two modules
as follows. If node nj is the left child of node ni, module bj must be located on
the right-hand side and adjacent to module bi in the admissible placement; i.e.,
xj =xi+wi. Besides, if node nj is the right child of ni, module bj must be located
above and adjacent to module bi, with the x-coordinate of bj equal to that of bi;
i.e., xj =xi. Also, since the root of T represents the bottom-left module, the x-
and y-coordinates of the module associated with the root(x root,y root)= (0,0)”.
Primitive operations like insertion, the search can be performed in constant time,
and deletion can be done in linear time on a B*tree. Apart from these, three new
operations have been proposed for perturbing a B* tree in [8], namely rotation
of a block, movement of a block from one place to another, and swapping of two
blocks. These operations can be carried out in O(h) time, where h denotes the
height of the B*tree.

2.1 Simulated Annealing Based B* Tree Representation

VLSI floorplanning being an NP-hard problem, various heuristic methods have
been suggested for dealing with it. They can be categorized as constructive
methods and iterative methods. The constructive methods use heuristic infor-
mation for constructing the floorplan, whereas, the iterative ones make use of
metaheuristic strategies, such as genetic algorithm, simulated annealing, and
tabu search for obtaining good solutions. Floorplan algorithms used in [10] and
[11] are also based on the simulated annealing. Simulated annealing (SA) is one
of the widely used techniques used for approximating global optimization in a
large search space [9]. However classical SA process has a significant draw-back
of excessive running time. Thus, several annealing schemes for controlling the
temperature changes during the annealing process have been proposed to reduce
the running time of SA while searching for desired solutions more efficiently.
One of the most successful among them has probably been the annealing sched-
ule used by TimberWolf [7]. It provides not only the relative positions of the
modules, but also their aspect ratios and pin positions. In [12], a fast simulated
annealing algorithm has been proposed, which is significantly different from the
existing simulated annealing schemes. It tries to speed up the annealing process.
Hybrid simulated annealing approach in [9] constructs the initial B* tree using
a new greedy approach, and a new operation on B* tree has also been proposed
for exploring the search space. It leads to a much quicker optimal solution.

2.2 Original Algorithm

According to [9] “given an initial floorplan encoded in B* trees, at each tempera-
ture, the local search method finds a locally optimal solution through systemat-
ically examining those B* trees obtained by rotating a module by 90◦, moving a
module to another place or swapping two modules”. If one of the operations leads
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to a floorplan with a smaller cost, the floorplan is accepted. The pseudo-code of
the local search algorithm is presented in Algorithm 1 [9].

Algorithm 1: Algorithm for Local Search

1: I is an initial configuration
2: T is the Temperature

3: mt = 0, uphill = 0, reject = 0

4: Nmax = k × m
5: An empty list LIST
6: while

(
(uphillmax) and

(mt < 2 × Nmax)
)
do

7: Randomly use one of the three
operations to generate a new
configuration J

8: Calculate cost(J), and update
the cost to the list LIST

9: mt = mt + 1

10: ΔC = cost(J) − cost(I)
11: if (ΔC ≤ 0) then

12: I = J

13: localbest = J
14: else

15: Randomly generate a number

t (0 ≤ t ≤ 1)

16: if (t < e
ΔC
T ) then

17: I = J

18: uphill = uphill + 1
19: else

20: reject = reject + 1

21: end if

22: end if
23: end while
24: reject rate = reject

mt
25: return configuration I,

reject rate, localbest

After the local search, simulated annealing is used as a global search method
to explore the search space [9].

Algorithm 2: Simulated Annealing Algorithm

1: Initial B∗ tree B (By Algorithm
1)

2: best = B, count = 0
3: conv rate = 1, min

4: An initial temperature T
5: while

(
(reject rate < conv rate)

and (actual T > term T )
)
do

6: count = count + 1

7: Optimize I using the Algorithm
1

8: if
(
cost(localbest) < cost(best)

)

then
9: best = localbest
10: end if
11: Update T and actual T

12: if (count > min) then
13: conv rate = 0.95

14: end if
15: end while

3 Problem Formulation

Let M = {v1, v2, · · · , vn} be a set of modules with height hi and width wi and N
be the Net-list for specifying interconnection among the modules. A floorplan F
assigns M onto a plane in such a manner that none of the modules overlap each
other. Area A of a floorplan F is a measure of the area of the smallest rectangle
that surrounds all the modules. Wirelength W is the interconnection cost, and
it is a measure of the total wirelength for maintaining the connection specified
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by N . The cost of a floorplan as given in [9] is given by the following equation.

f = w × area(F )
norm area

+ (1 − w) × wirelength(F )
norm wirelength

where w and (1-w) are weights such that w ∈ [0, 1] assigned for minimizing area
and interconnection. This cost function has been adopted in [9]. A floorplan is
said to be compact if no modules can be moved left or down without moving other
modules. A compact floorplan can be represented using B* tree. The solution
space is composed of all the B* trees that can be constructed when modules are
given. As there exists a unique B* tree for every compacted floorplan, redundant
solutions in the search space are eliminated.

3.1 Our Proposed Greedy Algorithm

This section proposes a modified heuristic cost function for the initial floorplan
representation of the B* tree.

For generating the initial floorplan, the heuristic cost function defined by
Eq. 1 has been modified as below. For each module vi, the evaluation function
say fvi

is defined as

fvi
= λ1 × hi × wi

H × W
+ λ2 × hi + wi

H + W
+

no of pinsi
total no of pins

(2)

where 0 ≤ λ1, λ2 ≤ 1 are non negative weights such that λ1 + λ2=1. and have
been set to 0.5 each as has been adopted in [9]. And no of pinsi is the number
pins of each module vi, while total no of pins is the summation of pins of each
of the modules.

This cost function is calculated for every module. Modules are then packed
in decreasing order of their heuristic values.

The heuristic function given by Eq. 1 normalizes area as VLSI floorplan-
ning has always focused on minimization of area and wirelength. But the pro-
posed approach has considered area, wirelength and pin density of each module
together. A module with larger fvi

is packed earlier i.e. modules are packed in
decreasing order of fvi

values.

3.2 Greedy Algorithm

The following Greedy initial placer() algorithm places modules according to
decreasing value of fvi

.

Algorithm 3: Greedy initial placer()
1: for i = 1 to n do
2: Module vi, calculate fvi

= λ1 × hi×wi

H×W + λ2 × hi+wi

H+W + no of pinsi

total no of pins
3: end for
4: Sort fvi

in decreasing order ∀n
i=1vi

5: Let M ′ = {v′
1, v

′
2, · · · , v′

n} be the permutation of M = {v1, v2, · · · , vn}
resulting from step 4

6: Call Place Module(M ′) to place modules in layout area
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The procedure Place Module(M ′) places modules in the prescribed order of
M ′ within the chip and returns the initial B* tree B for the simulated annealing
placer. While placing modules in the chip, the procedure Place Module(M ′) uses
the following operations, as discussed in [9]. If B is the set of modules placed in
the chip, then the feasible region of the chip is the free space in the chip where
if a module is placed, then it neither overlaps with any modules of B nor it
oversteps the floorplan area.

1. Determine points in the feasible region and sort them in their increasing order
of y-coordinates and then choose the point in that order.

2. Then choose the module from M ′ and put at the bottom left corner of that
feasible point and include the module in set B. Then delete placed module
from the set M ′.

3. If at that feasible point determined in step 1, no module can be placed, then
exclude that feasible point and select the next feasible point in the sorted
order and then goto step 2.

4. Continue to step 2 and step 3 until M ′ is empty.

At the end of step 4, the initial greedy B* for the annealing placer is returned.
The pseudo-code Place Module(M ′) is described by Algorithm 4.

Algorithm 4: Place Module(M ′)
1: M ′ = {v′

1, v
′
2, · · · , v′

n}
2: Initialize B* tree B = Nil
3: while (M ′ �= φ) do
4: Execute steps 1), 2), 3) for selecting a feasible point pi and a module v′

i;
5: Put v′

i at point pi, then remove v′
i from M ′ and add it to B

6: end while
7: return B* tree B

3.3 Time Complexity Analysis

In Algorithm 3, the step 4 involves O(nlogn) comparisons for sorting fvi
(1 ≤ i ≤

n), the heuristic values fvi
. The procedure Place Module(M ′) (Algorithm 4) at

step 6 uses O(nlogn) comparisons for sorting y-coordinates of n feasible points
and O(n) time to place n modules in B* tree B. Thus the running time of
Greedy initial placer() Algorithm = O(nlogn) + O(nlogn) + O(n) = O(nlogn).

After the modules are packed according to the above Algorithm 3 (see Fig. 1),
it is then converted into B* tree, as shown in Fig. 2. Then Algorithm 1 and
Algorithm 2 are used to find the solution of the floorplan.

Before we discuss the effect of various initial floorplans on the quality of the
final floorplan, we use the following additional notations.
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Fig. 1. Floorplan

b1

b2 b3

b5 b4

Fig. 2. B* Tree of the Floorplan

– B*tree WL(B* tree Deadspace): final floorplan wirelength (Dead space) due
to random initial floorplan given as an input to B* tree-based simulated
annealing placer [1]

– HSA WL(HSA Deadspace): final floorplan wirelength (Deadspace) due to
initial floorplan of Eq. 1

– Proposed WL(Proposed Deadspace): final floorplan wirelength (Deadspace)
due to initial floorplan of Eq. 2.

4 Performance of the Proposed Greedy Approach

In order to study the efficacy of the proposed greedy strategy against random
initial floorplan and floorplan due to Eq. 1, we implemented the proposed greedy
algorithm and the greedy algorithm of Eq. 1 in C++. We integrated them into
the publicly available B* tree-based simulated annealing placer [1]. For simu-
lation purposes, we have used the MCNC floorplan benchmark suite [13]. All
experiments were conducted on a Linux machine with a Core i5 processor, with
a speed of 2.3 GHz and 4GB RAM. We have conducted three sets of experiments
on MCNC benchmarks. In our first set of experiments, we presented the random
floorplan of benchmark circuits as input to the B* tree-based simulated anneal-
ing placer as used in [1]. For the second set of experiments, we repeated the first
experiment providing benchmark circuits as input to the annealing placer based
on a greedy strategy of Eq. 1. And for the third set of experiments, we provided
benchmark circuits as input to the placer based on our greedy strategy given
by Eq. 2. The experimental results for wirelength and deadspace for various cir-
cuits for these three sets of experiments are presented in Table 1 and Table 2,
respectively.

In Table 1, the names of circuits are put in the first row, starting from column
2 through column 6. The second row of the table presents final wirelengths (B*
tree WL) of floorplans in millimeter for various circuits from column 2 through
column 6 based on random floorplan. The second row presents final floorplans
wirelengths (HSA WL) for the greedy algorithm on the framework of Eq. 1.
And the third row shows the final placement wirelength on the basis of our
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Table 1. B* Tree, HSA and proposed algo wirelength result

Circuit ami33 ami49 apte hp xerox Norm WL

B*tree WL 178.139 11460.6 1058.36 317.894 1162.141 1.116

HSA WL 170.317 8818.91 1112.05 1136.8 1098.19 1.69

Proposed WL 170.317 8818.91 1018.5 267.51 1151.44 1

Table 2. B* Tree, HSA, proposed algo deadspace result

Circuit ami33 ami49 apte hp xerox Norm DS

B*Tree Deadspace 5.56 46.89 2.03 23.87 6.21 2.93

HSA Deadspace 6.06 29.95 2.03 24.69 4.19 2.92

Proposed Deadspace 6.06 29.95 3.44 2.23 7.04 1

Table 3. Computation statistics for random initial floorplan

Circuit ami33 ami49 apte hp xerox

No of modules 33 49 9 11 10

Height 1.715 39.074 14.918 3.766 7.966

Width 0.714 1.708 3.186 3.08 2.59

Area 1.22451 66.738 47.53 11.599 20.632

Wirelength 178.139 11460.6 1058.36 317.894 1162.141

Total Area 1.156 35.445 46.562 8.83 19.350

Deadspace 5.56 46.89 2.03 23.87 6.21

CPU Time 2.39 30.74 1.94 1.34 0.27

Last CPU Time 2.37 27.89 0.18 1.12 0.23

Table 4. Computation statistics for initial floorplan based on Greedy HSA

Circuit ami33 ami49 apte hp xerox

No of modules 33 49 9 11 10

Height 0.679 29.624 3.186 21.476 2.59

Width 1.813 1.708 14.918 0.546 7.798

Area 1.23103 50.5978 47.5287 11.7259 20.197

Wirelength 170.317 8818.91 1112.05 1136.8 1098.19

Total Area 1.156 35.445 46.562 8.83 19.350

Deadspace 6.06 29.95 1.89 24.69 4.19

CPU Time 2.77 29.07 0.14 4.22 0.29

Last CPU Time 2.74 24.05 0.21 0.37 0.29
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Table 5. Computation statistics for proposed Greedy initial floorplan

Circuit ami33 ami49 apte hp xerox

No of modules 33 49 9 11 10

Height 0.679 29.624 13.182 2.016 2.604

Width 1.813 1.708 3.658 4.48 7.994

Area 1.23103 50.5978 48.2198 9.032 20.816

Wirelength 170.317 8818.91 1018.5 267.51 1151.44

Total Area 1.156 35.445 46.562 8.83 19.350

Deadspace 6.06 29.95 3.44 2.23 7.04

Last CPU Time 2.74 24.05 0.09 0.14 0.20

greedy algorithm given by Eq. 2. From Table 1, it is clear that for all circuits,
the proposed greedy initial floorplan consistently reduces the final placement
wirelength. Column 7 of Table 1 displays the normalized wirelengths (Nor WL)
of B* tree WL, HSA WL, and Proposed WL. From column 7, one can see that the
proposed greedy approach, on an average reduces the final placement wirelength
by 11% and 69%, respectively, as compared to the random floorplan and greedy
floorplan due to Eq. 1. This is also evident from the bar graph shown in Fig. 3,
where the x-axis represents benchmarks and y-axis wirelength. In Fig. 3, blue
bar, red bar and gray bar correspond to B*tree WL, HSA WL, and Proposed
WL, respectively.

Fig. 3. Plot representing B* Tree wirelength, Greedy HSA wirelength and that
obtained in the Proposed Greedy Approach (Color figure online)
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Fig. 4. Plot representing B* Tree deadspace, Greedy HSA deadspace and that obtained
in the Proposed Greedy Approach (Color figure online)

Table 2 presents the results for deadspace of final floorplans for various cir-
cuits by initial floorplans generated randomly by Eq. 1 and by Eq. 2 (proposed
greedy algorithm). Here also column 7 presents normalized deadspace of final
floorplans by three approaches. From Table 2, it is evident that the deadspace of
final floorplans due to the random floorplan and HSA based floorplan are almost
3× more than that of the proposed greedy floorplan. This fact is also illustrated
by bar graph shown in Fig. 4, where the x-axis represents benchmarks and y-
axis deadspace. In Fig. 4, blue bar, red bar and gray bar correspond to B*tree
Deadspace, HSA Deadspace, and Proposed Deadspace, respectively. Table 3,
Table 4, and Table 5 show computation statistics (such as Height, Width, Area,
Wirlength, Deadspace, and CPU time of final floorplan) for random, greedy HSA
and proposed greedy initial floorplans. The consistent decrease in wirelength and
deadspace of the final floorplan for the proposed greedy initial floorplan may be
attributed to the fact that the proposed strategy is more amenable to generate
initial floorplan that is close to the optimal, which is the biggest advantage of
the algorithm. It is interesting to explore the nature of the cost function surface
on the basis of various greedy approaches to the initial floorplan.

5 Conclusion and Future Scope

In this work, we have proposed a greedy heuristic for the initial floorplan, which
can be used as an input by any simulated annealing placer. The proposed greedy
floorplan, when given as an input to simulated annealing placer based on B*
tree representation, shows a good reduction in wirelength as well as dead space
compared to the random floorplan and prior art on the greedy floorplan. Exper-
imental results on MCNC benchmarks for the proposed greedy approach on an
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average reduces final floorplan wirelength by 11% and 69% as compared to ran-
dom and prior greedy initial floorplans, respectively. The deadspace produced
by random and prior greedy floorplans are almost 3× more than that of the pro-
posed greedy approach. In the future, we plan to study the effect of the proposed
greedy floorplan on the thermal aware floorplan.
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Abstract. In current scenario cloud computing has become emerging technol-
ogy, as it provides services on computing (C) and non-computing (NC) resources
to the government, private organization and also individuals based on pay-for-
utility policy. Hardware and software resources are delivered as virtualized ser-
vices. But selecting a best cloud provider is a challenging and complex task for
consumers as it includes more providers with diverse configurations. Since it
involves multiple criteria towards consumer perception of QoS, in-depth research
is required. To provide solution for multi criteria decision making in nature, we
propose ANP (Analytic Network Process) method integrated with fuzzy percep-
tion. The experimental studies shows the improved results and validity of proposed
method.

Keywords: Cloud computing · Fuzzy inference · ANP · Customer feedback ·
Multi Criteria Decision Making

1 Introduction

A utility computing [1] called cloud computing provides a huge collection of services
to customers on pay-as-you-go [2] phenomena. Many organizations are migrating their
IT applications from static environment to dynamic environment where provisioning
resources using virtualization. It provisions virtualized resources like CPU, storage, net-
work, databases, application server, and internet server, etc. Cloud service providers like
Rackspace, Google, IBM, Amazon etc. are offering pool of different services based on
demand. Basically, customers have different requirements to develop their applications.
Different configurations of VMs from Azure required (based on workload) for different
applications as shown in Table 1.

Choosing the right mix of services is a challenging task for the customers as it
includes heterogeneity [3]. Due to heterogeneity of configurations, selecting QoS opti-
mized cloud service isn’t an easy task [4]. A high end Amazon EC2 CPU response
is 20% less expensive than the comparable low-end Microsoft Azure. But its speed of
processing application’s workload is very high. This configuration information is avail-
able in provider’s website for reference. Due to combination of inconsistent criteria, the
information provided bywebsite is not sufficient for comparison. And also the provider’s
published data is not trustworthy as they overemphasize their services. However, this
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Table 1. Azure data configuration

Application type CPU Memory Database Network

General purpose Low Low Low Moderate

Compute optimized High High Moderate High

Memory optimized Moderate Low Moderate Low

Storage optimized Low Low High Low

High performance compute Very high High High Very high

is awfully difficult job for users to associate their QoS needs to configuration given by
the provider. Migration from one provider to another is not only a risky process but also
costly. This implies the significance of service selection framework. Application stack
dependency or platform (Microsoft SQL) dependency occurs if the provisioning process
implementation is not superlative. More technical problems faced to solve these chal-
lenges in cloud environment for its establishment. So, in near future cloud community
not likely become reality while QoS requirements and available service configurations
taken in to consideration.

A reliable service selection framework is needed for consumers to select best suit-
able (as per QoS) services. For this we proposed a novel fuzzy ANP framework which
considers individual customer’s QoS criteria based service selection. Even though huge
research models and frameworks exists for making best selection of services, many of
those approaches could not capture the QoS information and lack of validation. Hence,
the existing methods are prejudiced with the uncertainty in information given by cloud
providers, ambiguous specification of requirements by consumer and also fictitious esti-
mation of QoS [4] based on actual measurement on time and existing QoS of previous
services. The proposed work can be organized as follows.

• Validating the specified service’s configuration information by a third party validator.
• Actual measurement of QoS is taking by using monitoring tools.
• Taking into consideration, the customer reviews on performance of services in the
provisioning process.

• The consumer’s fuzzy estimation of Qos is simplified by designing Fuzzy ANP
approach which is a Multi Criteria Decision Making Process.

The proposed framework can deal with indefinite consumer’s requirements based on
the QoS parameters.

2 Related Work

Different areas of research like virtualization, datacenter hardware design, software
development, and resource provisioning are included in cloud computing. However, this
paper [9] focuses on to improve the service selection [10] which is a part of re- source
provisioning research [11].
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Here, we mainly consider selection for IaaS services, which is a provider indepen-
dent classification model [7]. Here, we compare and classify the cloud providers. From
consumer’s perspective, the main criteria behind IaaS provider’s selection are deter-
mined by cloud provider’s market analysis, international literature review and expert
analysis. Gaurg et al. in [8], developed a software based framework which can automati-
cally compute the quality attributes and hierarchize cloud services. The case study in this
paper includes QoS parameters as well as cost, capacity and performance of customer’s
applications.

They proposed and used AHP based ranking algorithm to define key performance
metrics of QoS parameters in SMI. But, they didn’t consider exact customer’s require-
ments. [22] introduced wide-ranging service QoSmeasurement Index (SMI) which con-
sist of business related key performance indicators (KPIs) and this is a typical method
for comparing and measuring service providers.

3 Fuzzy ANP Approach

For web based applications and SOA like grid computing [14] service selection has
been introduced in many research works. So, more methods are available for solving
the selection problem in others models [15]. A fuzzy cloud selection framework [13],
proposed a model which consists of 4 modules (i) User Interface, (ii) Management
of QoS component, (iii) Service Selection Module, and (iv) Cloud Service Repository
component. We have customized the same model by using ANP (Analytical Network
Process) as illustrated in Fig. 1. The existingmodel proposed by Tajvidhi et al. used AHP
MCDM ranking algorithm, but it doesn’t consider inter feedbacks of selection criteria.

Our proposed framework consists of 3modules (i) User Interface, (ii) User feedback,
and (iii) Cloud Service Repository as input sources for calculating the metrics. The first
module called user interface collects the needed criteria and their relative important costs
directly from consumers. This data may not be exactly concise, because the complexities
and consumer’s unclear perception of QoS parameters. Hence, a specific approach is
defined as shown in Fig. 1. This is used for getting fuzzy based linguistic weights of
criteria, and then the triangular fuzzy numbers are converted into simplified numbers,
which can then be used in ranking algorithm called ANP.

This module consists of two other components (i) Metrics calculation and (ii) Rank-
ing using ANP. The input for metric calculation is from two sources one is cloud service
repository, which consists of data gathered from different sources and is published with
a certification by third party vendor. This component’s output is redirected to ranking
algorithm called ANP which is shown in Fig. 2. At last the result will be displayed by
user interface. For resolving this selection problemwe should consider service attributes
to be compared, make them comparable to choose a best structure.

3.1 QoS Management

In order to select the best service first we should select required service attributes and
is a challenging task. This QoS management eases this task and is liable to model the
most required criteria; QoS needs are mapped to available service configurations [13].
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Fig. 1. Fuzz ANP framework

Fig. 2. ANP architecture among criteria

We need to choose one of themost appropriate model comparisons and service selec-
tion, because designing the QoS is trivial task for making optimal decisions in decision
making systems [16]. To ease this task we have used the model SMI (Service Measure-
ment Index) [4]. It is hierarchical view of service attributes that customer required in
selection process [17].

3.2 Metrics Calculation

In proposed framework we consider AMI measurement. For many services, SMI app-
roach is not available to define and captureQoS parameters dynamically [17, 18]. Service
providers provide the service configuration statically. But they might not give accurate
information due to competitive market. So, there is uncertainty in decision making. To
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handle this uncertainty, we have used cloud repository which has the cloud provider’s
data given in their own websites and it is maintained in a standard XML format. It
is managed by cloud service broker [19], who is responsible for verifying the service
provider’s QoS violations to make data reliable.

During selection process, run time QoS attributes like reliability, performance etc.
and past QoS performance considerations are another major issue. These run time QoS
attributes information has not given by service providers [20]. In order to handle this, the
best approach is user feedback, where the cloud consumers gave their live experiences.
These cloud users information ismore reliable thanwebsite information. This component
is introduced based on [21]. Hence, data is taken from two trustworthy sources; Cloud
Service Repository and User Feedback.

4 Service Selection in Cloud Environment

To our proposed ANP-based [12] ranking method, criteria’s comparative weight is one
of the important inputs. It is given by fuzzy perception. Hence, first we describe fuzzy
inference for getting comparative weights of the criteria and then describe the ANP
algorithm used in this paper.

4.1 Fuzzy Logic

Cloud consumers give their weights by linguistic terms. Based on these terms we have
to assign weight to each criterion by considering relative importance of the attribute.
Then fuzzy sets convert these into simplified numbers.

Triangular Weight Matrix: Cloud users are giving their requirements and constraints as
weights for each criterion as shown in Table 1 using linguistic terminology. Because
these terms cannot be used in ANP algorithm, as it requires weights in numerals. Hence
we usedDefuzzification, in order to get the simplified numbers. So, each term is allocated
with the triangular fuzzy numbers, suppose if customer chooses criterion called more
important, its corresponding fuzzy set is (5, 7, 9) as shown in Table 2.

Table. 2. Triangular fuzzy numbers of linguistic terms

Linguistic terms Triangular fuzzy number

Not important (1, 1, 1)

Less important (1, 3, 5)

Definitely important (3, 5, 7)

More important (5, 7, 9)

Extremely important (7, 9, 9)
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Cost matrix is defined as shown in (1), where ‘cap’ symbol represents the triangular
numbers.

Ai =
⎛
⎜⎝
d11 · · · d1n
...

. . .
...

dm1 · · · dmn

⎞
⎟⎠ (1)

Cost matrix is defined as shown in (1), where ‘cap’ symbol represents the triangular
numbers. The row of the matrix in (1) represents triangular numbers of all sub-criteria,
i.e. dij denotes the significance of ith criterion and jth number.

Geometric Mean Calculation: Using [25] the geometricmeanof sub criteria fuzzyvalue
is calculated as defined in (2).

pi =
(∏n

i=1
dij

)1/n
, i = 1, 2, . . . , n(n = 3) (2)

Final fuzzy weight is defined as Final fuzzy weight is defined as

ŵi = p̂i × (p̂1 + p̂2 + . . . p̂n)
−1 = (1wi,mwi, uwi) (3)

Defuzzification: To get non fuzzy numbers we need to defuzzify the above using center
of area method [26] as follows:

dfi = 1wi + mwi + umi

3
(4)

We need to do normalization here as follows:

Nri = dfi∑n
i=1 dfi

(5)

These values are given as input to ANP ranking algorithm.

4.2 ANP Algorithm

Cloud consumers have given their requirements and constraints. ANP analyses and select
the service which meets such requirements [12]. The ANP orders these chosen services
based on their ranking procedure described in the following 3 steps.

• Solution for selection problem: It is specified in ranking objective (level 1), QoS
attributes ordering with feedback (level 2) and cloud service providers like Rack-
Space, Amazon EC2 and GoGrid (level 3).

• Pair wise comparison: Here, the relative importance of criteria over other criteria as
well as with self can represented. Consider ci and cj be the values of criteria k for
cloud services i and j respectively. Consider ai and aj be the cloud services then ai/aj,
indicates the relative rank of ai over aj [3].
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For each attributes, we calculated numeric and Boolean values differently by using
proposed ranking method. Based on context, the numeric value has two types; those are
in case of performance higher value is preferable where as in case of cost lower value
is preferable. And if we consider higher value is better, then the value of specific QoS
is ai/aj, or else aj/ai (if lower is better). The pairwise comparison matrices obtained as
follows:

ai/aj = 1 if ai = aj, ai/aj = wk if ai=1 and aj=0,ai/aj = 1/wk if a0 = 0 and aj = 1 (6)

• Aggregation of each criterion’s relative importance: In this step, the relative ranking
of matrices of each attribute are aggregated with their previous related weights. This
process is repeated for all attributes which is helpful in ranking cloud services.

5 Example

Here, we use simple case study to implement this fuzzy ANP approach. The data regard-
ing this QoS is collected from 3 IaaS cloud providers viz Rackspace [27], Amazon EC2
[28] and GoGrid [29]. In this example, we have considered few criteria for easy calcu-
lation as follows (i) Capacity, (ii) Cost and (iii) Performance. The data collected from
official websites is shown in Table 3. Here, we explained the proposed fuzzy perception
and ANP ranking method on real time data.

Table 3. QoS attributes for Azure, Amazon EC2 and GoGrid Cloud Services

First-level criteria Second-level
criteria

Value type Microsoft azure Amazon EC2 GoGrid

Capacity CPU Numeric 9.6 18.8 12.8

Memory Numeric 15 15 14

Cost VM cost Numeric 0.68 0.96 0.96

Data (GB) Numeric 10 10 8

Storage Numeric 12 15 15

Performance Network
availability

Numeric 99 99.99 100

Urgent
response

Boolean 0 1 1

5.1 Fuzzy Perception

Triangular Weight Matrix. Here, the input is taken from Table 4 and for each criterion
theweightmatrix is calculated based on (1). For first level criteria attribute called capacity
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Table 4. QoS attributes for azure, amazon EC2 and GoGrid cloud services

First-level criteria Second-level
criteria

Importance Triangular values Geometric mean

Capacity CPU Extremely
important

(7, 9, 9) (4.6, 6.7, 7.9)

Memory Definitely
important

(3, 5, 7)

Cost VM cost Extremely
important

(7, 9, 9) (2.7, 5.12, 6.8)

Data Less
important

(1, 3, 5)

Storage Definitely
important

(3, 5, 7)

Performance N/W
availability

Extremely
important

(7, 9, 9) (2.6, 5.2, 6.7)

Urgent
response

Less
important

(1, 3, 5)

is calculated as matrix, here rows represent the sub criteria triangular numbers (CPU,
Memory). So, the related matrix for capacity will be

V̂ =
[
7 7 9
3 5 7

]
(7)

For other criteria called cost with 3 sub criteria (VM cost, data, storage), the relative
matrix is

Ĉ =
⎡
⎣
7 9 9
1 3 5
3 5 7

⎤
⎦ (8)

Similarly, for performance, the relative matrix is

P̂ =
[
7 9 9
1 3 5

]
(9)

Calculating Geometric Mean. For each criterion the geometric mean based on (2) is as
follows.

p̂1 =
[
(7 ∗ 3)1/2; (9 ∗ 5)1/2; (9 ∗ 7)1/2

]
(10)

p̂2 =
[
(7 ∗ 1 ∗ 3)1/2; (9 ∗ 3 ∗ 5)1/2; (9 ∗ 5 ∗ 7)1/2

]
(11)

p̂3 =
[
(7 ∗ 1)1/2; (9 ∗ 3)1/2; (9 ∗ 5)1/2

]
(12)
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Table 5 shows geometric mean values of the available criteria. In addition to this, it
also shows sum value and reverses value.

Calculating Fuzzy Value. By using sum and inverse of sumwhich is in last row of Table
5, fuzzy weight of capacity criteria is calculated based on (3) as follows

W1 = (4.6 ∗ 0.1); (6.7 ∗ 0.05); (7.9 ∗ 0.04) = (0.46, 0.335, 0.316) (13)

Similarly, other two criteria fuzzy weights are determined and shown in Table 5.

Defuzzyfication. Using center of area method (4) and normalization (5) we can de-
fuzzify the value obtained in previous step as shown in Table 6. Attribute weights
are required for ANP algorithm. Hence, we can use ANP algorithm in this context
by considering each attribute’s weight as matrix below

wk =
Capacity
Cost
Performance

⎡
⎣
0.4
0.31
0.28

⎤
⎦ (14)

Table 5. Geometric mean

Criteria p̂i

Capacity 4.6 6.7 7.9

Cost 2.7 5.1 6.8

Performance 2.6 5.2 6.7

Sum 9.9 17.0 21.4

Reverse Sum 0.10 0.05 0.04

Table 6. Each criteria final fuzzy value

Criteria W dfi Nri

Capacity 0.46 0.335 0.316 0.37 0.4

Cost 0.27 0.26 0.272 0.285 0.31

Performance 0.26 0.26 0.268 0.26 0.28

5.2 ANP Ranking Algorithm

1. Design the problem as a network structure: It is also like hierarchical structure but
includes feedback with 3 first level criteria and 7 second level criteria as shown in
Table 3.

2. The pair wise comparison matrix: Here, the comparison matrix for capacity attribute
with sub criteria is calculated based on Table 1 as follows.

CMCPU =
Sp1
Sp2
Sp3

⎡
⎣
1 18.8

9.6
12.8
9.6

9.6
18.8 1 12.8

18.8
9.6
12.8

18.8
12.8 1

⎤
⎦ (15)

Then the normalize vector for CPU and Memory capacity are:

nCMCPU =
⎡
⎣
0.44
0.23
0.33

⎤
⎦ (16)
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nCMMemory =
⎡
⎣
0.33
0.33
0.32

⎤
⎦ (17)

By combining the above two we get the relative matrix for capacity attribute as
follows:

RMCapacity =
⎡
⎣
0.44 0.33
0.23 0.33
0.33 0.32

⎤
⎦ (18)

The normalized vector for this capacity is calculated as follows

nRMCapacity =
⎡
⎣
0.38
0.29
0.32

⎤
⎦ (19)

Similarly, for cost and performance the resultant normalized matrices are as follows

nRMCost =
⎡
⎣
0.05
0.76
0.05

⎤
⎦ (20)

RMPerformance =
⎡
⎣
0.25
0.44
0.25

⎤
⎦ (21)

3. Aggregating the relative importance of criteria: To get the single matrix, we need to
combine all the above relative matrices as follows:

⎡
⎣
0.38 0.05 0.25
0.29 0.76 0.44
0.32 0.06 0.25

⎤
⎦ (22)

Now multiply this matrix with weights of QoS attributes which are calculated from
fuzzy perception values (15)

⎡
⎣
0.38 0.05 0.25
0.29 0.76 0.44
0.32 0.06 0.25

⎤
⎦

⎡
⎣
0.4
0.31
0.28

⎤
⎦ =

Sp1
Sp2
Sp3

⎡
⎣
0.26
0.47
0.21

⎤
⎦ (23)

Hence the service providers are ranked as Sp2 > Sp1 > Sp3, Amazon EC2 (Sp2)
got highest rank followed by Rack Space (Sp1) followed by GoGrid (Sp3).
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6 Conclusion and Future Enhancement

Here, we proposed a cloud service selection approach called fuzzy ANP. The existing
methods are not considering uncertainty of customer requirements. They only refer
the data published by cloud service providers in their web sites and consumers vague
conception of requirements. They also used AHP ranking algorithm [5] which is best
for ranking services but it doesn’t consider feedback among criteria. To get realistic
QoS requirement, we have considered fuzzy perception of QoS and ranking the service
providers using ANP algorithm which gives accurate results. We can also extend this for
more QoS parameters to get better results which are applicable for real time scenario.
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Abstract. Twitter is being widely used as a preferred social media plat-
form to report about many types of events to a larger audience, one
such event is crisis event. People use Twitter to report these crisis and
crisis related information during crisis situations such as natural and
man-made disasters. Detecting these crisis events can improve situational
awareness for general public, response agencies and aid agencies. Many
works has done for crisis event detection which uses traditional machine
learning techniques but very limited work has been reported which uses
deep neural network. Deep neural network models have shown better
results than standard machine learning models in recent years. Convo-
lutional Neural Network (CNN) and Long Short-Term Memory (LSTM)
are two such deep neural networks. CNN can recognize local features in
a multidimensional field and LSTM network can learn sequential data
as it has the ability of remembering previously read data. We are using
two types of deep neural network called CNN-LSTM and LSTM-CNN
in this paper, which is developed by combining both of CNN and LSTM
networks for doing event detection during crisis situation on Twitter
data. We provide the detailed explanation of both models and perform
comparison against Support Vector Machine (SVM), CNN, and LSTM
models. Our result shows that both models can successfully identify the
presence of crisis related events accurately from twitter data. We find
that LSTM-CNN model is the best achieving 8.7% better than regular
SVM model.

Keywords: Event detection · Word embeddings · CNN · LSTM ·
LSTM-CNN · CNN-LSTM

1 Introduction

The increasing growth of communication technology in the form of social media
has enabled millions of people to broadcast news and real world information
about various events as they unfold on the ground. Among different types of
social media platforms available today, one of the most popular platform is
Twitter. Twitter has been extensively used as a valuable source of information
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in various crisis situations such as floods, earthquakes [2], fire [3], cyclone, nuclear
disaster [4].

Although actionable information is of greatest importance during the above
mentioned crisis for providing timely help to those who are affected or going to
be affected by these crisis, but to manually process such huge amount of twitter
data during these crisis into meaningful, actionable, and sensible information
is unfeasible for communities and different aid organizations [6]. Research has
shown the importance of using twitter data in crisis situations. It has also shown
that information spread through twitter can improve awareness in crisis situation
for general public, response agencies and aid agencies.

There exist many works for event detection from twitter data which uses
supervised and unsupervised machine learning models like language models,
classifiers and clustering. Recently deep learning models have emerged as an
important technique. Deep learning models provides significant improvement
for various problems over traditional machine learning techniques. It is advan-
tageous of using deep learning models because the model has the capacity to
capture more than one layers of information. This motivates to use deep neural
network model.

Our paper deals with the problem of detecting crisis events using deep
learning methods on twitter data. So our goal is to use neural networks to
detect crisis events. We use two different neural network models based on Sosa’s
model [7], that aim to merge the popular Long Short-Term Memory Neural
Networks(LSTMs) with Convolutional Neural Networks (CNNs) and compare
accuracy against regular CNN, LSTM and SVM models. The reminder of the
paper is presented as follows. The next section provides background explana-
tion of CNN and LSTM. Following that the scenario is presented. The model
and experimental setup is discussed next. Before conclusion model comparison
is presented.

2 Background

This section provides brief explanation about the Long Short-Term Memory
(LSTM) recurrent neural network and Convolutional Neural Networks (CNN).

2.1 LSTM

Long Short-Term Memory (LSTM) is a special kind of recurrent neural network
(RNN) utilized in the field of deep learning, which was proposed by Hochreiter
and Schmidhuber. It is specifically designed to overcome the long-short term
dependency problem, which remembers information for longer period in time. A
typical LSTM memory block contains a forget gate, a cell, an input and output
gate. The job of cell is to remember data over random intervals of time. The
input, output and forget gates control information flow into and out of the cell.
The input of new information to the memory is controlled by the input gate. The
forget gate controls how long certain values are held in memory. The output gate
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regulates how much the value stored in memory affects the output activation of
the block [8]. Figure 1 outline the details of an LSTM memory block and Eqs. 1
to 6 shows the mathematical formulation of every gate and cell state.

ft = σ(Wf .[ht−1, xt] + bf ) (1)

it = σ(Wi.[ht−1, xt] + bi) (2)

C̃t = tanh(WC .[ht−1, xt] + bC) (3)

Ct = ft ∗ Ct−1 + it ∗ C̃t (4)

ot = σ(Wo.[ht−1, xt] + bo) (5)

ht = ot ∗ tanh(C̃t) (6)

where weight matrix is W, bias term is b, tanh(.) and σ(.) represents a hyperbolic
tangent function and a sigmoid function respectively. In Fig. 1, xt, and ht−1

are given as input to the four gates of the LSTM memory block named as ft,
it, ot, c̃t. Then the corresponding weights for forget, input and output gates
are computed. A sigmoid activation function is used to calculate the values of
those three gates, because the output of the function lies between zero and one
both values inclusive. Depending on the output of the activation function the
corresponding value will be kept (if the output is one) or entirely rejected (if the
output is zero). To describe the amount of new information should be expressed
in a cell state, a hyperbolic tangent function tanh is used. The information
to be expressed in the cell state is determined by adding the result of point
wise multiplication of forget gate value and the value of previous cell state with
multiplying point wise the value of input gate and candidate value. Finally ht,
which is the output value of the LSTM memory block is calculated by multiplying

Fig. 1. Memory block of LSTM
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point wise the value of output gate and the value calculated by applying tanh
to the calculated value of cell state.

The benefit of using LSTM in text analysis is that, it can remember the
previously read words which makes it better understanding of the inputs. For
example lets take the following sentence “I thought there is an earthquake in
Japan until I read the news paper.” This sentence is not referring to the crisis
situation but the first half of the sentence looks like it is related to an earthquake
but the second half of the sentence changed it. LSTM can handle this type of
changing perspective of the sentences.

2.2 CNN

A convolutional neural network (CNN) is a form of artificial neural network,
that was initially used in area of image recognition but now it become an incred-
ible model for various types of tasks. CNN can recognize local features in a
multidimensional field.

Basic CNNs (as outlined in Fig. 2) take multidimensional data like word
embeddings as input to a convolutional layer. The convolutional layer is com-
posed of multiple filters which will learn different features by applying these
filters sequentially to different sections of the input. The output is sub-sampled
or pooled to smaller dimensions and later fed into a connected layer [9].

Fig. 2. Kim, Y. (2014). CNN for sentence classification

The idea behind using CNN is based on the fact that texts are structured
and organised. We can expect that a CNN model can learn and predict patterns
which may be lost through feed forward networks. For example it may distinguish
the word “flood” in the context of “flood water in the city” which is related to
a crisis as opposed to other sentence “flood of money” which is not related to a
crisis.



Detecting Crisis Event on Twitter Using Combination of LSTM, CNN Model 75

3 Scenario

During crisis, people often use different social media platforms to post messages
along with pictures of the crisis situations. Due to this millions of messages are
appeared on these platforms. But among these messages many are not relevant
or not informative. Olteanu et al. states that “crisis reports could be divided
into three main categories of informativeness. They are related and informa-
tive, related but not informative and not related [10]”. During the crisis, the
meaningful and insightful social reports vary from 10% to 65% [11].

In this paper, we use the model based on sossa’s model to efficiently identify
the messages which are relevant. For this purpose, we consider the following task
based on event types identified by [10].

– Task - Messages related to crisis Vs Not related to crisis: The aim of the task
is to distinguish those tweets related to a crisis event from those tweets, which
are not related to a crisis event.

4 Models

Detection of crisis events from tweeter data is a task of text classification with
the aim of determining whether a given tweet represents a crisis or is linked to
it. The CNN-LSTM and LSTM-CNN models are described in this section.

The model’s pipeline contains of three main stages as follows

1. Text preprocessing - All the collected tweets of dataset are cleaned and tok-
enized for use in latter stages

2. Word vector initialisation - In this phase a word embedding matrix is created
from a given pre-trained word embedding and a bag of words obtained from
previous stage. This word embedding matrix will be used for training the
model in next stage.

3. CNN-LSTM and LSTM-CNN model training - The word embedding matrix
obtained from previous phase is used to train the models.

In the subsection below, we explain in more detail about each stage of the
pipeline.

4.1 Text-Preprocessing

Tweets are generally contain noise, badly structured sentences, sometimes sen-
tences are not complete because of the constant use of ill-formed words, irregular
expressions, short forms, emojis, and words which are not present in dictio-
nary. Therefore, to reduce tweets noise, this text-preprocessing phase applies a
sequence of preprocessing steps on every tweet of the dataset. It includes remov-
ing of all URLs, emojis, the characters which are not English and not ASCII
etc. After removing the noise from tweets, these tweets are then tokenized into
word tokens and then these word tokens are given as input to the word vector
initialisation stage.
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4.2 Word Vector Initialisation

This phase initialized a word embedding matrix to train the classification models
because it is essential to use word embedding for applying deep neural networks
for text classification problem.

Word embedding is a name in which the words are represented in vector-
ized form with each word is mapped to a vector [12]. The key idea of using
word embedding is that words with similar meaning should have a similar vec-
tor representation. Different methods for producing word embedding such as
Word2Vec [13] and Glove [14] has been suggested in literature. In this work
we choose Glove model to build word embedding matrix, in which rows of the
matrix represents embedding vectors of the words in the Twitter dataset.

4.3 CNN-LSTM and LSTM-CNN Model Training

In this phase we train the CNN-LSTM and LSTM-CNN model from the word
embedding matrix. The models are described below.

CNN-LSTM Model. The word embedding matrix obtained from the word
vector initialization phase will be given as input to the initial convolution layer
of the CNN-LSTM model. The convolution layer’s output is taken as input by
the max-pooling layer which pools the matrix to a smaller dimension, which in
tern given as input into the LSTM layer. The concept behind this model is that
the convolution layer extracts the local features and then the LSTM layer can
use the ordering of these features to learn about the reordering of the input text.
But this model is not quite as strong as the model of LSTM-CNN. The Fig. 3
shows the pipeline of the CNN-LSTM model.

Fig. 3. Pipeline for the CNN-LSTM deep neural network event detection model.

LSTM-CNN Model. This model contains two layers of deep neural network,
the first layer is an LSTM layer and the second layer is a CNN. The LSTM layer
takes word embedding for each word in the tweet as input. The output vectors
of this LSTM layer will store information for initial word as well as any previous
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words. Alternatively we can say that the LSTM layer is producing a new encoding
of the original input. The output vectors of the LSTMs are concatenated to form
a matrix and this matrix is then given as input to the convolution layer which
is going to obtain local features. Finally, the convolution layer’s output will be
given as input to the max-pooling layer which in tern will be pooled to a smaller
dimension and gives output as either crisis or not crisis related tweets. The Fig.
4 shows the pipeline of the LSTM-CNN model.

Fig. 4. Pipeline for the LSTM-CNN deep neural network event detection model.

5 Experimental Setup

The experimental setup is explained here, which is used to evaluate our event
detection model. We are applying and testing the models on the task mentioned
in Sect. 3. For this experiment we require to select a dataset and on that dataset
evaluation will be done.

5.1 Twitter Dataset

To evaluate both model’s performance, we need to use datasets where every
tweet is annotated as to whether it is related to a crisis event or not. We use
CrisisLexT26 dataset for this experiment and evaluation [15].

CrisisLexT26 dataset contains tweets gathered during twenty six crisis events
in 2012 and 2013. This dataset contains tweets of which some are related to crisis
and some are not. Each crisis includes about 1000 annotated tweets (some crisis
contains more than 1000 tweets and some contains less than 1000 tweets) for
total of 28000 tweets. Each tweet label showing whether a tweet is linked to a
crisis event or not.

Out of these 28000 tweets we randomly selects 10000 tweets each for crisis
related and unrelated tweets. So the dataset finally contains 20000 tweets where
crisis related and non related number of tweets are same.
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5.2 Evaluation

For the evaluation we divided the dataset with 16000 tweets for training which
is 80% of total corpus and 4000 tweets for testing which is 20% of total corpus.
These training and testing sets contained equal amount of crisis related and
unrelated tweets. We have used tensorflow and keras API to create each of the
five models. We trained each model using the parameters presented in Table 1
and we recorded the model’s accuracy when trying to label the testing set.

The parameters are selected by fine tuning them through manual testing.

Table 1. Parameter values.

Parameter name Parameter value

Embedding dimension 100

Epoch 10

Batch size 128

Filters 32

Kernel Size 3

Pool size 2

Dropout .5

Word Enbeddings Pre-Trained

6 Model Comparison

Here we present the results of our event detection models. Beside testing the
CNN-LSTM and LSTM-CNN models, we also compare against standard CNN
and LSTM networks. Furthermore we also compare with traditional SVM model
with RBF kernels trained from word Unigrams as a baseline model because SVM
is widely regarded as one of the best text classification model. The Table 2 shows
the average accuracy of each event detection model taken after five tests.

Table 2. Average Accuracy of different models.

Model Average accuracy

SVM 76.5%

CNN 77.2%

LSTM 82.6%

CNN-LSTM 80.3%

LSTM-CNN 85.2%
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Result Analysis. All the deep learning models have higher accuracy than
traditional SVM model. The CNN-LSTM model scored 3.1% higher in accuracy
than the CNN model but 2.3% lower than the LSTM model. But the LSTM-
CNN model scored 8% higher in accuracy than CNN model and 2.6% higher
than LSTM model.

These results shows that our initial assumption was correct, that by combin-
ing CNN and LSTM, we are able to get both the CNN’s ability in identifying
local patterns and LSTM’s ability to use the text’s ordering. However the order-
ing of the layers is crucial.

It looks like that the convolutional layer of CNN-LSTM is unable to find some
of the word’s order or sequence information. That means if the convolutional
layer does not provide any information, the LSTM layer will do nothing, it simply
act as a fully connected layer. This model looks like, that it fail to make use of
the full capabilities of LSTM layer and thus does not achieve its full potential.
But on contrary, the LSTM-CNN model looks best because the first LSTM layer
appears to be acting as an encoder so that there is an output token for each input
token containing information not only for the original token, but also for all the
previous tokens. Then using the richer representation of the original input, the
CNN layer will be used to find the local patterns to enable better accuracy.

7 Conclusion

In this paper, we have used two models that combines LSTM and CNN neural
networks to achieve better performance on crisis event detection which classify
between crisis related and not related tweets. The model CNN-LSTM is doing
3.1% better than a regular CNN. The LSTM-CNN model, on the other hand,
does 2.6% better than the LSTM model, and 8% better than the CNN. All the
deep neural models perform better than traditional SVM model. For the future
work we will be testing different types of RNNs for the model. For example
we think that by using bidirectional LSTMs on the LSTM-CNN model might
produce better result. Our future work also include to classify the tweets to
detect the type of crisis and analyze the error and accuracy of detecting these
crisis types.
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Abstract. A Fast Fourier transform (FFT) algorithm computes the discrete
Fourier transform (DFT) of a sequence, or it’s inverse. Fourier analysis converts
a signal from its original domain (often time or space) to a representation in the
frequency domain and vice versa. An FFT rapidly computes such transforma-
tions by factorizing the DFT matrix into a product of sparse (mostly zero) factors.
Fast Fourier transforms are widely used for many applications in engineering,
science, and mathematics & signal and image processing. As, FFT remains a time
consuming task on limited core machine and with a larger data set, we intended
to implement this Fourier transformation technique on virtual SMP (HPC) with
144 CPU cores setup to improve the timings or to simultaneously handle mul-
tiple data sets. This paper consists of details about vSMP architecture designed
by Scalemp [1], programming paradigms used, implementation details, perfor-
mance and scalability analysis of Fast Fourier Transformation (FFT) on virtual
Symmetric multiprocessor system (vSMP) using programming paradigms such as
openMP, MPI and Hybrid programming, results and observations.

Keywords: VSMP · FFT · HPC · Optimization

1 Introduction

Fast Fourier transforms are widely used for many applications in engineering, science,
and mathematics & signal and image processing. Image processing domain specially
microwave image processing requires FFT computations at its core. Due to time con-
suming nature of this algorithm and volume of data, even parallel operations on work-
station/server machine were not sufficient. To optimize and quickly process multiple
datasets and reprocess entire acquisitions we analyzed usefulness of different program-
ming paradigm for FFT processing. In further sections, we are explaining system archi-
tecture and HW details, parallel programming paradigm used, implementation details,
performance and scalability analysis, observations and conclusions.
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2 System Architecture and HW Details

Figure 1, contains the overall architecture diagram of virtual SMP designed by Scalemp
[1]. There are in total 24 boards attached with Infiniband connectivity. Each or the board
contains 4 CPU, 128 GB RAM, 16 HDD of 300GB each. Further, each CPU contains 6
cores. The system is managed through 1 GB network connectivity. Systems are aggre-
gated through virtualized software layer [8]. In total, Aggregated Virtual SMP consists
of 576 cores, 3 TB RAM and 88 TB of storage space. For the maximum utilization, the
machine is reconfigured into four virtual machines, eachwith 144 cores each of 1.86Ghz
and 700 GB of RAM. System is based on Non uniform memory architecture (NUMA).
The Target VM platform consists of 6 nodes each of 24 cores, total 144 cores; 128 GB
RAM, total 700 GB and is interconnected using QDR infiniband.

Fig. 1. System architecture/HW diagram
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3 Programming Paradigm and Libraries Used

We analyzed the FFT performance on programming paradigms like openMP, MPI and
Hybrid programming as per following details.

3.1 OpenMP

OpenMP is an Application Program Interface (API), jointly defined by a group of major
computer hardware and software vendors [2]. OpenMP provides a portable, scalable
model for developers of shared memory parallel applications. The API supports C/C++
andFortran on awide variety of architectures.Wehave usedOpenMPcompiler directives
mainly for parallelization:

• Spawning a parallel region [2]
• Dividing blocks of code among threads [2]
• Distributing loop iterations between threads [2]
• Serializing sections of code [2]
• Synchronization of work among threads [2]

3.2 MPI

MPI is the first standardized, vendor independent, message passing library. The advan-
tages of developing message passing software usingMPI closely match the design goals
of portability, efficiency, and flexibility [3]. MPI is not an IEEE or ISO standard, but has
in fact, become the “industry standard” for writing message passing programs on HPC
platforms [3]. This model demonstrates the following characteristics:

• A set of tasks that use their own local memory during computation. Multiple tasks can
reside on the same physical machine and/or across an arbitrary number of machines
[4].

• Tasks exchange data through communications by sending and receiving messages [4].
• Data transfer usually requires cooperative operations to be performed by each process.
For example, a send operation must have a matching receive operation [4].

3.3 Hybrid (OpenMP +MPI)

Hybrid programming consists of MPI between the nodes and Shared memory program-
ming inside of each node. It is a blend of OpenMP and MPI. When programmer wants
to exploit the strengths of both models: the efficiency, memory savings, and ease of pro-
gramming of the shared-memory model and the scalability of the distributed-memory
model [7], hybrid model is the good option.

3.4 FFTW Library

FFTW [6] computes theDFT of complex data, real data, and even- or odd-symmetric real
data. The input data can have arbitrary length [5]. FFTW employs O (n log n) algorithms
for all lengths, including prime numbers [5].
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4 Implementation Details

We have used openmp, MPI, hybrid programming and NUMA architecture knowledge
for developing the routines. The developed routines can be used directly as an executable
or through the developed scripts. Routines can be shared among the interested users as
and when required.

4.1 Scenario1

To validate library settings, The FFT module and inverse FFT were calculated on single
core & timing was noted.

Further, shared memory approach with openMP constructs was used. Using this
approach, processing was limited largely to one board or one machine. For internode
computations, with infiniband communications data was moved in and out of memory.
So, this approach is best suited while doing parallel operations within the node.

The OpenMP routine can be invoked from command line by following arguments:
../exe/fft2hpc input_file $Nthreads out_file.
//This will invoke openmp version with specified no of threads.

4.2 Scenario2

In this approach, we performed FFT operations by using internode computation power.
Message Passing Interfaces were used to move the data and get back the results. Data
wasmove in and out using IB network. But, due to faster communications among various
nodes, better scalability is expected in this scenario.

This MPI version can be invoked from command line by following arguments:
mpiexec -np $NPROC../exe/fft_mpi input_file out_file.
//This will invoke mpi routine with specified no of processes.

4.3 Scenario3

In this approach, we computed FFT operations using internode as well as intra-node
compute power. So, openmp and MPI both were used. Here, as we are trying to utilize
the capacity of the full machine, the best scalability is expected.

The hybrid routine can be invoked from command line by following arguments:
mpiexec -np $NPROC sh hybrid.sh $NThreads../exe/fft_mpi_thread input_file

out_file.
//This will invoke hybrid routine with specified no of processes and threads.
To invoke kernel setting we have used scripts which can be used readily.
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5 Performance Analysis and Scalability Analysis Results

Data set of size 8K × 18 K was taken to perform FFT and inverse FFT. Code was
optimized using openMP, MPI and hybrid MPI programming models and middleware
software kernel settings. The results are listed below:

Results with Input Image Size 8K × 18K

Table 1. Results with openMP

Serial no Programming
models

Execution units Time Speed X

1 Serial Single core 54.9 s 1

2 openmp 4 cores 19.5 s 2.8

3 openmp 8 cores 14.5 s 3.8

4 openmp 16 cores 14.1 s 3.9

5 openmp 24 cores 13.8 s 4.0

6 ppenmp 32 cores 14.0 s 3.9

As seen in the Table 1, scalability is observed as we are increasing the no of cores
(Tables 2, 3, 4, 5 and 6).

Table 2. Results with MPI

Serial no Programming
models

Execution units Time Speed X

1 Serial Single core 54.9 s 1

2 MPI 4 P 30.8 s 1.8

3 MPI 8 P 22.0 s 2.5

4 MPI 16 P 14.6 s 3.8

5 MPI 32 P 13.0 s 4.22

6 MPI 48 P 13.9 s 3.94

7 MPI 64 P 15.5 s 3.54

8 MPI 128 P 25.4 s 2.16

Scalability is noted while increasing the cores from 1 to 64, when we are increasing
the no of cores to 128, scalability is decreased as compared to 64 and 32 because of data
movement overhead in message passing interface.

In case of hybrid approach, scalability is seen with increasing no of processes and
threads.
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Table 3. Results with hybrid programming

Serial no Programming
models

Execution units Time Speed X

1 Serial single core 54.9 s 1

2 MPI +
openmp

2 P, 24 cores 14.8 s 3.7

3 MPI +
openmp

3 P, 24 cores 21.5 s 2.55

4 MPI +
openmp

4 P, 24 cores 16.2 s 3.4

5 MPI +
openmp

5 P, 24 cores 15.6 s 3.51

6 MPI +
openmp

6 P, 24 cores 15.8 s 3.47

5.1 Results with Input Image Size 8K × 36 K

Further, the timings were obtained using bigger data set. Results are encouraging and
similar trends have been observed in openmp, MPI and hybrid approach.

Table 4. Results with open MP

Serial no Programming
models

Execution units Time Speed X

1 Serial Single core 110 s 1

2 openmp 4 cores 37 s 2.97

3 openmp 8 cores 26.0 s 4.23

4 openmp 16 cores 24.5 s 4.48

5 openmp 24 cores 24.8 s 4.43

6 openmp 32 cores 24.2 s 4.54
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Table 5. Results with MPI

Serial no Programming
models

Execution Units Time Speed X

1 Serial Single core 110 s 1

2 MPI 4 P 62.4 s 1.77

3 MPI 8 P 44.0 s 2.5

4 MPI 16 P 28.7 s 3.83

5 MPI 32 P 23.8 s 4.6

6 MPI 48 P 22.5 s 4.88

7 MPI 64 P 23.5 s 4.68

8 MPI 128 P 32.1 s 3.4

Table 6. Results with hybrid programming

Serial no Programming
models

Execution units Time Speed X

1 Serial Single core 110 s 1

2 MPI +
openmp

2 P, 24 cores 44.14 s 2.49

3 MPI +
openmp

3 P, 24 cores 25.6 s 4.29

4 MPI +
openmp

4 P, 24 cores 26.2 s 4.19

5 MPI +
openmp

5 P, 24 cores 18.9 s 5.82

6 MPI +
openmp

6 P, 24 cores 24.9 s 4.41

6 Observations

We have following observations on virtual SMP architecture: In case of OpenMP con-
structs, the program is very well behaved and provides very good performance and even
scalability in case of low thread counts. However, from a certain thread count (which
was 64), FFTW changes the way it distributes work to the threads. It starts assigning
work in small chunks. Because of that, each cache line (which is 4KB in our case) will
have data from many threads and if those threads are on multiple boards, the cache lines
will be going back and forth between the boards. This slows down the performance in
case of FFTW using openMP model and with no of threads >32.

In case of MPI model, when the data is shared among more than 64 processes,
variation in the scalability is noted. The reason behind the same is the overhead involved
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in message passing among processes. So, if we have bigger datasets, more processes
may produce optimum results. In case of hybrid model, results are moreover consistent.

There is fractional increase in code length that is 1–2%of entire code sizewhile doing
optimization. Programming paradigms used in this exercise can be used for windows
environment also with comparable performance.

7 Validations

We took FFT of the input image and then inverse FFT of the same using all the above
mentioned programming approaches. Input image and reproduced output resultsmatches
with a mean difference of 10–9, which is acceptable in our scenario. Input image and
reproduced output of FFT and inverse FFT are shown in Fig. 2 for visual validation.

Input Image Reproduced Output of FFT and inverse FFT

Fig. 2. Input & output validation

8 Conclusions

We have used FFTW library for calculating the FFT and inverse FFT operations because
this is the fastest open source library available for FFT operations. We have obtained
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variation in timings with each of the programming paradigm. This does not lead to the
conclusion that any one of this programming paradigm will always prove to be the best.
But, in our case we got maximum speed up using hybrid programming paradigm where
we had used openMP constructs within the server and MPI model among the servers. In
Synthetic Aperture Radar (SAR) data processing, we are working in frequency domain
and major time taking processes are Fourier transforms. Any improvement in timings
of FFT and inverse FFT gives significant improvement in overall SAR data processing
timings.
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Abstract. The paper presents a neutrosophic decision-making approach to
select the suitable supplier among all the available supplier alternatives. In
supply chain system, supplier selection is a significant decision to minimize
the supply chain disruption risk. In practice, supplier is selected in unstruc-
tured way. There are many factors such as flexibility to meet urgent require-
ment, timely delivery, suitable price and good quality which must be consid-
ered in selecting the supplier. In this paper, all these factors are expressed
in linguistic variables and weights are considered for each linguistic variable.
These linguistic variables are further expressed in interval-valued-trapezoidal-
neutrosophic-number. Then, interval-valued-trapezoidal-neutrosophic-weighted-
arithmetic-averaging (IVTrNWAA) operator is used in multi-criteria-decision-
making (MCDM) environment to solve supplier selection problem. Different lev-
els of risk preference of expert are introduced to calculate the score values and
accuracy degree, on the basis of which, all suppliers are ranked. The paper shows
that it is important to consider the preference parameter/risk-attitude of decision
maker and discusses how it affects the decision of supplier selection with the help
of a case study on medical supply chain.

Keywords: Fuzzy Set (FS) · Intuitionistic Fuzzy Set (IFS) · Interval Valued
Fuzzy Set (IVFS) · Interval Valued Intuitionistic Fuzzy Set (IVIFS) ·
Neutrosophic Set (NS) · Single Valued Neutrosophic Set (SVNS) · Trapezoidal
Neutrosophic Set (TrNS) · Interval Valued Trapezoidal Neutrosophic Set
(IVTrNS) · Interval Valued Trapezoidal Neutrosophic Number (IVTrNN) ·
Supply Chain Management · Medical Supply Chain · Multi-criteria Decision
Making (MCDM)

1 Introduction

The objective of Supply Chain Management is to make sure that there is transparency of
information amongst all the stakeholders such as manufacturers, suppliers, distributors,
wholesalers and customers. Supply chain aims to ensure the timely delivery of products
to distributors, wholesalers and customers by including a reliable and flexible supplier
who can meet the requirements at the peak time. Supplier selection is very significant
business problem for ensuring the competitiveness on the market. The problem with
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supplier selection and determining procurement quotas from selected supplier is the
most important phase for a manufacturer in the process of procurement of rawmaterials.
In today’s business environment, manufacturing companies can survive only if business
process to select a supplier is efficient. Thus purchasing management is vital decision
which affects the price of the product. In real life, we often come across the information
which is incomplete, vague and uncertain and in such situations, it is not possible to take
a determinate decision on the basis of incomplete information. Moreover, uncertainty is
unavoidable in the information wherever decision is based on human judgement. Fuzzy
set [1] was proposed to deal the vague, imprecise, uncertain and incomplete information
with the help of membership degree. Later, IVFSwas proposed [2] in case information is
vague, uncertain, incomplete and imprecise but it is represented in interval. Afterwards,
IFS [3] was presented to describe the grade of membership/non-membership. [4] gener-
alized the IFS and introduced the triangular IFS (TIFS). Later on, [5] introduced IVIFS
on the basis of IFS and IVFS to represent the fuzzy information in interval. [6] extended
TIFS and introduced the trapezoidal-intuitionistic-fuzzy-set (TrIFS) to represent the
membership and non-membership values of information which is trapezoid in nature.
Since fuzzy set helps to deal with vague and uncertain information, many researchers
[7–11] have proposed the fuzzy based approach to deal with supplier selection prob-
lem where supplier’s effectiveness is based on multi criteria. Though fuzzy measures
proposed by various researchers have been applied to solve this supplier selection prob-
lem, but degree of confidence of supplier in taking that decision was not be taken into
account. If decision maker is not fully confident in taking a particular decision, effect
of this indeterminacy should also be taken into consideration while taking a decision.
Decisionmakermay be uncertain whilemaking a decision but still gives a decision either
in favor of acceptance or rejection. In such cases, it is not possible to represent the infor-
mation by using only membership and non-membership functions for positive decision
and negative decision respectively. Thus it is important to consider the uncertainty of
expert while taking a decision. To handle such situations, [12] proposed the NS on the
basis of FS and IFS; and introduced another membership function to determine the inde-
terminacy in addition to acceptance-membership and rejection-membership functions.
Fuzzy-set considers only the membership for acceptance (truth) whereas IFS considers
the membership for acceptance (truth) and membership for rejection (falsity). In case of
NS, indeterminacy is considered as an independent element in addition to degree of truth
and falsity membership [12]. Though in case of IFS, membership of indeterminacy can
be computed by using truth and falsity membership but it was not considered as an inde-
pendent element. Later on, concept of SVNS was introduced to use neutrosophic sets
in real world scenario [13]. [14] extended the concept of SVNS and trapezoidal fuzzy
numbers (TrFN) and proposed TrNS to deal with information which is neutrosophic and
trapezoidal in nature.

Later on, interval valued trapezoidal neutrosophic set was introduced in [15] to rep-
resent trapezoidal neutrosophic information which is in some range/interval. A method-
ology was also proposed to deal with multi-attribute problems where information is
trapezoidal neutrosophic/triangle neutrosophic and is in the form of interval [15]. But in
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[15], risk-attitude of decision maker was not taken into account to deal with the multi-
criteria problems. The paper extends the approach proposed by [15] and incorporate the
risk-preference of expert while taking a decision in MCDM environment.

2 Preliminaries

2.1 Fuzzy Set

Since inmathematical modeling, we don’t take uncertainty, human judgement capability
and impreciseness into account while taking a decision. And in computer Programming,
we use Boolean logic to make a decision. But in real life, we take decision with the
help of linguistic words such as very good, good, bad, excellent, high or very high.
Considering this human tendency to use linguistic words, Zadeh [1] proposed fuzzy set
to manage vague, incomplete, imprecise and uncertain information which is represented
linguistically such as highly reliable, low flexible, low performance etc. [16].

Definition:A fuzzy-set F in universeU is a defined as F = {〈u, μF (u)〉 : u ∈ U } where
every element of U is mapped to [0, 1] by μF : U → [0, 1]. This set considers only
single valueμF (u) ∈ [0, 1] to represent the degree ofmembership forF onA. As a result,
degree of non-membership can be determined by 1 − μF (u). The membership function
helps to view the fuzzy information graphically. Different fuzzy sets are proposed by
[1] for different type of membership function such as Singleton, L Function, Triangular
etc. The triangular membership function is defined by a value s1 which lies between r1
and t1 (r1 < s1 < t1) as given below:

μF (u) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

u−r1
s1−r1 r1 < u < s1
1 u = s1
t1−u
t1−s1 s1 < u < t1
0 u ≥ t1, u ≤ r1

(1)

2.2 IVFS

In real world scenario, sometimes it is not possible to exactly represent the opinion
by some real value. As fuzzy set uses only single value for membership degree of
information, in that case fuzzy set cannot be an appropriate choice. In order to represent
uncertainty in membership of information, Zadeh [2] introduced IVFS where an interval
is used to represent themembership of fuzzy information. LetF = [

w−,w+]
,w−,w+ ∈

[0, 1],w− ≤ w+ then F : U → [0, 1] is known as IVFS [17].

2.3 IFS and IVIFS

In some situations, where information is incomplete and uncertain, it is important to take
into account both the acceptance (truth) membership and rejection (falsity) membership
degreewhichwas not the casewith fuzzy set. [2] introduced IFS to represent the degree of
acceptance and degree of rejection in information. An IFSF in universeU is represented



Risk Preference Based Ranking of Suppliers 93

as F = {〈u, μF (u), vF (u)〉 : u ∈ U } where 0 ≤ μF (u) + vF (u) ≤ 1. The function
μF : U → [0, 1] signifies the truth-membership degree of a whereas vF : U → [0, 1]
signifies degree of rejection (falsity) membership of a. Though, degree of indeterminacy
can be determined as 1 − μF (u) − vF (u) [18]. In case of IVIFS, μF (u) represents
values in interval for degree of membership such that μF (u) = [μ−

F (u), μ+
F (u)] and

vF (u) represents values in interval for degree of non-membership such that vF (u) =
[v−

F (u), v+
F (u)] with the condition 0 ≤ μ+

F (u) + v+
F (u) ≤ 1.

2.4 NS/SVNS

[12] introduced the concept of neutrosophic-set (NS) which considers inability of
expert in taking a decision and introduces the degree of unknowingness/indeterminacy
in addition to degree of acceptance i.e. truth-membership and degree of rejection
i.e. falsity-membership. A neutrosophic set P in universe U is described as P =
{〈u,TP(u), IP(u),FP(u)〉 : u ∈ U }where TP(u)+IP(u)+FP(u) ∈]−0, 1+[. TP symbol-
izes the degree of acceptance of element u in set P such that TP : U →]−0, 1+[, IP sym-
bolizes the degree of unknowingness of element u in set P such that IP : U →]−0, 1+[
and FP represents the degree of rejection FP : U →]−0, 1+[ is such a way that −0 ≤
supTP(u)+supIP(u)+supFP(u) ≤ 3+. Since NS cannot be used in solving engineering
problems because it takes values from interval ]−0, 1+[. Later, [13] proposed SVNS in
which all themembership functions (acceptance, unknowingness and rejection) consider
from interval [0, 1].ASVNSP inU is defined asP = {〈u,TP(u), IP(u),FP(u)〉 : u ∈ U }
such that TP(u), IP(u) and FP(u) ∈ [0, 1].

2.5 Interval Valued Trapezoidal Neutrosophic Set (IVTrNS)

Khatter K. [15] introduced the concept of interval-valued-trapezoidal-neutrosophic-
set (IVTrNS) where all the (acceptance, unknowingness and rejection) membership

functions are defined in some interval. Let ˜̃S is IVTrNS on universe U is defined by
˜̃S(u) = ˜̃S−(u), ˜̃S+(u), where ˜̃S− and ˜̃S+ are lower and upper TrNS of ˜̃S such that
˜̃S− ⊆ ˜̃S+.

˜̃S− =
{
〈u,T−

˜̃S
(u), I−˜̃S

(u),F−
˜̃S
(u)〉 : u ∈ U

}
is lower TrNS where T−

˜̃S
(u) ⊂

[0, 1] represents lower degree of acceptance-membership for trapezoidal-neutrosophic-
number(TrNN) (a−, b−, c−, d−), I−˜̃S

(u) ⊂ [0, 1] represents lower degree of unknow-

ingness for TrNN (e−, f −, g−, h−) and F−
˜̃S
(u) ⊂ [0, 1] represents lower degree of rejec-

tion for TrNN (l−,m−, n−, p−) with the condition 0 ≤ T−
˜̃S

(u) + I−˜̃S
(u) + F−

˜̃S
(u) ≤ 3.

˜̃S+ =
{
〈u,T+

˜̃S
(u), I+˜̃S

(u),F+
˜̃S
(u)〉 : u ∈ U

}
is upper TrNS where T+

˜̃S
(u) ⊂ [0, 1] rep-

resents upper degree of acceptance for TrNN (a+, b+, c+, d+), I+˜̃S
(u) ⊂ [0, 1] repre-

sents upper degree of unknowingness for TrNN (e+, f +, g+, h+) and F+
˜̃S
(u) ⊂ [0, 1]

represents upper degree of rejection for TrNN (l+,m+, n+, p+) with condition 0 ≤
T+

˜̃S
(u) + I+˜̃S

(u) + F+
˜̃S
(u) ≤ 3.
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Khatter K. [15] also proposed interval-valued-trapezoidal-neutrosophic-weighted-
arithmetic-averaging (IVTrNWAA) operator to deal problems in the multi-criteria
decision making (MCDM) environment as follows:

IVTrNWAA(˜̃s1, ˜̃s2, . . . , ˜̃sn) = w1 ˜̃s1 ⊕ w2 ˜̃s2 ⊕ w3 ˜̃s3 ⊕ · · · ⊕ wn ˜̃sn =
n
⊕

j = 1
(wj ˜̃sj)

= 〈

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 −
n
∏

j = 1

(
1 − aj−

)wj , 1 −
n
∏

j = 1

(
1 − bj

−)wj ,

1 −
n
∏

j = 1

(
1 − cj−

)wj , 1 −
n
∏

j = 1

(
1 − dj

−)wj

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 −
n
∏

j = 1

(
1 − aj+

)wj , 1 −
n
∏

j = 1

(
1 − bj

+)wj ,

1 −
n
∏

j = 1

(
1 − cj+

)wj , 1 −
n
∏

j = 1

(
1 − dj

+)wj

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⎛

⎝
n
∏

j = 1
ej−wj

n
∏

j = 1
fj

−wj

n
∏

j = 1
gj−wj

n
∏

j = 1
hj

−wj

⎞

⎠,

⎛

⎝
n
∏

j = 1
ej+wj

n
∏

j = 1
fj

+wj

n
∏

j = 1
gj+wj

n
∏

j = 1
hj

+wj

⎞

⎠

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⎛

⎝
n
∏

j = 1
lj

−wj

n
∏

j = 1
mj

−wj

n
∏

j = 1
nj−wj

n
∏

j = 1
pj−wj

⎞

⎠,

⎛

⎝
n
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j = 1
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+wj

n
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j = 1
mj

+wj

n
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j = 1
nj+wj

n
∏

j = 1
pj+wj

⎞

⎠

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

〉
(2)

wherewj(j = 1, 2, 3, · · · , n) isweight of IVTrNN ˜̃sj(j = 1, 2, 3, · · · , n)withwj ∈ [0, 1]
and

∑n
j=1 wj = 1.

3 Supplier Selection Problem in Medical Supply Chain

High health expenses, increase in number of healthcare service providers (hospitals,
clinics, nursing homes, health centres) and quality requires effective medical supply
chain to use all the resources efficiently. A case study is presented on medical supply
chain in which it is tough to track the supply of medicine/equipment in real time at
each stage of supply chain. This will raise the cost as well as affects the relation with
customer as well [19]. The healthcare service providers include facilities such as ICU,
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operation theatre, clinical laboratories, and emergency services. Generally, purchase
department of service providers considers only three major supplier selection criteria
such as cost of medical supply/equipment, quality of supply/equipment and time of
delivery to evaluate supplier. There always had been pressure on health care services to
optimize the process of purchasing in order to get medical supply at the time when it
is needed. After the discussion held with the panel of 6 experts, the attributes identified
various key factors which helps in evaluating the medical supplier such as price of
medical supply/equipment, quality of medical supply/equipment, conformity of medical
supply/equipment, responsiveness to meet demand at peak and emergency hours, time
of delivery, payment dealing, reliability, experience in medical supply, service quality
and safety of medical supply. The experts are asked to give opinions on the importance
of each supplier alternative and they expressed their opinions about each criteria using
linguistic words such as very-low (VL), low (L), moderate (M), high (H) and very-high
(VH). The experts conceived the criteria for each supplier alternative in terms of interval
of TrNNs as given below in Table 1:

Table 1. Linguistic variables defined by expert (Trapezoidal-Neutrosophic-Number)

Linguistic meaning Trapezoidal neutrosophic number

Very-Low ((0.1, 0.1, 0.1, 0.2), (0.1, 0.1, 0.1, 0.1), (0.5, 0.5, 0.6, 0.7))

Low ((0.1, 0.3, 0.2, 0.5), (0.0, 0.1, 0.2, 0.3), (0, 0.1, 0.2, 0.2))

Moderate ((0.3, 0.4, 0.4, 0.3), (0.3, 0.3, 0.3, 0.3), (0.1, 0.1, 0.3, 0.3))

High ((0.3, 0.5, 0.6, 0.7), (0.2, 0.1, 0.3, 0.3), (0.1, 0.2, 0.3, 0.1))

Very-High ((0.7, 0.8, 0.7, 0.6), (0.1, 0.1, 0.2, 0.3), (0.1, 0.1, 0. 1, 0.1))

Then, expert defined the interval decision matrix as represented in Table 2.
[15] proposed an approach to resolve multi-criteria-decision-making problems deal-

ing with neutrosophic and trapezoidal information which is represented in some interval
but did not consider the attitude of decision maker towards supplier selection. In this
study, attitude of decisionmaker towards supplier selection is taken into account whether
decision maker is neutral, risk taker or risk aversive. Considering the fact that experts
always strive to increase truth-degree, and decrease indeterminacy/falsity degree of infor-

mation, following score and accuracy functions for IVTrNN
(˜̃s

)
are proposed keeping

in mind the risk-preference of decision maker (λ):

Score
(˜̃s

)
= 1

6

[
4 + λ

(
a−+b−+c−+d−

4 + a++b++c++d+
4

)

− (1 − λ)
(
e−+f −+g−+h−

4 + e++f ++g++h+
4

)

− (1 − λ)
(
l−+m−+n−+p−

4 + l++m++n++p+
4

)]
, Score ∈ [0, 1]

(3)

Accuracy = 1
2

[
λ
(
a−+b−+c−+d−

4 + a++b++c++d+
4

)

− (1 − λ)
(
l−+m−+n−+p−

4 + l++m++n++p+
4

)]
,Accuracy ∈ [−1, 1] (4)
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Table 2. Decision matrix in the form of interval

SA1 SA2 SA3 SA4 SA5

Price of medical
supply/equipment
(C1)

[Low, High] [Very-Low,
High]

[Very-Low,
High]

[Medium,
High]

[Low, High]

Quality of medical
supply/equipment
(C1)

[Very-Low,
High]

[Medium,
High]

[Low, High] [Medium,
High]

[Low, High]

Responsiveness to
meet demand at
peak and
emergency hours
(C3)

[Very-Low,
Very-High]

[Very-low,
High]

[Very-low,
High]

[Very-low,
High]

[Very-low,
Very-High]

Time of delivery
(C4)

[High,
Very-High]

[Medium,
High]

[High,
Very-High]

[Medium,
Very-High]

[High,
Very-High]

Payment dealing
(C5)

[Low, High] [High,
Very-High]

[Very-low,
High]

[Medium,
Very-High]

[Very-low,
High]

where higher the value of Accuracy
(˜̃s

)
, larger the value of accuracy of IVTrNN ˜̃s.

IVTrNNs (˜̃s1 and ˜̃s2) can be compared using score functions in such a way that

if Score
(˜̃s1

)
is greater than Score

(˜̃s2
)
, then ˜̃s1 > ˜̃s2. If score of ˜̃s1 = score of ˜̃s2,

then accuracy function is used for comparison. If Accuracy
(˜̃s1

)
> Accuracy

(˜̃s2
)
, then

˜̃s1 > ˜̃s2. If accuracy of ˜̃s1 = accuracy of ˜̃s2, then ˜̃s1 = ˜̃s2. λ represents risk attitude and
ranges from 0 to 1 as follows: If λ ∈ [0, 0.5), decision-maker is risk taker and consider
uncertainty about the factor affecting supplier decision, If λ = 0.5, decision-maker is
neutral about factor affecting supplier decision, If λ ∈ (0.5, 1], expert avoids taking
risk while deciding about the factor affecting supplier selection and gives preference to
certainty.

Suppose A is a set of supplier alternatives A = (SA1, SA2, SA3, . . . , SAn) satisfying a
set of criteria C = (C1,C2,C3, . . . ,Cn). The experts assesses each alternative based on
the specified criteria in the form of interval-valued-trapezoidal-neutrosophic-decision
matrix [15]:

D =
( ˜̃dij

)

m×n
=

⎛

⎝
〈[(aij−, bij

−, cij−, dij
−)

,
(
aij+, bij

+, cij+, dij
+)]〉,

〈[(eij−, fij
−, gij−, hij

−)
,
(
eij+, fij

+, gij+, hij
+)]〉,

〈[(lij−,mij
−, nij−, pij−

)
,
(
lij

+,mij
+, nij+, pij+

)]〉

⎞

⎠

m×n

(5)

where
(a−, b−, c−, d−) ⊂ [0, 1] and (a+, b+, c+, d+) ⊂ [0, 1] represents lower degree

and upper degree in favor of satisfaction of criteria Ci about the supplier alternative SAj;
(e−, f −, g−, h−) ⊂ [0, 1] and (e+, f +, g+, h+) ⊂ [0, 1] represents lower degree

and upper degree of ignorance about the criteria Ci for supplier alternative SAj;
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(l−,m−, n−, p−) ⊂ [0, 1] and (l+,m+, n+, p+) ⊂ [0, 1] represents lower degree
and upper degree of satisfaction of criteria Ci about supplier alternative SAj;

Some decision makers may give more importance to SA3 alternative in compar-
ison to SA5 whereas for some other experts, SA5 may be preferred alternative to
go ahead. Weight vector of decision maker for supplier alternatives is assumed as

Weight = (0.2, 0.2, 0.25, 0.25, 0.2)T . Score( ˜̃di)(i = 1, 2, 3, 4, 5) is calculated to rank
supplier the alternatives SAi(i = 1, 2, 3, 4, 5) as shown in Table 3 considering that
decision-maker is risk taker, neutral or risk aversive while taking a decision:

Table 3. Score of supplier alternatives for different risk attitudes

SAi λ (Risk attitude of decision maker)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Score
( ˜̃di

)
(i = 1, 2, 3, 4, 5)

SA1 0.570 0.593 0.617 0.640 0.663 0.686 0.710 0.733 0.756 0.780 0.803

SA2 0.560 0.587 0.613 0.639 0.666 0.692 0.718 0.744 0.771 0.797 0.823

SA3 0.575 0.600 0.624 0.649 0.674 0.698 0.723 0.748 0.772 0.797 0.822

SA4 0.565 0.596 0.626 0.656 0.687 0.717 0.747 0.778 0.808 0.838 0.869

SA5 0.583 0.610 0.636 0.663 0.689 0.716 0.742 0.769 0.795 0.822 0.848

Ranking SA5 �
SA3 �
SA1 �
SA4 �
SA2

SA5 �
SA3 �
SA4 �
SA1 �
SA2

SA5 �
SA4 �
SA3 �
SA1 �
SA2

SA5 �
SA4 �
SA3 �
SA1 �
SA2

SA5 �
SA4 �
SA3 �
SA1 �
SA2

SA4 �
SA5 �
SA3 �
SA2 �
SA1

SA4 �
SA5 �
SA3 �
SA2 �
SA1

SA4 �
SA5 �
SA3 �
SA2 �
SA1

SA4 �
SA5 �
SA3 �
SA2 �
SA1

SA4 �
SA5 �
SA3 �
SA2 �
SA1

SA4 �
SA5 �
SA2 �
SA3 �
SA1

Table 3 shows that effect of different risk attitudes on the rankingof supplier selection.
For risk taker, Supplier SA5 is preferred supplier for purchasing medical supply but for
risk aversive decision maker, SA4 is the desirable supplier to get the medical supply.

It is evident from the Table 3, if λ = 0, decision-maker is taking risk and considers
uncertainty into account. His score s for each supplier is based on the information on
indeterminacy and falsity component. If λ = 0.05, decision-maker is neutral in taking
a decision.. if λ = 1, decision-maker is risk aversive and his score s for each supplier is
based on the facts favorable to the supplier and excludes the indeterminacy and falsity
component. Thus proposed approach provides various solutions to supplier selection
problem with various degree of risk attitude, represented by λ, where information is
imprecise, incomplete, vague and indeterminate. This way, decision-maker will have
enough information about the ranking of supplier alternatives fromdifferent perspectives
and can weigh all the possible solutions to take suitable decision.

The paper extended the methodology proposed by [15] to handle MCDM problems
where information is trapezoidal neutrosophic and is in interval of real numbers while
considering the fact that human judgement is subjective. The method proposed in the
paper considers risk-preference of decision-maker which was missing in [15].
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4 Conclusion

In this paper, an approach is proposed to solve multi-criteria decision-making problems
(MCDM) considering the fact that experts have different tendency to take risk. The risk
preference of expert is introduced ranging from high risk (0) to low risk (1) in solv-
ing MCDM problems. Considering the indeterminacy component of IVTrNNs, experts
always try tomaximize the degree of acceptance, minimize the degree of unknowingness
and rejection; score and accuracy are proposed according to different risk-attitudes of
experts. A case study on medical supply chain is presented to illustrate the relevance of
the developed method.

References

1. Zadeh, L.A.: Fuzzy sets. Inf. Control 8(5), 338–353 (1965)
2. Zadeh, L.: The concept of a linguistic variable and its application to approximate reasoning(I).

Inf. Sci. 8, 199–249 (1975)
3. Atanassov, K.T.: Intuitionistic fuzzy sets. Fuzzy Sets Syst. 20(1), 87–96 (1986)
4. Liu, F., Yuan, X.H.: Fuzzy number intuitionistic fuzzy set. Fuzzy Syst. Math. 21(1), 88–91

[12] (2007)
5. Atanassov, K., Gargov, G.: Interval-valued intuitionistic fuzzy sets. Fuzzy Sets Syst. 31(3),

343–349 (1989)
6. Ye, J.: Prioritized aggregation operators of trapezoidal intuitionistic fuzzy sets and their

application to multicriteria decision making. Neural Comput. Appl. 25(6), 1447–1454 (2014)
7. Govindan, K., Rajendran, S., Sarkis, J., Murugesan, P.: Multi criteria decision making

approaches for green supplier evaluation and selection: a literature review. J. Clean. Prod.
98, 66–83 (2015). https://doi.org/10.1016/j.jclepro.2013.06.046

8. Ayazi, S.A., Moradi, J.S., Paksoy, T.: Supplier selection and order size determination in
a supply chain by using fuzzy multiple objective models. J. Multiple-Valued Logic Soft
Comput. 23, 135–160 (2014)

9. Azadnia, A.H., Ghadimi, P., Saman,M.Z.M.,Wong, K.Y., Heavey, C.: An integrated approach
for sustainable supplier selection using fuzzy logic and fuzzy AHP. Appl. Mech. Mater. 315,
206–210 (2013)

10. Büyüközkan, G., Çifçi, G.: A novel fuzzy multi-criteria decision framework for sustainable
supplier selection with incomplete information. Comput. Ind. 62, 164–174 (2011). https://
doi.org/10.1016/j.compind.2010.10.009

11. Chatterjee, K., Kar, S.: Multi-criteria analysis of supply chain risk management using interval
valued fuzzy TOPSIS. OPSEARCH 53(3), 474–499 (2016). https://doi.org/10.1007/s12597-
015-0241-6

12. Smarandache, F.: Neutrosophy/Neutrosophic Probability, Set, and Logic. American Research
Press, Rehoboth (1998)

13. Wang, H., Smarandache, F., Zhang, Y.Q., Sunderraman, R.: Single valued neutrosophic sets.
Multispace Multistruct. 4, 410–413 (2010)

14. Ye, J.: Trapezoidal neutrosophic set and its application to multiple attribute decision-making.
Neural Comput. Appl. 26(5), 1157–1166 (2014). https://doi.org/10.1007/s00521-014-1787-6

15. Khatter, K.: Interval Valued Trapezoidal Neutrosophic Set for Prioritization ofNon-functional
Requirements, arXiv preprint arXiv:1905.05238

16. Khatter, K., Kalia, A.: Quantification of non-functional requirements. In: Sixth International
Conference on Contemporary Computing, IC3 2014. pp. 224–229. IEEE computer Society
(2014). https://doi.org/10.1109/IC3.2014.6897177

https://doi.org/10.1016/j.jclepro.2013.06.046
https://doi.org/10.1016/j.compind.2010.10.009
https://doi.org/10.1007/s12597-015-0241-6
https://doi.org/10.1007/s00521-014-1787-6
http://arxiv.org/abs/1905.05238
https://doi.org/10.1109/IC3.2014.6897177


Risk Preference Based Ranking of Suppliers 99

17. Gong, Z., Hai, S.: The interval-valued trapezoidal approximation of interval-valued fuzzy
numbers and its application in fuzzy risk analysis. J. Appl. Math. 2014, 22, Article ID 254853
(2014). https://doi.org/10.1155/2014/254853

18. Atanassov, K.T.: Type-1 fuzzy sets and intuitionistic fuzzy sets. Algorithms 10(3), 106 (2017)
19. Kim,D.: An integrated supply chainmanagement system: a case study in healthcare sector. In:

Bauknecht, K., Pröll, B., Werthner, H. (eds.) EC-Web 2005. LNCS, vol. 3590, pp. 218–227.
Springer, Heidelberg (2005). https://doi.org/10.1007/11545163_22

https://doi.org/10.1155/2014/254853
https://doi.org/10.1007/11545163_22


Tweakable Block Mode of Operation for Disk
Encompression Using Cipher Text Stealing

Rashmita Padhi(B) and B. N. B. Ray
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Abstract. In this paper, we study a particular class of symmetric algorithms that
aim to ensure confidentiality by using a functionality that is tweakable encipher-
ing scheme. A tweakable enciphering scheme is a length preserving encryption
protocol which can encrypt messages of varying lengths. The security goal is to
satisfy the notion of the tweakable strong pseudorandom permutation (SPRP). Our
proposed work is a modified version of XTS that is Xor-Encrypt-Xor with Cipher
Text Stealing. This work includes a Galois Field multiplier GF (2128) that can
operate in any common field representations. This allows very efficient process-
ing of consecutive blocks in a sector. To handle messages whose length is greater
than 128-bit but not a multiple of 128-bit.

Keywords: Block cipher · XTS (XOR Encrypt Xor with ciphertext stealing) ·
Galosis Field multiplier GF (2128) · Strong Pseudorandm Permutation (SPRP) ·
Tweakable enciphering

1 Introduction

Explosive growth of the digital storage and communication of data require adequate
security. Cryptology is the science that aims to provide information security in the digital
world. Information security comprises many aspects, the most important of which are
confidentiality and authenticity. Confidentiality means keeping the information secret
from all except those who are authorized to learn or know it. Authenticity involves both
ensuring that data have not been modified by an unauthorized person (data integrity)
and being able to verify who is the author of the data (data origin authentication). In
this paper we provide data encryption with compression by focusing on the tweakable
encipher scheme as these appear to offer the best combined security and performance.
Our proposed work is a modified version of XTS that is Xor-Encrypt-Xor with Cipher
Text Stealing. This work includes a Galois Field multiplier GF (2128) that can operate in
any common field representations. This allows very efficient processing of consecutive
blocks in a sector. To handle messages whose length is greater than 128-bit but not a
multiple of 128-bit.The objective of the work is to develop a fast data encryption system.
The requirement is actually to achieve security, speed and error propagation with less
consumption of space, i.e., the size of hardware implementation and the amount of secure
storage space required.
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Data Encryption
Hard disk encryption is usually used to protect all the data on the disk by encrypting
it. The whole disk is encrypted with a single/multiple key(s) and encryption/decryption
are done on the fly, without user interference. The encryption is on the sector level,
that means each sector should be encrypted separately. There are two ways to encrypt
a hard disk: at the file level and at the driver level. Encryption at the file level means
that every file is encrypted separately. To use a file that’s been encrypted, that file must
be first decrypted, and then it is used, and then re-encrypts it. Driver-level encryption
maintains a logical drive on the user’s machine that has all data on it encrypted. In this
paper we used AES.The AES is a symmetric block cipher i.e., encryption rule ek is either
the same as decryption rule dk, or easily derived from it. During one round of AES the
entire traffic is divided into fixed block of size 128 bits which is known as a State. AES
is an iterated cipher, i.e., ciphers frequently incorporate a sequence of permutation &
substitution operations. There are three allowable key lengths, namely 128 bits, 192 bits,
and 256 bits. It follows a number of rounds Nr, depends on the key length.Nr = 10 if the
key length is 128 bits, and Nr = 12 if the key length is 192 bits, and Nr = 14 if the key
length is 256 bits.

2 Existing Work

LRW Mode of Encryption in AES
In LRW mode of AES encryption two keys are used i.e. primary and secondary key.
These keys are independent to each other. Each key length is 128 0r 256 bits. In this
paper Key1 and Key2 are Primary and Secondary keys respectively. The entire message
is divided into fixed size blocks which are known as Plain text P. The encryption process
is applied to each plaintext block and corresponding cipher text block C is obtained. I is
the index of the block.
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LRW Mode of Decryption in AES
In LRW mode of AES dencryption two keys are used i.e. primary and secondary key.
These keys are independent to each other Each key length is 128 0r 256 bits. In this paper
Key1 and Key2 are Primary and Secondary keys respectively. The decryption process is
applied to each Cipher text block C and corresponding Plain text block P is obtained. I
is the index of the block.

Limitations: LRW-AES tweakable mode scope is limited.
Large volume of data storage cannot be possible using this procedure.

3 Proposed Work

XTS-AES Tweakable Block Cipher
The XTS-AES Tweakable Block Ciphers XEX(Xor-Encrypt-Xor, designed by Rog-
away [26])-basd Tweaked Code Book mode (TCB) with Cipher Text Stealing (CTS).
Although XEX-TCB-CTS should be abbreviated as XTC, “C” was replaced with “S”
(for “stealing”) to avoid confusion with the abbreviated ecstasy. Cipher text stealing
provides support for sectors with size not divisible by block size, for example, 520-byte
sectors and 16-byte blocks.
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Meaning of Used Symbols:
Symbols which are used in the equations has the following meaning:

Data Units and Tweaks
The size of each data unit must be greater than or equal to 128 bits. The number of
blocks having length 128 bits must be less than or equal to 2128–2. The number of block
of size 128-bit should be less than or equal to 220. A tweak value is assigned to each
data unit which is a positive integer. The values of the tweak are assigned sequentially.
The assignment of tweak value will be started from any arbitrary positive integer. In
AES tweak encryption the tweak will be converted into array of little-endian byte. For
example, 123456789A16 is a tweak value which is converted into byte array 9A16, 7816,
5616, 3416, 1216.

XEXTweakableModeUsingCipher Text Stealing Encryption (XTS-AESEncrypt)
XEX Tweakable Mode using Cipher text Stealing Encryption procedure, a single block
of size 128-bit block is implemented by the following equation:

C ← XTS-AES-Encrypt(Key,P, i, j)
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XTS-AES Encryption of a Data Unit
The encoding process of 128 or more bits plain text block can be implemented by using
the following equation:

C ← XTStext−AES-Encrypt(Key,P, i)

XEXTweakableMode Using Cipher Text Stealing Decryption (XTS-AESDecrypt)
XEX Tweakable Mode using Cipher text Stealing Decryption procedure, a single block
of size 128-bit block is implemented by the following equation:

P ← XTStext−AES-Decrypt(Key,C, i, j)
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XTS-AES Decryption of a Data Unit
The decoding process of 128 or more bits cipher text block can be implemented by using
the following equation:

P ← XTS-AES-Decrypt(Key,C, i)
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4 Performance Analysis

With the wide spread of multi-core processors, speeding up encryption using paralleliza-
tion is made possible and parallelization is not a luxury anymore and can increase the
performance significantly. Encryption mode of operation should support parallelization.
CBC and CFB cannot be parallelized, while XTS can be parallelized on the sector level
as each sector is encrypted independently to other sectors. Also a plaintext can be recov-
ered from just two adjacent blocks of cipher text. As a consequence, decryption can be
parallelized.
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5 Conclusion

In this paper a highly secureXTS-basedTweakedBlockEnciphering schemewithCipher
text Stealing has been proposed for hard disk encryption. The important features of this
scheme are the use of Cipher block chaining mode like operations to gain the error
propagation property. A one-bit change in a plaintext affects all following cipher text
blocks in a sector. The tweak T is calculated by encrypting (usingAES) the block address
(after being padded with zeros) with the tweak key due to this step the value of the tweak
is neither known nor controlled by the attacker. Any difference between two tweaks
result full diffusion in both the encryption and decryption directions. All these factors
improve security. It has been shown that the proposed mode possesses a high throughput
as compression is done before enciphering scheme. Only standard shift and add (xor)
operators have been used for the non-linear multiplication function in the finite field
GF(2128) having O(1) time complexity, therefore gives better resistance against linear
cryptanalysis without degradation in performance. This proposed mode has ability to
encrypt arbitrary length messages due to the use of cipher text stealing technique.

6 Open Problems

There still remainmany open problems in the search for efficient and secure data encryp-
tion. It can therefore be hoped that many remaining open problems can be solved in the
coming years. These are some of the interesting open problems: that is: There is a lack
of good Boolean functions for the tweak generator which are efficient and also resist the
cryptanalytic attacks, in particular algebraic and fast algebraic attacks, Extend the cur-
rent work to audio, and video encryption. The given XEX ciphertext Stealing technique
can be efficiently implemented by using AES having key length 256-bit. Introduce the
hardware implementation of the entire work.

References

1. Schneier, B.: Applied Cryptography, Second Edn. Wiley Press
2. Stinson, D.R.: Cryptography Theory and Practice, Second Edn. CRC Press
3. Nelson, M., Gailly, J.-L.: The Data Compression Book, Second Edn. M&T Press
4. Sarkar, P.: Efficient Tweakable Enciphering Schemes from (Block-Wise) Universal Hash

Functions
5. Chakraborty, D., Sarkar P.: HCH: A New Tweakable Enciphering Scheme Using the Hash-

Counter-Hash
6. McGrew, D.: Counter Mode Security: Analysis and Recommendations (2002). https://cit

eseer.ist.psu.edu/mcgrew02counter.html
7. Rogaway, P., Bellare, M., Black, J.: OCB: A blockcipher mode of operation for efficient

authenticated encryption. ACM Trans. Inf. Syst. Secur. 6(3), 365–403 (2003)
8. Schroeppel, R.: The Hasty Pudding Cipher. The first AES conference, NIST (1998). https://

www.cs.arizona.edu/~rcs/hpc
9. Liskov, M., Rivest, R.L., Wagner, D.: Tweakable block ciphers. In: Yung, M. (ed.) CRYPTO

2002. LNCS, vol. 2442, pp. 31–46. Springer, Heidelberg (2002). https://doi.org/10.1007/3-
540-45708-9_3

https://citeseer.ist.psu.edu/mcgrew02counter.html
https://www.cs.arizona.edu/~rcs/hpc
https://doi.org/10.1007/3-540-45708-9_3


108 R. Padhi and B. N. B. Ray

10. Goos, G., Hartmanis, J., van Leeuwen, J., Schneier, B. (eds.): FSE 2000. LNCS, vol. 1978.
Springer, Heidelberg (2001). https://doi.org/10.1007/3-540-44706-7

11. Fruhwirth, C.: NewMethods in Hard Disk Encryption (2005). https://clemens.endorphin.org/
nmihde/nmihde-A4-ds.pdf

12. Ferguson, N.: AES-CBC + Elephant diffuser: A Disk Encryption Algorithm for Win-
dows Vista (2006). https://download.microsoft.com/download/0/2/3/0238acaf-d3bf-4a6d-
b3d6-0a0be4bbb36e/BitLockerCipher200608.pdf

13. Lempel–Ziv–Welch. https://en.wikipedia.org/wiki/Lempel-Ziv-Welch
14. U.S. Code Collection. https://www4.law.cornell.edu/uscode/35/154.html
15. Blelloch, G.E.: Introduction toData Compression. https://www.eecs.harvard.edu/~michaelm/

CS222/compression.pdf
16. Biham, E., Shamir, A.: Differential cryptanalysis of DES-like cryptosystems. J Cryptol 4(1),

3–72 (1991). https://doi.org/10.1007/BF00630563
17. Matsui, M.: The first experimental cryptanalysis of the data encryption standard. In: Desmedt,

Y.G. (ed.) CRYPTO 1994. LNCS, vol. 839, pp. 1–11. Springer, Heidelberg (1994). https://
doi.org/10.1007/3-540-48658-5_1

18. Matsui,M.: Linear cryptanalysis method for DES cipher. In: Helleseth, T. (ed.) EUROCRYPT
1993. LNCS, vol. 765, pp. 386–397. Springer, Heidelberg (1994). https://doi.org/10.1007/3-
540-48285-7_33

https://doi.org/10.1007/3-540-44706-7
https://clemens.endorphin.org/nmihde/nmihde-A4-ds.pdf
https://download.microsoft.com/download/0/2/3/0238acaf-d3bf-4a6d-b3d6-0a0be4bbb36e/BitLockerCipher200608.pdf
https://en.wikipedia.org/wiki/Lempel-Ziv-Welch
https://www4.law.cornell.edu/uscode/35/154.html
https://www.eecs.harvard.edu/~michaelm/CS222/compression.pdf
https://doi.org/10.1007/BF00630563
https://doi.org/10.1007/3-540-48658-5_1
https://doi.org/10.1007/3-540-48285-7_33


Author Index

Anbarasi, M. S. 59

Balabantaray, Rakesh Chandra 71
Bardeskar, Servina 1
Behera, Prafulla Kumar 27
Biswas, Olivia 1

Das, Rayaguru Akshaya Kumar 19
Deshmukh, Rupali 1

Khan, A. B. 19
Khatter, Kiran 90

Lad, Harshavardhan 1

Mohan, Sherna 12
Mohanty, Susil Kumar 48
Mohapatra, Seli 27

Padhi, Rashmita 100
Padia, Kirti 81
Parween, Sagupha 36
Paul, Nayan Ranjan 71

Ray, B. N. B. 48, 100

Sahoo, Sony Snigdha 48
Singla, Jai G. 81
Sumalatha, Konatham 59

Tripathy, Aruna 36

Vimina, E. R. 12


	Preface
	Organization
	Contents
	Decentralized Voting System Using Block Chain Technology
	1 Introduction
	1.1 Existing System
	1.2 Blockchain Technology

	2 Voting System
	2.1 Login
	2.2 Cast Vote
	2.3 Encrypting Votes
	2.4 Adding Vote to Blockchain

	3 System Design
	4 Algorithms Used in Block Chain
	4.1 Proof of Work

	5 Results
	6 Conclusion
	References

	Factors Affecting Programming Skill of the Students – An Exploratory Analysis
	1 Introduction
	2 Related Works
	3 Proposed Approach
	3.1 Methodology

	4 Results and Discussion
	5 Conclusion and Future Study
	References

	A Study of Agile Iterative Development Methodology on Web Application Quality
	1 Introduction
	2 Literature Review
	3 Software Quality
	4 Agile Software Development Methodologies
	5 Iterative Development
	6 Objective
	7 Data Analysis
	8 Conclusion
	References

	Statistical Approach Based Cluster Head Selection in Heterogeneous Networks for IoT Applications
	1 Introduction
	2 Related Works
	3 Proposed Model
	3.1 Overview
	3.2 Radio Energy Model

	4 Simulation and Result Analysis
	4.1 Simulation Environment and Performance Metrics
	4.2 Result Analysis

	5 Conclusion
	References

	Remote Monitoring of Temperature Using Optical Fiber Bragg Grating Sensor
	1 Introduction
	2 System Model
	3 Proposed System Using FBG
	4 Results and Analysis
	5 Conclusion
	References

	G-NSVF: A Greedy Algorithm for Non-Slicing VLSI Floorplanning
	1 Introduction
	2 B* Tree Representation
	2.1 Simulated Annealing Based B* Tree Representation
	2.2 Original Algorithm

	3 Problem Formulation
	3.1 Our Proposed Greedy Algorithm
	3.2 Greedy Algorithm
	3.3 Time Complexity Analysis

	4 Performance of the Proposed Greedy Approach
	5 Conclusion and Future Scope
	References

	Cloud Service Selection Using Fuzzy ANP
	1 Introduction
	2 Related Work
	3 Fuzzy ANP Approach
	3.1 QoS Management
	3.2 Metrics Calculation

	4 Service Selection in Cloud Environment
	4.1 Fuzzy Logic
	4.2 ANP Algorithm

	5 Example
	5.1 Fuzzy Perception
	5.2 ANP Ranking Algorithm

	6 Conclusion and Future Enhancement
	References

	Detecting Crisis Event on Twitter Using Combination of LSTM, CNN Model
	1 Introduction
	2 Background
	2.1 LSTM
	2.2 CNN

	3 Scenario
	4 Models
	4.1 Text-Preprocessing
	4.2 Word Vector Initialisation
	4.3 CNN-LSTM and LSTM-CNN Model Training

	5 Experimental Setup
	5.1 Twitter Dataset
	5.2 Evaluation

	6 Model Comparison
	7 Conclusion
	References

	Implementation and Performance Analysis of FFT and Inverse FFT Using Openmp, MPI and Hybrid Programming on Virtual SMP/HPC Architecture
	1 Introduction
	2 System Architecture and HW Details
	3 Programming Paradigm and Libraries Used
	3.1 OpenMP
	3.2 MPI
	3.3 Hybrid (OpenMP + MPI)
	3.4 FFTW Library

	4 Implementation Details
	4.1 Scenario1
	4.2 Scenario2
	4.3 Scenario3

	5 Performance Analysis and Scalability Analysis Results
	5.1 Results with Input Image Size 8K × 36 K

	6 Observations
	7 Validations
	8 Conclusions
	References

	Risk Preference Based Ranking of Suppliers Based on Interval Valued Trapezoidal Neutrosophic Number
	1 Introduction
	2 Preliminaries
	2.1 Fuzzy Set
	2.2 IVFS
	2.3 IFS and IVIFS
	2.4 NS/SVNS
	2.5 Interval Valued Trapezoidal Neutrosophic Set (IVTrNS)

	3 Supplier Selection Problem in Medical Supply Chain
	4 Conclusion
	References

	Tweakable Block Mode of Operation for Disk Encompression Using Cipher Text Stealing
	1 Introduction
	2 Existing Work
	3 Proposed Work
	4 Performance Analysis
	5 Conclusion
	6 Open Problems
	References

	Author Index



