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Abstract We proposed an ADMM-like splitting method in [11] for solving convex
minimization problems with linear constraints and multi-block separable objective
functions. Its proximal parameter is required to be sufficiently large to theoretically
ensure the convergence, despite that a smaller value of this parameter is preferred
for numerical acceleration. Empirically, this method has been applied to solve var-
ious applications with relaxed restrictions on the parameter, yet no rigorous theory
is available for guaranteeing the convergence. In this paper, we identify the opti-
mal (smallest) proximal parameter for this method and clarify some ambiguity in
selecting this parameter for implementation. For succinctness, we focus on the case
where the objective function is the sum of three functions and show that the optimal
proximal parameter is 0.5. This optimal proximal parameter generates positive indef-
initeness in the regularization of the subproblems, and thus its convergence analysis
is significantly different from those for existing methods of the same kind in the
literature, which all require positive definiteness (or positive semi-definiteness plus
additional assumptions) of the regularization. We establish the convergence and esti-
mate the convergence rate in terms of iteration complexity for the improved method
with the optimal proximal parameter.
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1 Introduction

Our purpose is finding the optimal (smallest) proximal parameter for the splitting
method in [11] for separable convex programming models. To expose our main idea
and technique more clearly, we focus on the special convex minimization problem
with linear constraints and a separable objective function that can be represented as
the sum of three functions without coupled variables:

min{6; (x) +62(y) +63(z) | Ax+ By+Cz=b, xe X,y Y,z Z}, (1)

where A € W™, B e ™M C e R be™, X CR, Y CW? and Z C
N are closed convex sets; and 6; : W' — N (i = 1, 2, 3) are closed convex but not
necessarily smooth functions. Such a model may arise from a concrete application in
which one of the functions represents a data-fidelity term while the other two account
for various regularization terms. We refer to, e.g., [16, 20-23], for some applications
of (1). The solution set of (1) is assumed to be nonempty throughout.

To recall the splitting method in [11] for the model (1), we start from the aug-
mented Lagrangian method (ALM) that was originally proposed in [15, 18]. Let the
Lagrangian and augmented Lagrangian functions of (1) be given, respectively, by

L(x,y,2,A) = 01(x) + 62(y) + 05(y) — A" (Ax + By + Cz — b), (2)
and

Lﬂ(xv Y, 3, )") = el(x) +62(y)

+63(z) — AT (Ax + By + Cz — b) + §||Ax + By + Cz — b|*.
3)

In (2) and (3), A € R is the Lagrange multiplier; and in (3), 8 > 0 is the penalty
parameter. When the three-block separable convex minimization model (1) is pur-
posively regarded as a generic convex minimization model and its objective function
is treated as a whole, the ALM in [15, 18] can be applied directly and the resulting
iterative scheme is

LY = argmin{Lg(x, y, 2,45 [ x € X,y € Y,z € 2}, (4a)
AL = Ak g(AXMT 4 ByMT 4 cf — b, (4b)

If two functions in the objective are treated together and two variables in the
constraints are grouped accordingly, the alternating direction method of multipliers
(ADMM) in [5] can also be directly applied to (1). The resulting iterative scheme
reads as
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_xk+1 = argmin{ﬁﬂ(x, yk, Zk, )"k) ’ X € X}, (Sa)
O 2 = argmin{ LMy, 2,0 |y eV z e 2}, (5b)
)\’k+1 — )\’k _ IB(Axk+1 + Byk+l + CZk+1 _ b) (SC)

Unless the functions and/or coefficient matrices in (1) are special enough, direct
applications of the ALM (1.4) and the ADMM (1.5) usually are not preferred because
the (x, y, z)-subproblem in (1.5b) and (y, z)-subproblem in (1.5b) may still be too
difficult (even when the functions 6; per se are relatively easy). Therefore, generally
the three-block model (1) should not be treated as a one-block or two-block case and
the ALM (1.4) or ADMM (1.5) should not be applied directly.

On the other hand, for specific applications of the model (1), functions in its objec-
tive usually have their own physical explanations and mathematical properties. Thus,
it is usually necessary to treat them individually to design more efficient algorithms.
More accurately, we are interested in such an algorithm that handles these functions
6; individually in its iterative scheme. A natural idea is to split the subproblem in the
original ALM (1.4) in the Jacobian or Gaussian manner; the corresponding schemes
are as follows:

XM = argmin{Lg(x, y*, 25,05 | x € X},
Y = argmin{ Ly (x*, y, 25,05 | y € Y},

Zk+1 = argmin Eﬂ(.xk, yk, 2, )"k) | € Z}’ (6)
AL = 2k — B(AxKH! 4 Byktl 4 A — ),
and
xk+1 = argmln Eﬁ(xv ykv Zk’)"k) \ X € X}’
Y = argmin{La (xFF y, 25, 08) | y € V), 7

1 = argmin{ L5 (x* 1, yEFL 2 05) ’ ze€ Z},
)\‘k+l — )\‘k _ ‘B(Akarl + BykJrl + CZk+l —b)

All the subproblems in (6) and (7) are easier than the original problem (1); only one
function inits objective and a quadratic term are involved in the x -, y-, z-subproblems.
But, as shown in [1, 8], neither of the schemes (6) and (7) is necessarily convergent.
Therefore, although schemes such as (6) and (7) can be easily generated, the lack of
convergence may require more meticulous theoretical study and algorithmic design
techniques for the three-block case (1). The results in [1, 8] also justify that design-
ing augmented-Lagrangian-based splitting algorithms for the three-block case (1) is
significantly different from that for the one- or two-block case; and they need to be
discussed separately despite that there is a rich literature of the ALM and ADMM.

Despite of their lack of convergence, the schemes (6) and (7) may empirically
work well, see, e.g., [20, 22, 23]. It is thus interesting to design an augmented-
Lagrangian-based splitting method whose iterative scheme is analogous to (6), (7),
or a fused one of both, while its theoretical convergence and empirical efficiency can
be both ensured. The method in [11] is such one; its iterative scheme for (1) reads
as



142 B. He and X. Yuan

K = arg min{Lg(x, ¥, 25 1 x e A, (8a)

A2 = Ak — B(AxMT 4 Byk + CZF — b), (8b)
yhtl =argmin{92(y)—(xk+]%)TBy + 1By —yHI* 1y e V), 80)
! =argmin{63(z) — (W F2)TCz + 2| C(z — 29)|1* | z € 2},

WL =k — B(AX  ByRT T b, (8d)

where the parameter p is required to be u > 2 in [11]. The scheme (1.8) has the
simplicity in sense of that each of the x-, y-, and z-subproblems involves just one
function from (1) in its objective. Its efficiency has been verified in [11] by some
sparse and low-rank models and image inpainting problems. Also, it was used in [2]
for solving a dimensionality reduction problem on physical space.

It is easy to see that the scheme (1.8) can be rewritten as

X = argmin{Lg(x, vk, 25, Ak | x e X}, (9a)
YU = argmin{Lp(x**!, y, 2525 + LBy — YOI | y € V).
e . k1 ok A N (9b)
= argmin{Ls (" Y 2, A5 + BC - )P |z € 2},
)\’k+1 — )\’k _ ,B(A.xk+1 + Byk+] + CZk+l _ b), (90)

with T = u — 1 and thus v > 1 as shown in [11]. The scheme (1.9) shows more
clearly that it is a mixture of the augmented-Lagrangian-based splitting schemes (6)
and (7), in which the x- and (y, z)-subproblems are updated in the alternating order
while the (y, z)-subproblem is further splitted in parallel so that parallel computa-
tion can be implemented to the resulting y- and z-subproblems. Recall the lack of
convergence of (6) and (7). Thus, it is necessary to regularize the splitted y- and
z-subproblems appropriately in (1.9) to ensure the convergence. Indeed, the terms
%IlB(y — y%)||? and %HC(Z — 2512 in (1.9) can be regarded as proximal regular-
ization terms with t as the proximal parameter.

On the other hand, with fixed 8, the proximal parameter t determines the weight
of the proximal terms in the subproblems (1.9b) and its reciprocal plays the role of
step size for an algorithm implemented internally to solve the subproblems (1.9b).
We hence prefer smaller values of T whenever the convergence of (1.9) can be
theoretically guaranteed. As mentioned, in [11], we have shown that the condition
T > 1issufficient to ensure the convergence of (1.9). While, numerically, as shown in
[11]and alsoin [2] (see Section V, Part B, Pages 3247-3248), ithas been observed that
values very close to 1 are preferred for t. For example, © = 2.01,1i.e., 7 = 1.01, was
recommended in [11] and used in [2] to result in faster convergence. This raises the
necessity of seeking the optimal (smallest) value of 7 that can ensure the convergence
of (1.9). The main purpose of this paper is to rigorously prove that the optimal value
of 715 0.5 for the method (1.9). That is, any T > 0.5 ensures the convergence of (1.9)
yetany T € (0, 0.5) yields divergence.
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Note that, because of our analysis in [1], without loss of the generality, we can just

assume B = 1. That is, the augmented Lagrangian function defined in (3) is reduced
to

E(-x» Y, 2, )") = el(x) + 92()’) + 03(Z)

1
—AT(Ax+By+Cz—b) + E||Ax +By+Cz—b|>; (10

and the iterative scheme of (1.9) is now simplified as

xk+1 = argmin{E(X, yk, Zka )"k) | X € X}v (lla)
W = argminf £G4y, 208 + 1B = DI [y e V)
= argmin{L(*H, ¥ 2,05 + SIICGz = P |z € 2),

A =% — (AX 4 By 4 CMT - b). (1le)

The rest of this paper is organized as follows. We recall some preliminaries in
Sect.2. In Sect. 3, we show why positive indefiniteness occurs in the proximal reg-
ularization for the scheme (1.11) when t > 0.5. Then, we provide an explanation
in the prediction-correction framework for (1.11) in Sect.4; and focus on analyzing
an important quadratic term in Sect.5 that is the key for conducting convergence
analysis for (1.11). The convergence of (1.11) with T > 0.5 is proved in Sect. 6; and
the divergence of (1.11) with t € (0, 0.5) is shown in Sect.7 by an example. We
estimate the worst-case convergence rate in terms of iteration complexity for the
scheme (1.11) in Sect. 8. Finally, we make some conclusions in Sect.9.

2 Preliminaries

In this section, we recall some preliminary results for further analysis. First of all, a
pair of ((x*, v, z%), A*) is called a saddle point of the Lagrangian function defined
in (2) if it satisfies the inequalities

L)»EW”‘(-X*v y*, Z*a )") = L(-x*v y*a Z*v )\-*) = LxeX,yey,ZEZ(-xs ¥, Z, )"*)
Or, we can rewrite these inequalities as

x* = argmin{L(x, y*, z*, A*) |x € X},
y* = argmin{L(x*, y, z*, A*) | y € )},
*

" = argmin{L(x*, y*,z, A") |z € Z},
A* = argmax{L(x*, y*, 7%, L) | L € R"}.

(12)
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Indeed, a saddle point of the Lagrangian function defined in (2) can also be
characterized by the following variational inequality:

x*eX, 6i(x) —0(x*) + (x —xHT(—ATA) >0, Vx e X,
y e, () —60"+(—y)'(=B'A*)=0,Vye),
FeZ, 63— 632N+ (2 —)(=CTA*)=0,Vz € Z,
MeRm,  A=a)TAx*+By*+Cz*—b) >0,V reR"

13)

We call (x, y, z) and X the primal and dual variables, respectively.
The optimality condition of the model (1) can be characterized by the monotone
variational inequality:

wreQ, 0u) —0w)+ w—w) Fw) >0, VweQ, (14a)
where
N X —AT),
| _pT
u= (y) B =61() + 0200 + 630, w=| |, Fwy = o
¢ s Ax+By+Cz—b

(14b)
Q=X xYxZxR".

We denote by 2 the solution set of (14). Note that the operator F in (14b) is
affine with a skew-symmetric matrix and thus we have

(w—w)(F(w) — F(w)) =0, Yw,w. (15)

3 The Positive Indefiniteness of (1.11) with 7 > 0.5

In this section, we revisit the scheme (1.11) from the variational inequality per-
spective; and show that it can be represented as a proximal version of the direct
application of ADMM (1.5) but the proximal regularization term is not positive defi-
nite for the case of T > 0.5. The positive indefiniteness of the proximal regularization
excludes the application of a vast set of known convergence results in the literature
of ADMM and its proximal versions, because they all require positive definiteness
or semi-definiteness (plus additional assumptions on the model (1)) for the proximal
regularization term to validate the convergence analysis.

Let us first take a look at the optimality conditions of the subproblems in (1.11).
Note that the subproblem (1.11b) are specified as
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Y = argmin{6,(y) — y" BAF

1 T
+ 5||Ax"+‘ + By +CZF —b|* + 1B — YOI? 1y e V), (16a)
and
! = argmin{6s(z) — " CA*

1 T
+ EIIAxk“ + By  +Cz —b|? + SlCe - NPz e 2. (16b)

Thus, the optimality condition of the y-subproblem in (1.11b) can be written as
y*1 e Y and

BT}\.k + BT(Axk'H + Byk+l +CZk b

6(y) — Ky + (v — yFHHT <_ BT B yhy

))20, Vyey;

or equivalently: y**! € ) and

BTk 4 BT (Axk+1 4 Byk+1 4 ckHl —p

k—+1 CkHINT [~
020 =60 + (v =y ( BT B(yM! — yky — BT o (k1 — by

)> >0, Vye ).
(17a)

Similarly, the optimality condition of the z-subproblem in (1.11b) can be written
as ¢! € Z and

CT)\k +CT(Axk+l + Byk+1 +CZk+l b

0 .y k+1 _ kT (—
3(2) 3(2 )+ (-2 ) _CTB(yk+] _ yk) + TCTC(Zk+] _ Zk)

)) >0, Vze Z.
(17b)

Then, with (1.11c), we can rewrite the inequalities (17a) and (17b) as
(ykJrl’ Zk+1) e y x Z and

92()7) - 92(yk+l) + y — yk'H T _ BT pk+1 D yk_H _ yk
63(z) — 05(ZFt1h) 7 — gkt _ Tk 0 { Tk _ ok
>0,V 2e¥Yx2Z, (18)

where

tBTB —BTC
Do = (—CTB rCTC)’ (19)

Obviously, Dy is positive semidefinite and indefinite when 7 > 1 and 7 € (0, 1),
respectively.
Then, it is easy to see that the scheme (1.11) can be rewritten as
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P argmin{L(x, ¥k, 2K, 2K | x € X}, (20a)
k+1 1y — vk |2
(yk+1> = arg min ﬁ(xk'H, v, Z, Ak) + = y—y (y,2) €Y x Z¢ (20b)
vé 21 z— Do
ALk axk ! Byk+1 +CFH ), (20¢)

Comparing (3.5b) with (1.5b) (note that 8 = 1), we see that the scheme (1.11)
can be symbolically represented as a proximal version of (1.5) in which the (y, z)-
subproblem is proximally regularized by a proximal term. But the difficulty is that
Dy defined in (19) is positive indefinite when t € (0.5, 1). Indeed, our analysis in
[11] requires T > 1 and thus the positive semidefiniteness of Dy is ensured. For
this case, the convergence analysis is relatively easy because it can follow some
techniques used for the proximal point algorithm which is originated from [17, 19].
For the case where 7 is relaxed to T > 0.5 and hence the matrix Dy in (19) is
positive indefinite, the analysis in [11] and other literatures is not applicable and
more sophisticated techniques are needed for proving the convergence of the scheme
(1.11) with = > 0.5.

4 A Prediction-Correction Explanation of (1.11)

In this section, we show that the scheme (1.11) can be expressed by a prediction-
correction framework. This prediction-correction explanation is only for the conve-
nience of theoretical analysis and there is no need to follow this prediction-correction
framework to implement the scheme (1.11).

In the scheme (1.11), we see that x* is not needed to generate the next (k + 1)-th
iterate; only (y*, z¥, %) are needed. Thus, we call x the intermediate variable; and
(v, z, A) essential variables. To distinguish their roles, accompanied with the notation
in (14b), we additionally define the notation

v=|z |, V=YxZxR" and V"={(" "1 (" " 25 1% € Q)

21
Moreover, we introduce the auxiliary variables w* = (x*, y*, z*, A*) defined by

Fo=xk =y = and OF =0 — (AT + By + cf - b,

(22)
where (x+1, yk+1 K41y is the iterate generated by the scheme (1.11) from the given
one (yk, 25, 00, Using these notations, we have
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)\'k-}—l — )\.k _ (Axk+l + Byk+l + CZk+1 _b)
=M = (A" + By + CF = D)1+ BOF -y + & -
=2+ BO -+ -7 (23)

Now, we interpret the optimality conditions of the subproblems in (1.11) by
using the auxiliary variables w*. First, ignoring some constant terms, the subproblem
(1.11.a) is equivalent to

1
x*T1 = arg min{6; (x) — xT Ax* + 5 l14x + By +CZF —b)? | x € &Y,
and its optimality condition can be rewritten as

FeXx, 6,x) —0,GH + (x = FHT(=ATIH >0, Vx e X. (24a)

Using (23), y**! = 3% and z¥*! = Z*, the inequalities (17a) and (17b) can be written
as

F ey, 60) -G +0-HT=BT* + 1 +0BTBGF -1 >0, Vyey
and
Fez 0630 -G+ - {—cTF+a+ncTcE -y =0, vzez,

respectively. Thus, the inequality (18) becomes (7*, z¥) € ) x Z and

B(y) — 6GH | (v =\ [ (-BT\ sk
(93(1)—93(Zk))+(z—2") (—CT Mt

T <k -k
+(1+z)<BOB C‘T)C><§k_§k>}zo, V(2 ey x 2. (24b)

Note that the equality A¥ = AF — (Ax**! + By* 4+ Cz* — b) in (22) can be written
as the variational inequality form

Fewm, = iTLAT* + BF* + C3F —b) — BGF — Y5 —cG =5+ GF =29} >0, va e
(24¢)
Therefore, it follows from the inequalities (24a), (24b) and (24c) that the auxil-
iary variable W = (&, 3%, 7%, X¥) defined in (22) satisfies the following variational
inequality.
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Prediction Step
ke, o) —0*) + w— T F@F) > w— 5T 00k — i), vweq, (25a)
where
(1+7)B'B 0 0
0= 0 (1+0nc’c o |. (25b)
—B —-C I,

We call the auxiliary variable w* = (X*, 3%, z¢, X¥) as the predictor. Using (23),
the update form (1.11c) can be represented as

ALk Akl gkl ekl gy ok gk — k) — ok — 3%y + ok — 3Ky,
Recall we define by v in (21) the essential variables for the scheme (1.11). The new

essential variables of (1.11), vAT! = (yk+1, Z&+1 Ak+1) “are updated by the following
scheme:

Correction Step
KL = ok — ok — 50, (26a)
where
I 0 0
M= 0 I 0. (26b)
—-B -C I,

Overall, the scheme (1.11) can be explained by a prediction-correction framework
which generates a predictor characterized by the step (4.5) and then corrects it by the
step (4.6). As we shall show, the inequality (4.5) indicates the discrepancy between
w* and a solution point of the variational inequality (14) and it plays an important role
in the convergence analysis for the scheme (1.11). Indeed, we can further investigate
the inequality (4.5) and derive a new right-hand side that is more preferred for
establishing the convergence. For this purpose, let us define a matrix as

(1+7)BTB 0 0
H = 0 (1+7)cfc o |, 7
0 0 I,

which is positive definite for any ¢ > 0 when B and C are both full column rank.
Then, for the matrices Q and M defined in (4.5b) and (4.6b), respectively, it obviously
holds that

O=HM. (28)

In the following lemma, we further analyze the right-hand side of (4.5) and show
more explicitly the difference of the proof for the convergence of (1.11) with T > 0.5
from that with T > 1 in [11].
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Theorem 4.1 Let {wX)} be the sequence generated by (1.11) for the problem (1) and
W be defined by (22). Then, W* € Q and

6) — 0G*) + (w — 55T Fw) = %(Hv =R =k + %(vk - TGk -5, vwe o, (29)

where
G=0"+0-M"HM. (30)

Proof Using Q = HM (see (28)) and the relation (4.6a), the right-hand side of
(4.5a) can be written as

(U _ i}k)TH(vk _ vk+l)’
and hence we have

Ou) — 0@ + (w — WHTF@") > (v = HTHO' —v*th, Yvw e Q. 31)

Applying the identity
T 1 2 2 1 2 2
(a=0b) H(c—d)=—{la—dlly = lla—cly}+ S{llc = by — lId = blly}.
to the right-hand side of (31) with
a=v, b=19" c=v* and d= ",

we obtain

. 1 1 - ~
@ =0T HEE = = 2 (o = o TG = o = v 1%) + S A" = T =10 = i),

(32)
For the last term of (32), we have
[l [ ([ Ve v
= v = = 10 =) = @f =
4.6a ~ ~ ~
=0k =3 = 1R = - M@f =33
20K = HTHMF = 35 — 0 = T MTHM @, — %)
= " =H"Q"+0-M"THM) O - i)
Lk — 9T Gk — ). (33)

Substituting (33) into (32), we get
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~ 1
(- HTHE" — o) = E(llv — g = e =11

+ %(vk —HTGRk = o). (34)

Recall that (w — ") F(0*) = (w — 0%)T F(w) (see (15)). Using this fact, the
assertion of this lemma follows from (31) and (34) directly. O

When G given in (30) is positive definite, as shown in [11], it is relatively easier
to use the assertion (29) to prove the global convergence and estimate its worst-case
convergence rate in terms of iteration complexity, see, e.g., [7, 14] for details and [6]
(Sections 4 and 5 therein) for a tutorial proof. For the matrix G given in (30), since
HM = Qand MTHM = MT Q, we have

10—-BT (1+7)BTB 0 0
MTHM =|01 —-CT 0 (1+0)CTC 0
O 0 Im —B _C Im
Q@+t7B'B BT'C -BT
= c™B (@2+4+1)CTCc -CT
-B —C I,

Then, using (4.5b) and the above equation, we have

G=0'+0-M"HM

2+2t)BTB 0 —BT
= 0 Q+20)cTc -cT

—-B -C 21y

e+7BTB BTCc -BT
— cTB  @+1ncfc -cT

-B -C I
tBTB —BTC 0

=|-c"B«cTc o |. (35)
0 0 Iy

By using the notation Dy (see (19)), the matrix G can be rewritten as

0
DOO
001

G =

Obviously, the proximal matrix Dy in (19) can be rewritten as

T T
Dy=(t—1) <BOB C(T)C> + (_BCT> (B.—C). (36)
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Therefore, fort € (%, 1), G is positive indefinite because the matrix Dy is not so. The
positive indefiniteness of G is indeed the main difficulty of proving the convergence
of the scheme (1.11) with 7 > 0.5; and we need to look into the quadratic term
(v* — 9T G (v* — ©%) more intensively.

5 Investigation of the Quadratic Term
(vk _ 5k)TG(vk _ f)k)

As mentioned, the key point of proving the convergence of the scheme (1.11) witht >
0.5 is to analyze the quadratic term (v* — o¥)” G (v* — ©%) which is not guaranteed
to be positive. In this section, we focus on investigating this term and show that

(Uk _ f)k)TG(vk _ ,Dk) > I)0(,Uk’ vk+1) _ ,‘]D_(kal’ vk) + (p(vk’ Uk+1), (37)

where ¥ (-,-) and @(-,-) are both non-negative functions. The first two terms
W vk, V8 — o (0¥, v¥) in the right-hand side of (37) can be manipulated consec-
utively between iterates and the last term ¢ (v¥, v**!) should be such an error bound
that can measure how much w**! fails to be a solution point of (14). If we find such
functions that guarantee the assertion (37), then we can substitute it into (29) and get
the inequality

0(u) — 0@i*) + (w — 0" F(w)

1 1 _
> E(uv — VMG + Y 0th) — 5(||v =ML + v 0h)
1
+500" v, vw e Q. (38)

As we shall show, all the components of the right-hand side of (38) in parentheses
should be positive to establish the convergence and convergence rate of (1.11). It is
indeed this requirement that implies our restriction of T > 0.5. We show the details
in Theorem 5.5, preceded by several lemmas. Similar techniques for the convergence
analysis of the ADMM are referred to, e.g. [4, 9, 10, 12].

Lemma 5.1 Let {w*} be the sequence generated by (1.11) for the problem (1) and
w* be defined by (22). Then we have

W = TGr -5
=1+ OIBO* = Y12+ A+ D)CEF = 2|1 + Ak — ak+1)2
+2()\’k _ )\,k+l)T(B(yk _ yk+1) + C(Zk _ Zk+])). (39)

Proof First, according to (35), we have
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tBTB —BTC 0 (1+17)BTB 0 0 BTB BTCO
G=|-cTBzcTc 0| = 0 (1+0)CcTc o —lcT™BCcTco
0 0 Iy 0 0 Iy 0 0 0
and thus
Wk = TGk — %) = A+ DIBOX = F9I7 + (1 + ollCEE =29 + 12k — 3K
—IBOY = 3% + ek - )%

For the term ||A¥ — A¥|12 in the right-hand side of the above equation, because ¥* =

xk-&-l’
WK Gk = AxkHlf Bk 4 0k Z b and AxKH 4 Byktl 4 ol = gk gkt

we have _
)\‘k _ )\’k — B(yk _ yk+l) + C(Zk _ Zk+]) + ()\’k _ )xk+]),

Finally, by a manipulation, we get

(vk _ ﬁk)TG(vk _ ﬁk)
= +DIBO" = y"HIP+ A +o)lcEt -2
—IBG* =y + C(* = )P
+||B(yk _ yk+l) + C(Zk _ Zk-H) + ()»k _ kk+l)||2
=1+ OIBO* = y*HIP+ A+ DICE* — ZHIP + Ak — a8 112
+2(Ak _ )L/H—I)T(B(yk _ yk+1) + C(Zk _ Zk+1)).

The lemma is proved. (]

For further analysis, we will divide the crossing term 2(A* — AT (B(y* —
Y + C(z* — z11)) in the right-hand side of (39) into two parts and give their
lower bounds by quadratic terms.

Lemma 5.2 Let {wX} be the sequence generated by (1.11) for the problem (1) and
W be defined by (22). Then we have

()\.k _ )\k+l)T(B(yk _ yk+l) + C(Zk _ Zk+l))
> (v T =y f L 0) =20 = D (IBGX = YY1+ ICEE = ZFTH1?),  (40)
where

2
+ (1= (IBOF =y DI + ek - 24)2)
D

(41)

k _ k+1

1
Kokl L[]y
AU )—2< k _ Gkt

Z
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with
BT
D= <—CT> (B,—C). 42)
Proof Recall (18). It holds that
e+l _k+1 B2(y) — 62(y* 1) y — YT
(y » 2 )nyzv <03(Z)_03(Zk+l) + Z_Zk+l

_B kL _ ok
{(—CD M4 Dy (ﬁk“ _i}k )} >0, V(y,z) €Y x 2. (43)
Analogously, for the previous iteration, we have

Kok 0:(y) — 62 (55) y =y !
0D ey 2, (03<z)703(z")>+(z7zk>

—B k _ k=1
{(_C;)Ak—i-Do(ﬁk_qu)}ZO, V(y,z) €Y x Z. (44)

Setting (y, z) = (¥, z5) and (y, 2) = (y**', Z*1) in (43) and (44), respectively,
and adding them, we get

k_ k+\T B k+1 _ Lk Kk k=1
[ (R M ) &
Consequently, we have

()\’k _ )\.k+1)T(B(yk _ yk+1) + C(Zk _ Zk+1))
k_ k+n\T k _ k+1 k=1 _ Lk
b (ﬁk _ §k+1) Dy |:<§k _ ;Vk+1 ) - <ik1 _ ;)k >i| : 45)
From (19) and (42) we get

BTB 0
D0=D—(1—r)( 0 CTC>'

Thus, using Cauchy-Schwaez inequality, from (45) we obtain



154 B. He and X. Yuan

(}\'k _ A.k+1)T(B(yk _ yk+1) + C(Zk _ Zk+1))
k_ k+N\T BTB 0 kL k+l k=1 _ K
() [ (P )61
2 T —
yh ket ~ s 5 phol
. s k=1 _ ok
—(1 =0 (IBOF =y DI+ ICE =2 )?)

ok ke
k N T T k—1 k
N DA B'B 0 Y=y
+( —1) (Zk _ Zk+1> < 0 CTC> (Zkl _ Zk)

2 2

k k+1
Yo =yt
Zk _ Zk-H

k-1 k
=Y
k=1 k

1
> _
-2

1
p 2 D

3
—SA =0 (IBO =y HIP + 10EE =22
1
—5 =0 (IBO =3O + 10 = H1P), (46)

where the last inequality is because of the Cauchy-Schwarz inequality. Manipulating
the right-hand side of (46) recursively and using the notation of ¥ (-, -) (see (41)),
we get (40) and the lemma is proved. (]

In addition to (40), we need to the term (AF — AkH)T(B(yk —yHhY +CF -

zkH)) by an another quadratic terms. This is done by the following lemma.

Lemma 5.3 Let {w*} be the sequence generated by (1.11) for the problem (1) and
w* be defined by (22). Then, for T € (0.5, 1), we have

(}\.k _ )\.k+1)T(B(yk _ yk+l) + C(Zk _ Zk+1))

3
= —t(IBOF =y DIP 410G = HI2) = (5 =) 13 =212 @)

Proof Setting § =t — % Because 7 € (0.5, 1), we have § € (0, 0.5). Using the
Cauchy-Schwarz inequality twice, we get

1
> _ B k _ k+1 C k _ k+1yp2 _ 1=§ )\'k_)\‘kle 2
T IBGS =y ) +C@ =27 )" —( )l [

1
> —m(nB(y" = YDIPHICE = ZHDIP) = (1 = o)Iaf =A%,

Since § € (0, 0.5), we have
1 1

45
20-9 “27%
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and thus
()\’k _ )\,k+1)T(B(yk _ yk+1) + C(Zk _ Zk+1))

1
> ‘(5 +8)(IBO* = y*™HIP + IC " = 2H17) — (1 = §)Ia* — 212

Substituting 6 = 7 — % in the above inequality, we get (47) and the lemma is

proved. (]

Recall that we want to bound the quadratic term (v* — 7¥)" G(vf — o) in the
form of (38). Our previous analysis enables us to achieve it; and this is the basis of
the convergence analysis to be shown soon.

Lemma 5.4 Let {w*} be the sequence generated by (1.11) for the problem (1) and
W be defined by (22). Then, for T € (0.5, 1), we have

(vk _ ﬁk)TG(Uk _ ﬁk) > (I/I(Uk, ,Uk+1) _ w(kal’ Uk)) + gD(Uk’ Uk+1), (48)

where (V5 v*t1) is defined in (41) and

1
e vy = (v - 5)(2||B<y" — Y OIP +21CE = Y24 Ak = A2,
(49)

Proof Substituting (40) and (47) into (39), we get
(vk _ ﬁk)TG(vk _ 17k)

= 1+ DIBON =y FHIP+ A+l CE =2+ — a2
HE D —y F L) — 200 = D (IBOF = Y DI + 10" - D)

4mmﬁ—ﬁ“m%wa%—ﬁ“w%—@—ﬂmhw“wz
— (l[/(vk, vk+l) _ W(Uk_l, Uk))

1
Hh—nmmf—ﬁ“w%waﬁ—%“w%+ﬁ—Emﬁ—ﬁ“w.

The assertion of this lemma follows from the definition of ¢ (v¥, v**!) directly.[]

Finally, substituting (48) into (29), we obtain the following theorem directly. This
theorem plays a fundamental role in proving the convergence of (1.11) with t > 0.5.
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Theorem 5.5 Let {wX)} be the sequence generated by (1.11) for the problem (1) and
w* be defined by (22). Then we have

0u) — 0GF) + (w — 8T F(w) > %(nu — ok gk oA ) - %(nv — oK%,

+yr kT, vk)) + %(p(vk, Kt vw e, (50)

where ¥ (5, V¥ and @ (v%, v**1) are defined in (41) and (49), respectively.

6 Convergence

As mentioned, proving the convergence of the scheme (1.11) with T > 0.5 essen-
tially relies on Theorem 5.5. With Theorem 5.5, the remaining part of the proof is
subroutine. In this section, we present the convergence of the scheme (1.11) with
T > 0.5; a lemma is first proved to show the contraction property of the sequence
generated by (1.11).

Lemma 6.1 Let {w*} be the sequence generated by (1.11) with T > 0.5 for the
problem (1). Then we have

(I = v + v " D) < (10" = vl + ¥ 1 0h) — e@h v,

where (V5 vt and o (vF, V¥ are defined in (41) and (49), respectively. v
Proof Setting w = w* in (50) and using

@) =0 + (@ —wH'F(w*) =0,
we obtain the assertion (51) immediately. O

Theorem 6.2 Let {w*} be the sequence generated by (1.11) with Tt > 0.5 for the
problem (1). Then the sequence (v} converges to a v™° € V* when B and C are both
full column rank.

Proof First, it follows from (51) and (49) that

1
(r = D(2ABO* = YOI+ 200G — P+ 125 =241 R)

< (I = vl + v @1 00) = (I =l + w0 0h),

Summarizing the last inequality over k = 1, 2, ..., we obtain
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o0

1
> o{@ = (IBO* = YOI+ 200G = FH + k-2
k=1

< ' = vy + v %Y
and thus

Jim [ BOS =y FHIPHICEE = ZHIP It = AR =0, (52)
— 00

For an arbitrarily fixed v* € V*, it follows from (51) that, for any k > 1, we have
[ — v )13 < I = oI+ v 0 <t = o+ %Y. (53)

Thus the sequence {v¥}is bounded. Because M is non-singular, according to (4.6),
{0¥} is also bounded. Let v™ be a cluster point {#*} and {#*/} be the subsequence of
{9%} converging to v™. Let x* be the vector induced by given (y*°, z%°, A®°) € V.
Then, it follows from (31) that

w® e, 0w —0w™®) + w—wTFw>®) >0, VYweQ,

which means w is a solution point of (14) and its essential part v*™° € V*. Since
v € V*, it follows from (53) that

[ = 0 < ot = oI+ v, G4

Together with (52), it is impossible that the sequence {v¥} has more than one
cluster point. Thus {v¥} converges to v™ and the proof is complete. ]

Remark 6.3 Note that the convergence of (1.11) with t > 0.5 in terms of the
sequence {v*} is proved in Theorem 6.2 under the assumption that both B and C
are full column rank. Without this assumption, weaker convergence results in terms
of {By*, Cz*} can be derived. We refer to Sect.6 in [11] for details.

7 The Optimality of T = 0.5

We have proved the convergence of (1.11) with T > 0.5; the key is sufficiently
ensuring the non-negativeness of the coefficients in the right-hand side of (50). In
this section, we show by an example that any T € (0, 0.5) may yield divergence of
(1.11). Hence, t = 0.5 is the watershed, or optimal value, to ensure the convergence
of (1.11).
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For any given T < 0.5, we take € = 0.5 — v > 0 and consider the problem
. € 2 € 2 )
minfx + 5y"+ 527 |x +y+2=0, x € {0}, y €9 z €N, (55

which is a special case of the model (1). Obviously, the solution of this problem is
X = y = Z = O

The augmented Lagrangian function of the problem (55) with a penalty parameter
of 1is

€ € 1
L(x,y,2, %) =x+§y2+zzz—AT(x+y+z)+§||x+y+z||2;

and the iterative scheme (1.11) for (55) is

x* = argmin{L(x, y¥, z¥, A%) | X € {0}},

Y = arg min{ LMy, 2508 + Sy = 3417 |y € 9t
M = argmin{ LK, vk, 2,00 + Tz — 2412 | z € 9},
)\'k+1 — )\'k _ (X +1 _I_yk+1 +Zk+l)-

(56)

Since X' = {0}, we have x**! = 0. Ignoring constant terms in the objective func-
tion of the subproblems, the recursion (56) becomes

xk+l = 0’

Yt = argmin{§y? — y" Ak 4 Jly + 2|12 + Sy — yEII? | v € %},
= argminlgz2 — 2SI+ 2P+ Sz — 2P |z e m),
)\kJrl — )\’k _ (y +1 +Zk+l)~

(57)

Further, it follows from (57) that

6yk+l _ )\,k + (yk-H +Zk) + 'L'(yk+l _ yk) — 0,
e kL Y + (T - =0,
)\.k_H — )\k _ (yk+1 + Zk+l)-

Thus, the iterative scheme for v = (y, z, ) can be written as
(T + 14+ ey = oyk — ZF 42k,
(T+ 1+ = —yk 4+ 2k 42K (58)
)\k-H — )\.k _ (yk+1 +Zk+l)~

Without loss of generality, we can take y0 = 7% and thus yk =z, forall k > 0.
Using this fact and 7 4- € = 0.5, we get

3
_yk+1 = (7: - l)yk + )‘-ky (59)
)\k-‘rl — )\k _ 2yk+l.
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With elementary manipulations, we obtain

2= 2

—Ak,

3 +%
40T, -
3 2 T3

(60)

)\'kJrl — )“k

which can be written as
k+1 k . l/—21—-1) 2
y _ y _ 2
(Ak+1)_P(T)(Ak) with P(r)—3< al—1) —1) (61)

Let fi(r) and f>(7) be the two eigenvalues of the matrix P (7). Then we have

fi(r) = é((Zr —3) +/ (B —21)% +24(1 — r)),

and

f(T) = é((zr —3)-VGE-202+24( D).

Certainly, the scheme (60) is divergent if the absolute value of one of the eigen-
values of the matrix P(7) is greater than 1. Indeed, it holds that f>(7) < —1 for any
T € (0, 0.5). To see this assertion, we notice that

HT) < -1 QRr-3)—/3-20)2+24(1—1) < -6
& 21 +3 < /412 — 367 +33
& 472 + 127 +9 < 472 — 367 + 33
& T <0.5.

Hence, the scheme (1.11) is not necessarily convergent for any 7 € (0, 0.5).

8 Convergence Rate

In this section, we derive a worst-case O(1/t) convergence rate in terms of iteration
complexity for the scheme (1.11) with 7 > 0.5, where ¢ is the iteration counter.
Hence, although the condition T > 1 in [11] is now relaxed to T > 0.5, the same
convergence rate result in [11] remains valid for the scheme (1.11). Similar analysis
is refereed to [11, 13].

First of all, recall (14). If we find w satisfying the inequality

WeQ, 0w —0@@)+w—w)!FwW) >0, Ywe,
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then 1 is a solution point of (14). As mentioned in (15), we have (w — w)T F(0) =
(w — w)T F (). Thus, a solution point @ of (14) can be also characterized by

we, 0u) —0@) +w—o)"Fw)>0, Ywe Q.

Therefore, as [3], for given € > 0, w € 2 is called an e-approximate solution of
VI(R, F, 0) if it satisfies

WeQ, O —0@@) + w—w) Fw)>—e, Ywe Dy,

where
Dy = {w € Q| |lw—w|| < 1}.

In the following, we show that based on the first ¢ iterates generated by the scheme
(1.11) with T > 0.5, we can find an approximate solution of (14), denoted by w € €2,
such that

weQ and sup {0@@) —Ow) + W —w) F(w)} <e, (62)

U)ED(u‘y)

where ¢ = O(1/t). That is, a worst-case O (1/t) convergence rate is established for
the scheme (1.11) with T > 0.5. Theorem 5.5 is still the basis for the analysis in this
section.

Theorem 8.1 Let {w*} be the sequence generated by (1.11) with Tt > 0.5 for the
problem (1) and W* be defined by (22). Then for any integer t, we have

(i) — 0(u) + (W, — w)! F(w) < % {lv=o"1% +v % 0hH},  (63)

where

(D) (64)

and  (V°, v') is defined in (41) and thus

0 112
y =y
-z

+ 1= (IBO" = yHIP+I0E° - z1>||2)> .

ERTEE (

D

Proof First, it follows from (50) that
1
Ou) —0@*) + (w — ") F(w) > E(nv — v

1
+ Y f, o) — 5(||v — oM+ ).
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Thus, we have
- - 1
0" = () + (@' —w) F(w) + 2 (Il = v
1
YL vh) < Sl = VI + v h). (65)
Summarizing the inequality (65) over k = 1, 2, ..., ¢, we obtain
t t 1
D0 =106 + (Y b —rw)" Fw) < —(llv = v'l} + (", 0h)
k=1 k=1
and thus

}(;0(#)) —0(u) + (W, — w)" F(w) < %(nv — 'l + % vh).  (66)

Since 6 (u) is convex and

we have that

- 1 -
0 < —(p_0ah).
Substituting it into (66), the assertion of this theorem follows directly. U

For a given compact set D) C €2, let

1] y0 -yt
d::sup{\lv—vlllﬁ-i-f‘ 207)1

2
l-1t 0 142 0 12 :
2|20 i)+ (B0 =P e - i) [w e Dy

where v° = (12, 2%, 1% and v! = (y', z', A!) are the initial and the first generated
iterates, respectively. Then, after ¢ iterations of the scheme (1.11), the point w, € Q2
defined in (64) satisfies

8 _ 3 r d 1
weQ and sup {0@@) —Ou) + (@ —w) Fw)} < — =0(-),
weD ) 2t t

which means w, is an approximate solution of VI(£2, F, 8) with an accuracy O (1/¢)
(recall (62)). That is, a worst-case O(1/t) convergence rate is established for the
scheme (1.11) with 7 > 0.5. Since w, defined in (64) is the average of all iterates of
(1.11), this convergence rate is in the ergodic sense.



162 B. He and X. Yuan

9 Conclusions

We revisit the splitting method proposed in [11] for solving separable convex mini-
mization models; and show that its optimal proximal parameter is 0.5 when the objec-
tive function is the sum of three functions. This optimal proximal parameter offers
the possibility of immediate numerical acceleration; which can be easily verified by
the examples tested in [2, 11] and others. For succinctness, we omit the presentation
of numerical results. Meanwhile, more sophisticated techniques are required for the
convergence analysis because this optimal proximal parameter generates positive
indefiniteness in the proximal regularization term as well. We establish the conver-
gence and estimate the worst-case convergence rate in terms of iteration complexity
for the improved version of the method in [11] with the optimal proximal parameter.
This work is inspired by the analysis in our recent work [9, 10] for the augmented
Lagrangian method and alternating direction method of multiplies.
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