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Preface

This volume collects research papers and survey articles of participants and speakers
in the Workshop on Complex Systems Modelling and Simulation 2019 (CoSMoS
2019): IoT and Big Data Integration, which was held in Penang, Malaysia, from
8–11 April 2019. The event was jointly organized by the School of Mathematical
Sciences, Universiti Sains Malaysia (USM), Water Resource and Disaster
Management (WARM) Vietnam, South East Asia Centre of Unité de Modélisation
Mathématique et Informatique des Systèmes Complexes (UMMISCO
France-Vietnam), the French Research Institute for Development (IRD) and Thuyloi
University, Vietnam. CoSMoS 2019 had also attracted international delegates and
participants from across the globe such as Japan, French, Bangladesh, Nigeria,
Egypt, China, Indonesia, the Philippines, Myanmar, Vietnam and Malaysia.

The main topics highlighted during this international event were complex sys-
tems and agent-based modelling (ABM) incorporating elements of big data ana-
lytics and also Internet of things (IoT). Big data methods are often employed to
discover potentially interesting patterns in large data sets, while ABM is an
approach to investigate complex systems that arise in different real-life situations
such as biology, engineering and socio-economic problems. This modelling
framework often concentrates on the interactions of heterogeneous agents such as
people, animals, vehicles and other entities, and sometimes interesting insights can
emerge from the behaviours and also interactions of these agents at an individual
scale. During this workshop, the potential of combining big data methods and IoT
with those of ABM techniques was discussed in order to make a prediction about
complex (biological, physical or engineering) systems and to support the
decision-making process. One of the main targets in CoSMoS 2019 was to employ
complex systems and ABM techniques together with big data and IoT approaches
in order to solve the distinct problems faced by the local community and other parts
of the world. Among the issues discussed during this workshop were transportation,
agriculture and other real-life problems.

Consistent with the themes of CoSMoS 2019, the Springer PROMS volume
entitled “Modelling, Simulation and Applications of Complex Systems - CoSMoS
2019, Penang, Malaysia, 8–11 April 2019” is put together and specially designed to
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highlight some significant research results on broad disciplinary areas of complex
systems. This edited volume takes into account a multidisciplinary approach in
complex systems analysis that will encourage the transfer of ideas and methodology
from modelling and simulation fields to the other areas of knowledge (and vice
versa). In fact, one of the main highlights of this book is on the practical aspects of
complex systems analysis in solving daily life problems faced by the local com-
munities, government policy makers, industries and other relevant parties. Special
attention is given to various applications on the techniques of complex systems in
examining the transportation and mobility networks, social issues, epidemiology,
ecological and conservation management, environmental problems, engineering
and industrial applications. Many realistic biological and physical examples from
recent research are employed in this book as illustrations. This book will be of
interest to a broad readership including those interested in complex systems
research and other related areas such as mathematical modelling, big data analytics,
numerical simulation and agent-based modelling frameworks.

All authors contributing to the chapters in this book are in fact active researchers
in the fields. The papers in this volume have also been through a rigorous refereeing
process to ensure high scientific quality and standards. Through the publication of
this edited volume, it will provide a platform for researchers from various scientific
backgrounds the opportunity of disseminating recent research and knowledge in
complex systems modelling and analysis. While other existing books in the fields
often give more attention to a particular topic, this edited volume concentrates on
the state-of-the-art research on complex systems in a broader sense. This is crucial
to ensure that readers can grasp different concepts and ideas in complex systems
research and also can demonstrate how the techniques from modelling and simu-
lation and computational methods being employed to investigate the complexity of
real-life systems. The development of new computational tools can improve our
understanding of complex systems under consideration and highlight the emergent
observations of complex biological and physical phenomena of interest.

We would like to thank all participants, course lecturers and invited speakers
of the workshop for making the event a great success. Thanks to the organizing
committee as well for their great efforts in conducting a well-run event. We are
grateful to all the authors for their contributions to this volume and to all the
reviewers for their timely and detailed feedbacks on the manuscripts. Additionally,
we would like to extend our deepest gratitude to the School of Mathematical
Sciences USM, WARM, UMMISCO, IRD France, Thuyloi University, Divison of
Academic and International USM, Divison of Research and Innovation USM,
Malaysian Mathematical Sciences Society (PERSAMA), Penang Convention and
Exhibition Bureau (PCEB), Uni Paper Products Sdn. Bhd., Penang State Museum
and Universiti Sains Malaysia Press for their valuable support and sponsorship to
make the event successful.

April 2019
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Editorial Notes

Mohd Hafiz Mohd, Md Yushalify Misro, Syakila Ahmad,
and Doanh Nguyen-Ngoc

Abstract This is an introductory chapter to the edited volume entitled “Modelling,
Simulation and Applications of Complex Systems, Penang, Malaysia, April 8–11,
2019” that is published in conjunctionwith the organisation ofWorkshop onComplex
Systems Modelling & Simulation 2019 (CoSMoS 2019): IoT & Big Data Integra-
tion. This event was held in the School of Mathematical Sciences, Universiti Sains
Malaysia (USM), from April 8–11, 2019.

Keywords Agent-Based Modelling · Deterministic Modelling and Simulation ·
Data Science and Optimization · Complex systems

1 Introduction

This is an introductory chapter to the edited volume entitled “Modelling, Simula-
tion and Applications of Complex Systems, Penang, Malaysia, April 8–11, 2019”
that is published in conjunction with the organisation of Workshop on Complex
Systems Modelling & Simulation 2019 (CoSMoS 2019): IoT & Big Data Integra-
tion. This event was held in the School of Mathematical Sciences, Universiti Sains
Malaysia (USM), fromApril 8–11, 2019. This volume discusses the latest progresses
and developments on complex systems research. It intends to give an exposure to
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2 M. H. Mohd et al.

prospective readers about the theoretical and practical aspects of mathematical mod-
elling, numerical simulation, data science, optimization techniques and agent-based
modelling frameworks in complex systems. The main purpose of this book is to
emphasise a unified approach to complex systems analysis, which goes beyond to
examine complicated phenomenaof numerous real-life systems; this is doneby inves-
tigating ahugenumber of components that interactwith eachother at different (micro-
scopic andmacroscopic) scales; new insights and emergent collective behaviours can
evolve from the interactions between individual components and also with their envi-
ronments. These tools and concepts will permit us to better understand the patterns
of various real-life systems and help us to comprehend themechanisms behindwhich
distinct factors shaping some complex systems phenomena being influenced.

This volume compiles contributions on the analysis of complex systems and
related applications. The collection of research work presented here contributes to
a better understanding on how the techniques from modelling and simulation, data
science and optimization being employed to investigate the complexity of real-life
systems. These articles provide important insights into a multidisciplinary approach
in the analysis of complex systems, which will encourage the transfer of ideas and
methodology from modelling and simulation fields to the other areas of knowledge
(and vice versa), as well as providing new perspectives in the understanding of the
emergent observations of complex phenomena of interest. A total of 21 research
papers [1–21] were accepted after a single-blind review process by at least two
regional and international experts using the Springer PROMS review guidelines.

Among the computational tools and modelling frameworks that have been
employed in this volume are Agent-Based Modelling (ABM) in Complex Systems
(Section I), Deterministic Modelling and Simulation of Complex Systems (Section
II) and Data Science and Optimization of Complex Systems (Section III). In ABM
section, different real-life problems such a social election system [1], epidemiology
[2, 5], traffic-related air pollution issues [3], disaster emergency and evacuation plan-
ning [4] have been considered. It is shown how this bottom-up approach can be used
to help in understanding relationships and thus possible causal mechanisms that can
shape behaviours of distinct complex systems of interest.

Additionally, in Section II, differential equations-based systems are employed in
order to model distinct complex systems observations under consideration. Special
attention is also given to the applications of mathematical modelling techniques in
biology (e.g., epidemiology, ecology, and cell biology) and physics. Several bio-
logical and physical examples from recent research are utilised as illustrations in
this volume. For instance, the techniques from differential equations, dynamical sys-
tems, optimal control and numerical simulation are used to examine the transmission
dynamics of diseases such as a Fasciola epidemic with treatment and quarantine [6],
a cardiovascular-respiratory system model [7], a cancer cell model with alterna-
tive therapies [8] and a tuberculosis model with the risk of re-infection [9]; similar
approaches can also be used to analyse different key issues in biology and physics
e.g., lake eutrophication [10] and nanofluids problems [11].

To emphasise parallel with the theme of CoSMoS 2019 i.e., Internet of Things
(IoT) & Big Data Integration, a dedicated section on Data Science and Optimization
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of Complex Systems is compiled in Section III. By considering an epidemiological
problem such as dengue infections [12, 13], which emerge as a public health burden
in Southeast Asia, this infectious disease is studied in greater depth using network
analysis and statistical techniques. This epidemic issue is crucial to be addressed
with the advancement of data science techniques as the Southeast Asian countries are
bracing for possible outbreaks of infectious diseases that show symptoms similar to
those of the novel coronavirus (COVID-19) ahead of the rainy season, complicating
the work of front-line medical workers [22–26]. Using spatio-temporal statistics,
this volume also examines distinct infectious diseases e.g., measles [14] and typhoid
[15] and study the persistence of epidemiological patterns over time and space. Other
current research trends in data science are also demonstrated in this edited volume
through the chapters on the application of machine learning in chaotic systems [16]
and optimization techniques of production planning problems [17–19]. Additionally,
recent applications of optimization methods in traffic and transportation problems
[20, 21] are also discussed and these are in fact some of the research outputs from
CoSMoS 2019 working groups.

Different works corresponding to distinct chapters in this volume were carried
out by considering some geographical areas (and/or real datasets) from: Japan [1],
Vietnam [3, 4], Senegal [6], Austria [7], China [10], Malaysia [2, 5, 10], the Philip-
pines [8, 12–15] and the United States [20, 21]. This is possible through scientific
collaboration formed under CoSMoS 2019 initiatives between numerous research
institutions such as the School of Mathematical Sciences USM, Water Resource
and Disaster Management (WARM) Vietnam, South East Asia Center of Unité de
Modélisation Mathématique et Informatique des Systèmes Complexes (UMMISCO
France-Vietnam), The FrenchResearch Institute forDevelopment (IRD) andThuyloi
University, Vietnam.

While the contributions collected in this edited volume are encouraging, it is evi-
dent that more discussions and research are needed to improve our understanding
of the complexity science and this subject warrants further studies. These promising
research directions can help to shed some light in better comprehending the differ-
ences between complex systems in different fields and understanding the causes of
emergent behaviour in terms of system components, their attributes, and their inter-
actions. We hope that this edited volume will stimulate and promote new research
work by theoreticians, modellers, and data scientists on the intriguing open problems
in complex systems.
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Simulation of Japanese National Diet
Members Election System Using
Agent-Based Modeling

Satoshi Takatani and Hirohide Haga

Abstract This article reports the investigation of the influence to the result of elec-
tion with the change of electoral system. The latest election in Japan was held in
2017. In this election, the leading party, Liberal Democratic Party (LDP), got 48% of
total votes and got 76% of seats. Some people considered this result as inadequate.
In other words, current electoral system does not or cannot reflect the voters’ willing
appropriately. What is the appropriate election system? Current Japanese election
system uses the combination of single-seat system and proportional representation
system. Is this the optimal system? This is our research question.

In this article, we assume that there are distinct n political issues. Each people
(voter), political party, and candidate has its own opinion. This opinion is represented
by the value from−1 to +1.We also represent each people, political party, and candi-
date as agents. Each agent has its ownpolitical position represented as an-dimensional
vector.All voters’willing is represented as a composition vector of all voters’ political
vectors. We compare the composition vector of all voters’ political vectors and that
of all successful candidates. Difference of voters’ composite vector and successful
candidates’ composite vector is observed when we change the electoral system. Our
simulation results show thatmultiple-seat selection system is less reflects the people’s
opinion and there is no significant difference in other electoral systems.

Keywords Agent-based modeling · Election system · Vector space modeling

1 Introduction

In this article,wewill report how the changes of the electoral systemwill influence the
difference between public opinion and the will of successful candidates.We assumed
that an electoral system that minimizes such differences between the opinions of the

S. Takatani
Meitec Corporation, Nagoya, Japan

H. Haga (B)
Graduate School of Science and Engineering, Doshisha University, Kyotanabe 610-0321, Japan
e-mail: hhaga@main.doshisha.ac.jp

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
M. H. Mohd et al. (eds.), Modelling, Simulation and Applications of Complex Systems,
Springer Proceedings in Mathematics & Statistics 359,
https://doi.org/10.1007/978-981-16-2629-6_2

9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2629-6_2&domain=pdf
mailto:hhaga@main.doshisha.ac.jp
https://doi.org/10.1007/978-981-16-2629-6_2


10 S. Takatani and H. Haga

public and those of the successful candidates would better. Based on this assumption,
we investigated what sort of electoral system would minimize such differences by
using a multi-agent model to build an electoral system simulator.

Agent-based Modeling (ABM) or Multi-agent Modeling (MAM) becomes popu-
lar in various fields such as natural, engineering and social sciences [1]. This method
is often considered as an opposition to equation-basedmodeling [2]. There are several
works about the application of ABM to social science [3, 4]. This is mainly because it
is virtually impossible to describe the equation models in social science. However, in
ABM no specific equations are needed. Instead, some laws which describe the local
interaction between agent-agent and environment-agent are needed. Comparing the
equation modeling, it is relatively easier to describe local interaction laws embedded
in agents.

The electoral system is one of the most important factors for democracy. Citizens
select representatives through elections, and the representatives are entrusted with
governing. Therefore, the electoral system must be designed to reflect the intentions
of the citizens as accurately as possible. Current electoral system used for general
elections in Japan is a combination of single-seat constituencies and proportional rep-
resentation [5]. Recently especially in single-seat constituency elections, there has
been a problem with the “gap between the proportion of votes and the proportion of
parliamentary seats gained,” raising the question ofwhether this system really reflects
public opinion. In the results of the 2017 election of the House of Representatives
in Japan, Liberal Democratic Party received 47.8% of the votes for single-seat con-
stituencies but gained 75.4% of the parliamentary seats. On the other hand, for exam-
ple, Party of Hope received 20.6% of the votes and gained only 6.2% of the seats.
This party received over 20% of the votes, it gained only about 6% of the seats in the
House of Representatives [6]. This result shows that the current electoral systemmay
not reflect public opinion [7].

It is virtually impossible to find the optimal electoral system that better reflects
public opinion by actually changing the electoral system in the real society. There-
fore, in this article, we investigate how electoral systems reflect public opinion by
simulating them using a multi-agent model. Multi-agent models now receive much
attention recently as a method for simulating complex phenomena such as social and
natural phenomena. There are not so many works about the simulation of election by
ABM. Some of them are [8, 9]. However, theirmodel does not deal with the change of
electoral system. These works mainly consider the difference of the results by chang-
ing the details of models. Therefore, these works do not find the appropriate electoral
system. Furthermore, these works deal with simple electoral systems. However, for
example, Japanese electoral system is relatively complex compared to the models of
[8, 9]. Therefore, we started to construct new model of election for simulation.

Webuilt amulti-agent-model electoral system simulator and used it to examine the
following types of electoral system.

– Proportional representation system only
– Single-seat constituency system only
– Multiple-seat constituency system only



Election Simulation ... 11

– Combinationof single-seat constituency andproportional representation in a ratio
of 1:0.610 (close to current electoral system)

– Combinationof single-seat constituency andproportional representation in a ratio
of 1:4

– Combinationof single-seat constituency andproportional representation in a ratio
of 4:1.

Furthermore, conditions varied in simulations include the following:

– Vote decision factors
– Number of candidates per electoral region
– Regional differences in distribution by electoral region.

For each of these conditions, we set two alternatives. Therefor a total of 23 = 8 com-
binations are possible. We then conducted simulations for all combinations of the six
electoral systems and eight sets of conditions, totaling 48 cases. As a result, we can
say that themultiple-seat constituency system does not reflect public opinion well for
any other simulation cases, but we did conclude that there were no significant differ-
ences among the other five electoral systems.

When we try to design an electoral system which reflects the public opinion more
appropriately, we first need to define the term “public opinion.” Generally, public
opinion is defined somewhat vaguely as “the total will of the citizens,” [10] but this is
too ambiguous to use for our simulation. In this article, we define the public opinion
as follows. In current society, there are several political issues, and individual voters
and the political parties each have their own stances with respect to each issue. Polit-
ical parties express these stances to voters in the form of political manifest. Thus,
in this article, we express the will of each voter with respect to n current political
issues by an n-dimensional vector of values ranging from+1 (completely agree) to−1
(completely disagree) and define public opinion as a composite vector of these vec-
tors for all voters. Similarly, we define the will of the House by the composite vector
of the agree/disagree vectors representing the will of the successful candidates with
respect to the n political issues. With the respect to these definitions, minimizing gap
between public opinion and the will of House is equal to minimize the difference of
the composite vectors for public opinion and for the House. The difference between
public opinion and the will of the successful candidates can be expressed by an angle
between two composite vectors representing public opinion and the will of the House
of Representatives respectively. Taking the cosine of this angle, the closer the value
is to 1, the smaller is the difference between public opinion and that of the House,
and as it gets farther from 1, the difference between public opinion and the will of the
House becomes large. Thus, we can evaluate the difference between these two vec-
tors expressing the gap between public opinion and the election results by the cosine
value of two composite vectors.
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2 Preparing Electoral System Simulation

2.1 Agents and Their Attributes

Our model includes three types of agents.

– Political parties: pi (1 ≤ i ≤ x)
– Voters: v j (1 ≤ j ≤ y)
– Candidates: ck (1 ≤ k ≤ z).

x , y, and z are arbitrary natural numbers. Normally, x is 101 order, y is 105–106 order
per electoral district and z is also 101 order. Each political party, voter and candidate
has its ownopinion on each political issue. For this research, a real value is used to rep-
resent the opinion of each agent on each political issue.Wewill refer to the opinion of
an agent regarding a political issue as their political issue weighting. Weightings are
real values in the range from−1 to +1, with +1 indicating “completely agree” and−1
indicating “completely disagree” on the political issue. Let us assume that there are
n political issues, and each agent possesses a political issue weighting for each of the
n issues. Thus, the weightings for the n political issues can be represented by an n-
dimensional vector. The political issues are common to all agents, so all agents have
political issue weightings and are represented by n-dimensional vectors. As such, we
will refer to the n-dimensional political-issueweightings for each agent as their polit-
ical vector. The political issue vectors for political parties, voters, and candidates
are represented as pi , v j and ck, respectively. Furthermore we will use following
notations:

– pmi , vm
j , cmk : weighting for political issue m for each agent, pi , v j , ck.

2.2 Generating Political IssueWeightings

The political issue weightings for each political parties, voters and candidates cannot
be uniquely defined because they involve complex and uncertain factors that vary for
each individual, including social attributes such as regional and economic conditions,
and personal psychological attributes such as psychological state. The results of each
election also differ, so results must differ in each simulation as well. As such, in this
simulation, the political issue weightings for each agent were generated based on dis-
tributions with specific tendencies. All agents are generated by giving them political
issueweightings that are randomvalues generated based on pre-defined distributions.
The following sevendistributionswere used to generate political issueweightings and
will be referred to as distribution 1 to 7 respectively.

1. Opinions are uniformly distributed
2. Opinions are polarized
3. Most opinions are intermediate (normal distribution)
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Fig. 1 Graph of distribution function 2 (left) and 4 (right)

4. More opinions agree than disagree
5. More opinions disagree than agree
6. Everyone agrees
7. Everyone disagrees.

For example, a graph of distribution functions 2 and 4 are shown in Fig. 1.

2.3 Political Party Agents

Political parties are formedby the collectionof politicianswith similar political objec-
tives. There are currently several political parties in Japan, including the Liberal
Democratic Party [11], the Constitutional Democratic Party [12], and the Commu-
nist Party [13] and so on, each with different opinions on the various political issues.
Sometimes multiple political parties work together toward the same objectives, but
they are different parties, so while their directions on certain political issues may be
the same, theywill differ in the weightings they place on each issue. Also, since polit-
ical parties in Japan have opinions on all kinds of political issues, it is unlikely that all
political parties will have the same direction on a given political issue. As such, when
generating political party agents, their political issue opinions were generated using
distributions 1 to 5 as described in Sect. 2.2, excluding distributions 6 and 7. Thus,
the political party attributes consist of n political issue weightings (an n-dimensional
political issue vector) generated using these distribution functions.

2.4 Voter Agents

The opinion of each voter on an individual political issue i is expressed as the degree
to which they agree or disagree with the issue. Thus, a voter’s opinion on the n polit-
ical issues is represented by an n-dimensional vector, same as that of party agents.
The n-dimensional vectors representing individual voters are set randomly based on
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distribution functions 1 to 7 in Sect. 2.2 for each political issuewith introducing a con-
cept of “regional differences.”

In an election, voterswill vote in their own electoral district, andwill basically vote
for the candidate with opinions on political issues that match voters’ own opinions.
However, there is generally no candidate that matches a voter’s opinions exactly, so
voters select and vote for the candidate that best matches the voter’s opinions accord-
ing to some kind of rule.

We expect voters and candidates to hold different opinions on various political
issues according to their electoral district. For example, on the issue of the Trans-
Pacific Partnership (TPP) agreement, most people in rural areas are opposed because
it will have a greater negative effect on them, but most people in urban areas support
it because it will improve business profitability in those areas. On the issue of increas-
ing consumption tax, almost everyone is opposed, regardless of electoral district. In
this way, there are political issues with arguments on both sides, varying according to
region. To express such differences in this research, we have assigned political issue
weightings for each electoral district, generating these weightings using distributions
1 to 7.

2.5 Candidate Agents

Political parties are composed of members with similar political objectives. Thus,
we can basically assume that the political issue vectors for candidate agents will be
similar to those of the party to which they belong. However, each candidate also has
his/her own differing opinions for objectives, so it is unlikely that the values in a can-
didate agent’s political issue vector will exactlymatch those in the political issue vec-
tors of their political party or other candidates. Thus, political parties will include
both candidate agents that are compliant to the party opinions and also those that are
somewhatmore distant. As such, the n-dimensional vectors for candidate agentswere
assigned according to normal distributionswhosemean valueswere the values for the
n political issue opinions of the agent for their political party. For example, in the n-
dimensional political issue vector for political party p1, if the weighting for political
issue 1, p11, is 0.4, a random number on a normal distribution with mean of 0.4 is gen-
erated and assigned in the n-dimensional political issue vector for candidate agent c1,
as theweighting for political issue 1, or c11.Weightings for political issues are assigned
in this way for candidate agents. According to this definition, weightings for political
issues are real values in the range from −1 to 1.
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2.6 Differences (gaps) Between Public Opinion and theWill of
Successful Candidates

Currently in Japan, voters select a candidate or political party in an election, and can-
didates that gain themost votes are elected,winning a seat in theHouse ofRepresenta-
tives.Within theHouse, themajority opinion is respected. Political issues are decided
and acted upon by the members selected in elections (successful candidates). If the
electoral system is perfect, the opinions of the successful candidates should closely
match those of the voters (public opinion). In this research, we define such difference
between public opinion and that of a successful candidate quantitatively as follows.

1. Representation of public opinion: Public opinion is the total sumof all opinions
on political issues for all voters. Thus, it can be expressed by a composite vector
combining the political issue vectors of all voters. If V is public opinion, then,

V =
∑

vi

Here,
∑

is vector composition, and each vi is the political issue vectors of all
voters.

2. Opinion of theHouse: The opinion of the House, S, similar to public opinion, is
a composite vector of the political issue vectors of allwhohold seats in theHouse;
that is, defined as follow;

S =
∑

si

Here
∑

is vector composition, and each si is the political issue vectors of all suc-
cessful candidates.

The differenceΘ between the public opinion vector V and the House opinion vector
S then is computed by following expression (1) shown below.

Θ = V · S
‖V‖ ‖S‖ (1)

Here V · S is the inner product of vectors V and S, and ‖V‖ is the norm of vec-
tor V . Θ ranges between −1 and 1, with values closer to 1 indicating that the differ-
ence is small. On the other hand, values closer to−1 indicate the large difference and
that public opinion is not reflected. In this research, we simulate how the difference
changes by changing the electoral system.

3 Simulation Conditions

The agents and their attributes in our model built for this research were discussed in
Sect. 2. These elements did not change while the simulations conducted. Section3
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discusses factors thatwere changed in the simulations.We observed howvarious con-
ditions that involve uncertainty, such as drivers of voting behavior, could affect the
difference between public opinion and those of successful candidates in elections, by
performing simulations while changing such elements. In our research, we changed
following three factors:

– Voting behavior
– Regionality
– Changes in number of candidates in one electoral district.

We used two patterns for each of these three conditions, yielding a total of eight (23 =
8) pattern combinations.

3.1 Voting Behavior

The primary idea regarding voting behavior is that voters will vote for the candidate
whoseviewsonpolitical issues aremost similar to voters’ own.Weused twomeasures
of similarity as follows.

1. Voterswill vote for the political party or candidate in their electoral districtwhose
political issue vector has the smallest angle (difference) with their own. In Eq. (2)
below, the political issue vectors of individual voters are represented by vi , those
of candidates are c j , and the angles between them are θi j . This assumes that the
voters understand the political issue vectors of the candidates correctly.

θi j = cos−1 vi · c j

‖vi‖ ‖c j‖ (2)

2. In a real election, it is often not the case that voters understand the political issue
vectors of candidates or political parties completely. For this reason, we consid-
ered another similarity measure, which may be more appropriate when voters do
not understand the political issue vectors of the candidates or political partieswith
sufficient accuracy, which we call voting by direction. This similarity measure
only considers the sign of the weightings in individual elements of the political
issue vectors of candidates andvoters, converting them tovectors of just the signs.
Voters then vote for the candidate whose sign vector matches their own for the
greatest number of elements. If there aremultiple such candidates, one is selected
at random.

Wewill observe how the difference of public opinion and that of successful candidates
changes in accordance with each of these two types of voting behavior.
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3.2 Regionality

The political issues embraced by voters often differ by region. There are political
issues for which regional differences are relatively small, such as national security
and social welfare, but for other issues such as tax system or foreign trade, support
or opposition can differ significantly by region, particularly for urban vs. rural areas.
As such, for our simulations, we divided the entire country intomultiple electoral dis-
tricts and assigned biases in each district, supporting or opposing each political issue.
To represent these biases, we used the very simple approach of moving the origin of
the distribution functions left or right in parallel. In doing so, values exceeding ±1
were set to ±1 respectively.

3.3 Number of Candidates per Electoral District

We consider two patterns for the number of candidates per electoral district in the
single-seat constituency system.

1. Number of candidates is not fixed: In the current electoral system, there are
two ormore candidates per electoral district. Political parties have different num-
bers of candidates in different electoral districts, and we assume some intention
in fielding candidates, since it is unlikely that candidates are fielded randomly. In
this research, we set the condition that political parties always field candidates in
electoral districts that they have prospects of winning. This depends on the num-
ber of supporters they have in each region, and parties will always support can-
didates in regions where they have many supporters. On the other hand, parties
may also have candidates in electoral districts where they have little prospect of
winning. They may field candidates in hopes of gaining votes from unaffiliated
voters (the group of voters that do not support a particular party). In particular, the
number of candidates is computed by computing the angles, θi j , between the i-th
party’s political issue vector and all voters, j, in an electoral district. If the value
is positive, we determine that the party has prospects of winning, and a candidate
is fielded. Parties also field candidates randomly in districts with negative values,
to gain votes from voters not affiliated with a party.

2. Number of candidates is fixed: In this case, all political parties field candidates
in all electoral districts. This involves more candidates than we could expect in a
real election, but having many candidates should enable voters to vote for a can-
didate who better represents their own views. Thus, we can observe what effect
such conditions have on the difference between public opinion and that of the suc-
cessful candidate.
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3.4 Overview of Electoral Systems

We will simulate the following types of electoral system.

1. Single-seat constituency system:Onlyone successful candidate is selected from
each electoral district.

2. Multiple-seat constituency system:Multiple successful candidates are selected
from each electoral district.

3. Proportional representation system: Numbers of successful candidates from
each party are assigned based on the proportion of votes gained by the political
parties in each electoral district.

In 1 and 1 voters vote for candidates, while in 1 they vote for political parties. The
current system in Japan is a combination of system 1 and system 3. Thus, in addition
to electoral systems 1, 2, and 3 individually, we consider systems that use both 1. and
3 in some fixed proportion. We examined the following combined patterns.

4. Single-seat constituency:Proportional representation ratio of 1:0.6.1

5. Single-seat:Proportional ratio of 1:4
6. Single-seat:Proportional ratio of 4:1.

Simulations will be conducted using the above six types of electoral system.

3.5 Summary of Simulation Conditions

A summary of simulation conditions used in this research is given below.

1. Voter decision rule: Two types as described in Sect. 3.1.
2. Regionality:With and without regionality as discussed in Sect. 3.2.
3. Candidates per electoral district:Not-fixed and fixed, as discussed in Sect. 3.3.
4. Electoral system: Six types, as discussed in Sect. 3.4.

This totals 2 × 2 × 2 × 6 = 48 cases. Random numbers based on certain distribution
functions are used when generating political party, candidate, and voter agents, so for
each of these cases, 100 sets of conditionswill be generated, producing a total of 4,800
cases that were simulated.

4 Overview of Electoral System Simulator

A screen shot of the electoral system simulator developed for this research is shown
in Fig. 2. In Fig. 2, the 100 × 100 grid of cells is the election space, representing

1This ratio is very close to that used in the current electoral system in Japan.
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Fig. 2 Screenshot of Electoral system simulator

what would be a country in real space. This space is divided into 10 by 10 cell sec-
tions, which are the electoral districts. Thus, electoral districts are 10 × 10 sections
of 100 cells. Each electoral district includes voters and candidates. The number of
voters varies by electoral district, and districts are colored according to number of
voters for clarity. Candidates are shown with a green circle (◦). The various electoral
systems can be simulated by selecting them in pull-down menus and other controls
in the panel on the right. The simulator was built using the Java language and the
Swing GUI toolkit with jfreechart library [14]. All source code and complied
class files are downloadable from google drive [15]. Note that this simulator uses
the jfreechart library, this library must be installed before compiling. Further-
more, as this simulator is designed for Japanese users, some Japanese characters are
included in this code. Figure2 shows the initial state of the simulator. In Fig. 2 each
small regular rectangle located at the left-hand side represents the electoral district.
The difference of the color means the difference of the attitude of political issues. In
each electoral district, there are several voters and candidates. Voters are represented
by the small rectangles of each district. Candidates are represented by green-colored
circle. Right-hand side of the simulator includes the control buttons andmenus. They
include “initializing the simulator button,” “start and resume button,” and “selection
menu of electoral system.” By pushing the “start” button, simulation will start. Users
can resume the simulation by pushing the “resume” button. The electoral system
can be changed using the pull-down menus. When the selected electoral system is
changed, a new election space is generated, suitable for the selected electoral system.

Figure3 is an example simulation result snapshot. In Fig. 3, the candidates shown
in red were elected in the electoral district where they were fielded. On the right side
in the simulator, the total number of seats won by the political parties of the elected
candidates are shown. The proportional representation system was selected in this
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Fig. 3 Simulation result screenshot of Electoral system simulator

simulation, so the total number of seats and the number of seats gained by multiple-
seat constituencies is the same. The difference between public opinion and that of
the successful candidate is 0.40891, and the conditions that produced that difference
value are represented in 2D space.

5 Simulation

5.1 Overview of Simulation

An overview of the experiments is given below.

1. For the six electoral systems and eight simulation conditions, totaling 48 cases,
measure the difference between public opinion and the successful candidates. For
each case, perform 100 simulations and take the average result.

2. The political issue vectors for voters, political parties, and candidates have five
dimensions and there are five political parties, named A to E.

3. Electoral districts have 100, 300, or 1000 voters, and there are 20, 30, and 50 dis-
tricts of each size, respectively. Positions on political issues are assigned to each
electoral district using probabilistic distributions, and these are used to assign
political issue vectors to voters.
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Fig. 4 Flowchart of
simulation (1)

Fig. 5 Flowchart of simulation (2)

General procedure of simulation is shown in Fig. 4 and some details of procedures
are shown in Figs. 5 and 6. Note that, these procedures are represented by PAD (Prob-
lem Analysis Diagram) designed by Y. Futamura [16].
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Fig. 6 Flowchart of simulation (3)

Table 1 Changes in difference from people’s opinion and that of the House by electoral system

Pattern PS SS MS SS1+PS1 SS1+PS4 SS4+PS1

000 0.508 0.655 0.368 0.775 0.719 0.686

001 0.644 0.651 0.389 0.694 0.75 0.66

010 0.502 0.451 0.297 0.444 0.523 0.505

011 0.602 0.52 0.375 0.627 0.597 0.505

100 0.456 0.653 0.322 0.676 0.663 0.738

101 0.493 0.556 0.271 0.646 0.663 0.626

110 0.42 0.422 0.374 0.563 0.513 0.595

111 0.513 0.402 0.351 0.513 0.439 0.559

Average 0.517 0.539 0.343 0.617 0.608 0.609

5.2 Simulation Results andDiscussion

Simulation result is shown in Table1. All values in this table represent the difference
(gap) between people’s opinion and that of theHouse. The valuesmean that the closer
the value is to 1, the smaller is the difference between public opinion and that of the
House. Graphs of simulation results are shown in Fig. 7. The meanings of each of the
symbols are given below.

– PS: Proportional Seats (proportional representation)
– SS: Single Seat (single-seat constituency system)
– MS: Multiple Seat (multiple-seat constituency system)
– SSm+PSn: Combined system with SS and PS in m:n ratio.

The three-digit binary numbers in each chart have the following meanings.

– 1st digit: Voting decision rule (0: minimum opinion gap, 1: direction only)
– 2nd digit: Number of candidates (0: Not-fixed, 1: Fixed)
– 3rd digit: Regionality (0: No regionality, 1: Regionality).
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Fig. 7 Visualising changes in difference from people’s opinion and that of the House by electoral
system

The following conclusions can be derived from this simulation result.

(1) Except for the multiple-seat constituency system, there are no large differences
among the systems. For the multiple-seat constituency system, the gap with
public opinion was clearly larger than the other systems.With multiple-seat con-
stituencies, many candidates can be fielded by all political parties and two or
more candidates are elected in each electoral district, so there can bemore conflict
of opinion between political parties than with single-seat constituencies, which
could be the reason that opinions of the House diverged from that of the public.

(2) After the multiple-seat constituency system, the proportional representation sys-
tem, which is generally thought to best match public opinion, has large gap. This
may be due to the fact that we introduced regionality in our simulations. In par-
ticular, we did not incorporate consideration for actual conditions in different
regions, so we may not have adequately supported regional differences in pub-
lic opinion for individual political issues. This is also demonstrated by the fact
that differences from public opinion were smaller for systems combining single-
seat constituencies and proportional representation than for the other individual
systems.
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(3) The results of the simulations indicate that in systems combining single-seat con-
stituencies and proportional representation, the proportion with which the two
systems are combined did not have a great influence. The system with the small-
est difference was the onewith SS and PS in equal proportion (SS1+PS1) with an
average value of 0.617, but this value is not significantly different from the values
for SS1+PS4 (0.608) or SS4+PS1 (0.609). Thus, from the results of our simula-
tions,we conclude that the proportion used in combining single-seat constituency
and proportional representation systems does not make a significant difference.

We conducted simulations while varying the electoral system and various simulation
conditions, but except for themultiple-seat constituency system, no significant differ-
ences were observed. Thus, whichever electoral system is used other than multiple-
seat constituencies, no significant differences are produced. Of the systems used in
this research, themultiple-seat constituency system reflected public opinion the least.
However, we think that the models used are not yet perfect, and this could affect the
validity of the result. Three possible reasons for this are as follows.

(a) It is impossible to implement an electoral system that is the same as a real-world
system. For example, there is no consideration for other elements that could affect
results, such as voter abstention, or dual candidacy, and this could affect validity
of the results.

(b) We have not considered how political parties perceive public opinion. This is
because awareness of public opinion by political parties comes from surveys
done by themedia, and the political parties adjust their own positions on political
issues based on this understanding. These surveys are done onmany non-specific
voters, so results may differ from public opinion obtained in an election, with
abstaining voters. As such, it may also be necessary to account for how political
parties consider opinions gained from such anonymous surveys of public opin-
ion.

(c) Finally, we have not incorporated the concept of “supported party” factor in our
model.Most peoplewho support a particular political partywill vote based on the
name of the political party rather than the various political issues. This is partic-
ularly noticeable for the single-seat constituency system, and differences regard-
ing political issues may not have a significant effect on voting behavior in that
case. In our simulations, all voters voted according to differences regarding polit-
ical issues, and this may be different to behavior in a real election.

For these reasons, there is still room to improve our model, and our results may not
be valid as such.We did conduct simulations of different electoral systems under var-
ious conditions, however, and results suggested that the electoral system tends not to
produce significant changes in the difference between public opinion and those of the
successful candidates. This can be taken as a significant conclusion.
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6 Conclusion and FutureWorks

In this article, we presented thatwe conducted simulations of howchanges in the elec-
toral system can affect the gap between public opinion and the opinions held bymem-
bers of the House of Representatives. We proposed a method that expresses the will
of individual actors in the simulations in terms of their attitudes with respect to n dif-
ferent political issues, and represents them as an n-dimensional political issue vector.
We defined public opinion as a composite vector of the political issue vectors of all
voters, and thewill of theHouse of Representatives as a composite vector of the polit-
ical issue vectors of the members of the House. Thus, the difference between public
opinion and the will of the House is represented by the difference between these two
vectors,which canbe expressed in termsof the inner product andnormsof the vectors.
Using this representation,we simulated the gapbetweenpublic opinion and thewill of
the House for multiple electoral systems, yielding the result that there was no signif-
icant change among the electoral systems, except for the multiple-seat constituency
system. Even for themultiple-seat constituency system, ourmodelmay still be inade-
quate, so it will be necessary to add further conditions and conduct more detailed and
real-world like simulations in the future.
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Modelling the Dilution and Amplification
Effects on Sin Nombre Virus (SNV)
in Deer Mouse in GAMA 1.8

Lloyd W. F. Lee and Mohd Hafiz Mohd

Abstract Sin Nombre Virus (SNV) is a species of hantavirus that can cause
hantavirus pulmonary syndrome in humans. To investigate the biodiversity effect
on the SNV transmission in deer mouse, we formulated a stochastic agent-based
model (ABM) to compare the impact between the presence of a dilution agent and
an amplification agent in the deer mouse population. The ABM simulations were
done in GAMA 1.8 and the results were then compared with the deterministic coun-
terpart of the model. The deterministic results showed the dilution agent has better
effectiveness in reducing the infected density compared to the amplification agent.
However, this was not observed for the stochastic results with small populations.
Instead, the infected densities were at a similar level for both dilution and amplifi-
cation agent in the ABM results. This suggests that the investigation on the role of
the community assemblage may not be relevant in reducing SNV transmission when
the population density is small, and further research is needed to better understand
the discrepancy between the stochastic and deterministic result and its implications.
Our study highlights the importance of ABM in eco-epidemiological studies, and has
established a methodological discussion regarding the usability of different simula-
tion approaches e.g., deterministic and stochastic ABM in order to produce robust
observations of eco-epidemiological phenomenon under consideration.
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1 Introduction

In 1993, the Four Corners region in the United States had a mysterious disease
outbreakwhich killedmanyhumans. The diseasewas later identified as the hantavirus
pulmonary syndrome (HPS), which was caused by a hantavirus species called the
Sin Nombre Virus (SNV) [1]. The SNV is primarily hosted by the deer mouse,
Peromyscus maniculatus, and humans can be infected through contacts with the
saliva, urine and excreta of the infected rodents [2]. To better understand the dynamics
of SNV among the deer mouse population, Abramson andKenkre [3] were one of the
pioneers to mathematically model this eco-epidemiological problem. They proposed
a susceptible-infected (SI) spatio-temporal model to investigate the dynamics of the
SNV. Peixoto and Abramson [4] later extended the model to include the biodiversity
effect on the SNV transmission in deer mouse. Based on their theoretical model, they
observed that the presence of a non-host alien species was able to reduce the SNV
prevalence. Empirical studies such as [5, 6] have further supported such hypothesis.

However, Randolph and Dobson [7] warned that the biodiversity effect may not
necessarily reduce a disease prevalence as amplification effect may occur instead.
Studies such as [8, 9] investigated the amplification effect (increase in disease preva-
lence with increase species diversity) and dilution effect (decrease in disease preva-
lence with increase species diversity) for the case of Lyme disease. Authors from
[8] concluded that the occurrence of amplification or dilution effect is dependent
on the mechanism of competition, the host contact rates with ticks and acquired
host resistant to ticks. Furthermore, different work such as [10] has investigated the
mechanisms which cause the dilution or amplification effect for the endemic case
of a disease. They highlighted that factors such as the type of disease transmission,
relationship between the host competence and community assembly, and identity of
hosts contributing to disease transmission, should be investigated to uncover whether
a dilution or amplification effect can occur. For the case of SNV in deer mouse, Luis
et al. [11] observed the occurrence of both amplification anddilution effects from their
empirical data. Both effects occurred concurrently, and a net dilution was observed
due to the dilution effect being greater between the two effects. Hence, we were
interested in formulating a mathematical model to better understand the dynamics
of the amplification and dilution effects of a non-host species and the impacts of
stochasticity on SNV transmission in deer mouse.

In recent years, stochastic agent-based model (ABM) has received much utiliza-
tion in eco-epidemiology studies. Unlike deterministic model, an ABM manages to
incorporate the noise feature, which allows it to better mimic the reality. Allen [12]
showed the importance of stochastic modelling of epidemics especially when the
number of infectious individuals is small, or when there occurs a variability in trans-
mission, recovery, births, deaths, or the environment which impacts the epidemic
outcome. Authors from [13] were able to observe the extinction of disease in a
general multi-host epidemic model given that the level of prevalence in the spillover
species is relatively low and the reproduction number in the reservoir host is less
than one. However, such occurrence was not observed in their deterministic model;
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thus, showcasing the capability of stochastic modelling in understanding mecha-
nisms underlying natural phenomenon. Eco-epidemiology studies such as [14, 15]
have utilized the stochastic approach in their studies for modelling dengue disease
and disease transmission among Tilapia with Pelican respectively. Guzzeta et al.
[16] highlighted the incorporation of stochastic effect intomodelling the dynamics of
zoonotic pathogen has allowed them to gauge the probability and severity of potential
future outbreaks. Besides that, several studies on the dynamics of hantavirus [17–19]
also utilized the stochastic approach. Therefore, we would like to opt for a stochastic
ABM for this study as well. It is the goal of this paper to show the importance
of ABM in eco-epidemiological studies, and to establish a methodological discus-
sion regarding the usability of different simulation approaches e.g., deterministic
and stochastic ABM in order to produce robust observations of eco-epidemiological
phenomenon under consideration.

In the next section, the deterministic model would first be introduced; then, the
stochastic ABM counterpart would be introduced along with its implementation
in GAMA version 1.8, a software which supports agent-based modelling. While
some studies, e.g. Mohd [20] and Mohd [21], have simulated agent-based models
(ABM) using Matlab package, we opt to study the dynamics of ABM by employing
GAMA 1.8 to give an alternative approach on simulating the biological system
using the techniques of stochastic process and differential equations. To the best
of our knowledge, this approach has not been employed before (upon checking the
literature review on GAMA), which is one of the main novelties of this study. This
has contributed to the methodological discussions on the use of different modelling
techniques and computer packages to examine the biological phenomena of interest.
Similar to other platforms, GAMA provides similar flexibility to code the agent’s
characteristics and behavior according to the researcher’s choice of techniques and
assumptions. As mentioned above, what we would like to show is that GAMA can
serve as an alternative towards the other platforms and it is up to the researcher’s
discretion to choose whichever platform they are comfortable with.

2 Model Formulation

2.1 Deterministic Model

The deterministic model we would like to introduce is based on the proposed model
in our previous research [22]. It is a “single host, single non-host” endemicmodel that
accounts for density-dependent restricted logistic growth, with the non-host having
a certain amount of influence on the SNV transmission rate depending on its ampli-
fication or dilution role in a closed system. The biodiversity effect is accounted
for through the inclusion of the non-host into the deer mouse community. The
deterministic model is given as below:
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dS
dt = N

[
b1 − ar1

(
N+q1Z

K1

)]
− S

[
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K1

)]
− γ (1 + δZ)SI

dI
dt = γ (1 + δZ)SI − I

[
μ + d1 + r1(1 − a)

(
N+q1Z

K1

)]

dZ
dt = r2

[
1 − Z+q2N

K2

]
Z

(1)

where N = S+I is the total average population density of the deermouse per hectare,
S is the average population density of the susceptible deer mouse per hectare, I is
the average population density of the infected deer mouse per hectare, and Z is the
average population density of the non-host individuals per hectare. The descriptions
for the rest of the parameters can be found in Table 1. Most of the parameter values
were based on [11] while the rest were based on the work of [22]. The parameter
values obtained from [11] were based on their observational study at several sites,
while the parameter values in [22] were based on a modelling study, which was
motivated by the ecological studies of Luis et al. [11]. Interested readers can refer to
[11, 22] for the assumptions and derivation.

Similar to our previous study, we shall present 2 case studies to account for the
dilution and amplification role of the non-host in a small population community.
Our interest in modelling for a small population was to observe for potential differ-
ences between the deterministic and stochastic results at this level. For case study
1, the non-host (dilution agent) has a relatively weaker interspecific competition
strength compared to the deer mouse (q1 = 0.2) but it does not contribute any posi-
tive influence towards the SNV transmission rate (δ = 0). For case study 2, the non-
host (amplification agent) has a relatively stronger interspecific competition strength
compared to the deer mouse (q1 = 0.4) and has a positive influence on the SNV
transmission rate (δ = 0.0543). These parameter values were chosen to best reflect
the reality whereby a dilution agent, e.g. desert pocket mouse, is timid towards the
deer mouse; while the amplification agent, e.g. Merriam’s kangaroo rat, is aggres-
sive towards the deer mouse and thus, the deer mouse would avoid encountering
them [23]. In the presence of the Merriam’s kangaroo rat (amplification agent), the
activity area of the deer mouse becomes smaller and this may increase the stress in
deer mouse, which indirectly influence its susceptibility towards the SNV infection
[24].

2.2 Stochastic ABM

To model the stochastic ABM counterpart of model (1), we utilized the discrete-
time Markov chain approach. We assumed that each individual has a probability
in executing one of the three events, namely “reproduce”, “die” or “do nothing”,
in every small time step, �t . When an individual executes the “reproduce” event
in the [ t, t + �t) interval, a new individual of the same category will be created
in the system. For the “die” event, the individual would be permanently deleted
from the system. Finally, nothing will happen to the individual if it executes the “do
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Table 1 Descriptions and parameter values for model (1)

Parameters Descriptions Parameter Value

Case Study 1 Case Study 2

K1 The carrying capacity of the deer mouse
(per hectare)

20b

K2 The carrying capacity of the non-host. (per
hectare)

15b

r1 The net density dependent growth rate for
the deer mouse, b1 − d1. (per month)

3.1496 × 10−1 a

b1 The density dependent birth rate for the deer
mouse. (per month)

0.315a

μ The disease induced mortality rate (per
month)

0.085a

d1 The death rate of the deer mouse. (per
month)

3.66 × 10−5 a

q1 The interspecific pressure exerted by the
non-host onto the deer mouse

0.2b 0.4b

a The proportion of density dependence due
to density dependence of the deer mouse in
birth rates

0.614a

r2 The net density dependent growth rate for
the non-host, b2 − d2. (per month)

3.9996 × 10−1 b

b2 The density dependent birth rate for the
non-host. (per month)

0.4b

d2 The death rate of the non-host. (per month) 4.0 × 10−5 b

q2 The interspecific pressure exerted by the
deer mouse onto the non-host

0.3b

γ Initial disease transmission rate of the deer
mouse without the influence of additional
species. (hectare per month)

0.0130b

δ Proportional constant of the disease
transmission rate with the non-host density.
(hectare)

0b 0.0543b

�t Small time step (per month) 0.001

aThe values were based on [11]
bThe values were based on [22].

nothing” event in the [ t, t + �t) interval. Figure 1 shows the schematic diagram of
the possible events of an individual.

Following the approach depicted in Fig. 1, we could then do the same for the
susceptible and infected deer mouse, and the non-host. By expressing the equations
in model (1) in per capita form, we could then equate the probabilities of the “die”,
“reproduce” and “do nothing” events for each susceptible, infected and non-host
individuals. The per capita form of model (1) is as follow:
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Die 
Do Nothing 

Reproduce 

1

−

−

Fig. 1 Schematic diagram of the possible event path for an individual with αi = probability of
executing “reproduce” event and βi = probability of executing “die” event in the [ t, t + �t)
interval, where i = 1, 2, 3, . . .
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For abbreviation purpose, let us express the following transition probabilities:

1. αi (S) = Pr{a S reproduces a new S in [ t, t + �t) }
2. βi (S) = Pr{a single S dies in [ t, t + �t) }
3. 1 − αi (S) − βi (S) = Pr{a single S does nothing in [ t, t + �t) }
4. αi (I ) = Pr{a I reproduces a new I in [ t, t + �t) }
5. βi (I ) = Pr{a single I dies in [ t, t + �t) }
6. 1 − αi (I ) − βi (I ) = Pr{a single I does nothing in [ t, t + �t) }
7. αi (Z) = Pr{a Z reproduces a new Z in [ t, t + �t) }
8. βi (Z) = Pr{a single Z dies in [ t, t + �t) }
9. 1 − αi (Z) − βi (Z) = Pr{a single Z does nothing in [ t, t + �t) }
Thus, we can now equate the transition probabilities as below:
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αi (I ) = [
γ (1 + δZ)S

]
�t

βi (I ) =
[
μ + d1 + r1(1 − a)

(
N + q1Z

K1

)]
�t

1 − αi (I ) − βi (I ) = 1 − [
γ (1 + δZ)S

]
�t −

[
μ + d1 + r1(1 − a)

(
N + q1Z

K1

)]
�t

αi (Z) = r2�t

βi (Z) = r2

(
Z + q2N

K2

)
�t

1 − αi (Z) − βi (Z) = 1 − r2�t − r2

(
Z + q2N

K2

)
�t

With these probabilities, we implemented the stochastic simulations for both case
studies inGAMAversion 1.8. It should be reminded that any softwarewhich supports
individual-based modelling such as MATLAB can also be used for the simulations.

2.3 Implementation in GAMA 1.8

GAMA 1.8 is a free modelling and simulation development software [25]. It special-
izes in spatially explicit agent-based simulations. It is developed by several teams
from France and Vietnam under the IRD/SU international research unit UMMISCO.
It has been widely used by researchers to study problems related to epidemiology,
urban planning, transportation, etc. The stochastic ABM was implemented through
the steps depicted by the flowchart in Fig. 2.

The simulations were first done with the parameter values from Table 1. Then, we
reran the simulations with different values for K2 and q1 to observe for any potential
differences between case study 1 and 2. Due to our computer limitation, we only ran
100 simulations for each scenario.

3 Results

3.1 Simulations Based on Parameter Values from Table 1

The deterministic and stochastic results for both case study 1 and 2 are depicted
in Fig. 3 respectively. By comparing the deterministic results from both cases, we
could see that the non-host population (Z) stabilized at similar levels; whereas, the
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Fig. 2 Flowchart for simulating the stochastic ABM in GAMA
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Fig. 3 Population density versus time for (a) case study 1 and (b) case study 2with initial population
(S(0), I (0), Z(0)) = (10, 10, 10) and parameter values from Table 1. The (S∗, I ∗, Z∗) densities
at the end of the 30,000 cycles simulation were (a) Deterministic: (14.2, 2.8, 9.9); Stochastic:
(14.4, 1.5, 8.6) (b) Deterministic: (9.3, 4.5, 10.9); Stochastic: (7.6, 2.1, 10.5)

susceptible deer mouse density was higher when the non-host acted as a dilution
agent compared to it being an amplification agent. Despite the lower density in the
susceptible, the population density for the infected deermousewas higher for the case
of amplification agent; and it is also interesting to note that the infected density was
higher than the susceptible density before the simulation reached 6000 cycles. This
showed that a dilution agent not only reduces the SNV transmission but also preserve
the healthy deer mouse population; whereas, the inclusion of an amplification agent
in the system was rather ineffective in reducing SNV transmission and the reduction
of the SNVwas at the cost of further reduction of the healthy deer mouse population.

However, the stochastic simulations showed a slightly different result in terms of
the comparison between case study 1 (dilution agent) and 2 (amplification agent)
for the infected deer mouse population. By comparing the stochastic results of the
infected density in Fig. 3a and 3b, we could see the densities between both dilution
agent and amplification agent caseswere quite similar (stochastic infecteddeermouse
density at 30000th cycle for: study case 1 = 1.5; study case 2 = 2.1). This indicated
that the role of the non-host might not be significant in reducing the SNV prevalence
in small deer mouse population compared to the deterministic results. Furthermore,
small gaps were observed between the deterministic and stochastic results. This
phenomenon was due.

to the inherent characteristic of the extinction probability in the stochastic ABM
model which matches the observation in [26].
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Fig. 4 Population density versus time for (a) case study 1 and (b) case study 2 with initial
population (S(0), I (0), z(0)) = (10, 10, 10) and parameter values from Table 1 except for
K2 = 30. The (S∗, I ∗, Z∗) densities at the end of the 30,000 cycles simulation were (a) Determin-
istic: (12.6, 1.5, 25.8); Stochastic: (9.0, 1.0, 25.6) (b) Deterministic: (5.2, 2.1, 27.8); Stochastic:
(2.0, 0.4, 28.2)

3.2 Varying K 2 and q1

To investigate the impact of the carrying capacity and the interspecific strength of the
non-host, we reran the simulations with an initial population of (S(0), I (0), Z(0)) =
(10, 10, 10) with K2 = 30 (Fig. 4), and (S(0), I (0), Z(0)) = (10, 10, 10) with
q1 = 0.6 (Fig. 5), while keeping the other parameter values as of Table 1. K2 = 30
represents a much more favorable environment for the non-host while q1 = 0.6
indicates the increase in aggressiveness of the non-host towards the deer mouse.

Based onFig. 4 and 5,we could see that the intensity of the susceptible and infected
densities for both cases in terms for both deterministic and stochastic results were
generally lower compared to K2 = 15, or q1 = 0.2 (for case study 1) and q1 = 0.4
(for case study2). This showed that the carrying capacity and the interspecific strength
of a non-host has a positive relationship in reducing the SNV prevalence irrespective
of its role being an amplification or dilution agent. By comparing the total density of
the deer mouse (N ) between the varied K2 and q1 cases with the original parameter
values in Table 1 at the end of the simulations, we could see there was a significant
reduction in the deer mouse density; e.g. the N in Fig. 3(a) was at 17 (deterministic)
and at 15.8 (stochastic) while the N in Fig. 4(a) was at 14.1 (deterministic) and at 10.0
(stochastic). Hence, we hypothesized that the reduction of the infected population
was through the mechanism of decreasing the host density. Interestingly, the infected
stochastic results for both dilution and amplification cases appeared to decrease to a
similar level as opposed to the deterministic counterpart. The infected density at the
end of the simulations for varied K2 was 1.0 (Fig. 4(a)) and 0.4 (Fig. 4(b)); whereas it
was 1.6 (Fig. 5(a)) and 2.2 (Fig. 5(b)). These observations were similar to the results
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Fig. 5 Population density versus time for (a) case study 1 and (b) case study 2 with initial
population (S(0), I (0), z(0)) = (10, 10, 10) and parameter values from Table 1 except for
q1 = 0.6. The (S∗, I ∗, Z∗) densities at the end of the 20,000 cycles simulation were (a) Deter-
ministic: (10.6, 1.7, 11.3); Stochastic: (9.7, 1.6, 8.9) (b) Deterministic: (8.0, 3.4, 11.5); Stochastic:
(5.8, 2.2, 10.5)

in Fig. 3, which led us to question the importance of investigating the community
assemblage in terms of the biodiversity effect on SNV transmission in deer mouse
especially when the population densities are small.

4 Discussion

From the above results, we managed to show and compare the impact of a non-host
being a dilution agent and amplification agent towards the SNV transmission in deer
mouse from deterministic and stochastic perspectives. Our deterministic model has
shown that there were inherent differences in the infected density in the presence
between a dilution agent and an amplification agent. The results showcased that a
dilution agent performed much better in reducing the infected deer mouse density
as well as preserving a much larger susceptible deer mouse population compared
to an amplification agent. This finding aligns with the work of Milholland et al.
[27] which highlights the identification of a species’ role within the assemblage
is as crucial as other factors (e.g. environmental conditions and species competi-
tion strength) to identify the biodiversity effect on disease transmission in an eco-
epidemiological problem. However, such results were not observed in the case of
stochastic ABM simulations. Our stochastic simulations revealed that the infected
density levels were similar in the presence between a dilution agent and an ampli-
fication agent in small population. This suggests that the role of a non-host species
may not have much of a difference between being a dilution or amplification agent
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when the population density is small, as both manage to reduce the infected deer
mouse to a similar density from a stochastic perspective. It may not be surprising to
observe such discrepancies between our deterministic and stochastic model as Mohd
et al. [28] managed to observe contrasting results on alternative stable states between
their stochastic model and deterministic multiple species models. As such, our study
managed to highlight the importance of ABM in eco-epidemiological studies as well
as providing a methodological discussion regarding the usability of different simu-
lation approaches, e.g. deterministic and stochastic ABM in order to produce robust
observations of eco-epidemiological phenomenon under consideration.

Nonetheless, further investigation, especially comparison with experimental or
field data, is required to confirm the discrepancies between the deterministic and
stochastic results. If possible, we would suggest field researchers to conduct experi-
mental studies at both small and large scales to investigate the transmission of SNV
among deer mouse in the presence of a dilution agent, e.g. desert pocket mouse, in
a close community. The results should then be compared to the experimental study
conducted with an amplification agent, e.g. Merriam’s kangaroo rat. The small and
large scales studies are intended to represent the stochastic and deterministic simu-
lations respectively. However, such experimental studies may be extremely difficult
to perform. Alternatively, observational studies, which investigate the comparison of
SNV transmission through role identification within a species assemblage at low and
high densities population level, may be a more feasible approach. The challenges
posed for such observational studies would then lie in the role identification played
by the species on disease transmission, and the possible indirect effects caused by
other species interactions within the assemblage. It should be noted the experimental
and observational studies mentioned were just proposals based on our ideas. Opin-
ions from experts and researchers on other viable study designs are much welcome
to validate our findings.

Our study has successfully employed GAMA 1.8 as an alternative approach on
simulating the biological systemusing the techniques of stochastic process and differ-
ential equations. This has contributed to the methodological discussions on the use
of different modelling techniques and computer packages to examine the biological
phenomena of interest. Similar to other platforms, GAMA provides similar flexi-
bility to code the agent’s characteristics and behavior according to the researcher’s
choice of techniques and assumptions. Some beginners may find GAMA a bit intim-
idating as it requires hard coding to simulate the ABM of their choice. They will
need to browse through the tutorials to understand the available GAMA functions
and their logic to construct their models of choice. Understanding these struggles, the
GAMA developers and its community are actively providing skeleton codes along
with examples in several fields to help with the learning process. All in all, GAMA
is a good alternative platform for modelling biological systems and it is up to the
researcher’s discretion to choose whichever platform they are comfortable with.

There are a few limitations to this study. For starters, we only considered temporal
modelling; but in reality, the rodents move around the environment. The lack of
spatial considerations might cause us to miss some important observations, e.g. [3]
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observed the presence of “refugia” for the SNV infected deer mouse in a spatio-
temporal model. When the overall environmental condition is less favorable, the
SNV infected deermousewill find “refuge” in an areawith better environment,which
harbors the SNVandwill then act as a source of transmissionwhen the environmental
condition has improved.We probably could follow the footstep of [17] in utilizing the
agent-based modelling to incorporate not only the spatio-temporal feature but also to
include detailed rodents’ characteristics in a simulation.We also limited ourselves by
only considering a non-host species. Other studies observed that other Peromyscus
species [29] and desert woodrat [30] can serve as secondary reservoirs for the SNV.
As pointed out by Ostfeld and Keesing [31], the quality in disease transmission
by the secondary reservoir needs to be investigated as the presence of the secondary
reservoir may not necessarily amplified the infection butmay dilute it instead. Hence,
it would be interesting to model for such scenario to better understand its dynamics
and mechanisms.

5 Conclusion

This study managed to simulate and compare the effects of an amplification and
dilution agent in regulating the SNV transmission in small deer mouse population
from deterministic and stochastic perspectives.We implemented our stochastic ABM
model in GAMA 1.8. Our deterministic results showed the effectiveness of a dilu-
tion agent comparatively to an amplification agent in reducing SNV. However, our
stochastic results showed rather indifferent results between the dilution and amplifi-
cation agent in small population density. Based on these contrasting results between
the deterministic model and stochastic ABM, further investigations are required to
better understand this discrepancy. As such, we would like to highlight the impor-
tance of utilizingABM, especially in the eco-epidemiological field, as its usagemight
produce additional information which the deterministic models might fail to capture.
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Experimenting the Impact of
Pedestrianisation on Urban Pollution
Using Tangible Agent-Based Simulations:
Application to Hoan Kiem District,
Hanoi, Vietnam

Arthur Brugière, Minh Duc Pham, Kevin Chapuis, Alexis Drogoul,
Benoit Gaudou, Arnaud Grignard, Nicolas Marilleau, and Nguyen-Huu Tri

Abstract The development of permanent or temporary pedestrian areas, whether
for leisure or to decrease air pollution, has become an integral part of urban planning
in numerous cities around the world. Hanoi, the capital of Vietnam, began to imple-
ment its first area, around the iconic Hoan Kiem lake, a few years ago. In most of
cases, however, road closure is likely to deport traffic to nearby neighbourhoods with
the consequences of intensifying congestion and, possibly, increasing air pollution in
these areas. Because this outcome might appear counter-intuitive to most stakehold-
ers, it is becoming more and more necessary to analyse, assess and share the impacts
of these developments in terms of traffic and pollution shifts before implementing
them. In this project, we used the GAMA platform to build an agent-based model
that simulates the traffic, its emissions of air pollutants, and the diffusion of these
pollutants in the district of Hoan Kiem. This simulation has been designed so as to
serve either as a decision support tool for local authorities or as an awareness-raising
tool for the general public: thanks to its display on a physical 3Dmodel of the district,
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people can effectively and naturally interact with it at public venues. Although more
accurate data and more realistic diffusion models are necessary and will need further
research in the future, the simulation is already able to reflect traffic and air pollution
peaks during rush hours, allowing residents and developers to understand the impact
of pedestrianization on air quality in different scenarios.

Keywords Agent-based model · Air pollution · Urban traffic · GAMA platform ·
Interactive simulation

1 Introduction

According to the World Health Organization (WHO), air pollution, particularly in
urban areas, is the leading environmental health risk worldwide, causing about one
in nine deaths [26]. Awareness of the extent of this phenomenon is recent and still
confused, particularly in developing countries where there is an accelerated, and
sometimes uncontrolled urban development. Even if urban air pollution sources are
multiple (local factories and agriculture burning, or regional atmospheric streams
[8]...), the urban traffic and congestion have definitely (even if it is not clearly quan-
tified) an impact on the amount of pollutant in air [39]. Adapted traffic and more
generally urban management strategies are thus necessary to reduce traffic-related
emissions and inhabitant exposure [5]. The difficulty encountered by urban planners
lies not only in the diversity of possible solutions (e.g. development of public trans-
port, infrastructure development, changes in regulations) but also in their acceptance
by the inhabitants concerned by the risk and often poorly, or not at all, informed
about their effects. Better consultation between planners and residents is therefore
a necessary step to avoid finding solutions that are rejected, misunderstood, or even
counterproductive.

However, this stage comes up against uncertainty concerning the possible evo-
lutions of the city and the great complexity of the studied phenomena: their under-
standing, analysis and projections into possible futures are currently a real scientific
challenge, particularly because it is difficult to measure and predict the impact of
individual and collective adaptation behaviours, whether to pollution or regulations.
The complex nature of a city dynamics (in the sense of the complexity science [23])
with the importance of spatial and individual heterogeneities lead us to choose the
agent-based modelling [22] approach to tackle this issue. But we argue here that we
need to go further to enhance the understanding of the simulated phenomena (both
by decision-makers and by random people) and the discussions about result patterns.
We chose to make the simulation tangible (by providing a physical substrate) [27]
and interactive, so that the user can formulate questions on the simulation it observes
and test them in runtime.

Following these principles, we propose in this article a decision-making and con-
sultation support tool based on the design and implementation of an interactive and
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tangible agent-based simulator. In the frame of the HoanKiemAir project, we couple
a 3D printed map of the studied area (the Hoan Kiem district of Hanoi city, Vietnam)
used as a screen to show simulations of an agent-based model (implemented using
the GAMA platform software [33]) coupling a traffic sub-model and an air pollu-
tion sub-model (air pollution is limited to pollutants emitted by vehicles). Users can
interact with the simulation using an Android application to modify the traffic and
the urban environment and observe, in real time, the impact of these choices on
urban air quality. The agent-based model has been designed to be able to take into
account individual mobility and adaptation behaviours in order to reproduce Viet-
namese urban traffic and its evolution, particularly in the case of new urban planning
(e.g. various pedestrian areas implementations).

The model has previously been presented in details in [28]. We focus this article
on the analysis and exploration of the model, with the key objective of providing
insights to the question of the impact of alternative pedestrian areas scenarios on the
emitted pollution.

The article is organized as follows. Section2 details the case study: the area of
Hoan Kiem district and the problematic linked to the implementation and extension
of the pedestrian area around its central lake. Section3 presents, first, a quick state
of the art related to modelling of urban traffic and air pollution, and secondly, an
overview of tangible and interactive simulations and in particular the ones used
for urban planning. Section4 presents a summary of the HoanKiemAir agent-based
model. The two following sections describe the two possible uses of the model:
Sect. 5 describes its interactive use through the 3D map and the Android application,
while Sect. 6 presents the first results from its sensitivity analysis and exploration.
Finally, Sect. 7 concludes the paper and discusses perspectives and future extensions.

2 Case Study

For several years, the Hanoi People’s Committee drew up a plan to organize some
pedestrian zones in Hanoi, where vehicles would be banned on weekends. This plan
was tested and implemented in two different areas of the city, one of which is located
around the iconic Hoan KiemLake, which is the centre of the city old quarter, and the
key touristic spot of the city. From 7PM every Friday evening until 2PM on Monday
morning, several streets are closed to any vehicle and thus invaded by thousands
of pedestrians (see Figs. 1a and 1b for the map of the closed roads in the current
pedestrian area). As time goes by, this area is becoming a popular tourist attraction
as well as a gathering point for residents.

However, in a city as dense as Hanoi, the closure of roads, especially in the city
centre, is not without consequences on traffic flows and, albeit indirectly, on the air
pollution induced by this temporarily reorganized traffic. While local air quality is
clearly improving around the lake and the area have become much more pleasant
for pedestrians, the effects of the induced reorganization of the traffic do not have
been yet evaluated on the rest of the district and even at the scale of the city. We can
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(a) No closed road (b) Current area (c) Possible extension plan

Fig. 1 Pedestrian area scenarios: roads in black are opened for vehicles, while those in orange are
closed.

suppose that this will lead to a degradation elsewhere, due to the report of the traffic
in other streets of the district, but no simulation or visualisation tools are available
in order to observe this impact.

Thanks to the popular success of the implementation of the weekend pedestrian
area, authorities are thinking about extending the pedestrian area and thus to close
more roads during the weekend (one of the possible extension plans is displayed on
Fig. 1c). Whereas the current plan is focused mainly on the roads around the lake and
some small ones close to it, such a new plan could close many streets in the South
and the East of the district and have a much more important impact on the traffic.

One of the objective of the HoanKiemAir model is to be able to take into account
such alternative closure plans and compute their impact on the traffic and pollution
emitted.

3 Related Works

3.1 Traffic Flow Models

Modelling of traffic (in particular in an urban context) is now a widely spread
approach to optimize traffic flow, reduce traffic jams or improve infrastructures,
and help urban planning. [16] or [6] identified three main modelling approaches,
mainly related to the modelling scale.1

Macroscopic models represent traffic flow in the streets as a fluid flow in a pipe.
Mathematical models can thus be used to describe the evolution of somemacroscopic
values of the flow: density, average speed, volume... The paradigmatic model is LWR
[21, 29].Although they can produce realistic outputswith lowcomputational cost and

1[37] illustrates a genealogy of traffic flow models.
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in a deterministic way, there are not expressive enough to represent heterogeneities
in terms of vehicles and drivers’ behaviours.

On the other hand, microscopic models describe vehicles individually, with their
individual attributes (location, speed, acceleration...) and behaviours. As an example
the classical NaSch model [24] has first been implemented as a Cellular Automaton
and later as an agent-based model [3]: each car is represented individually with its
own speed. Its behaviour is to go straight, accelerating as much as it can (given an
acceleration parameter) and decreasing its speed when another vehicle is before it.
Such models are highly expressive, able to represent any kind of vehicles, drivers’
behaviours and traffic situations. However, computation load can be very high as the
number of vehicles in the network becomes larger.

Finally, mesoscopic models are hybrid models, combining features of the two
previous approaches. A hybrid model can for example model vehicles not as indi-
viduals but as small groups. They allow vehicles to make certain decisions, but at the
same time limit the level of detail on their behaviours. An example of mesoscopic
model is the classical Underwood model [35] which considers individual vehicles,
but their speed is constrained by the total number of vehicles on a road edge. Another
interesting approach relies on the coupling between several models from different
approaches in order to build a model that can adapt the simulated depending on the
traffic and on the situation [4].

In the HoanKiemAir, we chose the mesoscopic approach by developing an agent-
basedmodel (ABM) [22], i.e. amodel representing the studied systemat an individual
level: each vehicle is represented, with its individuals features and behaviours (per-
ception, decision-making process, learning...).2 The overall dynamics is expected
to emerge at a macroscopic level from individual agents’ behaviours and interac-
tions. ABMs have the advantage to be easily spatialized (in a continuous 2D or 3D
environment, or on a discrete grid of graph). ABMs have now a wide variety of
applications, from physical and life sciences to economics and social sciences. Such
agent-based models has been developed for example for evacuation using vehicles
[7] or to investigate various mobility means [12]. Other advantages of ABMs are
their flexibility and expressivity, e.g. to easily integrate urban management policies
or to be coupled with various other modelling approaches, such as the ones used to
model air pollution.

3.2 Pollution Model

To model air pollution, two main dynamics have to be taken into account: emission
and dispersion. An emission model calculates the amount of pollutants released by
any source (factories, vehicles...), whereas dispersion models aim to describe how
air pollutants disperse in the atmosphere.

2The model is mesoscopic because we rely on the Underwood model to compute vehicle speeds.
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When considering air pollution in an urban context, a widely used dispersion
model is the Operational Street Pollution Model (OSPM) [15], suitable for areas
with street canyons (i.e. streets surrounded by tall buildings). It assumes that two
factors contribute to the concentration of pollutant in a street canyon: traffic flow
(with direct emission from vehicles and air recirculation in the street canyon) and
other sources (pollution from other streets, factories, power plants...). The European
emission model COPERT IV [25] is integrated into OSPM as an emission module.
This model (mainly funded by the European Union) is now recognized as a standard
in both the academic and industrial communities. The emission values are computed
based on fuel type, emission factor as well as vehicle type and diurnal traffic fre-
quency. An example of integration of such a model with an agent-based traffic model
can be found in the MarrakAir project [10] aiming at investigating the impact of the
number, type and age of vehicles on air pollution in the case-study of Marrakesh
(Morocco).

Whereas OSPM is mainly focused on European context, [34] applied it on the
Vietnamese context (in particular on the case study ofHanoi) and provided data about
Vietnamese vehicles emissions. Using a simplified version of OSPM and data from
the previous study, [30] have proposed a GAMA simulation to study traffic-induced
air pollution in Hanoi, Vietnam.

3.3 Tangible User Interface and Simulation

The idea of tangible and interactive simulations is to use a physical support (often
named Tangible User Interface (TUI), see [11] for an attempt of classifications) such
as a 3D printed map, sandbox, laser cut map or any other physical objects [31] to
display digital information coming from a simulation. The benefits of such tangible
objects to help the user to think spatial information and dynamics has now been
shown (see Chapter1 of [27] for more details about the various cognitive benefits).
Similar benefits have been demonstrated in an educational context [38].

TUI can take many shapes [11] and often the setup is specific to the case study.
When considering simulations supported by a TUI, a few main components can be
identified in most of the projects:

(i) the simulation, representing the virtual world and its (spatial) evolution; it
should be able to manage inputs from the user, modify the virtual world in
accordance and take into account these modifications in future computation.

(ii) controllers, that are devices controlled by the user to modify the simulations
or sensors perceiving some modifications made in the environment by the user;
examples include 3D Kinect camera (to detect modifications in a physical envi-
ronment, such as a sandbox) [31, 38], physical objects with RFID tags [17, 20],
Lego blocks [2, 13] or application on tablet [10, 19].
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(iii) physical objects, that can be a simple 3D map of the virtual environment used
as a screen to display the simulation [2, 10, 13, 27],3 a fully modifiable environ-
ment (as a Sandbox [38], that works also as a controller, through the camera),
or a set of physical objects representing elements in the simulation and that the
user can manipulate (e.g. traffic lights in [20] or buildings in [31]);

(iv) visualisation supports, in addition to a display of the simulation on the 3Dmap
[2, 10, 13, 27] or Sandbox [38], or on an interactive table (such as theTangiSense
table [18]), it is common to add screens to display additional information (3D
rending of the environment in Tangible Landscape [27] or additional indicators
[17]).

Such an approach is now used in most of the topics that rely on a spatial repre-
sentation of the case studies and that can be tackled by simulation.

One of the first implementation of such an approach is perhaps the Augmented
Reality sand boxes, such as the one developed in the Lake visualisation 3D project.4

Given a sandbox and a Kinect camera (a low-cost camera able to detect movements
in 3D), users can play with the sand to modify the ground topology, by digging rivers
or “building” mountains or volcanoes. The camera is able to identify in real-time
modifications of the elevation and given its values, fill the gaps with water. [38] built
such a setup and evaluate its positive impact in geology classes on students to make
them understand some key concepts and interactions between elements (e.g. water
with the landscape). Many other examples of Tangible User Interface in landscape
study are presented in [27].

Concerning urban case studies, one of the first work we can identify [31] was
dedicated to simulate wind streams in a city, depending on the buildings’ location.
It is composed on a 3D (laser cut map) map of the city, a Kinect camera to identify
the position of buildings and a fluid simulator, taking as input these buildings and
computing the wind flow. [20] used an interactive table (TangiSense table [18]) to
simulate simple traffic situations; interactions with the simulation is made through
some physical objects (traffic lights...) with an RFID tag. Later the CityScience
research group of the MIT Media Lab developed several projects [2, 13] to give the
possibility to visualize the link between urban planning and organization, mobility
modes and traffic. [10] focuses on the link between traffic (in particular related to
vehicle numbers and states) and air pollution.

Finally, [17] use a tangible table with RFID tag-based physical objects to define
collaborative simulations to help crisis management.

3[19] shown that displaying a flood simulation even on a flat table for participative simulations
provides a much better immersion for participants and increase discussions than displaying it on a
wall.
4LakeViz3D project: http://lakeviz.org.

http://lakeviz.org
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4 Model

We present in this section the key elements of the HoanKiemAir model,5 developed
using the agent-based modelling and simulation GAMA platform [33]. An extensive
description of the model is presented in [28] using the standard O.D.D. (Overview,
Design concepts, Details) protocol [14].

4.1 Overview of the Model

The model aims to simulate the interrelation between traffic, air pollution, and road
management (in terms of pedestrian areas scenarios) in the Hoan Kiem district
(Hanoi). The main question tackled by the model is: how the various pedestrian
area scenarios and the evolution of the number of vehicles influence congestion and
air pollution in the area?

4.2 Description of the Model Entities

Themodel is composed of twomain dynamics, the traffic sub-model and the pollution
sub-model, influenced by pedestrianization scenarios.

The traffic sub-model generates the movement of vehicles on a road network. It
is composed of two types of agents: vehicle agents move on road edges toward
an intersection target.

The pollution sub-model is divided into an emissionmodel and a dispersionmodel.
The emission model is managed by a single agent pollutant_manager, which
takes the output of the traffic model, calculates the amount of pollutants emitted
by vehicles, and then passes them to the dispersion model. The dispersion model
is based on a collection of agents pollutant_cell, which represent airborne
packages. Each pollutant_cell has a volume (depending on its area) in order
to compute a pollution concentration in each one. We consider here two kinds of
dispersion models (that will be evaluated in the next section):

(i) pollutant_cell agents are cells of a grid covering all the space. Each cell
will thus get the pollution from the road edges it overlaps and diffuses to its 8
neighbour cells.

(iii) pollutant_cell agents are buffers on top of each road edges. Each cell will
thus get the pollution from the associated road, and will diffuse to the neigh-
bour pollutant_cell. This model makes the assumption that pollution that
pollutants cannot be dispersed over building rooftops, but only through streets.

5Themodel is open-source and available for itsGitHub repository: https://github.com/WARMTeam/
HoanKiemAir.

https://github.com/WARMTeam/HoanKiemAir
https://github.com/WARMTeam/HoanKiemAir
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Fig. 2 Flowchart of the execution of one cycle of the HoanKiemAir model.

4.3 Description of the Model Processes

In a simulation cycle, the agents of the traffic model are scheduled first, followed by
those of the emission and dispersion model (Fig. 2 illustrates the various steps of a
simulation cycle). One simulation step represents by default 16 s, in order to be able
to observe vehicles moving on the roads. When we want to observe the influence of
the number of vehicles over time in the day on the pollution, we need to simulate
on a period of several days. In order to keep the simulations interesting for users we
choose in this case a simulation step representing 5minutes.

In the traffic model, the road agents are executed first, updating their congestion
levels. We choose indeed to use a traffic flow model close to the Underwood model
[35]: roads compute a congestion factor, which will influence the speed of vehicles
moving on it. Finally, the vehicle agents move to their target (a vertex of the
road network, i.e. a road intersection) on the traffic graph. The vehicles move using
built-in features implemented in the GAMA platform. When a vehicle reaches
its target, it will choose a new intersection as next target.

Once all vehicle agents have completed their movement, the pollutant_
manager agent computes the amount of traffic-induced pollutants and stores them
in pollutant_cell agents. Then, it decreases the pollutant values in these cells
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according to a predefined decay rate6 and disperses the pollutants in the neighbouring
cells (the dispersion algorithm depends on the model implementation).

4.4 Input Data

The traffic and pollution sub-models are executed only on the Hoan Kiem district
(an area of 2506 m × 2779 m). Nevertheless, to provide some landmarks for the
users, we also display spatial elements on a wider area (a rectangle of 5458 m ×
3052 m) that will not have any influence on the simulation. Figure7 shows all the
spatial data used: shapefiles impacting the simulation (roads and buildings) and the
additional shapefiles loaded for contextual and visualisation purpose (lakes, rivers,
special buildings and main roads shapefiles). These additional roads and the roads
in the Hoan Kiem district are stored in 2 different shapefiles in order that only roads
in the considered area are used as support of the traffic model.

Most of the spatial data (except buildings that have been manually sketched from
satellite images) come from OpenStreetMap (OSM)7 data source. In addition to
geometric information, the OSM data also contain various attributes. For example,
as far as roads are concerned, OSM can provide the number of lanes, maximum
allowed speed, one-way or two-way, traffic light availability, etc. Although OSM
provides some information for some roads, most of the values are missing, so we
have defined a set of default values: the maximum permitted speed of 60km/h.

Finally, the hourly distribution data of traffic (see Fig. 3) is provided by [1]. They
estimated the number of trips per hour throughout the day and give us a realistic
traffic flow over a full day.

4.5 Outputs

To make pollutant values easy to interpret, an Air Quality Index (AQI) value is
calculated from the amount of each pollutant. We use the method given by [36]:

AQI h = maxx (AQI hx ) with AQI hx = T Shx
QCx

∗ 100 (1)

where AQI hx is the AQI of a pollutant x at hour h, T Shx is the measured average
amount of pollutant x in h, and QCx is the allowed average amount of pollutant x in
an hour (Table1). Ranges of AQI are associated to colours, as illustrated in Fig. 4b.

6To be more precise, the decay factor has to be understood as the remaining ratio of pollutant after
decay. If it values 0.99, this means that after decay, 99% of pollutants are kept or in other words,
that they have been reduced by 1%.
7OpenStreetMap: www.openstreetmap.org.

www.openstreetmap.org
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Fig. 3 Example of hourly traffic distribution (from [1]).

Table 1 Allowed hourly average amount for different pollutants (measured in µg/m3) [36]

CO NOx SO2 PM10

30000 200 350 300

(a) 3D map (b) AQI color scale

Fig. 4 (a) Example of display on the 3D map (using colors defined in the AQI scale (b). Source:
https://moitruongthudo.vn/).

The pollutant_cell agents are not made visible and the pollution is displayed
on buildings (see Fig. 4a for an example on the 3D map).

In addition, in order to observe the overall evolution over time of the AQI, we
display a chart of the maximum value of AQI in the district over time. Figure6 shows
the full simulation display.

https://moitruongthudo.vn/
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Fig. 5 The full setup for tangible and interactive simulations (including the 3Dmap, the tablet with
the Android application, the projector).

5 Interactive Simulations

Inspired by the MarrakAir project [10], we built a full setup for tangible and inter-
active simulations that is accessible by any random user. It consists of three main
components:

– The simulation of traffic and pollution implemented on GAMA platform;
– The tangible part is managed by a 3D-printed map of a part of Hanoi city, with
a focus on the Hoan Kiem district, which is used as visualisation support of
the simulation;

– The controller is an Android application, installed on a tablet, that communi-
cates with the simulation via networking, allowing users to modify in runtime
simulation parameters and the visualisation mode.

Figure5 illustrates the whole setup when it was located at the French Embassy in
Hanoi during the summer 2019. It shows in particular the video projector located on
top of the 3D map.
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Fig. 6 Screenshot of the full simulation, including the pollution map, the pollution charts and the
value of the pedestrian scenario, number of cars and of motorbikes parameters.

5.1 3D Models

The simulation is running only on the Hoan Kiem district (cf. Fig. 1), nevertheless,
as the 3D map is the only place to display information for the users, we made the
choice to build the 3D map on an extended area. This brings two main advantages:
(i) it allows us to display contextual elements (the Red River on the right, and some
of the most well-known buildings of Hanoi on the left, some main roads and bridges
of Hanoi...) in order to help users to locate in space; (ii) it provides empty space to
provide more information, such as the state of parameters (number of vehicles, the
kind of scenario...) and plots (in particular related to the evolution of the pollution).
Figure6 illustrates this combination of parameter values, (air pollution) plot and the
display of the agents.8

To produce the 3D models that have been printed, we use some shapefiles used in
the simulation (cf. Fig. 7 for an exhaustive description of the dataset used to produce
the 3D map). The main challenge was to transform this set of shapefiles into a set of
tiles in the STL format.9 Here are the steps to create them10:

1. Prepare the shapefile. First, all the shapefiles are merged in a single one (roads,
buildings, rivers and lakes). The roads, which are represented as a polylines
are buffered in order to give them a surface. The empty holes are then filled

8A video is available to illustrate the dynamics of simulations at the address: https://youtu.be/
U2w0GtLHACU.
9STL is a datafile format describing 3D objects and very common as an input for 3D printers.
10The full process and in particular the various softwares used are documented on the HoanKiemAir
GitHub repository: https://github.com/WARMTeam/HoanKiemAir/tree/master/stl_convert.

https://youtu.be/U2w0GtLHACU
https://youtu.be/U2w0GtLHACU
https://github.com/WARMTeam/HoanKiemAir/tree/master/stl_convert
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Fig. 7 Data used to build the 3D map: blue elements are rivers and lakes, grey elements are build-
ings, orange elements are special buildings (markets, Literature Temple, Ho ChiMinhMausoleum,
the National Assembly building, Presidential palace...), white lines represent roads (only the roads
inside the Hoan Kiem District are used for traffic simulations), red lines are the main roads (roads
outside Hoan Kiem district that are displayed in the simulation).

with polygons to represent the base of the 3Dmap, where there are no buildings,
roads or lakes. All polygons are assigned a height value that follow this ordering:
(road, lake, river) < base < building. We choose: 0.3 cm for roads, lakes and
rives, 0.5 cm for the base, and 0.8cm for special buildings. For the buildings,
we do not have data about their elevation, but when looking at the Hoan Kiem
district, it appears that buildings are highly heterogeneous in the area. We thus
choose to give a random elevation value between 1cm and 1.6cm to reproduce
this heterogeneity. Finally, we give the size of 2.5cm to some specific buildings
(the higher buildings in the area), in order to help users to recognize some key
points on the map. It was important to keep a low elevation for the elements of
the 3D map, to prevent from having huge shadows when the simulation will be
displayed on the 3D map.

2. Generate a single STL file. From the shapefile produced in the previous step,
we produce a 3D model file (STL format) with dimensions of approximately
122cm by 64cm.

3. Split the STL file in tiles. As the 3D map is too big to be printed in one go by
standard 3D printers, the STL file generated in the previous step is split in square
tiles of 16cm per 16cm following a 4 × 7 grid as presented in Fig. 8.
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Fig. 8 Grid cut of the 3D map.

5.2 Remote Control Through an Android Application

As we expect random users to interact in an easy and intuitive way with the simu-
lations, we choose not to let them manipulate directly the simulation interface and
have developed an easy-to-use remote control application (running on an Android
tablet). In order to keep the application intuitive, we limited the number of parame-
ters accessible by users to the minimum ones: (i) the number of vehicles (motorbikes
and cars), (ii) the pedestrian area scenarios and (iii) the visualisation mode (traffic
or air pollution).

For communication between the application and GAMA, the Message Queu-
ing Telemetry Transport (MQTT) protocol is used. It is a fast and lightweight pub-
lish/subscribe messaging protocol, commonly used in IoT projects. Basically, clients
exchange messages through a server (often called a broker). A client can publish a
message with a topic to the broker, then the broker will distribute that message to
clients that are subscribed to the topic. In our setup, an Apache ActiveMQ11 server is
executed on the same computer as the GAMA simulator. Both the Android applica-
tion and the GAMA simulator act as MQTT clients. An external plugin is provided
by the GAMA community and implements communication through the MQTT pro-
tocol: it allows any agent to become an MQTT client, and thus to connect to an
MQTT broker, publish messages and subscribe to certain topics.

Once the application is connected to the broker, it will publish messages with
pre-defined topics when users modify any parameter value. A dedicated agent in the
simulation receives these topics and modify the corresponding parameters (this can

11Apache ActiveMQ is an implementation of an MQTT broker, see http://activemq.apache.org/.

http://activemq.apache.org/
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also induce more changes in the simulation, such as the creation or destruction of
some agents).

6 Experiments

The HoanKiemAir simulator has been designed as an awareness-rising and
comprehension-support system. As a consequence, simulations should be both sci-
entifically grounded but also able to deliver its key messages to any users in an
interactive way (and thus in a limited among of time). It should thus be explored to
identify the parameter ranges fulfilling these two objectives. Finally, this exploration
should be designed keeping in mind that the ultimate objective is to be able to pro-
vide insights about the impact of the pedestrian area scenarios on the air pollution
quantity and distribution.

Given the high number of parameters (see next section for a detailed overview),
we were not able to run a global sensitivity analysis. We thus performed some local
analyses around the parameter values chosen empirically for the various exhibitions.

As the model is stochastic (mainly due to moving vehicles), we first investigate
its sensibility to this randomness factor (Sect. 6.2). In particular, we need to check
that simulations outputs are not qualitatively or quantitatively significantly different
among replications. Finally, we will determine the number of replications needed to
be launched in the following experiments. As stated in Sect. 4.3, several simulation
step duration can be used in the different execution modes. In Sect. 6.3, we evaluate
the influence of the step duration to check that the simulations keep close behaviours
with different values.

Section6.4 then investigates effects of pollution models and their parameters
(decay and diffusion rates). Section6.5 explores the impact of the number of vehicles
onAQI indicators in order to identify whether there is some qualitative changes when
the number of vehicles increase and if theAQIhave anupper bound.TheSect. 6.6 then
explores the impact of the evolution of the number of vehicles during the simulation
(using the daytime traffic scenario). In particular, we aim at identifying whether there
is a bootstrap period.

Finally, Sect. 6.7 explores the impact of the pedestrian area scenario by comparing
the three scenarios, but also how themodel behaveswhen the scenario changes during
the simulation (to study what happens when the user switches between scenarios, or
when we simulate a week the switch during the week-end).

All the experiments have been executed in headless mode on the following hard-
ware configurations:

– Laptop MacBook Pro 2017

– CPU—Intel(R) Core(TM) i7-7820HQ CPU @ 2.90 GHz (8 virtual cores)
– RAM—16 Go
– Operating System—MacOS 10.15.5 Catalina
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– Laptop ASUSTeK GL553VE

– CPU—Intel(R) Core(TM) i7-7700HQ CPU @ 2.80 GHz (8 virtual cores)
– RAM—16 Go
– Operating System—Linux Ubuntu

– Two nodes on universitary HPC

– CPU—Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10 GHz (16 virtual cores)
– RAM—24 Go
– Operating System—Linux Debian

6.1 Parameters and Indicators

Parameters. The model has been designed to be exhibited during an undetermined
time. As a consequence, a simulation stop condition cannot be defined as a specific
situation; we thus define it as a final simulation step at which outputs are (expected
to be) stable. In addition, given the model stochasticity, several replications (i.e. sim-
ulations launched with same parameter values) have to be launched to get significant
results: this number of replications has thus to be determined before going further
in the exploration. Finally, we explore the impact of the simulation step duration,
in order to check that it can be adapted.

The evolution of the number of vehicles in the area is controlled by the parameter
traffic scenario, that can take 2 values: constant traffic12 or daytime traffic. The
default value is set to constant traffic, which means that the number of vehicles is
constant and determined by the three parameters: number of cars (by default equal
to 700), number of motorbikes (by default equal to 2000), and the traffic factor (by
default equal to 1) which multiplies the initial number of vehicle (car and motorbike)
by a given factor. This factorwill vary to explore the impact of the number of vehicles.
When daytime traffic is selected, the number of vehicles evolves with the hour in the
day (following data presented in Fig. 3).

As far as pollution diffusion is concerned, we will explore the two models imple-
mented (depending on the pollution diffusion model parameter): grid and roads.
By default, the model is grid. The two parameters influencing these pollution models
are the decay rate (a real value between 0 and 1.0, with the default value set at 0.99)
and the diffusion rate parameter (a real value between 0.0 and 0.12, to keep the
uniform diffusion conservative, and set to 0.05 by default).

The set of closed roads is defined by the pedestrian area scenario. It can take 3
values: no pedestrian area (default value), current scenario, extended area.

Indicators. As it is the key quantity impacted by all the dynamics of the model,
all the indicators are related to the air pollution, represented by the AQI value (cf.

12constant traffic is the mode also used when we want the user to change itself the number of
vehicles through the application.
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Sect. 4.5). First implemented indicators are thus the mean and standard deviation
of AQI over all the buildings (as the AQI is computed on buildings in the simula-
tion). Another interesting indicator would be the total amount of pollution (to assess
whether closing roads increase total pollution or only move it). Nevertheless, as the
number of buildings is constant, the AQI average and total values have the same
evolution, and we only compute the former one. Finally, to observe the distribution
of pollution values, we also compute the maximum and minimum value of AQI. As
these values continue to change, even when the dynamics is stabilized, we compute
the average value over last steps.

For each parameters values, we will run several replications. For each of them,
we will save the value of each indicator at each simulation step. We will then plot,
for each indicator and parameters configuration, the evolution over the simulation
of the average value (over all the replications) as a line. It will be surrounded by
an extreme values interval bounded by the maximum and minimum value of the
indicator among all the replications.

6.2 Stochasticity Sensitivity Analysis

This experiment aims at exploring the impact of the stochasticity on the simulation
outputs. The objective is twofold. First wewant to identify somemeta parameters that
will be used in the following experiments: the number of steps that need to be executed
before reaching a quite stable state (when the number of vehicles is constant) and the
number of replications that will be necessary in the following experiments in order
to find results that are statistically meaningful. Second, we want to determine the
stability of the simulation results. In particular, if the results show a huge instability,
it will be difficult for simulation users to understand what they observe.

First, to find the maximum step for the simulations, we run 4 replications (with a
final step of 10000) and observe the average values of themean and standard deviation
of AQI over the 4 replications (cf. Fig. 9). We can observe that the values change a
lot between steps 0 and 500. As the simulation is initially empty of pollutants and
of vehicles, when the first vehicles emit pollution, the AQI increases quickly. After
these first steps, the simulation reaches an equilibrium between pollutant emission
(that tends to increase the AQI) and the pollution diffusion and decay (that tend to
decrease the AQI) dynamics. After step 1000, we observe a continuous decrease of
the mean AQI value, toward a stable value (around step 9000). Nevertheless, from
step 1000 and 10000, we cannot observe any qualitative change in the simulation
outputs. In a trade-off between the computation capabilities and the parameter space
to explore, we will thus consider in most of the following experimentation a final
step at 1500.

Even if we do not aim at quantitatively exploring or calibrating the model in this
paper, we can notice that the effect of stochasticity increases with the number of
steps (the extreme values interval amplitude increase with the number of steps).
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(a) Mean of AQI values. (b) Standard deviation of AQI values.

Fig. 9 Mean and standard deviation values of theAQI in buildings over 4 replications of 10000-step
simulations (with a extreme values interval limited by the minimum and maximum values).

In order to investigate the number of needed replications, we adapt the method
detailed in [9] using the standard error of the mean. The standard error of the mean
σx is defined on a given indicator (e.g. mean, standard deviation of AQI) as:

σx = σ√
N

whereσ is the standarddeviationof a given indicator and N the number of replications
considered.

The main idea is to compute this standard error for an increasing number of
replications and to find a threshold number where adding more replications does not
bring more information nor a better stability.

So we first compute a big number of replications (here we ran 100 replications as
a first attempt). Then incrementally we compute the standard error on an increasing
number N of replications from 2 to 100. For each N , in order to prevent biases
in the chosen replications, we compute the average of the standard errors over 10
picks of N replications. The results for the 4 indicators (mean, standard deviation,
maximum and minimum of AQI) are displayed in Fig. 10. We can observe that on all
the indicators, the main standard error’s evolution are before 10 replications. After
20 replications, the standard errors seem to begin to stabilize and 60 replications
seem to be the threshold after which adding more replications do not bring any new
information. As a consequence, depending on the exploration purpose and on the
required precision, one of these 3 thresholds could be chosen.

Again, following our objective of qualitative exploration and in order to be able to
explore a bigger parameter space, we will limit to 10 replications for each parameter
value. Further exploration could choose 20 or 60 replications for precision’s sake.
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Fig. 10 Standard errors on mean, standard deviation, max, and min AQI, over 100 replications.
Figures show a very fast decrease before 10 replications, a beginning of stabilization around 20
replications. After 60 replications, standard errors are stable and additional replications do not bring
more information.

6.3 Impact of the Step Duration

This second experiment aims at exploring the impact of the simulation step duration
over the results, but we went to 5min to simulate the daytime traffic.

The objective of this experiment is to evaluate the impact of the simulation step
duration on the air pollution index evolution: we aim at checking that the model
behavior is still acceptable when changing the simulation step. To this purpose, we
consider a single parameter (the step duration) and run 10 replications for each value
of the step duration among {16 s, 30 s, 60 s, 120 s, 180 s, 300 s}. We plot the various
indicators (mean, standard deviation and min and max of AQI) for each step duration
(Figs. 11).

We can observe that the simulation step has an impact on theAQI values: the values
for all the indicators increase with the simulation step duration. As in the previous
experiments, the stochasticity has more impact on results when the simulation step
is longer: this can be observed by the extreme values interval becoming bigger with
the step duration. We can also observe a convergence of the indicators values: above
120 s, the step duration does not impact results anymore (and even above 60s for
standard deviation). Finally, and this is the most important result of this experiment,
even if the indicators values are altered by the simulation step duration, the qualitative
evolution of the AQI is the same whatever the step duration value is. To sum up, this
experiment shows that, in the following experiments, we can modify this duration
step without changing the behavior of the simulation. Nevertheless, we need to keep
in mind that the AQI values will be altered.

6.4 Effect of the Pollution Diffusion Model

As presented previously, two diffusion models have been implemented, each of them
depending on 2 parameters: decay and diffusion rates. This experiment aims at eval-
uating the qualitative impact of these parameters on the simulation outputs. We thus
explore the evolution of AQI indicators for all the combinations of diffusion model
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[Mean of AQI] [Standard Deviation of AQI]

[Max of AQI]

[Min of AQI]

Fig. 11 Mean values of the mean, standard deviation, and min and max of AQI indicators for the
step duration in {16 s, 30 s, 60 s, 120 s, 180 s, 300 s}. Figures illustrate the impact of the simulation
step on results: when the step duration becomes longer, all indicators increase. The values converge
when the step duration is greater then 120 s.

(among {grid, roads}), decay rate (among {0.01, 0.1, 0.3, 0.5, 0.7, 0.9, 0.99}) and
diffusion rate (among {0.02, 0.04, 0.06, 0.08, 0.1, 0.12}). For each combination of
parameter values, 10 replications are launched. Results are summarized in Fig. 12
for the grid model and Fig. 13 for the roads model.

Grid Diffusion Model. The Figs. 12 display the 42 time series produced by this
experiment. First no quantitative change appears when exploring all the parameter
values. Second, “groups” of series can be observed (in particular of the standard
deviation andmaximum),which could come from the fact that one of the 2 parameters
has more influence than the other one.

To confirm this observation, and thus assess the impact of each parameter on
the results, we conduct an ANalysis Of the VAriance (ANOVA) [32] at step = 500.
To check the impact of this step value choice, we have computed the ANOVA for
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[Mean of AQI] [Standard Deviation of AQI]

[Max of AQI]

[Min of AQI]

Fig. 12 Mean values of AQI indicators for the grid diffusion model with decay rate among
{0.01, 0.1, 0.3, 0.5, 0.7, 0.9, 0.99} and diffusion rate among {0.02, 0.04, 0.06, 0.08, 0.1, 0.12}.
Some groups of time series appear (with the same decay value) appear for standard deviation
and max of AQI in particular, giving the insight that the model is more sensitive to this parameter.

other step values and get very close results. Table2 summarizes the relative impact
of each factor (parameters Decay and Diffusion, the randomness (Residuals)) and
combination of factors on the dispersion of values. The analysis shows clearly that
the impact of theDiffusion parameter and the combination of the parametersDecay-
Diffusion have a limited influence on all the indicators. They are mainly impacted
by the Decay parameter and the randomness (which has even a more important
effect). This means that it is really important to be careful in the choice of the Decay
parameter as it will highly impact the values of the AQI.

Road Diffusion Model. The Figs. 13 display the 42 time series produced by the
exploration of the roads diffusion model in the parameters decay rate and diffusion
rate space. The observations are quite similar with the difference that the time series
groups are much clearer: to confirm this observation, we conduct another ANOVA.
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Table 2 Results of the ANOVAwith the grid diffusionmode. Each cell gives the percentage impact
of the parameter (row) on the indicator (column).

mean stdDev max min

Decay 41.16 43.37 46.00 30.41

Diffusion 9.04 7.40 5.89 11.91

Decay:Diffusion 3.91 2.74 1.64 12.17

Residuals 45.89 46.50 46.47 45.51

[Mean of AQI] [Standard Deviation of AQI]

[Max of AQI]

[Min of AQI]

Fig. 13 Mean values of AQI indicators for the roads diffusion model with decay rate among
{0.01, 0.1, 0.3, 0.5, 0.7, 0.9, 0.99} and diffusion rate among {0.02, 0.04, 0.06, 0.08, 0.1, 0.12}.
Clusters of time series with the same value of decay illustrate the high sensibility of the model
to this single parameter.
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Table 3 Results of the ANOVAwith the grid diffusionmode. Each cell gives the percentage impact
of the parameter (row) on the indicator (column).

mean stdDev max min

Decay 38.61 39.46 39.23 NaN

Diffusion 0.07 0.02 0.01 NaN

Decay:Diffusion 0.16 0.05 0.02 NaN

Residuals 61.16 60.48 60.74 NaN

A second observation is that AQI values are much higher than with the grid diffusion
model.

Table3 summarizes the ANOVA results. The analysis shows once again that the
parameter with the most influence is Decay. But with the road diffusion model the
impact of Diffusion and Decay-Diffusion parameters are definitely negligible (this
appears clearly on the Fig. 12 with clusters of series with theDecay value). No result
can be computed for the minimum AQI indicator as results are constant (equal to
0.0). Finally, randomness appears to have even more impact in the road diffusion
model than with the grid one.

6.5 Effect of the Number of Vehicles

The main objective of this experiment is to explore the impact of the number of vehi-
cles. In particular, the key questions we want to address are: is there any qualitative
change in the dynamics when the number of vehicles increase? How AQI indicators
evolve when the number of vehicles increases and in particular is there a cap value?

To this purpose, we design an experiment with the parameter traffic factor taken
values among {0.5, 1.0, 1.5, 2.0, 5.0}. This means that the number of vehicles varies
between 350 cars and 1000 motorbikes (when traffic factor is equal to 0.5) to 3500
cars and 10000 motorbikes (when traffic factor = 5.0). The ratio between cars and
motorbikes is thus preserved in all the simulations. Results (on 10 replications) are
plotted in Figs. 14.

We observe a linear evolution of all the indicators with the multiplication factor
traffic factor: as an example, when the mean AQI value at step = 400 is around 40
(for traffic factor = 0.5), it values 400 for traffic factor = 5.0. In particular, results do
not show a cap value of the AQI when the number of vehicle varies (as we observed
when the step duration increases). Nevertheless, the shape of the evolution of all the
indicator is similar for all the values of traffic factor.
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[Mean of AQI] [Standard Deviation of AQI]

[Max of AQI]

[Min of AQI]

Fig. 14 Mean values of AQI indicators for traffic factor in {0.5, 1.0, 1.5, 2.0, 5.0}. Plots show a
linear increase of the AQI indicators with the number of vehicles.

6.6 Effect of the Traffic Scenario

The evolution of the number of vehicles in the area can follow two simulationmodes:
constant traffic or daytime traffic. In this experiment, we explore the impact of the
daytime traffic scenario on the behavior of the simulations. The numbers of cars and
motorbikes will thus change each hour, following data illustrated in Fig. 3; but every
day, the hourly numbers will be unchanged. We thus launched 10 replications for
each value of the parameter traffic scenario (the simulations where the parameter
value is set to constant traffic are used as a baseline). We launch simulations with a
step of 5min (1day is thus simulated in 288 steps) and we stop the simulations after
3000 steps. Results are displayed in Figs. 15.

As expected, the AQI values follows the number of vehicles: data (presented
Fig. 3) show 3 rush hours (around 7AM, 11AM and 5PM) and a low-traffic period
during the night. The 3 local maximum and the minimum can clearly be observed on
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[Mean of AQI] [Standard Deviation of AQI]
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Fig. 15 AQI indicator results for each traffic scenario: green line for a number of vehicles constant
traffic, purple for a number of vehicles following daytime traffic. Plots show that pollutant emissions
become stationary after one day of simulation and correlated to the evolution of the number of
vehicles.

all the indicators (except theminimum ofAQI). The extreme values intervals are very
small showing the low impact of the stochasticity on the results when the number of
vehicles evolves over time (the main exception is for the optimums of the max and
min of AQI). The most interesting observation is the fact that indicator values are
periodic (after the first day). The simulation bootstrap period is thus limited to the
first day and after the second day, results are stabilized.

6.7 Effect of Pedestrian Area Scenario

The ultimate objective of this section is to explore the impact of the various pedes-
trian area scenarios on the AQI. We thus launched simulations with the pedestrian
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[Mean of AQI] [Standard Deviation of AQI]

[Max of AQI]
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Fig. 16 Simulation results for the three scenarios of pedestrian area: green line for no pedestrian
area, purple for current scenario, and indigo blue for extended scenario, with a constant number of
vehicles. Figures show that the application of any of the pedestrian scenario does not change qual-
itatively the pollutant emissions, but only increase the maximum value and the spatial distribution
heterogeneity.

area scenario parameter taken values among {no pedestrian area, current scenario,
extended area}, for both traffic scenarios (daytime or constant traffic). In addition,
as the user is able to change the pedestrian area in the interactive mode, it appears
necessary to check the impact of this change on indicators to prevent unstable states;
this will also be conducted on both traffic scenarios.

Simulations of the Pedestrian Area Scenario in Constant Traffic Mode. In this exper-
iment, we set the traffic mode to constant traffic, and thus set the simulation step
duration to its default value (16s). We launched 10 replications for each pedestrian
area scenario. Results are summarized in Figs. 16.
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A first notable observation is that the mean values of AQI are not significantly
different among the three pedestrian scenarios. More generally, the 2 scenarios no
pedestrian area and current scenario produce very similar results on all the indica-
tors; the main difference is on the max AQI, which is higher for the current scenario.
But as the extreme values intervals overlap, this difference is not really significant.
The extended area scenario produces some differences in its results: the main one
being a standard deviation value that is higher than for the 2 other scenarios and a
slightly higher maximum of AQI. As a consequence, the extended area scenario is
the one producing the most change, with higher maximum of AQI and a distribution
of AQI among the buildings that is more heterogeneous than for the other scenarios.

Simulations of the Pedestrian Area Scenario in Daytime Traffic Mode. In this experi-
ment, we set the traffic mode to daytime traffic, and thus the simulation step duration
to 5min. We launched 10 replications for each pedestrian area scenario. Results are
summarized in Figs. 17.

Once again, we can observe that no pedestrian area and current scenario produce
very similar results on all the indicators. The only slight difference is that during rush
hours, the mean AQI is a little bit higher when pedestrian area is activated. Contrarily
to the previous experiment, when the daytime traffic is activated, all the indicators
increase when the extended scenario is activated: the AQI is higher in average, and so
are the max and standard deviation. In this specific configuration, we can conclude
that the extended pedestrian area increases not only the peak of AQI but also the
overall pollutant quantities.

Effects of Pedestrian Area Scenarios Changes. During simulations, through the
remote control, users can decide to change the pedestrian area scenario to observe
the impacts of alternatives. To assess the impact of this switch between scenarios,
we implement a new experiment in which the scenario is initialized to no pedestrian
area. During the simulation, every 864 steps (in daytime mode, i.e. 3 days) or 800
steps (in constant traffic mode), the scenario is changed: if the current scenario is no
pedestrian area then it becomes current scenario (resp. extended area), otherwise
it becomes no pedestrian area. As we run 3000 simulation steps, we will observe
the alternation: no pedestrian area-current scenario-no pedestrian area-current sce-
nario. Results are summarized in Figs. 18 for the current traffic mode and Figs. 19
for the daytime traffic mode.

When the traffic mode is set to constant traffic, we observe, as previously, that
the activation of any pedestrian scenario does not modify significantly the mean of
AQI (even if a very small increase can be observed on the time series in Fig. 18a). The
change is more significant for the standard deviation (when activating the extended
area scenario) and the max value of AQI (with a higher max value for the extended
area scenario). Finally, we can observe that, when the pedestrian area scenario is
switched from current or extended area scenario to no pedestrian area, the indicator
values does go back to the baseline value immediately: on average it will take around
100 step to reach the step without scenario switch.
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Fig. 17 Simulation results for the three scenarios of pedestrian area: green line for no pedestrian
area, purple for current scenario, and indigo blue for extended scenario. In a situation of varying
traffic, the application of each of the scenario from the beginning of the simulation highlight the fact
that the situations without any pedestrian area andwith the current scenario show both quantitatively
and qualitatively similar results. In contrary, the extended scenario show an increase of the amount
of the air pollutants and of their spatial distribution heterogeneity.

When the daytime traffic mode is activated, we observe similar results to the
previous experiment concerning the impact of the pedestrian area scenario on the
indicators. The mean AQI is not significantly impacted by the scenario as Fig. 19a
does not show clear difference between the period without pedestrian area (3 first
days, i.e. before step 850) and period with a pedestrian area (next 3 days, roughly
between steps 850 and 1700). Conversely, when the extended area scenario is acti-
vated, an increase in all the indicators is visible.

More interestingly, we can observe that, if we omit the initial bootstrap phase of
the first day (that has been identified in the previous experiment), no transition phase
appears later when switching between no pedestrian area and current scenario. In
particular, it would have been possible to have an unstable period after each transition
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Fig. 18 Simulation (in constant traffic mode) results when the scenario of pedestrian area changes
during the simulation (green line represents results with for current scenario and purple lines
with extended scenario). In a hypothetical situation of constant traffic, these figures show that the
application of the two alternative scenarios does not change the overall quantity of air pollutant but
induces an increase of the maximum peak value. The application of the extended scenario is also
characterized by a huge increase of the spatial distribution heterogeneity.

between pedestrian area scenarios, but the results of the first day of a period appears
very similar to the other days of the period. Nevertheless, when the extended area
scenario is deactivated, we can observe that the mean AQI values of the two series
are slightly different during the first day after the switch, meaning that simulation
requires one day to fully recovered from the pedestrian area scenario change (even
if the difference between both series is not huge).
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Fig. 19 Simulation (in daytime traffic mode) results when the scenario of pedestrian area changes
during the simulation: green line represents results with for current scenario and green lines with
extended scenario. In a situation of traffic varying over the day, these figures show that the extended
scenario application induces an increase of the amount of air pollutants and of their spatial distri-
bution heterogeneity. Conversely, the application of the current scenario does not show significant
modification on these indicators.

7 Conclusion

This article presents the HoanKiemAir project that aims at providing a tangible and
interactive simulation to represent the impact of various pedestrian area scenarios
around the Hoan Kiem lake (Hanoi, Vietnam), on traffic and emitted air pollutants. It
is expected to help authorities and people audiences to understand the interrelations
and feedback loops between these dynamics using a 3D map as a screen for the
simulation and a tablet application to control it. Whereas the model is described in
details in [28], this paper focuses on the analysis of the simulator and in particular
on the sensibility of the results when exploring the parameter space.
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The results of experiments presented here tend to show that the step duration can
be changed without changing qualitatively the results, and that there is a threshold
above which, it does not have any quantitative impact either. Conversely, not such
a threshold can be identified on the number of vehicles: the increase of the number
of vehicles induces a linear increase on the AQI indicators. As far as the traffic
scenario is concerned, the evolution of AQI is coherent with the traffic evolution in
the daytime traffic and a bootstrap period of 1day as been identified. Finally, the
activation of the current pedestrian area does not significantly impact the AQI (even
if we can notice a small increase of the maximum of AQI) in both constant and
daytime traffic configurations. Concerning the extended area scenario, its activation
definitely increases the maximum of AQI and the standard deviation (i.e. increases
the heterogeneity of the spatial AQI distribution). In the case of the daytime traffic,
it also increases the mean AQI (and thus the overall quantity of pollutants in the
system). When a switch is made between the extended area and the no pedestrian
area, we can observe that a period of time is necessary to come back to state before
the activation of the pedestrian area (around 100 steps in constant traffic and 1day
for daytime traffic).

The analysis of the simulation behaviour when exploring the parameter values
reinforce the trust we can have on the use of the simulator in an interactive way
with various audience. Obviously the model still need to be improved both with
additional data about the real traffic in the area and the other pollution sources (factory,
agriculture, etc.), and additional dynamics, and in particular a weather model and
how it interacts with the pollution diffusion model. Finally, we still need to calibrate
the model more accurately with real data, mainly coming from sensors localized in
the area.

In the end, apart from this theoretical analysis of the model, the full setup has been
demonstrated several times to diverse audiences. Preliminary observations show that
the use of a 3D printed map definitely attracts people and arouses their interest and
curiosity. Feedback were very positive. Nevertheless, we have observed that the full
setup in its current state is not fully self-content: when users are alone (i.e. without
any facilitator around) in front of themap and simulation, they are not able, in general,
to fully understand what they observe. There is still a need to improve contextual
information (either on the simulation or around the table). A second point is that the
tablet application is not naturally used by the users. An interesting alternative could
be to build a physical remote control with actual sliders and buttons to evaluate if
users are more likely to use it rather than the Android application.

The simulation (in an extended version) could be used by both decision-makers
and urban planners to test several scenarios of pedestrian areas and compare their
results in an interactiveway.Extensions of the interactionswith themodel could allow
the user to define interactively the pedestrian area to test, at the scale of the single
road. This would give insights about the amount of roads that can be closed before
the appearance of critical consequences in the other areas of the district and even in
other districts. This could also allow decision-makers to identify key roads, roads
which will highly and even qualitatively impact the overall traffic and air pollution
emission. As far as the public is concerned, the simulation results would help it to



Experimenting the Impact of Pedestrianisation on Urban Pollution ... 75

understand the complex feedback loop between the urban-planning decisions and
traffic and air pollutants emission. This could help it to accept a debatable or provide
it elements to factually criticize it.We could also imagine using the setup to let people
propose new pedestrian plans in a crowd sourcing approach.

Acknowledgement The HoanKiemAir project was funded by the French embassy in Vietnam, in
collaboration with the Hoan Kiem district People’s Committee and PRX Vietnam.
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Abstract According to recent studies, Vietnam is one of the twenty countries most
affected by natural disasters in the world, and particularly by floods either on the low
elevation coastal zones (risk of submersion) or along the Red River and the Mekong
River (risk of flooding). In this context, dams are both means of mitigation but also
threats given the possible failures and ruptures. The authorities must, therefore, pre-
pare warning systems and evacuation plans for the downstream population to avoid
loss of life. Agent-based models are now the approach of choice to support such
preparedness by considering the system as a whole and integrating dynamics of dif-
ferent natures: hydrology, population behavior, evacuation, crisis management, etc.
To design such a decision-support tool, modelers generally need to couple different
formalisms, such as diffusion equations when considering the hydrodynamic part,
and agent-based modeling when considering inhabitants’ behaviors. This is the goal
of the ESCAPE project, which uses agent-based simulations to explore evacuation
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strategies and contribute to the development and evaluation of evacuation plans. In
this study, to improve the ESCAPE framework, we propose to combine a hydraulic
dam failure model with an agent-based evacuation model using the GAMAplatform.
We focus on the evacuation of a Hanoi city (Vietnam) district, threatened by flooding
due to the failure of the Hoa Binh dam located more than 80km upstream of the city.
We demonstrate how to methodologically and operationally couple a hydrodynamic
water diffusion model (implemented using the HEC-RAS software) and a multi-
paradigm evacuation model (using the ESCAPE framework). Our goal is to extend
and enrich this population evacuation model by coupling it with flood simulation.

Keywords Agent-based model · Dam break · Co-modeling · GAMA platform ·
Population evacuation

1 Introduction

The high concentrations of people and critical infrastructures in increasingly urban-
ized spaces make risk and disaster management highly complex [32, 51] and amplify
population vulnerability to hazards. Considering the poorly controlled urban devel-
opment, the increasing intensity of monsoon rains, the sea level rise and the ground
level subsidence in a large part of the mega cities of South East Asia located along
the coasts and rivers, the population evacuation is often the only effective response to
face imminent hazards. According to the world risk index [26], Vietnam is one of the
twenty countries around the world with the highest vulnerability to natural hazard
disasters. The country is recurrently hurt by storms, mass floods, and typhoons. As
an example, in November 2017, the typhoon Damrey has killed more than 100 per-
sons [15] in the South part of the Central Region of Vietnam. It has blown the roofs or
destroyed more than 25 000 houses and forced authorities to evacuate more than 30
000 persons.1 In response to the potential lost and cost due to disasters, Vietnamese
authorities have launched in 2018 a large project to mitigate natural and industrial
risks.2 The failure of the Hoa Binh dam is among the envisaged risks. Located 80km
upstream of Hanoi city on a tributary of the Red River, the dam is regularly forced
to discharge overloaded water during the rainy season (e.g. see [62]) and its age (it
has been built in the early 90’) raises concerns about potential future failures.

Among the various measures envisaged to reduce the exposure of populations to
this hazard, the planning of evacuation strategies becomes a crucial concern. But
evaluation of these plans coherence and of their benefits outside a crisis context is
difficult. Although evacuation drills and the improvement of risk culture among the

1“TyphoonDamrey hits Vietnamwith deadly force”, TheGuardian. Link: https://www.theguardian.
com/world/2017/nov/04/typhoon-damrey-hits-vietnam-with-deadly-force. [Last access: August
2nd 2020].
2Vietnam Disaster Management Authority: http://phongchongthientai.mard.gov.vn/en/Pages/
priority-programs-for-disaster-risk-reduction-in-vietnam.aspx [Latest access: October 2nd 2020].

https://www.theguardian.com/world/2017/nov/04/typhoon-damrey-hits-vietnam-with-deadly-force
https://www.theguardian.com/world/2017/nov/04/typhoon-damrey-hits-vietnam-with-deadly-force
http://phongchongthientai.mard.gov.vn/en/Pages/priority-programs-for-disaster-risk-reduction-in-vietnam.aspx
http://phongchongthientai.mard.gov.vn/en/Pages/priority-programs-for-disaster-risk-reduction-in-vietnam.aspx
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population can mitigate losses, they are generally difficult to implement [23]. The
use of computer simulations to help authorities to understand the key outcomes and
to anticipate the main issues related to mass population evacuation is therefore of
primary interest [16]. Agent-based models (ABMs) [41] are a class of computational
models able to support such a preparedness by considering the system as a whole,
integrating dynamics of various natures: hazards (e.g. floods), people’s behaviors,
crisis management... Nevertheless, to describe each of these dynamics, modelers
usually have to rely on the most appropriate and efficient formalism, such as diffu-
sion equations when considering the hydrodynamic part, or agent-based modeling
when considering inhabitants’ behaviors. Coupling these various models is often a
challenge.

The objective of this paper is thus to describe a promising co-modeling approach to
couple an evacuation model of a population from amicro perspective using an ABM,
and the dynamics of the disaster (an inundation) using a hydrological model. The
proposed implementation relies on the GAMA platform [56], a generic agent-based
modeling platform.

The paper is organized as follows. Section2 presents the case study of a catas-
trophic flood caused by a dam failure in northern Vietnam. Section3 briefly describes
the state of the art concerning agent-based evacuationmodels and the use of hydrolog-
ical models in such approaches. Section4 details the agent-based evacuation model
and the hydrological flood model separately, while Sect. 5 focuses on the co-model
implementation and presents preliminary results on both toy and real case study
coupled models. Finally Sect. 6 summarizes the proposed approach and opens dis-
cussions about futures perspectives.

2 Case Study

The Red River basin contains two large reservoirs (created by two dams): Thac Ba
and Hoa Binh. Recently, two other dams have been built upstream of the Red River
basin: Tuyen Quang and Son La Reservoirs [39]. The Hoa Binh dam, built in 1984
on the Black River, has been the largest hydropower dam in Vietnam (until 2012) and
the second largest in South-East Asia with a height of 128m and a length of 970m. Its
reservoir has an area of 208km2 with a storage capacity of 9.5km3 [64]. Therefore,
it has a very important strategic interest for North Vietnam and also constitutes a
threat that the authorities have clearly identified.3 In addition to all the people living
directly downstream of the Hoa Binh dam, it is assumed that Hanoi, the capital of
Vietnam, may also be at risk of flooding.

3Tran Quang Hoai, permanent member of the Central Steering Committee for the Prevention and
Control of Natural Disasters, stated in 2018: “According to the plan, we are not allowed to let the
Hoa Binh Hydropower Plant’s dam break. It is necessary to actively divide the water and keep the
dams safe and ensure the security of the people.” [62].
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Fig. 1 Map of the Red River basin with its three main upstream tributaries and its delta area [63].
The red rectangle is the simulated area.

The area of study (indicated by the red rectangle in Fig. 1) is thus the portion of
the Red River basin located between the Hoa Binh reservoir, the dam (point 3 on
Fig. 1), and Hanoi city along the Black River (Da Song) and the Red River. The dam
is about 60km from Hanoi as the crow flies and more than 120km along the river.

The main watercourses that we consider in our study are: the Red River (Hong
Song) and its upstream part called Thao River (Thao Song), its confluence Clear
River (Lo Song), the Black River which flows out of the Hoa Binh Reservoir, and the
Duong River (Duong Song) which is a tributary of the Red River just near Hanoi.

From a topographic point of view, our case study can be divided into two parts.
The Black River flows in an area surrounded by hills, but when it joins the Red
River, the delta area begins and the terrain becomes flat: in particular, the entire
area to Hanoi (10m above sea level) is mainly a flat anthropised landscape of small
villages, rice fields, and dike infrastructures. The Red River delta is indeed an area
that has been heavily diked for several centuries. Facing a huge amount of floods all
over its history [57, 58], Vietnam authorities have started to build dikes in the Red
River delta from 1099. P. Gourou estimates in [30] that the embankment of the whole
delta has been achieved in 1865 and maintained and repaired from that time.

As far as the agent-based evacuation model is concerned, we focus on the Phuc
Xa district (Fig. 2). This district of Hanoi city is located between the dike and the
Red River, in the north of the old quarter of Hanoi. It is quite a small urban district
(around 0.92km2) but highly densely populated (15767 inhabitants in the census of
2009).

Located in a risk-prone area, it has been affected by many flooding events. As an
example, it was overflowed by the huge inundations that occurred in the provinces
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Fig. 2 Map of the Red River basin highlighting the Phuc Xa district location (Latitude: 21.04574—
Longitude: 105.848663) in the flooding area. (Source: Google Maps; access: August 1st 2020)

of the Red River Delta in mid-August 1971,4 killing a huge number of people5 and
causing property damages evaluated to 455 million USD. More recently, the 2008
off-season heavy rain in theNorth andNorth Central Coast surpassed all expectations
and caused a historic flood in Hanoi [40]. These heavy rains are considered a record
rainfall in the last 100 years (in 2018) and killed 17 people in the capital of Vietnam.6

The damages have impacted nearly 13,000 households along the dike, flooding most
houses around the Red River and tributaries. The overall amount of damage in Hanoi
is estimated at least to 1260 million USD. Up to now, there is no mass evacuation
plan of Hanoi identified by local authorities.

4LeHien, “A report on the big flood in 1971.” People’s Police Newspaper, 9, 2015. Link: http://antg.
cand.com.vn/Kinh-te-Van-hoa-The-Thao/Nhin-tu-con-dai-hong-thuy-nam-1971-289808/ [Last
access: August 1st, 2020. In Vietnamese].
5Statistics indicate that 594 people have been killed, whereas other sources state the number of
100,000 people.
6“Vietnam floods kill 14, Hanoi streets under water”, Reuters. Link: https://in.reuters.com/article/
idINIndia-36242120081031 [Last access: August 1st 2020].

http://antg.cand.com.vn/Kinh-te-Van-hoa-The-Thao/Nhin-tu-con-dai-hong-thuy-nam-1971-289808/
http://antg.cand.com.vn/Kinh-te-Van-hoa-The-Thao/Nhin-tu-con-dai-hong-thuy-nam-1971-289808/
https://in.reuters.com/article/idINIndia-36242120081031
https://in.reuters.com/article/idINIndia-36242120081031
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3 State of the Art

In this section, we review the necessity and possibilities of coupling ABM and
hydrological models, in particular for crisis management. In Sect. 3.1, we briefly
introduce themain approaches and tools tomodelmass evacuationmanagement using
ABM. Section3.2 discusses the various methodological and theoretical approaches
to coupleABMswith dedicated domain-specific hazardmodels, while in Sect. 3.3we
consider more closely the coupling of ABMs and hydrological models (with a focus
on natural catastrophic events). Finally, Sect. 3.4 introduces hydrodynamic modeling
of flooding due to a dam failure.

3.1 Agent-Based Modeling of City Evacuation and Mass
Forced Displacement Management

The agent-based modeling paradigm [41] aims at representing the behavior of a
system as an emerging property of computational entities (agents) interacting with
each other in a simulated environment. ABM has become an approach of choice to
represent complex socio-environmental systems, especially when they require the
inputs of different disciplines.

The scope of ABMs applied to the problem of evacuation, and the massive forced
displacement of the urban population in particular, can be defined along one major
point of departure: the general perspective considering the regime of agent mobility
(e.g. horizontal or vertical) and the collective management of the evacuation (e.g.
dry or during hazard, synchronous or asynchronous). When it is possible to forecast
the path or extension of hazards from several hours to several days in advance, like
inundations or typhoons, the focus is usually put on horizontal evacuation with the
main issue being the displacement of the population to exit the risky zones [20].
When the considered catastrophic event is very localized or short standing, like flash
floods or tsunami, the model usually focuses on vertical evacuation [1]. In this case,
the safety zone may not require massive displacement but rather the proper protec-
tive behavior [61]. While the first set of models heavily rely on mobility modeling
(including pedestrians, motorised traffic or multi-modal mobility) [18], social and
individual responses to the alert system [54], or a global infrastructure/resource man-
agement [22], the other part of the ABM effort pays more attention to in-situ individ-
ual and collective behaviors including socio-cognitive and emotional aspects [2, 6,
8, 60]. In recent years, several models explore the outcome of combined vertical and
horizontal evacuations [44, 66] even if research efforts to support this trend remain
limited.

Many agent-based traffic modeling frameworks are now available to design evac-
uation models, the main ones include MATSim [36, 65], SUMO [25, 38], or Sim-
Mobility [3] (see [20] for a synthetic summary). Nevertheless, when it is required
to integrate individual behaviors and attitudes related to the evacuation, these plat-
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forms have limited modeling capabilities. Hence, it is often more appropriate to rely
on more generic, flexible, and expressive tools such as generic agent-based modeling
and simulation platforms, e.g. Netlogo [67], Repast [49] or GAMA [56]. They can
indeed integrate spatial data and define heterogeneous individual agents with no a
priori on the architecture of agents’ decisions and behaviors.

When we look at disaster management and security, the required accuracy of
the hazard model will mostly depend on its suddenness and the impact of actors
on its evolution. When studying the evacuation of a population in anticipation of
floods that will occur several hours later, the hazard does not necessarily need to
be simulated: a simpler dry evacuation plan simulation model can be considered
sufficient [20]. The hazard would have been simulated independently and the time
available to evacuate is the main information of interest for modelers and evacuation
managers. Furthermore, if the hazard is expected to interfere with the evacuation
(e.g. by blocking roads), pre-calculated data can be integrated into the simulation.
However, when human beings’ actions may alter the hazard or when the evacuation
occurs during the hazard, then its dynamic needs to be coupled with the individual
behavior model. For example, this is the case in a model of bushfires in the state
of Victoria (Australia), where inhabitants could either evacuate in advance or stay
and protect their homes [1], or during the flood of 1926 in Hanoi (Vietnam), where
the inhabitants tried to protect their city from flooding by repairing or increasing the
dikes [27].

In these specific cases, human behaviors models and hazard models need to be
coupled in order to account for the potential interactions: human beings’ actions can
have an impact on the course of the hazard, while it will push people to fight or to
flee the threat.

3.2 Model Coupling

Necessity of Model Coupling in Socio-environmental Studies. Model coupling
has nowadays become increasingly popular for answering research questions arising
from complex systems science. Coupling can be seen as the integration or combina-
tion of different models, referred to as strong coupling. Alternatively, weak coupling
can be found in a kind of data transmission between different tools and/or plat-
forms [24].

When it comes to model socio-environmental systems, taking into account their
various dimensions, interdisciplinary collaboration becomes necessary. But each
research field comes with its language, vision of the systems, modeling paradigm,
and even existing models. Being able to couple these models without altering them
is thus a necessity to ensure the expressivity and the quality of the whole model.
Besides, relying on a flexible coupling approach also improves the model scalability,
providing the possibility to switch between a precise and time-consuming model and
a lighter, faster, but less accurate one when upscaled or downscaled.
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Several frameworks have proposed technical and operational solutions to the
model coupling. Most famous ones include HLA [19], DEVS [70] or FMI [9]. As an
example, DEVS proposes an event-based formalism to describe the simulation exe-
cution, considering each sub-model as a black-box only characterized by its inputs
and outputs; the whole model is thus defined as a set of interconnected sub-models.

Agent-Based Co-modeling Approaches. The question of coupling models has also
been tackled in the agent-based modeling and simulation community, mainly using
ad hoc approaches (such as when it comes to couple ABM and equation-based
models [7, 43]), while generic approaches such as HLA or DEVS are rarely applied
when it comes to couple socio-environmental models [50].

In the following, we will rely on the co-modeling approach, introduced in [21,
33]. Co-models have been defined as “a particular sort of agent-based models, where
agents wrap one or several instances of the models to be coupled, with their life-
cycle, operations, collaborations and conflict resolution mechanisms [...]”. In this
sense, they allow a recursive description of the system (such as in the holonic
approaches7 [53], or the MADKIT platform [31]). A key point of the co-modeling
approach is its ability to describe in a homogeneousway atomic agents (whose behav-
ior is described through any given formalism) and micro-model agents, i.e. agents
wrapping another model and executing it or agents calling an external simulator
and reading its result data files. The main objective of the approach is to increase the
expressivity of the model (by associating several modeling approaches) and reusabil-
ity of its components. A key challenge of this modeling approach is the need to be
able to provide a way to synchronize every agents and models in space and time.

From a general point of view, the modeling of urban evacuations relies on many
dynamics such as physical models (representing the hazard), mobility models, warn-
ing systems, human behaviors, and decision-making models. Using the co-modeling
approach to implement such a model could definitely take advantage of the existing
literature in each of these domains and in particular from hydrodynamic modeling
as far as floods are concerned.

3.3 Coupling Agent-Based and Hydrological Models

Coupling an Agent-Based Evacuation Model and a Hydrological Inundation
Model. Despite active researches in various domains like economics, social science,
biology, military, public policy, ecology, and traffic, the literature review shows how-
ever that the agent-basedmodeling approach applied to stream-flowor flood forecast-
ing problems is relatively limited [55] as it is not appropriate. Therefore this prevents
a straight-forward coupling of hydrological models with agent-based models.

7Holonic approaches consider agents as “holons”. “Holons are self-similar entities that represent
whole-part constructs and can be viewed either as higher-level system components or as wholes
composed of other holons as substructures.” [53].
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Conversely, the HEC-RAS software suite has recently added a module called
HEC-LifeSim to simulate evacuation within the context of a realistic inundation.
The main purpose is to analyse the impact of the catastrophic event on the human
loss and the cost of degradation. The tool makes use of pre-simulated inundation
scenarios and extends them in two main ways: first, users can define an emergency
plan made of warning diffusion to alert population and protective actions initiation
to define population response. The second aspect of the evacuation model is the
use of an agent-based model that simulates cars or pedestrians’ flight using roads,
destination points, and considering damaged environment (e.g. closed road due to
the inundation).

Hydrology in ABMs Using the GAMA Platform. The GAMA agent-based mod-
eling and simulation platform [56] has been designed, in particular, to implement
large-scale models of socio-environmental systems. As a consequence, many case
studies have integrated a water-related model, either by coupling the GAMA model
with another existingmodel or by implementing an ad hocmodel. The choice mainly
depends on the studied area extension, but also on the simulation step duration and
available data. As an example, the ARCHIVES model [27] simulates the flooding
of Hanoi city in 1926 and the management of this crisis by authorities. No precise
data are available related to the flood state or to the topology of the river, so we built
a very simple Cellular Automaton model based on the few available data (mainly a
hand-made hydrograph on a single point of the river). The crisis management model
and the hydraulic model are linked through the dike agents: the water presses on the
dikes until they break, while authorities try to repair and reinforce them fast enough
to prevent breaches. This hydrological model choice fits well with the simulation of
actors’ actions (which step is set to 2h) localized on dike as it can adapt to this time
and space precision.

The MAELIA project [28] aims at assessing the social, economic, and environ-
mental impacts of various water withdrawal policies on the Adour-Garonne (France)
draining basin. Given the large area of interest and a simulation step sets to 1 day,
we choose the semi-distributed watershed hydrological transport model SWAT [4].
As only a subset of all the dynamics included in the SWAT model was relevant for
the project, the needed equations have been implemented in the GAMAmodel, other
dynamics being replaced by more relevant ones (e.g. the plant growth and the farmer
decision-making models).

Another project [21, 59] explored the land use and land cover evolution in the
Mekong delta due to the impact of saltwater intrusion, that reduces yields of the
classical rice crops of the delta. The land-use change is controlled by yearly decisions
of farmers (in terms of crops) made depending on the previous years’ yields. Given
the studied process, the simulation step has been set to 1 month. As a consequence,
in this case, the water evolution is not computed using a hydrology model, but data
are simply imported as time-series data about water height in the rivers and in the
sea, to compute the intrusion of salty water.

Finally, the LittoSim [35] project built a simulation-based participative game aim-
ing at letting decision-makers think about alternative urban planning approaches to
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face sea submersion and to improve the risk culture of stakeholders. To this purpose,
players can manage their city with the possibility to build dikes, improve houses, or
to preserve dunes... Every year a submersion is computed, given the current land use
(that impacts the elevation model). To this purpose, the Littosim model is coupled
with the 2D hydrodynamic model LISFLOOD-FL [48], which computes the sub-
mersion given the updated city infrastructures. In terms of coupling, at each step, a
new Digital Elevation Model is sent from GAMA model to LISFLOOD-FL. This
latter computes the submersion and returns to GAMA the casualties induced by the
water.

In this paper, we focus on floods due to dam failures; the next section presents
thus a short overview of the modeling approaches regarding this kind of hazard.

3.4 Modeling of Dam Breaks

Dam Break Causes. Dams are under the threat of failures due to various types of
events. However, the vast majority of failures have occurred on earthen embankment
dams caused by extreme rainfall events [12]. Other events that can induce a dam
break include natural hazards (flooding, landslide, earthquake...), failures (equip-
ment, structure, foundation), or upstream dam failures [12].

Effects of Dam Breaks. Compared to other types of floods, floods caused by a dam
failure are characterized by their suddenness, high flow and strong impulsive force.
During a dam failure, the spread of flooding is influenced by a number of factors, such
as themode of failure, the presence and the shape of dikes along the downstream river,
the elevation of the environment, the sediment transport and associated downstream
hydrological and hydraulic parameters [37]. Although there are many examples of
dam failures in history, only a few of them are well documented and preserved.
Existing records are extremely insufficient and most of them have been documented
by visual observation, which implies that data related to these events are highly
uncertain [42].

Modeling Bam Failure and Induced Floods. It exists a large literature about the
modeling of floods due to dam failures, using a wide variety of modeling approaches.
As an example, the FLDWAV hydraulic model (a generalized flood routing model)
has been used in various studies to determine the hydraulic characteristics of a flood,
including its discharge, velocity, elevation, and depth at various times and distances
downstreamof the dam [47].Other approaches using a 2DCellularAutomaton spatial
distribution model have simulated the spatio-temporal process of a dam-break flood
routing [42, 69].

The two main approaches used to model flooding are the hydrological approach
(e.g. Muskingum method [17]) and the hydrodynamic approach (e.g. solving the
St. Venant equations [29]) [68]. Several works have compared the 2 approaches on
several case studies (e.g. dam failure-induced waves in alpine regions [52]) or in a
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controlled academic environment [5]. During dam failure, the saturation of the catch-
ment area has little effect on the overall damage, as this type of flood is characterized
by its suddenness and high destructiveness. Consequently, the hydrological approach
is not suitable to compute the parameters in question.

In this study, we use the HEC-RAS software [11] which allows us to do 1D
modeling, 2D modeling and 1D-2D coupled modeling at the same time. The latest
versions of this software also have the “RASMapper”, a tool that greatly facilitates the
modeling process, the visualization of simulation results, and evenmore importantly,
offers more data export options, which will help us later for the model coupling.

4 Models

In this section, we introduce the two models (the ESCAPE evacuation ABM in
Sect. 4.1 and the Hoa Binh dam break HEC-RAS model in Sect. 4.2) that will be
coupled in Sect. 5.

4.1 ESCAPE Model in a Nutshell

The ESCAPE agent-based framework [20] is dedicated to the study of urban evac-
uation strategies in the context of natural or technical hazard threats. It is based on
four modules that describe entities and mechanisms of (i) the spatial and social envi-
ronment, (ii) individual and collective decision-making processes, (iii) evacuation
plans and their management, and (iv) the catastrophic event (an in-depth description
has been provided in [20]). The key entity of the model is nevertheless the agents
representing human beings evacuating the area, with their heterogeneity in terms of
individual behavior and social characteristics. The model has been built upon a pre-
vious model of mobility in Rouen (France) [18] and extended to several case studies
of urban evacuation including the Vietnamese case study of Phuc Xa (Hanoi) [13].

Social and Spatial Features of the Model. Figure3 depicts the GIS data used to set
up the spatial environment of the evacuation model in the quarter of Phuc Xa, Hanoi,
Vietnam. The road network (yellow lines) and building footprint (grey polygons)
have been gathered from OpenStreetMap (OSM).8 In a second step we updated the
data by digitalizing missing buildings from latest available Google satellite images.
Because of data scarcity, we consider all roads to be two ways roads and practicable
either for two wheels and car vehicles. The Phuc Xa quarter is surrounded by the Red
River on the East and a dike (protecting the city) on the West; the evacuation points
(green circles) are thus the gates in the dike accessible by roads. The height of the dike
walls constitutes a major obstacle for pedestrians to cross it, they thus have to make

8OpenStreetMap is a collaborative online GIS opendata repository: https://www.openstreetmap.
org/.

https://www.openstreetmap.org/
https://www.openstreetmap.org/
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Fig. 3 Spatial data used to initialise the ESCAPE agent-based model on the Phuc Xa case study,
including the ward boundary (red line), buildings (grey polygons), roads (yellow polylines), evac-
uation points (green circles), and the closest extends of the Red River (blue).

their way towards the nearest exit gate. Considering the social environment, values
of inhabitant agents’ attributes have been generated using the available census data9:
age, gender, and occupation have been assigned to reflect known aggregated demo-
graphic marginals. The location of activities (i.e.workplaces and schools) and homes
have been elicited uniformly using the synthetic population generator Gen* [14].

Mobility Behavior and Decision During Evacuation. In the ESCAPE framework,
every inhabitant agent has its own set of activities during the day, i.e. its agenda.
This means that when the hazard occurs, agents might already be in motion or in
the course of an activity (e.g. staying at home or working). The agents’ evacuation
behavior can either be triggered by the event itself or an alert broadcast (e.g. siren or
mobile phone messages) defined in the evacuation plan. For the Phuc Xa case study,
a simplistic alert system has been designed to cope with the lack of information about
the disaster as well as the absence of evacuation plan: all the agents are alerted at
the same time and have to go to the nearest exit point. Most of the agents’ decisions
pertain to the choice of a mobility model, either using a motorbike or walking: if they
are in motion, they will keep their mobility mode, whereas if they are in the middle
of an activity they will choose to run directly to the exit point if the distance to their
vehicle is, on average, higher than half of the distance to the exit point. Otherwise,
agents go to their vehicle and follow the road to the evacuation point. The mobility

9Demographic data where taken from 2009 census and available at the General Statistics Office Of
Vietnam https://www.gso.gov.vn/Default_en.aspx [Last access: October 11th 2020].

https://www.gso.gov.vn/Default_en.aspx
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Fig. 4 ESCAPE simulation snapshot: the green triangles represent people agents and the blue
rectangles the motorbikes [13].

speed will be altered by the congestion (correlated to the number of agents on the
mobility road or pedestrian network) which thus impacts the evacuation time.

Evacuation Plan. As mentioned previously, no evacuation plans are defined in
advance to prepare the management of crises in Vietnam. Research questions regard-
ing evacuation management thus move from the assessment of evacuation plans to
the improvement and ease of self-evacuation, i.e. when people evacuate by them-
selves. In [13], we thus investigate dry pedestrian and two wheels evacuation, with
a simplistic alert system (everyone is alerted at once) to study the expected time to
empty the area.

Model Catastrophic Event. In the ESCAPE framework, the hazard may not be
implemented at all when the model focuses mainly on dry evacuation. When it is
implemented in the model, it can either come as a static hazard, a set of scenarios
(defining the extend areas of the hazard) or can be dynamically simulated. In all
the cases, it will mainly impact the mobility of people by blocking roads and other
mobility networks. In the model presented in this paper, we integrate the hazard in
the evacuation simulation as results of a hydrodynamic model (see Sect. 4.2). It will
impact the evacuation in a very simple way: when thewater depth is lower than 0.5m,
it has no impact, otherwise, it makes the evacuation impossible for the overflowed
agents. Once again, we choose a simple but realistic threshold value.10

Simulations.Figure4 shows a snapshot of the evacuation in progress.We can observe
some crowded areas for pedestrians (green triangles) and congestion on the main
intersections for vehicles (blue rectangles). Because of the topology of the quarter

10A deeper investigation shows that this threshold also depends on the flow speed and human being
profile, and not only on the water height. At low speed (less than 0.25m/s), 0.5m is the limit for
a child and 1m for a trained adult. At high speed (0.75 to 1m/s), this threshold of 0.5m is for the
trained adult, the children cannot walk above 0.2 [10]. The chosen value of 0.5 has thus been chosen
as an average value between the height, the speed and the human profile.
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Fig. 5 Digital ElevationModel of the 10 provinces involved in the hydrodynamic model (provinces
with red boundaries are the ones overlapped by the Red River, the ones with blue boundaries are
the additional provinces impacted by the flooding).

(with only few main roads and many small pedestrian passages) and the induced
congestion, the efficiency of massive unstaged evacuations (evacuations where every
agent is alerted at the same time) might be highly reduced.

4.2 Hydrodynamic Model of the Dam Break

In order to model the hydrology of the studied area after the Hoa Binh dam failure,
we choose to rely on the 2D modeling approach using the HEC-RAS software. To
build the model, two kinds of input data are necessary: (i) topography data, including
elevation and bathymetry, and (ii) water-related boundary conditions.

Input Data: Elevation Data. The most important data to gather for hydrological
modeling is the studied area elevation and topography. In this subsectionwe introduce
the most important source, i.e. the Digital Elevation Model (DEM), and all sources
to further enhance knowledge about topography related to water flows, i.e. dikes and
bathymetric data among other sources.
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Digital Elevation Model (DEM). For the Digital Elevation Model (DEM), we used
the NASA Shuttle Radar Topography Mission (SRTM) Version 3.0 with a resolution
of 30m (Fig. 5).11 The studied area covers the 4 provinces of Hanoi, Hoa Binh, Phu
Tho and Vinh Phuc. But some preliminary simulations showed that the water front
of the flood tends to go beyond the boundaries of these provinces. So we need to
add 6 more neighboring provinces: Thai Nguyen, Bac Giang, Bac Ninh, Hai Duong,
Hung Yen, and Ha Nam.

Dikes. Preliminary simulations have shown that, even with daily flows lower than
the average flows, some water “leaks” appear in the system: the water disperses and
leaves the minor river bed before the dam break. The most likely cause is that the
DEM, with a resolution of 30m, does not take into account the dikes, which are
generally 5m wide. Given the importance of the dikes in the studied area, it has been
necessary to integrate them more finely in the model: on the one hand to limit these
“leaks”, and on the other hand to have a more realistic simulation after dam failure.
Using the data provided by [34], wemodified the DEM to take into account the dikes.

Bathymetry. In addition to the DEM, we need bathymetric data (elevation below
the water surface) along the rivers and the Hoa Binh Reservoir. However, complete
bathymetric data for the entire area (Red, Black, and Clear rivers, Hoa Binh reser-
voir...) were not available. Therefore, we used the available data from [34] which
provide bathymetry for 12 profiles across the Red River, all of them located close to
the city of Hanoi. For the other sections of the Red River and other rivers, bathymet-
ric data have been completed from various informal literature sources.12 The main
criterion used to select these data was the similarity of the geodetic system used. The
possibility to use a small number of profiles to run the simulations is supported by
related works: [45] has shown that the performance of the model is not significantly
degraded when using a small number of sections (compared to the same model with
a large number of cross-sectional profiles). Final dataset is shown on Fig. 6.

Input Data: Boundary Conditions. In addition to the water quantity in the reservoir
and the water flow coming from the dam, the simulation requires knowledge about
the flows from the various tributaries and at the system outlet. For this purpose, we
used flow data from a daily flow database of 5 stations over a period from 1975 to
2016 [46].

From these data, an inflow transient flow hydrograph has been created for the
Black River (i.e. in the upstream of the Hoa Binh dam), Red River, and Clear River
to serve as a condition for the inflow boundaries. Similarly, hydrographs have been
created for outflows of the system in the Red River and Duong River.

Description of the Simulation. Before simulating the dam failure itself, it is neces-
sary to have a hydrological state of the system close to the real state. To this purpose,
we have first simulated over a period of 1 month the water flow in the system using

11Source: https://earthexplorer.usgs.gov/.
12Other sections come from the following source: https://www.geosci-model-dev-discuss.net/gmd-
2019-40/.

https://earthexplorer.usgs.gov/
https://www.geosci-model-dev-discuss.net/gmd-2019-40/
https://www.geosci-model-dev-discuss.net/gmd-2019-40/
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Fig. 6 Map of cross sections (left), the cross profile N 196893 after the modification of its
bathymetry (right).

the current boundary conditions. This allowed us to fill the rivers and the reservoir
and to reach a stationary state as correct as possible.

Once the stationary state reached, the dam failure can start. Based on the charac-
teristics of the Hoa Binh dam (presented in Sect. 2), the most likely mode of failure
is “Pipping”, i.e. an infiltration erosion [12]. This is a type of failure for which, in
situations where the population at risk and the study areas are sufficiently far down-
stream, the differences in peak flow and the shape of the hydrograph of the failure
may not be significant when the flood wave reaches the downstream sections, and
particularly for the Phuc Xa district in Hanoi.

This can be observed in the simulation results presented in the following section.

4.3 Preliminary Results and Discussions

The simulations show that a first wave affects the section of the Red River near
Hanoi within 24h. From then on, we can observe the increase in water speed and the
flooding of the banks in the sections close to Hanoi. The second wave that floods a
large section of the study area will not reach Hanoi before 48 more hours (72h since
the beginning of the simulation): as depicted in Figs. 7a and 7b, water velocity reach
two time the regular water flow in the next 3 days at the intersection between the
Black and Red Rivers.

Thiswater front propagation time,which is longer thanwhatwas expectedby some
experts on the field, may suggest that we have to improve the data quality and refine
the model by taking into account more parameters, and in particular hydrological
ones such as water evaporation and infiltration. On a global perspective, Figs. 8a and
8b show respectively the initial and the final states (i.e. at the end of the simulation,
7 days after the dam failure) of the area in terms of water depth. We can notice that a
large portion of the studied area have been over flooded because of the dam failure.
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(a) Before the dam failure. (b) 72 hours after the dam failure.

Fig. 7 Water velocity in Black and Red Rivers watercourses before and after the dam failure.
Blue color stands for initial regular velocity, while yellow to red mean 1.5 times to 2 times regular
velocity.

(a) Initial water depth. (b) Water depth 7 days after the dam
break.

Fig. 8 Water depth in Black and Red Rivers watercourses before and after the dam failure. From
Blue sea color stands for 10m depth and above to sky blue color close but superior to 0m depth.

It is important to notice that the city ofHanoi is not flooded after the simulated dam
failure: the main reason is the quality of the DEM, which depicts building elevations
rather than ground level. In order to obtain coherent flood results for the city of Hanoi,
we need to improve the accuracy of data. This can be done reducing the elevation
of the DEM using land registry and elevation data of buildings and roads. However,
even if the model needs better data, more refinements, deeper analysis and a finer
calibration procedure, the preliminary results we exposed, make it possible to use the
flood model in conjunction with the agent-based model of evacuation as a proof of
concept. The next section exposes the proposed coupling and its expected outcomes.
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5 The Coupled Model

5.1 Coupling Principle

Main Principles. ESCAPE main purpose is to simulate the evacuation of an urban
area and not the fight against flooding (as it is the case when inhabitants try to
protect their city by repairing and elevating dikes, e.g. in [27]). As a consequence,
we can limit the link between the hydrodynamic and the evacuation models to a
weak coupling: first, the hydraulic simulation is executed, and then the results are
integrated step by step in the ABM.

To this purpose, the agent-based and the hydraulic models have to share the same
environment and thus the sameDEM input data. Previously executed only at the scale
of the ward, the ABM has now to be upscaled to an environment that matches with
the DEM. The DEM file is thus used both to define the size of the environment, the
dimensions of the grid of cells that will pave the whole environment, and initialise the
elevation attribute of each cell. Conversely, the flood simulation will be downscaled.

With a given frequency, a result file produced by the hydraulic simulation is read
and the water depth of each grid cell is updated accordingly. It is important to notice
that the hydraulic and agent-based simulation steps can be different: either water
depth will not be updated at each step (if the agent-based simulation step is shorter)
or all the output files will not be used if the agent-based simulation step is longer.
In our case study, the ESCAPE simulation step lasts 5 s (because the mobility model
requires a short time step to be precise enough) whereas the hydraulic simulation step
lasts 10min. As a consequence, the water depth is updated once every 120 simulation
steps in the evacuation model.

Implementation of the Co-model Coupling the HEC-RAS and GAMA Plat-
forms. The co-model coupling the ESCAPE and HEC-RAS models is implemented
as an extension of the ESCAPE model with a grid of cells containing a water depth
and an agent dedicated to wrap the HEC-RAS simulator and to interact with the other
agents of the agent-based model. The coupling is made in 2 steps: (i) at initialisation,
the dedicated agent calls HEC-RAS to produce results (as tif files), (ii) at each step
(or every N steps), the wrapper agent reads one of the result files and updates the
water depth of the cells of the agent-based model.

Initialisation. The GAML (GAMA Modeling Language) code shown in Listing1.1
illustrates the first step of the coupling.13 The kind of agents hydroManager is
in charge of the communication with the HEC-RAS platform. Compared to other
kinds of agents, it is given additional capabilities, i.e. additional possible actions
(encoded in the hecrasSkill skill). Once created, such an agent will execute at
its initialisation:

13Source code is available in the Github repository of the GAMA extensions (https://github.com/
gama-platform/gama.experimental) in the ummisco.gama.extension.hecras project.

https://github.com/gama-platform/gama.experimental
https://github.com/gama-platform/gama.experimental
http://ummisco.gama.extension.hecras
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1. Establish a connection with the HEC-RAS software. To this purpose, it first
loads a new instance of the HEC-RAS engine.

2. Generate the rasmap file specifying how to execute the plan. The flooding
simulation is driven by a plan that is configured through a so-called rasmap file.
It specifies in particular the “terrain” and the start and end dates of the simulation.

3. Ask HEC-RAS to open an existing project. The project file contains a link
to all the dataset necessary to run the simulations and to several possible plans
defined by the user. A plan specifies the way a simulation is launched (which
input data), if it is a steady or unsteady flow simulation in the case of a sediment
simulation, and what is saved in output files every time step. The HEC-RAS
project specifies the current plan to be used in step 4.

4. Simulate the current plan specified by the project. This will create all the
result files containing the water depth as .tif files. One file is created for each
save time step specified in the current plan. Each file is namedwith the simulation
time. This simulation is executed in headless mode.

5. Quit HEC-RAS software, once all the computations have been done (note that
theGAMAsimulationwaits for theHEC-RAS simulations to be over to continue
its execution).

� �

// The HEC -RAS related actions require the agent to have the
hecrasSkill.

species hydroManager skills: [hecrasSkill] {

init {
// Load an HEC -RAS instance.
do load_hecras ();

// Generate the Rasmap file specifying how the plan is
executed.
do Generate_RasMap(

"../ includes/Phuc Xa Simulation/PhucXaSimulation.rasmap"
,

"Plan 01", "Phuc Xa DEM + 2 Bathymetries",
"15 AUG2019", 0, 24, 0, 59);

// Specify the HEC -RAS project file that will be opened.
file f <- file("../ includes/HWC/HCW2.prj");
do Project_Open(f);

//Hide the GUI dialog of HEC -RAS
do Compute_HideComputationWindow ();

// Compute the plan opened previously.
// This produces the tif result files.
do Compute_CurrentPlan ();

// Quit the Hec -RAS instance.
do QuitRas ();

}

// Update data
// ...

}
� �

Listing 1.1 GAML code of the initialisation of the agents wrapping HEC-RAS simulations.
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(a) Digital Elevation Model with a flat land-
scape and a simple river bed. (b) Inflow and outflow hydrographs

Fig. 9 Input data of the minimal co-model.

Update Water Depth from the Hydrological Simulation. At every step of the ABM
model, the main task for the hydroManager agent is:

1. Identify the tif file to be opened. Each result file can be identified by the
simulated time it represents. As a consequence, the agent-based model has to
compute a simulated time coherent with the ones of the HEC-RAS simulation.
To this purpose, we rely on GAMA capabilities to manage dates: given a starting
date and a duration of the simulation step, GAMA automatically computes the
simulated time of the current step.

2. Read water depth of each grid cell in the opened file. The model reads the tif
file and stores the results as a list of ordered float values. Given the encoding of
tif files, this order is the same in all the files and it also corresponds to the order
of cell agents created in the agent-based simulation.

3. Update cells. In this last step, each cell water depth value is updated. As any
other agents of the simulation, cells can now impact the course of the simulation
with the up-to-date flood value from the hydrological simulation.

Illustration on a Minimal Co-model. As an illustration of the co-model, we built a
minimal co-model coupling a simple HEC-RAS model with a simple GAMAmodel
limited to the hydrology part. The HEC-RAS model is made from data presented in
Fig. 9: (i) a DEM of a flat landscape with only a river bed (i.e. the greeny area), (ii)
unsteady inflow and outflow hydrographs. The hydrogaphs represent the evolution
of flows over a single day: from 00:00 to 06:00, flows are constant (this will fill the
river and keep a stable water volume in the bed), then from 06:00 to 12:00, the inflow
increases, while the outflow decreases. The river will thus soon reached its capability
and the floodwill occur. During the second half of the day, the inflow decreases while
the outflow increases, which will reduce the flood.

Figure10 plots the evolution of the water volume over the whole day (in the
GAMA simulation), showing the constant water depth before 6AM, and after 6AM,
the water depth increase all over the day. The reduction of the inflow volume (after
12:00) only limits the increase of the water level, a maximum value seems to be
reached at 0:00. The plot presents a discontinuity few minutes after 6AM: when
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Fig. 10 Evolution of thewater depth over the full day: series represent the average (blue), minimum
(green) and maximum (red) water depth values in cells with water. The discontinuity at 6:20 reflects
the time of flooding start (i.e. when cells outside of the river bed start to be covered by a low depth
of water).

water starts to reaches cells outside of the riverbed, they first have a very low water
depth, which makes the minimum water depth decreases suddenly.

5.2 Minimal Evacuation Co-model

To go one step further and illustrate the coupling between HEC-RAS flooding simu-
lations and a GAMA agent-based evacuation model, we implement a minimal evac-
uation co-model, based on the dataset used for the previous flooding co-model. It
thus contains a grid of cell agents created from the DEM data file. Each cell contains
an elevation (coming from the DEM file) and a water depth (updated by the wrapper
agent). We add to this model (cf. Fig. 11):

1. an evacuation_point agent, located on the left of the environment (on a random
cell, located on the column y = 0).

2. a set of house agents: houses will contain initially people agents. Each house
covers a full cell. Initially, the simulation creates 50 houses, located in the band
of cells close to the river bed; whichmeans they are prone to be quickly impacted
by overflows.

3. people agents: one people agent is created in each house. As soon as it is alerted,
it will try to escape toward the evacuation point. We force the people’s move
to be on the cells, and that only one agent can be located on a cell at the same
time. As soon as a people agent reaches an evacuation point, it is removed from
the simulation and counted as an evacuee. When a people agent is located on a
cell with a water depth higher than 2m, we consider that it will not be able to
evacuate, it is thus removed from the simulation and counted as a casualty.
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Fig. 11 Screenshot of the minimal evacuation co-model: houses (in grey) contain initially one
people agent (black circle). The evacuation point is displayed with a green circle.

People agents will evacuate only when they are alerted by a higher-level authority.
This authority (not represented explicitly in the current model) is simply character-
ized by an alert time parameter: when this time is reached in the simulation, all the
agents are alerted and start their evacuation. To illustrate the whole workflow of
coupling, we assess the evacuation process given various alert times. The explored
parameter is the alert time (between 6:20 and 7:00, with a step of 5min). As for
indicators, we compute the number of casualties and evacuees at the end of the sim-
ulation. Figure12 shows the result of this exploration. We can notice that, on this toy
case study, the alert can be triggered even after the increase of the inflow (and the
decrease of the outflow, conditions that induce the flooding) without jeopardising the
chance for everybody to be saved. Similarly, we can notice a threshold after which
nobody can reach exits of the area (which might highlight the usefulness of a vertical
evacuation strategy given the situation).

5.3 Co-model Coupling the ESCAPE Model on the Phuc Xa
Area with the HEC-RAS Flooding Model

The objective of this section is to demonstrate the practical capability of imple-
menting a co-model coupling a real evacuation model (the ESCAPE model) with
an HEC-RAS flooding simulation (flooding of Hanoi following the Hoa Binh dam
break). A key challenge is to couple them without altering the behavior of each of
themandwith theminimumofmodifications. This justifies the use of the co-modeling
approach, wrapping the HEC-RAS simulator in an agent.

A first adaptation is related to the dimensions of the simulation environment of
both models because their spatial extensions are very different: the Phuc Xa ward is
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Fig. 12 Evolution of the casualties (red) and evacuees (blue) depending on the alert time.

a space of less than 1km2 whereas the hydrology is simulated on a space of around
4000km2.We choose to run both simulations in the same environment: we thus create
a newDEMfile covering the PhucXaward and a part of the RedRiver (see the central
picture in Fig. 13). The in- and outflow boundary conditions for this new HEC-RAS
simulation come for the simulation run on the whole flooding area. The evacuation
simulation is executed on a wider area. But, as the evacuation is constrained by the
road and pedestrian networks, extending the overall environment dimensions will
not have any impact on the evacuation simulation.

Asmentioned previously, the DEMfile used for the flooding simulation integrates
the building height in the elevation computation, making the city not flooded as it
should be. To be able to integrate the impact of the flooding on the evacuation process,
the area needs to be flooded. We thus modified the elevation data in the Phuc Xa
area: we apply to all the cells covering the ward the elevation of the cells without
building located between the ward and the river. As depicted in Fig. 13, the overall
simulated area of the Phuc Xa quarter can now eventually be submerged: the blue
color intensity represents the water depth in the cell and white cells are cells without
water.

The adaptation of the evacuation model has been limited to its minimum: it has
simply been relocated in a bigger environment paved with a grid (defined by the
DEM file used for the hydrological simulation). Each cell agent contains the water
depth, updated by the wrapper agent reading the files produced by HEC-RAS.

The interaction between water level and evacuating agents will be managed by
the cell agents: at each step, if a cell water depth is higher than a given threshold
(chosen to 0.5m in the following simulations), all the agents located on it will be
removed from the simulation (and counted as non-evacuees). Finally, the alert time
(the time when all the agents time are ordered to evacuate) is set as a parameter of
the simulation to be explored in the following.
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Fig. 13 ESCAPE simulation on Phuc Xa area (on the left), HEC-RAS simulation of the Hoa Binh
dam break (on the right), and the coupled simulation (in the center).

As a proof of concept, we explore the co-model given 2 parameters: the alert time
(taken values between 6:40 and 8:00, every 10min) and the number of inhabitants
(among the possible values {157, 785, 4710, 7850, 10990, 15700}). As an indicator
that can be common to all the population sizes, we chose to compute the evacuee
rate: it is computed as the number of evacuee agents (at the end of the simulation)
over the total number of inhabitants. An evacuation rate of 1 means that everybody
was able to evacuate. Results are summarized in Fig. 14a.14

First of all, we observe again that there is a range of alert time in which the model
is highly sensitive: when we observe the time series for the smallest numbers of
agents (175 and 785), a difference of 30min in the alert time can change the output
of the evacuation from a state where all the inhabitants have successfully evacuated
to a state where no one was able to evacuate. After 7:40 PM, we can also notice that
nobody can evacuate. Looking at Fig. 14b, we can notice that the period between
7:20PM and 7:40PM corresponds to the period where water depths reach 0.5m (at
7:40PM all the cells have reached the threshold value).

Second, we can definitively observe the effect of the number of agents on the
evacuation efficiency: as soon as there is a number of agents high enough (4710 in
the experiment), the rate of evacuees is sharply reduced. In addition, it appears that
the steepness of the curve decreases with the number of agents, which could let us
imagine that the alert time (and thus the evacuation duration) needed to evacuate
everyone will not be linear with the number of agents. And this can only be due to

14We ran only 1 simulation for each value of the parameters. As the ABM is stochastic, many more
replications should be necessary to get accurate results. But this is out of the scope of this paper, as
we focus here on the coupling from a methodological point of view.
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(a) Evolution of the rate of evacuees depending on the alert time and the number of
inhabitants.

(b) Water depth evolution in the Phuc Xa ward.

Fig. 14 Input data of the minimal co-model.

the congestion (i.e. traffic jam and crowded area) induced by a bigger number of
agents evacuating at the same time.

6 Conclusion

This paper focuses on the extension of the existing ESCAPE agent-based evacuation
model, and more specifically its implementation on the Phuc Xa ward in Hanoi,
threatenbyflooding in case of theHoaBinhdamfailure.To this purposewepropose to
combine a hydraulic dam failure model with the agent-based evacuation model using
the GAMA platform. We demonstrate how to methodologically and operationally
couple a hydrodynamic water diffusion model (implemented using the HEC-RAS
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software) and themulti-paradigm evacuationmodel (using the ESCAPE framework).
The objective here is to integrate the evolution of the hazard, in order to be more
precise in the assessment of the evacuation and in particular during the period of the
flooding occurrence.

The main contribution of the paper is methodological about the coupling of two
different models (different in their purpose and in their formalism), but also oper-
ational, with the extension of the GAMA platform to manage this coupling. To be
more precise, contributions of this paper are (i) the design, implementation, and sim-
ulation of the inundation model on the wide area between the Hoa Binh dam and
Hanoi city, (ii) the extension of the GAMA platform to interact with the HEC-RAS
platform, (iii) the implementation of a minimal co-model example illustrating the
coupling principles in a generic way, and (iv) the integration of the flood simulation
in the agent-based evacuation model relying on the co-modeling paradigm.

This first attempt to integrate the hydrodynamic model into the ESCAPE agent-
based framework makes it possible from now on to further study individual or col-
lective responses and evacuation management strategies taking into account the evo-
lution of the catastrophic event in a realistic way. A promising way to explore such
complex interactions between the hazard and human behaviors will be to tackle
thematic questions such as the ones related to synchronous versus asynchronous
evacuation plans: within the context of a realistic flooding, not only congestion but
fine grain water level impacts on mobility can be included as a major determinant of
the evacuation strategy feasibility, drawbacks and advantages.

On a methodological aspect, even if the coupling between GAMA and HEC-RAS
platforms is operational, it is up-to-nowonly in one direction:GAMAasksHEC-RAS
to execute the simulation and return results that are integrated into the agent-based
model during the simulation. Future works will focus on retro-action between both
models in order that actions of agents can have an effect on the environment (e.g. on
the elevation) which will impact back the HEC-RAS simulation.

A second interesting future work will be to propose an automatic workflow allow-
ing the modeler to downscale the hydrodynamic simulations to a scale appropriate
for the agent-based model and extract in- and outflow boundary conditions to be
applied to the lower-scale simulation.

Even if it still needs to be improved, this methodological and operational coupling
is really promising and it now makes it possible to tackle the question of improving
crisis planning and evacuation plan strategies, in particular when dry evacuation is
not an option.
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Agent Based Modelling Using GAMA 1.8
with Applications to Biological System
in Epidemiology

Lloyd W. F. Lee and Mohd Hafiz Mohd

Abstract This paper iswritten as a guide for researchers onhow to execute stochastic
agent-based model (ABM) in GAMA 1.8. GAMA 1.8 is a free modelling software
that supports both temporal and spatial ABMs. This paper will first briefly introduce
GAMA1.8, its installation and a quick overviewof its performance compared to other
platforms. As an example, this paper will provide a step-by-step approach on how
to code a stochastic discrete time Markov chain ABM. A flowchart on the execution
of ABM will be provided and graphical visualizations of the example ABM will be
demonstrated.

Keywords Agent-based modelling (ABM) · GAMA 1.8 · Stochastic model

1 Introduction

In this paper, GAMA 1.8 was utilized to simulate a stochastic discrete time Markov
chain agent-based model (ABM). This paper aims to serve as an introductory labo-
ratory manual for GAMA 1.8 on stochastic modelling. GAMA 1.8 is modelling
and simulation development environment for building spatially explicit agent-based
simulations. It is developed by several teams under the umbrella of the IRD/SU
international research unit UMMISCO [1]. The high-level and intuitive agent-based
language of GAMA 1.8 allows users, especially for non-computer scientists, to
build their models in several paradigms of modelling (including the incorporation of
Geographic Information System (GIS)). Thus, GAMA 1.8 has been widely used by
researchers for modelling transportation [2], urban planning [3], epidemiology [4],
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and environmental problems [5]. Not only GAMA 1.8 is a free software, it also has
its own community in GitHub which users can contribute or troubleshoot for prob-
lems encountered in GAMA 1.8. New users can download GAMA 1.8 through this
website: https://gama-platform.github.io/download, join its community at https://git
hub.com/gama-platform, and refer to the tutorials and its documentation at https://
gama-platform.github.io/wiki/Home. To showcase GAMA 1.8 capabilities in agent-
based modelling, this paper will provide a step-by-step tutorial on simulating a
stochastic discrete time Markov chain ABM as an example.

2 Installation of GAMA 1.8

To install GAMA 1.8, please go to this website: https://gama-platform.github.io/dow
nload. GAMA 1.8 is available in three operating environments, namely Windows,
MacOSandLinux. It is highly recommended to downloadGAMA1.8with JDK (Java
Development Kit) as it includes everything necessary to install and run the software.
Users are advised to download the PDF documentation as well, which is located
below the GAMA 1.8’s Windows installation option on the installation website. The
documentation covers almost everything inGAMA1.8, from installation instructions
to tutorials. Users are reminded that GAMA 1.8 requires an approximately 540 MB
of disk space and a minimum of 4 GB of RAM. Users can launch GAMA 1.8 after
extracting the zip installation file to their desired environment in their laptop or
desktop. If there are any difficulties in getting the GAMA 1.8 installed, please refer
to the PDF documentation or approach the GAMA community in the GAMA google
group (https://groups.google.com/forum/#!forum/gama-platform) for assistance.

3 Why GAMA?

In recent years, there are different agent-based modelling systems that have been
developed using various such as Agent Factory [6], AgentScape [7], GAMA [1],
JADE [8], JASON [9], NetLogo [10],MATLAB [11–13] and etc. A survey conducted
by Feraud and Galland [14] showed that GAMA scored the highest compared to
NetLogo, JASON, JADE and Janus based on the opinions of 24 Universite de tech-
nologie de Belfort-Montbeliard (UTBM) students, whom had assessed the platforms
through criteria such as the platform’s inter-agent communication, code extensibility,
graphic support for development and implementation, and support for agent envi-
ronment. Similarly, GAMA was ranked quite well among 24 agent-based software
in terms of its usability, operating ability, and pragmatics in a survey by Kravari and
Bassiliades [15]. Since then, the GAMA development team has worked to further
enhance GAMA; and now in GAMA 1.8, researchers can model with a powerful
management of geographical data, flexible visualization tools and the capacity
to carry out simulations with hundreds of thousands of agents in an easy-to-use
agent-based language environment [1].

https://gama-platform.github.io/download
https://github.com/gama-platform
https://gama-platform.github.io/wiki/Home
https://gama-platform.github.io/download
https://groups.google.com/forum/#!forum/gama-platform
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4 Simulating an Agent-Based Model in GAMA 1.8

4.1 Example Model

As an example, this paper will simulate a compartmental mathematical model in
the context of eco-epidemiology. The model is based on [16], which studied the
transmission of Sin Nombre Virus (SNV) among the deer mouse in the presence
of an additional non-host species in small population level. SNV is a species of
hantavirus which can cause the deadly hantavirus pulmonary syndrome (HPS) in
humans [17]. In the Four Corners region, the SNV is primarily hosted by the deer
mouse [18]. Studies such as [19–21] showed that the biodiversity (presence of species
other than the deer mouse) has an effect on the SNV transmission in the deer mouse
population.As observed byLuis et al. [22], the biodiversity effect does not necessarily
guarantee a decrease in SNV transmission; and at times, it may worsen the SNV
transmission. When the presence of a species other than the deer mouse increases
the SNV infected population, that species is termed as an amplification agent. On the
other hand, a species is termed as a dilution agent if its presence decreases the SNV
infected population [23]. The work of [16] and [24] have compared the effect of a
dilution agent with an amplification agent on SNV transmission among deer mouse
from the stochastic and deterministic perspective. Interested readers can refer them
to better understand the eco-epidemiological implications of the results as they will
not be widely discussed in this paper. This paper only aims to provide a step-by-step
manual on how to simulate the mathematical model presented in [16] and [24] in
GAMA 1.8.

The mathematical model in [16] and [24] which describes the effect of an amplifi-
cation agent or a dilution agent on SNV transmission among deer mouse population
is given as such:

ds
dt = N

[
b1 − ar1

(
N+q1Z

K1

)]
− S

[
d1 + r1(1− a)

(
N+q1Z

K1

)]
− γ (1+ δZ)SI

d I
dt = γ (1+ δZ)SI − I

[
μ + d1 + r1(1− a)

(
N+q1Z

K1

)]

dZ
dt = r2

[
1− Z+q2Z

K2

]
Z

(1)

where N = S + I is the total population density of the deer mouse per hectare, S is
the population density of the susceptible deer mouse per hectare, I is the population
density of the infected deer mouse per hectare, and Z is the population density of a
non-host individuals per hectare, which can either act as an amplification agent or
a dilution agent. Basically, the first two terms in dS

dt describes the birth and death
of susceptible deer mouse per hectare per month; while the last term γ (1+ δZ)SI
describes the conversion rate of susceptible deer mouse becoming infected. Since the
SNV can only be transmitted horizontally (through aggressive encounters) [25], the
SNV infected deer mouse population can only be increased through γ (1+ δZ)SI .
The second term in dI

dt describes the removal rate (through death) of SNV infected
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deer mouse from the population. The dZ
dt describes the logistic growth rate of the non-

host individuals. The deer mouse and non-host species affects each other through the
interspecific competition strength, q1 and q2. δ represents the effect of the non-host
on the SNV transmission rate depending on whether the non-host is an amplification
agent or dilution agent. In this example, we shall showcase the simulation whereby
the non-host is an amplification agent. The descriptions for the rest of the parameters
can be found in Table 1.

Discrete-time Markov chain approach was utilized to simulate model (1). It is
assumed that each individual has a probability in executing one of the three events,
namely “reproduce”, “die” or “do nothing”, in every small time step, � t . When an
individual executes the “reproduce” event in the [ t, t + �t) interval, a new individual
of the same category will be created in the system. For the “die” event, the individual
would be permanently deleted from the system. Finally, nothing will happen to the
individual if it executes the “do nothing” event in the [ t, t + �t) interval. Thus, the

Table 1 Descriptions and parameter values for model (1)

Parameters Descriptions Parameter value

K1 The carrying capacity of the deer mouse (per hectare) 20*

K2 The carrying capacity of the non-host (per hectare) 15*

r1 The net density dependent growth rate for the deer mouse,
b1 − d1 (per month)

3.1496× 10−1*

b1 The density dependent birth rate for the deer mouse (per
month)

0.315*

μ The disease induced mortality rate (per month) 0.085*

d1 The death rate of the deer mouse (per month) 3.66× 10−5*

q1 The interspecific pressure exerted by the non-host onto the
deer mouse

0.4*

a The proportion of density dependence due to density
dependence of the deer mouse in birth rates

0.614*

r2 The net density dependent growth rate for the non-host,
b2 − d2 (per month)

3.9996× 10−1*

b2 The density dependent birth rate for the non-host (per month) 0.4*

d2 The death rate of the non-host (per month) 4.0× 10−5*

q2 The interspecific pressure exerted by the deer mouse onto the
non-host

0.3*

γ Initial disease transmission rate of the deer mouse without the
influence of additional species (hectare per month)

0.0130*

δ Proportional constant of the disease transmission rate with the
non-host density (hectare)

0.0543*

�t Small time step (per month**) 0.001

*The values were based on [24].
**The value was based on the observational data from [22].
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transition probabilities of each susceptible, infected and non-host are depicted as
below:

1. Pr{a S reproduces a new S in [ t, t + �t) } = [
r1 + I

S (b1)
]
�t

2. Pr{a single S dies in [ t, t + �t) } =
{
r1

(
N+q1Z

K1

)[
1− a

(
I
S

)] + γ (1+ δZ)I
}
�t

3. Pr{a single S does nothing in [ t, t + �t) } = 1 − [
r1 + I

S (b1)
]
�t −{

r1
(

N+q1Z
K1

)[
1− a

(
I
S

)] + γ (1+ δZ)I
}
�t

4. Pr{a I reproduces a new I in [ t, t + �t) } = [
γ (1+ δZ)S

]
�t

5. Pr{a single I dies in [ t, t + �t) } =
[
μ + d1 + r1(1− a)

(
N+q1Z

K1

)]
�t

6. Pr{a single I does nothing in [ t, t + �t) } = 1 − [
γ (1+ δZ)S

]
�t −[

μ + d1 + r1(1− a)
(

N+q1Z
K1

)]
�t

7. Pr{a Z reproduces a new Z in [ t, t + �t) } = r2�t

8. Pr{a single Z dies in [ t, t + �t) } = r2
(

Z+q2N
K2

)
�t

9. Pr{a single Z does nothing in [ t, t + �t) } = 1− r2�t − r2
(

Z+q2N
K2

)
�t

Figure 2 displays the steps taken to implement the ABM in GAMA 1.8. For more
information on model (1), readers can refer to [24].

4.2 Simulating in GAMA 1.8

Creating a New Project File for Simulation
To create the simulation in GAMA 1.8, it is recommended that the user create a new
project file by following the steps below:

1. First, the user needs to navigate his or her cursor to “File”. Then, select “New”
from the drop-down option, and finally click on “Gama Project” as shown in
Fig. 1.

2. A dialog box as shown in Fig. 3will pop out and the user can name the project (in
this example, the project was named as “SNV_Model”). Make sure the “Create
a new model file” option is ticked before clicking on “Finish”.

3. After that, a dialog box on the model file similar to Fig. 4 will prompt, which
requires the user to input the file and model name or change the author under
the “File name”, “Model name” and “Author” input box respectively. The user
has the option to give a description to the model file in the “Model description”
input box if needed. In this example, the “File name” was named as “Modi-
fied_PA.gaml” (make sure the file name ends with the.gaml extension) and the
“Model name” was given the similar name, which was “ModifiedPA”. Click on
“Finish” after everything has been done.

4. The user should get a similar result as Fig. 5. It can be seen that the “SNVModel”
project is created in the “User Models” folder and the Modified_PA.gaml is
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Fig. 1 Navigation to create
a new project file in GAMA
1.8

created under the sub “models” folder in “SNV Model”. On the right of the
screen, the user can find the Modified_PA.gaml code sheet for model input.

Basics of Simulating an ABM in GAMA 1.8
The coding structure for simulating a model in GAMA 1.8 can be generally cate-
gorized into three parts, namely the “global”, “species” and “experiment”. A brief
introduction for these categories is given below:

1. “global”—Refers to the world agent. Anything declared under “global” can
be accessed anywhere in the code. There can only be one “global” for each
model. Normally, common variables (to be accessed in other part of the code)
are declared alongwith initial conditions for creating “species” agents. It creates
an environment for the “species” agents to interact.

2. “species”—Refers to individual agent. User can specify the characteristics of
their desired agent in this section.Multiple “species” agents can exist in amodel.
Variables declared within a “species” cannot be accessed by other “species”.
The “species” agents will act according to the characteristics specified after the
simulation is played.

3. “experiment”—Refers to simulation to be executed. User can specify the output
to be displayed after executing the simulation. A model can have multiple
“experiment” but GAMA can only run one “experiment” at a time.

Additional noteworthy statement in GAMA 1.8 were also briefly discussed as
below:

1. “init”—Refers to the initial condition statement of an agent. It can only be
specified once inside each “global”, “species” and “experiment”. When the
simulation is first executed, the “init” statement would first be executed and
would not be executed in the next cycle.

2. “reflex”—Refers to the statement which will be executed at each cycle in a
simulation. Multiple “reflex” can be specified within “global”, “species” and
“experiment”.
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Fig. 2 Flowchart for simulating the stochastic ABM in GAMAwith αi = probability of executing
“reproduce” event and βi = probability of executing “die” event in the [ t, t + �t) interval, where
i = 1(Susceptible), 2(Infected), 3(Non-host)
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Fig. 3 Dialog box for new project file

Fig. 4 Dialog box for new
model file

3. “action”—Refers to a function or procedure run by an instance of species. It can
return a value provided the type of return value is specified. Unlike the “reflex”
statement, the “action” function will only execute when it is called through
the statement “do” or by assigning a variable to the “action” function which
returns value. Multiple “action” can be specified within “global”, “species” and
“experiment”.

“Global” Section for Example Model
The variables listed in Table 1 were declared and initialized. Species tracker were
created to track the number of stochastic susceptible, infected and non-host individ-
uals in the model. Under the “init” statement, the stochastic susceptible, infected and
non-host species were declared and created with the specified initial number along
with the declaration of the deterministic model (in this case, the deterministic model
is considered as a “species”). A “reflex” statement was created to save the number
of individuals at each cycle in the specified file path directory. An additional “reflex’
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Fig. 5 The display after a new project file and model file are created. The red box depicts the “User
models” folder and under this folder, the new project file was created (shown in the green box)

statement was created to automatically stop the simulation at a specified cycle/time.
The code for “global” is depicted as below:

global{ 
 int init_S <- 10; //initial S population
 int init_I <- 10; //initial I population
 int init_Z <- 10; //initial Z population
 float K <- 20.0; //carrying capacity of deer mouse
 float b <- 0.315; //birth rate of deer mouse
 float d <- 0.0000366; //death rate of deer mouse
 float a <- 0.614; //proportion of density dependence
 float theta <- 0.0543; //influence of amplification 
agent
 float mu <- 0.085; //disease induced mortality rate
 float gamma <- 0.0130; //initial disease transmission 
rate
 float K_Z <- 15.0; //carrying capacity of non-host
 float b_Z <- 0.4; //birth rate of non-host
 float d_Z <- 0.00004; //death rate of non-host
 float q_Z_onto_SI <- 0.4; //interspecific competition 
strength of non-host
 float q_SI_onto_Z <- 0.3; //interspecific competition 
strength of deer mouse
 float step <- 0.001; //time step
 float desired_stop_time <- 30.0; 
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"+first(SIZ_ODE).I_ODE+" "+first(SIZ_ODE).Z_ODE) to: 
"C:/file_path_directory/filename.txt" rewrite: false; 
  save (""+cycle+" "+nb_S+" "+nb_I+" "+nb_Z) to: "C:/ 
file_path_directory/different_filename.txt" rewrite: 
false; 
 } 

//stop the simulations at the desired time
 reflex pausing when: cycle=desired_stop_time/step{ 
  do pause; 
 } 
} 

 int loop_num <- 100; //number of simulations

 int nb_S -> length(S); //number of S in the system
 int nb_I -> length(I); //number of I in the system
 int nb_Z -> length(Z); //number of Z in the system

 init{ 
  create S number: init_S; //create a number of init_S 
stochastic species S in the model
  create I number: init_I; //create a number of init_I 
stochastic species I in the model
  create Z number: init_Z; //create a number of init_Z 
stochastic species Z in the model
  create SIZ_ODE number: 1; //create a deterministic 
model agent
 } 

//save the simulations into specific datafile. The file 
is changed for every new experiment.
 reflex updateSave { 
  save (""+cycle+" "+first(SIZ_ODE).S_ODE+" 
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“Species” Section for Example Model
For this example, four “species” agents were created which were the stochastic
susceptible agent, stochastic infected agent, stochastic non-host agent and determin-
istic model agent. In each of the stochastic agents, two “action” statements were
created. The “update_prob” action statement is to generate a number between 0 and
1, update the transition probabilities presented at the end of Sect. 4.1 and return these
values to the call statement. The “update_actions” action statement is to compare
the randomly generated number between 0 and 1 to the transition probabilities of
the agent. The agent will then execute the specified event. A “reflex” statement was
created to execute and store the returned values of “update_prob”. Then, these stored
values are passed to “update_actions” which then helps the agent to decide the event
to execute. For the deterministicmodel agent, the deterministic equations were speci-
fied and were solved with Runge-Kutta 4th Order method [26]. The following depicts
the code:

species S{ 
 float prob_birth; //transition probability of "Repro-
duce" event for S
 float prob_death; //transition probability of "Die" 
event for S
 float prob; //variable to store generated random num-
ber from U(0,1)
 list temp_prob <- [prob,prob_birth,prob_death]; //Store 
prob, prob_birth and prob_death in a list

//The function that updates the transition probability
 action update_prob (list passed_prob){ 

passed_prob[0] <- rnd(1.0); //generate a random num-
ber for S at every cycle 

passed_prob[1] <- (b-d+b*nb_I/nb_S)*step; 
passed_prob[2] <- ((b-

d)*(1+a*nb_I/nb_S)*(float(nb_S+nb_I)+q_Z_onto_SI*nb_Z)/K
+ gamma*(1+theta*nb_Z)*nb_I)*step; 
  return passed_prob; //return the list which contain 
random number and transition probabilities
 } 
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 } 

//Execute the update_prob action to update the transi-
tion probabilities and pass them to the update_actions 
action to decide which event to execute at every time 
step 
 reflex exeAction{ 

temp_prob <- update_prob(temp_prob); //executes the 
update_prob action and store the return list
  do update_actions(temp_prob); //executes the up-
date_actions with the returned list values
 }  
} 

species I{ 
 float prob_birth; //transition probability of "Repro-
duce" event for I
 float prob_death; //transition probability of "Die" 
event for I
 float prob; //variable to store generated random num-
ber from U(0,1)

//The function that compares the random number to the 
transition probabilities
 action update_actions (list passed_prob){ 
  float temp_probS <- passed_prob[0]; 
  float temp_birthS <- passed_prob[1]; 
  float temp_deathS <- passed_prob[2]; 

//"Reproduce" event
  if (temp_probS <= temp_birthS){ 
   create species(self) number: 1;  
  } 

//"Die" event
  else if ((temp_probS>temp_birthS) and
(temp_probS<=(temp_birthS+temp_deathS))) { 
   do die; 
  } 

//"Do nothing" event
  else { 

/*do nothing*/
  } 
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  else if ((temp_probI>temp_birthI) and
(temp_probI<=(temp_birthI+temp_deathI))) { 
   do die; 
  } 

//"Do nothing" event
  else { 

/*do nothing*/
  } 
 }   

//Execute the update_prob action to update the transi-
tion probabilities and pass them to the update_actions 
action to decide which event to execute at every time 
step 
 reflex exeAction{ 

temp_prob <- update_prob(temp_prob); //executes the 
update_prob action and store the return list
  do update_actions(temp_prob); //executes the up-
date_actions with the returned list values
 }  
} 

 list temp_prob <- [prob,prob_birth,prob_death]; //Store 
prob, prob_birth and prob_death in a list

//The function that updates the transition probability
 action update_prob (list passed_prob){ 

passed_prob[0] <- rnd(1.0); //generate a random num-
ber for I at every cycle 

passed_prob[1] <- gamma*(1+theta*nb_Z)*nb_S*step; 
passed_prob[2] <- (mu+d+(b-d)*(1-

a)*(float(nb_S+nb_I)+q_Z_onto_SI*nb_Z)/K)*step; 
 } 

//The function that compares the random number to the 
transition probabilities
 action update_actions (list passed_prob){ 
  float temp_probI <- passed_prob[0]; 
  float temp_birthI <- passed_prob[1]; 
  float temp_deathI <- passed_prob[2]; 

//"Reproduce" event
  if (temp_probI <= temp_birthI){ 
   create species(self) number: 1;  
  } 

//"Die" event
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  float temp_birthZ <- passed_prob[1]; 
  float temp_deathZ <- passed_prob[2]; 

//"Reproduce" event
  if (temp_probZ <= temp_birthZ){ 
   create species(self) number: 1;  
  } 

//"Die" event
  else if ((temp_probZ>temp_birthZ) and
(temp_probZ<=(temp_birthZ+temp_deathZ))) { 
   do die; 
  } 

//"Do nothing" event
  else { 

/*do nothing*/
  } 
 } 

species Z{ 
 float prob_birth; //transition probability of "Repro-
duce" event for Z
 float prob_death; //transition probability of "Die" 
event for Z
 float prob; //variable to store generated random num-
ber from U(0,1)
 list temp_prob <- [prob,prob_birth,prob_death]; //Store 
prob, prob_birth and prob_death in a list

//The function that updates the transition probability
 action update_prob (list passed_prob){ 

passed_prob[0] <- rnd(1.0); //generate a random num-
ber for Z at every cycle 

passed_prob[1] <- (b_Z-d_Z)*step; 
passed_prob[2] <- ((b_Z-

d_Z)*(q_SI_onto_Z*float(nb_S+nb_I)+nb_Z)/K_Z)*step; 
 } 

//The function that compares the random number to the 
transition probabilities
 action update_actions (list passed_prob){ 
  float temp_probZ <- passed_prob[0]; 
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diff(Z_ODE,t)=(b_Z-d_Z)*Z_ODE*(1-
(Z_ODE+q_SI_onto_Z*(S_ODE+I_ODE))/K_Z); 
 } 
 reflex solving{ 
  solve ODE method: rk4 step: h ; 
 } 
} 

//Execute the update_prob action to update the transi-
tion probabilities and pass them to the update_actions 
action to decide which event to execute at every time 
step 
 reflex exeAction{ 

temp_prob <- update_prob(temp_prob); //executes the 
update_prob action and store the return list
  do update_actions(temp_prob); //executes the up-
date_actions with the returned list values
 }  
} 
//Generate the deterministic model
species SIZ_ODE{ 
 float S_ODE <- float(init_S); 
 float I_ODE <- float(init_I); 
 float Z_ODE <- float(init_Z); 
 float t; 
 float h <- 0.01; 

 equation ODE{ 
diff(S_ODE,t)=(S_ODE+I_ODE)*(b-a*(b-

d)*(S_ODE+I_ODE+q_Z_onto_SI*Z_ODE)/K)-S_ODE*(d+(b-d)*(1-
a)*(S_ODE+I_ODE+q_Z_onto_SI*Z_ODE)/K)-
gamma*(1+theta*Z_ODE)*S_ODE*I_ODE; 

diff(I_ODE,t)=gamma*(1+theta*Z_ODE)*S_ODE*I_ODE-
I_ODE*(mu+d+(b-d)*(1-
a)*(S_ODE+I_ODE+q_Z_onto_SI*Z_ODE)/K); 
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“Experiment” Section of the Example Model
To run a simulation, the user needs to create an “experiment” statement. Within this
“experiment” statement, the user can opt to generate graphs and/or track the number
of individual agents present at the current cycle. Multiple “experiment” statements
can exist in a model but only one “experiment” can be executed at a time. As an
example, the following display the code without any graphical outputs and the code
with graphical outputs in GAMA 1.8.

1. The code without graphical output which simulates for 100 times with random
seed number at each simulation.

experiment Base_value_amp type: gui{ 
init{ 
loop times: (loop_num-1){ 
create simulation with: [seed::rnd(10000)]; 

  } 
 } 
} 

2. The code which display a line graph which compares a single stochastic simu-
lation to its deterministic counterpart with the number of stochastic individuals
being displayed at each cycle.

experiment single_sim type: gui{ 
 output{ 

monitor "Number of S" value: nb_S refresh: every(1
#cycle); 

monitor "Number of I" value: nb_I refresh: every(1
#cycle); 

monitor "Number of Z" value: nb_Z refresh: every(1
#cycle); 

display time_series refresh: every (1 #cycle){ 
chart "Total Number of S and I" type: series{ 
data "Number of S" value: nb_S color: #red; 
data "Number of I" value: nb_I color: #green; 
data "Number of Z" value: nb_Z color:#blue; 
data 'S_ODE' value: first(SIZ_ODE).S_ODE color: 

#red; 
data 'I_ODE' value: first(SIZ_ODE).I_ODE color: 

#green; 
data 'Z_ODE' value: first(SIZ_ODE).Z_ODE color: 

#blue; 
   } 
  } 
 } 
} 
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3. The code which display a line graph which compares the mean of 100 stochastic
simulations to its deterministic counterpart.

experiment multi_sim2 type: gui{ 
 init{ 

loop times: (loop_num-1){ 
create simulation with: [seed::rnd(10000), 

theta::0.0]; 
  } 
 } 

 permanent{ 
display mean_series{ 
chart "Total Number of N" type: series{ 
data "S Mean of " + loop_num +" simulations"

value: mean (simulations collect each.nb_S) color: #red; 
data "I Mean of " + loop_num +" simulations"

value: mean (simulations collect each.nb_I) color: 
#green; 

data "Z Mean of " + loop_num +" simulations"
value: mean (simulations collect each.nb_Z) color: #blue; 

data 'S' value: first(SIZ_ODE).S_ODE color: #pink; 
data 'I' value: first(SIZ_ODE).I_ODE color: #gold; 
data 'Z' value: first(SIZ_ODE).Z_ODE color: 

#black; 
   } 
  } 
 } 
} 

Running the Simulations
After the “experiment” statements have been specified, a green play button with the
respective “experiment” namewill be shown in the row below theModified_PA.gaml
tab as shown in Fig. 6. By clicking on the desired “experiment” button, GAMA 1.8
will execute the respective simulation. For example, by clicking on the “single_sim”
button, the user will be directed to the simulation page similar to the screen shown in
Fig. 7. By clicking on the “green play” button on the top row, the simulation will then
execute and automatically stopped after some time/cycles specified in the “global”
section. The user should get a result similar to Fig. 8. (Note: the stochastic results
will be different at each run.) If the user would like to save the graphical output,
then the user can click on the “snapshot” button as shown in the red box in Fig. 8
and he or she can find the saved snapshot under the “snapshots” subfolder in the
“models” folder as shown in Fig. 9. Another thing to note is that the simulations with
graphical output will take a longer time to run compared to those without graphical
output. Hence, the user should run the simulation without the graphical output to
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obtain the results in shorter time if his or her laptop/desktop is not powerful enough.
The user can then graph the results from the save data files which can be found
at the saved location specified in the “global” statement. For example, Fig. 10 was
plotted to compare the averaged 100 stochastic simulations with the deterministic
simulation. The averaged 100 stochastic simulations lines are less jagged and are
more resemblance to the deterministic results compared to the plots in Fig. 8. The
gap between the averaged stochastic and deterministic results is due to the inherent
characteristic of the extinction probability in stochastic model [27].

Fig. 6 Thegreenboxeswithin the redbox are the playbutton for the respective defined “experiment”

Fig. 7 The simulation page before execution. By clicking on the play button in the red box would
start the simulation. The green box depicts the simulation graph while the orange box depicts the
tracking monitor
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Fig. 8 Simulation results of the “single_sim” experiment. The smooth red, blue and green lines
are the deterministic results while the jagged red, blue and green lines are the stochastic results in
a single run

Fig. 9 The saved snapshot
of the simulated graph can be
found under the folder
displayed in the red box

Fig. 10 A plot of an
averaged 100 stochastic
simulations with the
deterministic simulation. The
solid red, green and blue
lines are the deterministic
result while the dotted red,
green and blue lines are the
mean results of 100
stochastic simulations
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5 Conclusion

This paper has discussed on the techniques and codes to simulate an ABM using
GAMA 1.8. The codes are provided with comments to aid the understanding of the
contents. The example provided serves as a good reference for new users to simulate
ABM in GAMA 1.8. For more tutorials and examples, users are asked to refer the
GAMA website or explore more examples under the “Library Models”. We hope
that this paper will be beneficial to users in research especially to those early-stage
postgraduate students in simulating their desired ABM.
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Abstract Fasciola (hepatica and gigantica) is a common liver fluke that infects cat-
tle, causing disease and considerable production losses and might be transmitted
to humans. Current control methods rely on drugs designed to kill parasites. Epi-
demiological modelling can be a helpful instrument for evaluating parasite control
strategies. In the present paper, a mathematical model of Fasciola is established as
a multi-scale 9 dimensional system of ODEs that includes the intermediate host and
the larval development according to the life cycle of the disease. The model includes
quarantine as a control strategy. The main purpose of this work is to establish a more
realistic new model of the disease and observe the role of quarantine strategy in
such systems. The model is shown to be well-posed. The disease-free equilibrium
is locally asymptotically stable whenever the basic reproduction number is less than
unity and unstable otherwise. Numerical simulations have been performed to show
the impact of certain parameters on the spread of the disease and to confirm the
analytical results of the model.

Keywords Quarantine · Fasciola · Epidemic model · Reproduction number ·
Stability

M. Diaby (B)
LANI, Université Virtuelle du Sénégal, Dakar, Senegal
e-mail: mouhamadou.diaby@uvs.edu.sn

O. Diop · A. Sène
PIED (Pôle d’Innovation et d’Expertise pour le Développement), Université Virtuelle du Sénégal,
Dakar, Senegal
e-mail: oumar.diop@uvs.edu.sn

A. Sène
e-mail: abdou.sene@uvs.edu.sn

E. Nassouri
LAMI, Université Joseph Ki-Zerbo, Ouagadougou, Burkina Faso

M. Sène
UFR AGRO, Université Gaston Berger de Saint-Louis, Saint Louis, Senegal
e-mail: mariama-sene.wade@ugb.edu.sn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
M. H. Mohd et al. (eds.), Modelling, Simulation and Applications of Complex Systems,
Springer Proceedings in Mathematics & Statistics 359,
https://doi.org/10.1007/978-981-16-2629-6_7

133

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2629-6_7&domain=pdf
mailto:mouhamadou.diaby@uvs.edu.sn
mailto:oumar.diop@uvs.edu.sn
mailto:abdou.sene@uvs.edu.sn
mailto:mariama-sene.wade@ugb.edu.sn
https://doi.org/10.1007/978-981-16-2629-6_7


134 M. Diaby et al.

1 Introduction

Fascioliasis is a parasitic disease caused by two species of the flatworm Fasciola
(F. hepatica and F. gigantica). It is a global disease that occurs mainly in domestic
animals and occasionally in humans when consuming metacercariae-contaminated
uncooked vegetables or drinking infected water. Human infections are reported in
very rainy areas, in placeswith inadequate drainage and in irrigated pastures. Accord-
ing to an estimation byWHO, in 2017 there were around 2.4 million infected people
in the world and nearly 100 millions are at risk of infection [1–3]. Fasciola disease is
found throughout the world, it is most common in some Asian and African countries
particularly inWest Africa (Benin, Ghana, Mali, Niger, Nigeria, Senegal, etc.) [4–6].
In Senegal, cases of human fascioliasis are reported by Ka et al. [7] and Seydi et
al. [8]. The patient diagnosed by Seydi et al. using the ELISAmethod and coprology
declares she was consuming wild plants. Fascioliasis disease has a serious economic
impact: loss of quality and quantity of milk production, anaemia, lethargy, liver con-
demnation, etc. [9–11]. Losses in animal productivity due to fascioliasis is estimated
at over US$ 3.2 billion per annum [9]. Both animals and humans are orally infected
with encysted larvae (metacercariae) attached on vegetables or floated on water. The
characteristic symptoms of fascioliasis disease are epigastric pain, upper abdominal
pain, eosinophilia (high number of white blood cells), diarrhea, vomiting, nausea,
fever and arthralgia [12].

The causal agents are the trematodes Fasciola hepatica (also knownas the common
liver fluke or the sheep liver fluke) and Fasciola gigantica. They are large liver flukes
(F. hepatica: up to 30mm by 15mm; F. gigantica: up to 75mm by 15mm), primarily
found in domestic and wild ruminants (their main definitive hosts), but are also
causal agents of fascioliasis in humans. Although F. hepatica and F. gigantica are
distinct species, “intermediate forms” that are thought to represent hybrids of the two
species have been found in parts of Asia and Africa where both species are endemic.
These forms usually have intermediate morphologic characteristics (e.g. overall size,
proportions), possess genetic elements from both species, exhibit unusual ploidy
levels (often triploid), and do not produce sperm. Further research into the nature
and origin of these forms is ongoing.

The life cycles of the liver fluke and its intermediate host are illustrated in Fig. 1.
Fasciola hepatica’s life begins with eggs. If immersed in freshwater, the eggs develop
and hatch. When it hatches, a small larva named miracidium appears. With her cilia,
the miracidium swims looking for the snail (the intermediate host of the parasite).
The miracidium penetrates in snails and immediately develops to its next form called
sporocyst. The latter transforms into redia which, a few months later, allows the
production of cercariae. These cercariae leave the snail to attach to the plant and
form a cyst called metacercaria, which await being eaten by a mammalian host (a
cowor a sheep). The fluke transforms into its adult form furtherwhen eaten. It spreads
to the host’s liver, feeding and producing eggs throughout its lifetime (which may
take months or years). Eggs are excreted by the host, and if they fall into fresh water,
they restart the cycle. Several studies are carried out [10, 13–15] in order to have
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Fig. 1 Liver fluke
(Gigantica/Hepatica) life
cycle

a better understanding of the dynamics of transmission, to predict changes in the
human and animal disease over time and to design optimal strategies for the control
of the disease.

The main objective of this work is to develop a Fascioliasis transmission model
incorporating both the final host and the parasite to describe the transmission dynam-
ics of the disease and propose optimal public health strategy to fight against the
disease. To do so, we use the SIR submodel for the dynamics of the hosts, with one
of the variables being the quarantined hosts, in order to protect the cattle against
contamination. The intermediate host (snails) of the parasite dynamics is a SI sub-
model, which is age-structured. This submodel’s variables are eggs produced by the
mature (uninfected snails), juvenile snails and mature snails. The model takes also
into account the variation of parasites through the dynamics of Fasciola hepatic eggs
and metacercariae. We finally obtain a mathematical model which consists of a 9
dimensional system of non linear differential equations. Then, we prove that the
disease free equilibrium is stable if R0 < 1 and unstable if R0 ≥ 1; and perform
mathematical analysis and numerical simulations.

The paper is organised as follows. In Sect. 2, we present a mathematical formula-
tion of the model among hosts and parasites. Some qualitative analysis are addressed
in Sect. 3 including the positivity and boundedness of variables, the basic reproduc-
tion number and the stability analysis of the disease free equilibrium. Finally, Sect. 4
gives some numerical examples to confirm the theoretical results.

2 Model Formulation

Figure2 shows the life cycles of the hepatic fluke and its intermediate host. The devel-
opment of theworm is completed in 5 different stages: adult flukes in the biliary ducts
of the mammalian host, eggs in the environment, miracidia in water, intra-molluscan
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Fig. 2 Flow chart represents transmission routes and other processes modelled by our system

phases, and infectious cysts on aquatic vegetation. Between one subpopulation and
another, the parasite flow through the system is led by a series of parameters such
as death, birth and transmission rates. Transmission is like a movement among sub-
groups at the same time.We center around the improvement of amathematical model
for the free-living stages of Fasciola, utilising differential equations to depict differ-
ent phase transitions. The accessibility of information on key parameters that impact
on each step of the lifecycle is of great importance, because only the accessible
reliable data are useful to be integrated into the model. The specificity of our mod-
elling approach is that it takes into account the particular interactions among different
development phases of the parasite and intermediate hosts, and incorporates quaran-
tine strategy. Egg and metacercariae stages are explicitly taken into account in the
modelling.

StateVariables.Weconsider the parasite life-cycle (P) inmany stages and locations:
Susceptible cattle (Hs), Infected cattle (Hi ), Quarantined cattle (Qh), Fluke eggs on
pasture (E), Snail eggs (Se), Juvenile snails (Sj ), Mature snails (Sm), Infected snails
(Si ), Metacercariae on pasture (M).

Equations for Dynamics of Hosts. Changes in the total number of hosts (H ) are
given by the following equations:
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dHs(t)

dt
= bs (Hs(t) + ρ Hi (t)) − μh Hs(t) − β Hs(t) M(t) + η1 Hi (t) + η2 Qh(t),

dHi (t)

dt
= β Hs(t) M(t) − (μh + α1) Hi (t) − (η1 + qh) Hi (t),

dQh(t)

dt
= qh Hi (t) − (μh + α2) Qh(t) − η2 Qh .

Here, the number of susceptible host cattle increases through density-dependent
births with maximum rate bs . It is assumed that individuals are born uninfected and
that the infection reduces fertility rate 0 ≤ ρ < 1. Susceptible hosts are infected at
the per capita infection rate β, by contact with metacercariae on pasture. Infected
hosts die at an augmented death rate, (μh + α1), with μh the natural death rate and
α1 the death rate due to parasite virulence. They recover at the per capita rate η1.
Infected hosts are quarantined/isolated at a rate ofqh , and the quarantine compartment
diminishes by recovery at a rate of η2 and by death due to the disease at a rate of α2.

Equations for Dynamics of Snails and Cysts. Our model formulation explicitly
accounts the eggs and metacercariae. Since miracidia and the cercariae have a short
lifespan (≈ one day) [16], they are not expressly modeled. As for snails, we present
their developmental phases in four stages: eggs, juvenile snails, mature snails and
infected snails. And we use the fact that only mature snails lay eggs and that infected
snails are castrated [17].

Changes in the number of parasite Eggs (E), Snail eggs (Se), Juvenile Snail (Sj ),
Mature Snail (Sm), Infected Snail (Si ), and Metacercariae (M) are given by the
following system:

dE(t)

dt
= σ Hi (t) − (mE + μE )E(t), (1a)

dSe(t)

dt
= λ Sm(t) − (rej + μse)Se(t), (1b)

dSj (t)

dt
= rej Se(t) − (r jm + μs j )Sj (t) − r jimE E(t)Sj (t), (1c)

dSm(t)

dt
= r jm S j (t) − μsm Sm(t) − rmimE E(t)Sm(t), (1d)

dSi (t)

dt
= r ji mE E(t)Sj (t) + rmimE E(t)Sm(t) − μsi Si (t), (1e)

dM(t)

dt
= rim Si (t) − (μm + βH(t)) M(t). (1f)

The first Eq. (1a) models the rate of change of the Fasciola eggs population. The
release rate of eggs by infected mammals is σ . A fraction of eggs mE infect (by
absorption) juvenile and adult snails while eggs die at the rate of μE .

The average snail eggs production rate of a mature snail is given by λ. Snail eggs
Se can hatch, at a rate rej and develop into juvenile snails Sj , and their death rate is
μse. Maturing of juvenile snails occurs at a rate r jm and mature snails Sm die, at a
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rate of μs j . The infection rates of juvenile and mature snails are denoted by r ji and
rmi respectively. The infected snails die at a rate μsi . Metacercariae M are produced
by infected snails at a rate rim . They die at a rate of μm or end up in mammal hosts
by ingestion at a rate β.

Then, the global model satisfies the following system of nonlinear ordinary dif-
ferential equations:

dHs(t)

dt
= Λh − μh Hs(t) − β Hs(t) M(t) + η1 Hi (t) + η2 Qh(t),

dHi (t)

dt
= β Hs(t) M(t) − (μh + α1) Hi (t) − (η1 + qh) Hi (t),

dQh(t)

dt
= qh Hi (t) − (μh + α2) Qh(t) − η2 Qh,

dE(t)

dt
= σ Hi (t) − (mE + μE )E(t),

dSe(t)

dt
= Λe − (rej + μse)Se(t), (2a)

dSj (t)

dt
= rej Se(t) − (r jm + μs j )Sj (t) − r jimE E(t)Sj (t),

dSm(t)

dt
= r jm S j (t) − μsm Sm(t) − rmimE E(t)Sm(t),

dSi (t)

dt
= r ji mE E(t)Sj (t) + rmimE E(t) Sm(t) − μsi Si (t),

dM(t)

dt
= rim Si (t) − (μm + β(Hs(t) + Hi (t))) M(t).

Here,Λh andΛe are the recruitment rate of the hosts and snails eggs, respectively.

Model Assumptions. The life span of miracidia is not expressly displayed and is
considered to be one day. Consequently, the production of miracidia is represented
by the quantity of eggs which are laid in every day.

It is fine to point out the supposition implicitly made about the life cycle of worms
and the environment. In fact, a homogeneous distribution of eggs in the pasture is
assumed. In addition, the model does not include a spatial structure that can measure
snail density by location.

3 Basic Properties of the Model

It is obvious that system (2a) is a Lipschitzian system, and that the basic properties
of local existence, uniqueness and continuity of solutions are satisfied. Then, we give
the properties verified by its solutions.
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3.1 Positivity of Solutions

Since system (2a) models variation in the population of cattle host, metacercariae
and snails, it is essential that the solution of system (2a) be biologically valid at all
times when the initial data are positive. We therefore show in this section that the
biologically feasible region for system (2a) is given by:

Γ = {(Hs, Hi , Qh, E, Se, Sj , Sm, Si , M) ∈ IR9
+ such that Hs + Hi + Qh ≤ Λh

μh
,

(3a)

Se + Sj + Sm + Si ≤ Λe

γ
, E ≤ σΛh

μhμE
, M ≤ rimΛs

μmγ
},

with γ = min{μse, μs j , μsm, μsi }.
Let us give the following lemma to show the positivity of the solutions of sys-

tem (2a) when (Hs(0), Hi (0), Qh(0), E(0), Se(0), Sj (0), Sm(0), Si (0), M(0))T ∈
IR9

+.

Lemma 1 (see [18]).
Let n be a positive integer and fi (t, x), (i = 1, ..., n), n, smooth functions. If
fi (t, x) |xi=0,x∈IRn+≥ 0, then, IRn

+ is an invariant domain of the following equations:

dxi
dt

= fi (t, x), i = 1, ..., n.

We have the following result.

Theorem 1. Each solution (Hs, Hi , Qh, E, Se, Sj , Sm, Si , M) of system (2a)
with non-negative initial values is non-negative for all t ≥ 0.

Proof. Note that

dHs(t)

dt
|Hs=0= Λh + η1Hi (t) + η2Qh(t) ≥ 0,

dHi (t)

dt
|Hi=0= βHsM(t) ≥ 0,

dQh(t)

dt
|Qh=0= qhHi (t) ≥ 0,

dE(t)
dt |E=0= σHi (t) ≥ 0,

dSe(t)

dt
|Se=0= Λe ≥ 0,

dSj (t)
dt |Sj=0= rej Se(t) ≥ 0,

dSm(t)

dt
|Sm=0= r jm S j (t) ≥ 0,

dSi (t)

dt
|Si=0= r ji mE E(t) Sj (t) + rmi mE E(t) Sm(t) ≥ 0,
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dM(t)

dt
|M=0= rim Si (t) ≥ 0.

Then, it follows from Lemma1 that each solution (Hs, Hi , Qh, E, Se, Sj , Sm,

Si , M) of system (2a) is non-negative.

Let us give now the following theorem which proves that Γ is an invariant domain
for system (2a).

Theorem 2. The setΓ defined in (3a) is positively invariant andattracts all solutions
of system (2a).

Proof. Considering the total cattle population H(t) = Hs(t) + Hi (t) + Qh(t) and
the total snail population S = Se + Sj + Sm + Si , direct calculation gives:

dH(t)

dt
= Λh − μh H − α1Hi − α2Qh ≤ Λh − μh H,

dS(t)

dt
= Λs − μseSe − μs j S j − μsm Sm − μsi Si ≤ Λe − γ S.

From eggs and metacercariae equations, we obtain:

dE(t)

dt
= σHi (t) − (mE + μE )E(t) ≤ σHi (t) − μE E(t),

and

dM(t)

dt
= rim Si (t) − (μm + β(Hs(t) + Hi (t)))M(t) ≤ rim Si (t) − μm M(t).

It follows that the setΓ is positively invariant and attracts all solutions of system (2a).

3.2 Reproduction Number and Disease-Free Equilibrium
(DFE) Analysis

In what follows, we start with an analysis of the possible equilibrium point of sys-
tem (2a).

The system has a disease-free-equilibrium EDFE = (H∗
s , 0, 0, 0, S∗

e , S
∗
j , S

∗
m,

0, 0), where:

H∗
s = Λh

μh
; S∗

e = Λe

(rej + μse)
; S∗

j = rej Λe

(r jm + μs j )(rej + μse)
; S∗

m = rej r jm Λe

(r jm + μs j )(rej + μse)μsm
.

We use the next generation matrix approach [19] to compute the basic reproduc-
tion number R0 of the system. We consider only the equations where the infection
progresses, namely
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d X

dt
= F(X) − V(X),

where, in this case X = (Hi , Qh, E, Si , M)t ,

F(X) =

⎛
⎜⎜⎜⎜⎝

β Hs(t) M(t)
qh Hi (t)
σ Hi (t)

r jimE E(t)Sj (t) + rmimE E(t)Sm(t)
rim Si (t)

⎞
⎟⎟⎟⎟⎠

and

V(X) =

⎛
⎜⎜⎜⎜⎝

(μh + α1) Hi (t) + (η1 + qh) Hi (t)
(μh + α2) Qh(t) + η2 Qh

(mE + μE )E(t)
μsi Si (t)

(μm + β(Hs(t) + Hi (t)))M(t)

⎞
⎟⎟⎟⎟⎠

.

Thematrices F =
[
∂F(xi )

∂x j

]
andV =

[
∂V(xi )

∂x j

]
, for 1 ≤ i, j ≤ 5, are calculated

as follows:

F =

⎛
⎜⎜⎜⎜⎝

0 0 0 0 Hsβ

qh 0 0 0 0
σ 0 0 0 0
0 0 Sj mE r ji + Sm mE rmi 0 0
0 0 0 rim 0

⎞
⎟⎟⎟⎟⎠

and

V =

⎛
⎜⎜⎜⎜⎝

qh + α1 + η1 + μh 0 0 0 0
0 α2 + η2 + μh 0 0 0
0 0 mE + μe 0 0
0 0 0 μsi 0

M β 0 0 0 (Hi + Hs)β + μm

⎞
⎟⎟⎟⎟⎠

.

The basic reproduction numberR0 is obtained as follows:R0 = ρ(FV−1), then

R4
0 = β σ Λe me rej Λh rim

(
r ji μsm + r jm rmi

)

μsi μsm (μe + me)
(
rej + μse

) (
r jm + μs j

)
(α1 + η1 + qh + μh) (β Λh + μh μm )

.

Now, we introduce the following result which shows thatR0 is a significant factor
of the development or the extinction of the disease.

Theorem 3. The disease-free equilibrium EDFE of system (2a) is locally asymptot-
ically stable if and only ifR0 < 1 and unstable ifR0 ≥ 1.

Proof. The Jacobian matrix (J ) for system (2a) is given by:
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−μh η1 η2 0 0 0 0 0 − βΛh
μh

0 −k1 0 0 0 0 0 0 βΛh
μh

0 qh −k2 0 0 0 0 0 0
0 σ 0 −(mE + μE ) 0 0 0 0 0
0 0 0 0 −(rej + μse) 0 0 0 0
0 0 0 −r ji mE S∗

j rej −(r jm + μs j ) 0 0 0

0 0 0 −rmimE S∗
m 0 r jm −μsm 0 0

0 0 0 r ji mE S∗
j + rmimE S∗

m 0 0 0 −μsi 0

0 0 0 0 0 0 0 rim −(μm + βΛh
μh

)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

For the sake of simplicity, we denote k1 = (μh + α1 + η1 + qh) and k2 = (μh +
α2 + η2). Its characteristic equation is P(x) = Q(x)R(x) with

Q(x) = −(x + μh )(x + k2)(x + μsm )(x + rej + μse)(x + r jm + μs j ),

R(x) = (x + k1)

(
μm + βΛh

μh
+ x

)
(x + μsi )(μE + mE + x) −

βΛhrimσmE

(
rmi S

∗
m + r ji S

∗
j

)

μh

= γ0x
4 + γ1x

3 + γ2x
2 + γ3x + γ4,

where γ0 = 1,

γ1 = (μsi + μE + mE ) + (μh + α1 + η1 + qh ) + (μm + βΛh
μh

),

γ2 = μsi (μE + mE ) + (μh + α1 + η1 + qh )(μm + βΛh
μh

)

+ (μm + βΛh
μh

+ (μh + α1 + η1 + qh ))(μsi + μE + mE ),

γ3 = μsi (μE + mE )(μm + βΛh
μh

+ (μh + α1 + η1 + qh ))

+ (μh + α1 + η1 + qh )(μm + βΛh
μh

)(μsi + μE + mE ),

γ4 = (μh + α1 + η1 + qh )μsi (μE + mE )(μm + βΛh
μh

) −
βΛhrimσ

(
rm i S∗

mmE + r ji S
∗
j mE

)

μh

= (μh + α1 + η1 + qh )μsi (μE + mE )(μm + βΛh
μh

) − βΛhrimσmErejΛe
(
r jiμsm + rmi r jm

)

μhμsm (rej + μse)(r jm + μs j )

= 1 − βΛhrimσmErejΛe
(
r jiμsm + rmi r jm

)

μsm (rej + μse)(r jm + μs j )(μh + α1 + η1 + qh )μsi (μE + mE )(μmμh + βΛh )

= 1 − R4
0.

IfR0 < 1,we see that γ1, γ2, γ3 and γ4 are positive and (γ1γ2 − γ0γ3)γ3 − γ 2
1 γ4 >

0. So, thanks to Routh-Hurwitz criterion, all solutions of the equation R(x) = 0 have
non-positive real part. Also we see that all solutions of the equation Q(x) = 0 are
non-positive. Then, if R0 < 1, EDFE is locally asymptotically stable. And one can
easily prove that the solution is unstable ifR0 ≥ 1.
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4 Numerical Simulations

4.1 Quarantine, DFE and Endemic Scenarios Simulation

Numerical simulations of system (2a) are carried out to illustrate some of the analyt-
ical results. Table1 provides the parameter values used for model simulation. Some
of those values are obtained from the literature, while others are assumed (within
realistic range) for the purpose of simulations. The assumed values of the parameters
are the recruitment rates Λh and Λe as they depend on the number and geographical
distribution of the livestock concerned (Figs. 3 and 4).

4.2 Sensitivity Analysis of R0

We analyse how a change in the value of the parameters of the system can affect
the reproduction number. Chitnis et al. [26] described a sensitivity analysis called
normalised forward sensitivity index that allows us to point out parameters that have
a high impact onR0. The normalised forward sensitivity index of a variable Φ, that
depends on a parameter p, is defined as:

Υ Φ
p = ∂ Φ

∂ p
× p

Φ
.

Thus, we use it to identify the parameters having a significant influence on R0 and
which can therefore be targeted in control strategies. The sensitivity indices obtained
from the parameter values in Table1 are summarised in Table2. The most sensitive
parameters toR0 are the eggs production rate σ , the shedding rate of metacercariae
rim , the host recruitment rate Λh , the recruitment rate of snail eggs Λe and the
death rate of infected snails μsi . They are closely followed by the per capita rate of
infection β, the death rate of metacercariaμm , the death rate of juvenile snailμs j , the
migration rate of parasite eggs mE , the death rate of parasite eggs μe, the recovery
rate of infected host η1 and the proportion of quarantined infected host qh . Note that
the effectiveness of disease management through quarantine of infected hosts may
be similar to that achieved by medical treatment for the hosts population.

It can be seen from the analysis of R0 and simulations that if quarantine and
hosts treatment are appropriately combined, the Fasciola disease tends to disappear
(Figs. 5, 6, 7 and 8).
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Table 1 Summary of parameters of the model

Name

Parameters Description Default values assigned
(sources)

Λh Recruitment rate 67 (assumed)

μh Death rate of hosts 0.000185/cattle/day [20]

α1 Disease-induced death rate of
infected hosts

0.00001/host/fluke/day [20]

β Per capita rate of infection 0.0000005/cattles/cyst/day [20]

η1 Recover rate of infected hosts 0.9567 (assumed)

η2 Recover rate of quarantined
hosts

0.9507 (assumed)

qh Proportion of infected
quarantined hosts

0.25 (assumed)

α2 Disease-induced death rate of
quarantined hosts

α1/10 (assumed)

σ Eggs production rate 24590 [20]

Λe Recruitment rate of snail eggs 2000 (assumed)

mE Absorption rate of parasites by
snails

0.25/day [25]

μe Death rate of parasite eggs (2–6)/365 larvae/day [23]

rej Development rate of eggs to
juvenile snails

0.01 larvae/day [24]

r jm Development rate of juvenile
to mature snails

0.03/365/day [22]

μs j Death rate of juvenile snails 0.3/365/days [22]

μsm Death rate of mature snails 0.3/365/days [22]

r ji Infection rate of juvenile snails 0.0005/365/days [22]

rmi Infection rate of mature snails 0.0005/365/days [22]

μsi Death rate of infected snails 0.6/365/days [22]

rim Shedding rate of metacercariae 8.12/snail/day [20]

μm Death rate of metacercariae 1/31/day [21]
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Table 2 Normalized forward sensitivity indices of R0 calculated at parameters near R0 = 1

R0

Parameter ϒΦ
p Sensitivity index

β
μhμm

βΛh + μhμm
0.997201

σ 1 1

mE
μe

μe + me
0.956366

rej
μse

rej + μse
0.2

rim 1 1

Λe 1 1

Λh 1 1

r jm
r jmrmi

r jiμsm + r jmrmi
− r jm

r jm + μs j
0.085934

rmi
rmi r jm

r jiμsm + rmi r jm
0.0909091

r ji
r jiμsm

r jmrmi + r jiμsm
0.0909091

μsm
μsmr ji

μsmr ji + r jmrmi
− 1 0.0909091

μe − μe

me + μe
−0.956366

μsi −1 −1

μs j − μs j

r jm + μs j
−0.995025

qh − qh
α1 + η1 + μh + qh

−0.204047

α1 − α1

α1 + η1 + qh + μh
−8.16187 ∗ 10−6

η1 − η1

η1 + α1 + qh + μh
−0.780846

μh
βΛh

βΛh + μhμm
−

μh

α1 + η1 + qh + μh
− 1

−1.0123

μm − μmμh

βΛh + μmμh
−0.997201

μse − μse

rej + μse
−0.2
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5 Conclusions

In this work, a mathematical model is developed and analysed to study the transmis-
sion dynamics of fascioliasis desease. The model is given by a 9 dimensional system
of non-linear ordinary differential equations involving the dynamics of cattle, snails
and metacercariae. Dynamics’ of cattle and snails are given by SIR and age-structure
population submodels respectively. The model considers two intervention strategies,
namely quarantine and medical treatment. We have first shown that there exists a
domain where the model is well-posed mathematically and epidemiologically. As
for stability, mathematical analysis shows that theDFE is locally stable ifR0 < 1 and
unstable ifR0 ≥ 1. Numerical simulations, using the parameter values in Table2, are
done to underpin the theoretical results. Using the sensitivity indices of the repro-
duction number, we have identified the most sensitive parameters involved in the
expression of R0. We have found that the treatment rate η1 and the proportion of
quarantined hosts qh are not the most sensitive. However, it has been shown that
combining quarantine and medical treatment may lead to disease control.

The present work provides three majors perspectives.

1. Data should be collected in Senegal and used for a more specific simulation.
2. A more detailed study can also be considered by performing further control

strategies
3. From a mathematical analysis point of view, it will be very interesting to carry

out the global stability analysis.
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Control, Sensitivity and Identification
of a Cardiovascular-Respiratory System
Model

Pio Gabrielle B. Calderon, Lean V. Palma, Franz Kappel,
and Aurelio A. de los Reyes V

Abstract This work examines a cardiovascular-respiratory system model capable
of describing its dynamic response to a constant workload. The heart rate and alve-
olar ventilations are considered fundamental controls of the system which repre-
sent the baroreceptor and chemoreceptor loops, respectively. Multi-method sensi-
tivity analysis is performed to quantify how variations in the parameters influence
the model output. Sensitivity approaches include the traditional sensitivity analy-
sis, partial rank correlation coefficient and extended Fourier amplitude sensitivity
test. A set of parameters which can be reliably estimated from given measurements
is determined from subset selection. Hemodynamic and respiratory data acquired
from ergometric exercise are used for model identification and validation obtaining
subject-specific parameter estimates.

Keywords Cardiovascular-respiratory system model · Multi-method sensitivity
analysis · Parameter estimation · Optimal control · Hemodynamic and respiratory
data

1 Introduction

Mathematical models are simplifications or approximations of complex and com-
plicated reality and hence characterized by certain degree of uncertainties. These
uncertainties often arise from modeling assumptions due to incomplete or even lack
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of information on the underlying mechanisms, difficulty or sometimes impossibility
of obtaining experimentalmeasurements, ambiguous and contradictory observations,
and structural and numerical errors of the model. An integral part of the modeling
process includes assessing uncertainties associated with the model outcome. It is
essential in model building to have better understanding of the influence of different
uncertainties ofmodel factors on the outcome [1].Uncertainty and sensitivity analysis
methods provide insights on how to control these uncertainties. Several approaches
are developed to quantify uncertainty and sensitivity issues including differential
analysis, response surface methodology, and variance decomposition methods [2–
6]. The main task of sensitivity analysis (SA) is to assess how variations in the model
outputs can be qualitatively or quantitatively apportioned and attributed to different
input sources [7, 8]. The type of approach, complexity level, and goals of SA vary
significantly depending on modeling domain and objectives. Other SA approaches
will perform better for certain types of models, and could lead to different ranking
of importance of model factors [9–11]. As SA methods differ on the underlying
assumptions, it is generally recommended to use several methods, preferably with
dissimilar foundations. Multi-method SA can be used as exploratory tool to provide
improved understanding and deeper insights into the model structure. It provides
a practical way to validate, reject, or reinforce sensitivity conclusions increasing
robustness measures in identifying key inputs [9, 11–14].

In this work, a cardiovascular-respiratory system (CVRS) model that describes its
reaction to a constant workload is validated. First, three different SA techniques are
performed to identify which parameters are more/less influential to themodel output,
in particular, arterial systemic pressure Pas (and also alveolar ventilation V̇A). Then,
a (partial) subset selection is performed to assess the best possible parameter set that
could be estimated given specific measurement. Lastly, a set of model parameters
is identified using the heart rate H , Pas and V̇A profiles obtained during exercise on
an ergometer. This is the first CVRS model validated utilizing V̇A as an additional
information to describe the system’s dynamics.

The CVRS model under consideration includes the baroreceptor and chemore-
ceptor loop as essential controls of the system [15]. The interactions of the control
mechanisms are modelled using an optimal control approach. This method has been
applied to predict physiological markers within the system, such as, investigating
the transition dynamics from rest to exercise under a constant workload [16–18],
describing CVRS response under orthostatic stress conditions [19, 20], and model-
ing congestive heart failure in humans [21]. In Calderon, et al. [15], the dynamic
response of a CVRS to a nonconstant workload is investigated by formulating an
optimal control problem utilizing the Euler-Lagrange approach. In the current study,
the modeling framework presented in [15] is validated to characterize the reaction
of the CVRS under a constant workload.

The SAmethods applied in this study are the traditional sensitivity analysis, partial
rank correlation coefficient (PRCC), and extendedFourierAmplitudeSensitivityTest
(eFAST). These techniques are chosen due to their varying assumptions and foun-
dations. The first SA technique is a modification of the basic differential equations
approach described in [22, 23]. This has been applied to a cardiovascular model
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in [24] utilizing computational approach, for instance, automatic differentiation, to
derive the sensitivities of their model parameters describing its dynamic response
from sitting to standing transition. While PRCC is an efficient sampling-based index
method, eFAST is a reliable variance-based approach [25, 26]. Importantly, PRCCs
provide a measure of monotonicity when the linear effects of other variables are
removed, and eFAST measures fractional variance accounted for by individual and
groups of variables [10]. The mentioned SA approaches assess and quantify different
model properties.

Parameter values should be identified using observed measurements from spe-
cific subject since physiological quantities vary significantly between individuals.
Measurements for H, Pas, and V̇A are obtained during exercise on an ergometer
with moderate workload, for different subjects. In order to capture between-subject
variabilities, model parameters are identified to characterize the given time-series
dataset. Numerical results are presented for the parameter values obtained for three
subjects showing different profiles.

Section2 reviews the framework and optimal control formulation of the CVRS
model under study. The algorithms for the three different SA techniques are briefly
summarized in Sect. 3. Results of the SA approaches for CVRS model are presented
in Sect. 4. In this section, subset selection and parameter identification procedures
are discussed. Moreover, model validation is presented using hemodynamic and
respiratory data obtained from ergometric exercise for different subjects. The con-
clusion section considers the key points in this work and outlook for future research
directions.

2 Mathematical Model and Optimal Control Formulation

2.1 Cardiovascular-Respiratory System Model

This section presents a cardiovascular-respiratory system (CVRS) model describ-
ing its overall response under constant (also nonconstant) workload adapted from
Calderon, et al. [15]. A global four-compartment cardiovascular system (CVS) com-
ponent of the model is depicted in Fig. 1. For instance, the arterial systemic compart-
ment is represented by lumped arteries of the systemic circuit. The arterial systemic,
together with the venous systemic and the two pulmonary compartments are compli-
ant vessels connected to each other via resistance vessels composed of the systemic
and pulmonary peripheral region. The CVS dynamics is governed by nine state vari-
ables describing the pressures in the compartments, the contractilities of the ventricles
and associated synthetic variables, and the heart rate. Refer to equations (1)–(9). On
the other hand, the respiratory system (RS) component of the model is divided into
the lung and tissue compartments. It is characterized by five state variables con-
sisting of arterial and venous gas concentrations and alveolar ventilation given by
Eqs. (10)–(14).
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Fig. 1 Block diagram of a CVRS model depicting blood flow and control loops [15].

The control variable u1(t) represents the rate at which the heart frequency varies
describing the baroreceptor loop which includes actions of the baroreceptors mea-
suring the Pas and adjusting the heart rate. The control variable u2(t) denotes the rate
at which ventilation rate changes representing the chemoreceptor loop regulating the
partial pressure of oxygen Pa,O2 and carbon dioxide Pa,CO2 in arterial blood. The set
of differential equations describing the CVRS model is given by

dPas(t)

dt
= 1

cas

(
Q�v(t) − Fsp(t)

)
, (1)

dPvs(t)

dt
= 1

cvs

(
Fsp(t) − Qrv(t)

)
, (2)

dPap(t)

dt
= 1

cap

(
Qrv(t) − Fpp(t)

)
, (3)

dPvp(t)

dt
= 1

cvp

(
Fpp(t) − Q�v(t)

)
, (4)

dS�v(t)

dt
= σ�v(t), (5)

dσ�v(t)

dt
= −γ�vσ�v(t) − α�vS�v(t) + β�vH(t), (6)

dSrv(t)

dt
= σrv(t), (7)
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dσrv(t)

dt
= −γrvσrv(t) − αrvSrv(t) + βrvH(t), (8)

dH

dt
= u1(t), (9)

VA,CO2

dPa,CO2(t)

dt
= 863Fpp(t)

(
Cv,CO2 − KCO2 Pa,CO2(t) − KCO2

)

+ V̇A(t)
(
PI,CO2 − Pa,CO2(t)

)
, (10)

VA,O2

dPa,O2(t)

dt
= 863Fpp(t)

(
Cv,O2(t) − Ka,1

(
1 − e−Ka,2Pa,O2 (t)

)2
)

+ V̇A(t)
(
PI,O2 − Pa,O2(t)

)
, (11)

VT,CO2

dCv,CO2(t)

dt
= MCO2 + ρCO2W (t)

+ Fsp(t)
(
KCO2 Pa,CO2(t) + KCO2 − Cv,CO2(t)

)
, (12)

VT,O2

dCv,O2(t)

dt
= −MO2 − ρO2W (t)

+ Fsp(t)

(
Ka,1

(
1 − e−Ka,2Pa,O2 (t)

)2 − Cv,O2(t)

)
, (13)

dV̇A(t)

dt
= u2(t). (14)

The left and right ventricular cardiac output are represented respectively, as

Q�v = H
c�va�v(H)PvpS�v

a�v(H)Pas + k�v(H)S�v
, Qrv = H

crvarv(H)PvsSrv
arv(H)Pap + krv(H)Srv

,

where
k�v(H) = e−(c�vR�v)

−1td(H) , a�v(H) = 1 − k�v(H),

krv(H) = e−(crvRrv)
−1td(H) , arv(H) = 1 − krv(H),

and the diastolic duration td is expressed as

td(H) = 1

H 1/2

(
1

H 1/2
− κ

)
.

The blood flow across the systemic and pulmonary regions are given by

Fsp = 1

Rsp
(Pas − Pvs) and Fpp = 1

Rpp
(Pap − Pvp),

respectively, where the arterial systemic resistance Rsp is dependent on the venous
oxygen concentration Cv,O2 , that is,

Rsp = ApeskCv,O2 .
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Further details on model development can be found in [15, 27]. For convenience
of the reader, a table listing all the model parameters, its description, nominal values
and units is provided in Appendix A.1.

2.2 Control Formulation

The optimal control problem seeks to obtain time-dependent controls u1(t) and u2(t)
that minimizes the cost functional

J (u) = 1

2

∫ T

0

((
Pas(t) − Pexer

as

)2 + (
Pa,CO2(t) − Peq

a,CO2

)2

+ ω1u1(t)
2 + ω2u2(t)

2

)
dt ,

(15)

subject to the differential equations (1)–(14) including the auxilliary equations which
can be compactly written as

d x(t)

dt
= F(

x(t), p,W (t)
) + Bu(t), x(0) = x rest , (16)

where the state and parameter vector are given, respectively, by

x =
(
Pas, Pvs, Pap, Pvp, S�v, σ�v, Srv, σrv, H,

Pa,CO2 , Pa,O2 ,Cv,CO2 ,Cv,O2 , V̇A

)T

∈ R14,

(17)

and

p =
(
cas, cvs, cap, cvp, c�v, crv, Rpp,rest, Rpp,exer, R�v, Rrv, α�v, αrv, β�v, βrv,

γ�v, γrv, κ, Apesk,rest, Apesk,exer, MO2 , MCO2 , ρO2 , ρCO2 , PI,O2 ,

PI,CO2 , VA,O2 , VA,CO2 , VT,O2 , VT,CO2 , KCO2 , KCO2 , Ka,1, Ka,2

)T

∈ R33.

(18)

Here,W (t) denotes the imposed workload, u(t) = (
u1(t), u2(t)

)T

is the control vec-
tor and the matrix B = (bi, j ) ∈ R14×2 such that b9,1 = b14,2 = 1 and 0 otherwise.
This optimal control problem is solved using Euler-Lagrange approach. Details on
the formulation and numerical framework are presented in [15].



CVRS: Control, Sensitivity and Identification 157

3 Sensitivity Analysis

Sensitivity analysis (SA) quantifies the contribution of different input sources to
the variations in the model outputs. It investigates significant inputs (such as model
parameters and initial conditions) and assesses how the degree of uncertainty influ-
ences the model outcome(s). It sheds light on the relevance of the input factors
inducing largest/least variations in the model output, as well as possible interactions
that could amplify or diminish the variability caused by individual factors [7, 11].
Different SA approaches will naturally perform differently for specific model struc-
tures. The objective of performing different SA methods is to verify the consistency
of the model behaviour and/or to assess the robustness of the simulation results to
uncertain inputs or model assumptions (see for instance [28]). This section briefly
presents three different methods – traditional sensitivity analysis, partial rank corre-
lation coefficient (PRCC), and extended Fourier amplitude sensitivity test (eFAST).

3.1 Traditional Sensitivity Analysis

The traditional sensitivity analysis is implemented following the procedure presented
in [24]. Let X = (X1, X2, ..., XnS ) and μ = (μ1, ..., μnP ) be the state and parameter
vectors, respectively, where nS and nP are the number of states and parameters,
respectively. Let Ẋ = F(X;μ)be the systemof ordinary differential equationswhich
models the dynamics of X . Supposewe are interested in the dynamics of X during the
time interval [0, T ]. The algorithm to compute traditional sensitivities is as follows:

1. Discretize the time interval [0, T ] into N + 1 equally spaced points separated by
the length h = T/N . Given the initial condition X0 for the states and the set of
nominal parameters μ0, solve the system Ẋ = F(X;μ) numerically from t = 0
to t = T .

2. Form the system
d

dt

∂Xi

μ j
. Assuming that the partial derivatives commute, this is

equivalent to
∂

∂μ j
Fi (X;μ). By the chain rule, we have

d

dt

∂Xi

∂μ j
= ∂

∂μ j
Fi (X;μ) =

nS∑

k=1

(
∂Fi
∂Xk

∂Xk

μ j

)
+ ∂Fi

∂μ j
, (19)

where
∂F

∂X
and

∂F

∂μ
are calculated using automatic differentiation [29].

3. Solve the system in Step 2 using backward Euler scheme with the information
from Step 1 .

4. Compute the (non-dimensional) sensitivity of state Xi to parameter μ j as:
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Si j (t, μ)|μ=μ0 = ∂Xi (t, μ)

∂μ j

μ j

Xi (t, μ)

∣∣
∣∣
μ=μ0

, μ j , Xi (t, μ) �= 0. (20)

5. Sensitivities of Xi with respect to the model parameterμ j can then be computed
as

max
k∈1,...,N+1

Si j (tk, μ)|μ=μ0 . (21)

The preceding algorithm will output the sensitivity of Xi with respect to each
model parameter. With this information, parameters can then be ranked according to
their Xi sensitivities.

3.2 Partial Rank Correlation Coefficient (PRCC)

A metric which quantifies the linear relationship between the output y and an input
μ j when the linear effects on y of the other inputs μk, k �= j are removed is referred
to as Partial correlation coefficient (PCC) . When PCC is performed on the rank-
transformed input and output, it yields the Partial Rank Correlation Coefficient
(PRCC).

In order to obtain PRCC, Latin Hypercube Sampling (LHS), which is a stratified
samplingwithout replacement technique, is selected as samplingmethod for the input
parameters. Here, a nominal distribution to each parameter of the model is assigned,
and sampling for each parameter independently is carried out. We then perform M
simulations of the model, wherein at each simulation we draw a parameter value
from the distribution. From these simulations, we consider time ‘slices’ which are
points of interest where changes in parameter affect themodel output.We then obtain
the PRCC of the model output at this slice with respect to each parameter.

The PRCC lies between –1 and 1. The higher the absolute value of the PRCC,
the larger the correlation of the parameter on the output. Thus, when we rank the
parameters, we will consider the absolute value of the PRCC. As it is a sampling
based method, the results are highly dependent on the distribution we select for each
parameter. In addition, significance of results will be higher when a larger M is
selected.

3.3 Extended Fourier Amplitude Sensitivity Test (eFAST)

Extended Fourier Amplitude Sensitivity Test (eFAST) is a variance decomposition
method. The output variation is quantified in terms of statistical variance. The eFAST
algorithm is able to partition the output variance in a way that we can determine
what fraction of the output variance can be associated to the variation of each input
parameter.
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In eFAST, a sinusoidal function (search curve) of a particular frequency is assigned
to each parameter. This function is dependent on the distribution we set for the
parameter. NS samples of each parameter are taken from this function. Since the
sinusoidal function has certain symmetry properties, repeated sampleswill eventually
be obtained. To circumvent this issue, we use a resampling scheme:we run the eFAST
algorithm NR times, each time adding a random phase shift to the search curve.
Thus, the total number of model simulations is given by NS × NR × k, where k is
the number of parameters. An analysis of the effect of input parameter variation on
the model output is done using Fourier analysis.

For each parameter i , we obtain two types of sensitivities from eFAST analysis:
first-order sensitivity Si and total-order sensitivity Sti . The first-order sensitivity is
the fraction of model output variance attributed to the input variation of the given
parameter. On the other hand, the total-order sensitivity of parameter i is the variance
remaining after removing the contribution of the complementary set Sci , where Sci
represents the summed sensitivity index of the entire complementary set of parame-
ters. The total-order sensitivity includes higher order nonlinear interactions between
the parameter of interest and the complementary set of parameters.

Significance of these sensitivities can be obtained by comparison with the sen-
sitivities of a dummy parameter, which does not appear in the model equations. A
t-test is performed between the sensitivity of a parameter and the dummy to test for
significant difference.

4 Results and Discussion

4.1 CVRS Model Sensitivity

In order to identify the best subset ofmodel parameters to estimate given experimental
data, sensitivity analysis is performed a priori. In the CVRS model under study, we
consider Pas as our target variable or the model output of interest. We apply the
three SA methods discussed in the previous section to our CVRS model. The first
one, traditional sensitivity analysis, looks at the variation of the output, through
its derivative, when we apply small changes to the parameters set at their nominal
values. This method requires the use of an efficient numerical scheme, automatic
differentiation, to compute the derivatives of the model equations. The second and
third scheme, PRCC and eFAST, are methods that rely on sampling. We assume that
each parameter is distributed according to some known distribution. We then run
the model for various samples from these distributions, and look at their effect on
the model output. In PRCC, we compute correlation between the parameter and the
output, while in eFAST, we perform Fourier analysis on the output to detect the input
parameters’ signatures.

In contrast to traditional sensitivity analysis, for PRCC and eFAST we have to
select time points within the model run wherein we want to compute the sensitivities.
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Fig. 2 Bar graph of traditional sensitivity of Pas with respect to model parameters showing Ka,1
as the most sensitive parameter.

For our analysis, we chose three time points corresponding to different conditions of
the test person: t = 4 min corresponding to the rest phase, t = 6 min corresponding
to the point just after theworkload is introduced, and t = 12min corresponding to the
exercise phase. For each parameter, we assign a uniform distribution as the sampling
distribution. The minimum and maximum values of the uniform distribution are set
to −10% and 10% of the nominal values. We tested the robustness of the results for
a larger range, namely −20% and 20%, and we found similar qualitative results.

Figure2 shows the traditional sensitivity of Pas to each model parameter. For our
PRCC analysis, we set the number of samples to M = 1000. For significance, we
set the confidence level to be α = 0.05. Figure3 shows PRCC for each time point
and each parameter and Fig. 4 depicts the total sensitivity obtained from eFAST.

The three methods agree in the general rankings of the parameters where Ka,1

appears at the top of the sensitivity rankings, followed by ρO2 and MO2 . Note that
Ka,1 appears in the model equations as the coefficient that governs the dissociative
law for O2, while ρO2 andMO2 appear as themultiplier to the workload and the at-rest
metabolic rate for O2. Since the scenario we are modelling is the transition from rest
to exercise, we expect that these three parameters have high sensitivity. These three
influence how the body expends O2, which increases significantly during exercise.
Notice however that ρO2 appears low in the ranking for the rest time point (t = 4min)
for the PRCC and eFAST analyses. This is to be expected since ρO2 does not influence
rest dynamics since the workload is null at this point. High in the rankings as well
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Fig. 3 Bar graphs of PRCCs of model parameters across the three time points: t = 4, 6, 12 min
corresponding to rest, transition from rest to exercise, and exercise phase, respectively. Here, Pas
is considered as the target output. Positive (negative) PRCC values signify positive (negative)
correlations of the parameter with the model output. For instance, an increase in Ka,1 will result
in an increase in Pas, while an increase in ρO2 will reduce Pas. The difference of the PRCC values
across time points indicates variable sensitivities for different phases.

are Apesk,rest and Apesk,exer, which are connected to local metabolic control, i.e., when
energy demand in a tissue region is high, blood flow is increased to supply more O2.
Again, we see in PRCC and eFAST that the former is high during rest, while the
latter is high during exercise. High in the rankings as well are the synthetic variables
α�v, β�v, αrv, βrv. These parameters are part of the feedback loop which regulates
heart rate depending on the arterial pressure Pas. Since the synthetic parameters are
not observable, we did not include them in the parameter set of interest.

4.2 Subset Selection

We performed subset selection in order to see how our selected set of five parameters
fared against other sets of parameters. SupposeYi is themodel output and z(ti ; θ), θ ∈
Ru represents the model dynamics under the parameter set θ . Here, ti represents the
i th time point and u is the number of parameters in themodel.We follow the algorithm
presented in [30]:
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Fig. 4 Bar graphs of the total sensitivity-order Sti obtained from eFAST across the three time
points: t = 4, 6, 12 min corresponding to rest, transition from rest to exercise, and exercise phase,
respectively. The total sensitivity-order indicates the amount of variation in the model output (Pas)
in conjunctionwith all other parameters. As depicted, Ka,1 and ρO2 are top two dominant parameters
influencing variations in Pas.

1. For a fixed value of p < u, set u − p parameters to their nominal values. Form
the set Sp consisting of p-length subsets of the T parameters which we want to
vary.

2. Calculate Θp = {θ |θ ∈ Sp, rank(χ(θ)) = p} where χi, j (θ) = ∂z(ti ; θ)

∂θ j
is the

sensitivity matrix.
3. For each θ ∈ Θp, calculate

√
(Σ(θ)i i ), whereΣ(θ) = σ 2

0 [χ(θ)Tχ(θ)]−1 and σ 2
0

is estimated as
1

n − p

n∑

i=1
[yi − z(ti ; θ)]2. The quantity √

(Σ(θ)i i ) is the asymp-

totic standard error associated with estimating parameter i .
4. Calculate the condition number of the Fisher information matrix χ(θ)Tχ(θ),

denoted by cond
(
F(θ)

)
, and the selection score α(θ) = |ν(θ)|, where νi (θ) =√

(Σ(θ)i i )

θi
.

5. Rank the members of Θp from lowest selection score to highest.
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Table 1 Top 10 subsets of Sp indicating the condition number cond
(
F(θ)

)
and ranked according

to selection score α(θ).

Rank Parameter vector θ cond
(
F(θ)

)
α(θ)

1 κ, ρO2 , Apesk,rest, Ka,1, Apesk,exer 123787673755.89 0.02094727

2 κ, ρO2 , Rpp,rest, Ka,1, Apesk,exer 91304443302.66 0.02929534

3 MO2 , ρO2 , Apesk,rest, Ka,1, Rpp,rest 11215255210.14 0.04414743

4 κ, Rpp,rest, Apesk,rest, Ka,1, Apesk,exer 9104217027.98 0.04584029

5 MO2 , ρO2 , Rpp,rest, Ka,1, Rpp,exer 15527731.93 0.04704955

6 MO2 , ρO2 , Apesk,rest, Ka,1, Apesk,exer 239316853176.63 0.05771713

7 MO2 , ρO2 , Rpp,rest, Ka,1, Apesk,exer 235373492836.74 0.06046162

8 MO2 , Rpp,rest, Apesk,rest, Ka,1, Rpp,exer 2949490093.64 0.07996181

9 κ, ρO2 , Apesk,rest, Ka,1, Rpp,exer 16115906426.15 0.08112010

10 MO2 , Rpp,rest, Apesk,rest, Ka,1, Apesk,exer 4696022262.42 0.09759110

We consider Sp to be the collection of subsets which include:

1. Sintp = {
Apesk,rest, Apesk,exer, MO2 , ρO2 , Ka,1

}
;

2. subsets wherein one parameter in Sintp is replaced by one member of{
Rpp,rest, Rpp,exer, κ

}
; and

3. subsets wherein two parameters in Sintp are replaced by two members of{
Rpp,rest, Rpp,exer, κ

}
.

In total, there are 46 subsets included in Sp.
Note that the cond

(
F(θ)

)
indicates the ratio between the largest and the smallest

eigenvalue of the Fisher informationmatrix. The larger cond
(
F(θ)

)
is, the harder it is

to identify such parameter subset. Hence, it is recommended to choose a parameter
subset with good selection score and reasonable condition number in identifying
such subset.

Table1 shows the top 10 subsets in Sp according to selection score. Note that our
parameter set of interest Sintp is ranked 6 out of 46which indicates local identifiability.

In this study, PRCC is also performed using V̇A as the target output. In order to
perform sensitivity analysis, we set H as a parameter. The control is solved once
with the nominal parameter values and used it throughout each run. As shown in
Appendix Fig. 7.2, MCO2 is the most significant parameter influencing the behaviour
of V̇A. Hence, we included MCO2 in our parameter set to be estimated which is
presented in the succeeding section.

4.3 Model Identification

The identifiability of a model is assessed to determine parameters from measured
data.Model identifiability refers to the goal of ascertainingunambiguous and accurate
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parameter estimation [31]. Parameter estimation is a process that identifies values in
a parameter set such that the model output is as close as possible to the corresponding
set of measurements. This involves minimizing an error between model output and
observations. It should be noted that the quality of the parameter estimates depends,
among others, on the model structure, reliability of the available data, and error
criterion involved in the numerical computation [32].

The data used in this study is obtained from [33] where 8 test subjects (5males and
3 females) with ages ranging from 25 to 30 years were recruited as volunteers to par-
ticipate into three stress ergometer challengeswith differentworkload sequences. The
study focused on the dynamics of volatile organic compounds (VOCs), in particular,
isoprene and acetone during ergometric exercise. Moreover, a real-time recording
setup had been developed to monitor hemodynamic, respiratory, and VOC-related
profiles duringworkload scenarios.Details of data acquisition and experimental setup
are documented in [34]. Since the current work investigates the short-term regulation
of CVRS under constant workload, only the first 15-min hemodynamic (i.e., heart
rate H and Pas) and respiratory (i.e., alveolar ventilation) data are considered where
the first 5-min measurement record the rest phase and the next 10-min monitor the
exercise phase with workload of W = 75 W.

In order to estimate the parameter set of interest, the following procedures are
taken. Let tinit, ttrans, tend be the initial time, transition time when the subject begins
exercising, and the terminal time, respectively. If t ∈ [tinit, ttrans), the subject is at
rest. At time ttrans, exercise begins, and the parameters instantaneously change from
rest to exercise values. In the following, we set tinit = 0 and tend = 15 and ttrans was
adjusted based on the data (ttrans ≈ 5min).

Given raw data for the heart rate Hdata, systolic arterial systemic pressure Pdata
as,dias,

diastolic arterial systemic pressure Pdata
as,dias, and alveolar ventilation V̇ data

A over the
whole 15 minutes, we perform the following steps:

1. Smoothen the given raw data by calculating their moving averages, and select
the time points {t0, t1, ..., tN } which matches the discretization N of the time
interval used to numerically solve the model.

2. Using Hdata, calculate the average H over the rest period, i.e., the first 5 minutes,
and the average H over the exercise period, i.e., the last 10 minutes. Set these
values as the equilibrium H rest and H exer, respectively. We use these to calculate
the equilibrium values of all the other state variables.

3. Calculate the mean arterial pressure from the data as

Pdata
as = Pdata

as,dias + 1

3
(Pdata

as,dias − Pdata
as,dias). (22)

4. Initialize the parameters of the model to the nominal values μ0. Let Q be the
set of parameters to be estimated. We find the values of Q which minimize
the deviation of the model output Pas from the data. That is, we minimize the
following cost functional,
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G(Q) = arest1

∑

ti∈rest

(
Pas(ti ; Q) − Pdata

as,i

)2

+ aexer1

∑

ti∈exer

(
Pas(ti ; Q) − Pdata

as,i

)2

+ arest3

∑

ti∈rest

(
V̇A(ti ; Q) − V̇ data

A

)2

+ aexer3

∑

ti∈exer

(
V̇A(ti ; Q) − V̇ data

A

)2
.

(23)

In each iteration of the optimization, we solve the model given the parameters
in Q and compare the simulated Pas values with the data. Note that we do not
include H in the cost functional since we used Hdata to define our equilibrium
H rest and H exer. We use (arest1 , aexer1 ) = (33.11, 3.30) as in [27]. Further, we set
(arest3 , aexer3 ) = 5(arest1 , aexer1 ).

5. Solve the model using the optimal values of Q and plot the model output versus
the data.

We performed parameter estimation on eight data sets, but will show the results
on three sets namely: Subject 1, Subject 2, and Subject 3. We chose set Q based on
the results from our sensitivity analysis and subset selection. Recall that we narrowed
down the parameter space down to 6, and so we set

Q = {
Ka,1, ρO2 , MO2 , Apesk,rest, Apesk,exer, MCO2

}
.

The numerical results consist of two-level simulations: solving the control and
adjusting the parameters given measurement points. Figures5–7 depict the data for
H, Pas, V̇A (blue), corresponding moving averages (yellow) and simulation results
with identified parameters (red). The solution captures the rest to exercise transition
dynamics of the heart rate for the three subjects (see Figs. 5(a), 6(a) and 7(a)). An
increase in Pas is evident during exercise when ergometric workload is W = 75
watts for subjects 1 and 3 (refer to Figs. 5(b) and 7(b)), while the collected data
for subject 2 (Fig. 6(b)) do not clearly show this trend. Further, note the different
physiological response of individuals to the same workload. However, it can be
observed that simulation results reasonably agree with the measurement. On the
other hand, it is depicted in the figures that V̇A measurement also increase during
exercise. Although this transition dynamics are illustrated by the simulations, only
the results for subject 3 fits the data well as illustrated in Fig. 7(c). The unsatisfactory
outcome could include, among others, model structure needing revision, accuracy of
measurement, and data integrity.

Table2 shows the optimal parameter values obtainedusing the algorithmpresented
in the previous section. We specified here, as well, the asymptotic standard errors of
the estimate of each parameter i in Q, given by

√
(Σ(θ)i i ), as discussed in Sect. 4.2.

Unfortunately, standard errors are not obtained for MCO2 since the reference output,
V̇A is attained via solving the control problem. This entails more involved numerical
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Table 2 Optimal parameter values in set Q and asymptotic standard errors

Parameter Nominal Subject 1 Subject 2 Subject 3

Apesk,rest 177.68 178.44 ± 4.7749 176.51 ± 5.1744 184.67 ± 5.3360

Apesk,exer 270.00 259.07 ± 22.8044 257.87 ± 24.712 280.36 ± 25.4841

ρO2 0.0110 0.0193 ± 0.0017 0.0144 ± 0.0018 0.0189 ± 0.0019

Ka,1 0.2000 0.2439 ± 0.0277 0.2031 ± 0.0300 0.2067 ± 0.0310

MO2 0.3500 0.3571 ± 0.1122 0.3510 ± 0.1216 0.2806 ± 0.1254

MCO2 0.2800 0.3143 0.5605 0.2806

considerations. Note the variation in the achieved values describing CVRS reaction
to a constant workload for different individuals based on the collected data.

5 Conclusion

The cardiovascular-respiratory system (CVRS)model considered in this studyworks
on specific domain of validity. Several simplifying assumptions are taken into account
to describe an aspect of CVRS response to constant (moderate) workload. Optimal
control theory is utilized to characterize the short-term regulation and interactions of
baroreceptor and chemoreceptor loops. The modeling approach employs the Euler-
Lagrange formulation of the optimal control problem. Due to simplifications, the
CVRS model like any other models, is subject to certain degree of uncertainties.

Assessing model uncertainties is an integral part of modeling process. Several
SA methods are proposed in various literature to quantify these uncertainties. Since
different SA approaches vary significantly depending on its framework, modeling
domain, and objectives, a multi-method SA can be performed. It provides better and
deeper understanding of the model structure. It further supports the identified key
model inputs to be accepted or rejected, and validates its significant influence in the
outcome(s).

In this work, three different SA techniques are performed to determine which
model parameters essentially contribute to the variations in the model output. Con-
sidering various schemes, assumptions, and foundations, traditional sensitivity anal-
ysis, partial rank correlation coefficient, and extended Fourier Amplitude Sensitivity
Test are carried out. The parameter Ka,1 which is the coefficient governing the dis-
sociative law for O2 consistently topped the sensitivity rankings across the various
methods. This indicates that Ka,1 has crucial effect on the reference output, arterial
pressure Pas. Though different in rankings among the SA approaches, several param-
eters showed consistent influence in the output. The next concern is to determine a set
of sensitive parameters influential to the output, which can be identified from a given
dataset. In order to address this issue, a (partial) subset selection is performed. Here,
synthetic sensitive parameters are disregarded and those with physiological impor-
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Fig. 5 The (a) heart rate H , (b) systemic arterial pressure Pas, and (c) alveolar ventilation V̇A
dynamics obtained from the data (connected blue circles), moving average (yellow curve), and
model simulation with the identified parameters (red curve) of Subject 1.

tance are included. This method streamlined the set of parameters to be identified
from available measurements. Real-time hemodynamic and respiratory measure-
ments obtained from ergometric exercise is used to validate the CVRS model. The
parameter set

{
Ka,1, ρO2 , MO2 , Apesk,rest, Apesk,exer, MCO2

}
is identified for different

subjects showing between-subject variabilities.
The results presented here signify satisfactory work of the optimal control formu-

lation for the CVRS model. Methods on parameter sensitivities indicate the robust-
ness of model structure and to some degree, validates the chosen parameter set to be
estimated. To the author’s best knowledge, this is the first time alveolar ventilation
V̇A is considered to identify parameters for CVRS model. However, several points
need careful attention for further studies. For instance, a more exhaustive and reliable
V̇A measurement could give dependable estimates. Within-subject variabilities can
also be explored if repeated data acquisition for the same subjects can be done. This
would further limit the uncertainties in the estimates. Different SA approaches can
be investigated for a more substantial conclusions. Hemodynamic and respiratory
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Fig. 6 The (a) heart rate H , (b) systemic arterial pressure Pas, and (c) alveolar ventilation V̇A
dynamics obtained from the data (connected blue circles), moving average (yellow curve), and
model simulation with the identified parameters (red curve) of Subject 2.

measurements for time-varying workload protocol can be designed to acquire data
to verify and validate the reaction of CVRS under nonconstant workload.
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Fig. 7 The (a) heart rate H , (b) systemic arterial pressure Pas, and (c) alveolar ventilation V̇A
dynamics obtained from the data (connected blue circles), moving average (yellow curve), and
model simulation with the identified parameters (red curve) of Subject 3.

A Appendix

A.1 Parameters in the CVRS Model

Table3 lists the model parameters, description, values and corresponding units used
in the simulation. Values of the parameters are taken from [35].

A.2 Sensitivity of Alveolar Ventilation

Figure8 depicts the sensitivity of alveloar ventilation V̇A with respect to the model
parameters. As can be seen, MCO2 have the highest PRCC value signifying its major
influence in V̇A.
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Fig. 8 Bar graphs of PRCCs of model parameters across the three time points: t = 4, 6, 12 min
corresponding to rest, transition from rest to exercise, and exercise phase, respectively, with V̇A as
target output.

Table 3 Nominal parameter values of the CVRSmodel. Parameters with asterisk (∗) are estimated
in this work

Parameter Description Value Unit

Compliances

cas Arterial systemic compartment 0.01016 L/mmHg

cvs Venous systemic compartment 0.6500 L/mmHg

cap Arterial pulmonary compartment 0.03608 L/mmHg

cvp VENOUS pulmonary compartment 0.1408 L/mmHg

c�v Left ventricle 0.02305 L/mmHg

crv Right ventricle 0.04413 L/mmHg

Resistances

Rpp,rest Peripheral region of the pulmonary circuit
corresponding to rest phase

1.5446 mmHg min/L

Rpp,exer Peripheral region of the pulmonary circuit
corresponding to exercise phase

0.3 mmHg min/L

R�v Inflow valve of the left ventricle 0.2671 mmHg min/L

Rrv Inflow valve of the right ventricle 0.04150 mmHg min/L

κ Coefficient in Bazett’s formula 0.05164 min1/2

Peskin’s constant
∗Apesk,rest Corresponding to rest phase 177.682 mmHg min/L
∗Apesk,exer Corresponding to exercise phase 270 mmHg min/L

(continued)
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Table 3 (continued)

Parameter Description Value Unit

Metabolic rates
∗MO2 O2 in the systemic tissue region corresponding

to zero workload
0.35 L/min

∗MCO2 CO2 in the systemic tissue region
corresponding to zero workload

0.28 L/min

Coefficients of the workload W (t)
∗ρO2 In Eq. (13) 0.011 L/(min W)

ρCO2 In Eq. (12) 0.009 L/(min W)

Parameters in the derivative of σ�v and σrv

α�v Quad coefficient of S�v 30.5587 min−2

αrv Coefficient of Srv 28.6785 min−2

β�v Coefficient of H 25.0652 mmHg/min

βrv Coefficient of H 1.4132 mmHg/min

γ�v Coefficient of σ�v −1.6744 min−1

γrv Coefficient of σrv −1.8607 min−1

Partial pressures

PI,O2 O2 in inhaled air 150 mmHg

PI,CO2 CO2 in inhaled air 0 mmHg

Effective volumes

VA,O2 O2 in the lung compartment 2.5 L

VA,CO2 CO2 in the lung compartment 3.2 L

VT,O2 O2 in the tissue compartment 6.0 L

VT,CO2 CO2 in the tissue compartment 15.0 L

COEFFICIENTS in the dissociative laws

KCO2 for CO2 0.0057 mmHg−1

KCO2 for CO2 0.224 Dimensionless
∗Ka,1 for O2 0.2 Dimensionless

Ka,2 for O2 0.05 mmHg−1
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Cytotoxic Activity of Raphanus sativus
Linn. on Selected Cancer Cell Lines and
Mechanistic Pathways Predicted
Through Mathematical Modeling
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and Maria Carmen Tan

Abstract Studies have shown different effects of Raphanus sativus L. (RS) extract
on different cancer cell types. However, the dynamics of gene regulation between
RS and cancer is still unknown. In this study, a mathematical model was incorpo-
rated to link cell cycle regulation pathways associated with the pharmacognosy of
radish extracts towards breast cancer (BC), chronic myelogenous leukemia (CML),
and colorectal cancer (CC). The cell cycle regulation pathways considered were
MAPK/ERK and PI3K/Akt signaling pathways. A model created using ordinary
differential equations was used to simulate the steady state concentrations of the
proteins in both pathways, before and after exposure to radish extracts. Among
the proteins ubiquitous in these pathways, Cyclin D1-CDK complex and p53 were
found to be predominantly dysregulated in most cancers. The expression of these
proteins was used as the benchmark of the pharmacognosy of radish extracts. Our
simulation showed a decreasing trend in the binding specificities (KM ) of RS with
Cyclin D1-CDK complex and p53 respectively from CML [5µM, 100µM], CC
[2.5 × 10−2 µM, 10µM] up to BC [10−6 µM, 10−3 µM] which led to a decrease in
Cyclin D1-CDK complex (90.74% for BC, 73.42% for CC, 1.10% for CML) and an
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increase in p53 (83.47% for BC, 62.75% for CC, 5.69% for CML). This suggests
that the anticancer activity of RS was through the moderation of cell proliferation
and induction of apoptosis in malignant neoplasms. Hence, the model proposed that
RS had high chemotherapeutic activity on BC while having moderate efficacy on
CC and insignificant efficacy on CML as substantiated by cytotoxicity assays on
MCF-7 and HT-29 which both exhibited IC50 < 20 µg/mL and K562 trials which
gave IC50 > 100µg/mL.

Keywords Chronic myelogenous leukemia · Breast cancer · Colorectal cancer ·
Mathematical modeling · Systems biology · Raphanus sativus L.

1 Introduction

Cancer is one of the leading causes of death worldwide, and chronic myelogenous
leukemia (CML), breast cancer (BC), and colorectal cancer (CC) are three of the
most prevalent types [46]. Annually, there are about 100 thousand, 2.09 million, and
1.1 million cases of CML, BC, and CC, respectively [5, 31]. In most of these cases,
cancer is only detected in its advanced stage due to the lack of early detection and
limited options of targeted therapies [47, 66]. Cancer cells has disturbed homeosta-
sis which leads to uncontrolled proliferation and reduced apoptosis. Cancer cells
have an acquired ability to elude apoptosis through a variety of ways. Hence, induc-
tion of apoptosis provides an important valuable strategy for the management of
cancer [3].

Raphanus sativus L. (RS) is a root vegetable of the Cruciferae family, commonly
known as radish. Some studies described cancer preventive effects of this natural
product. For example, Kim et al. [34] studied on the effects of ethanol extract of
aerial parts of RS leaf (ERL) on BC cell proliferation and gene expression and
was able to show that it suppresses the EGFR-Akt pathway which includes Ras by
culturing human BC cells in the absence and presence of ERL.

On the other hand, analysis of the inhibitory effects of RS root extract in human
cancer was the focus of the study by Beevi et al. [3]. They discovered that the hexane
extract of RS root had interactions with p53 and with Bcl-2 family of genes, which
includes Bad. In an article by Cragg and Newman [8], they stated that olomoucine,
isolated from the cotyledons of radish, was shown to inhibit cyclin dependent kinases
(CDKs) in human cancer cell lines.

In a study by Tan et al. [61], the genotoxic effects of RS extract (juiced and
semi—purified preparations) were tested on four cell lines, namely, MCF-7, HT-
29, K562, and a normal cell line (PAE) using the Comet Assay. Constituents of RS
were observed to have caused significant DNAmigrations in all three parameters: tail
length (TL), percent DNA in the tail (D), and tail moment (TM). DNA fragmentation
for MCF-7 cells treated with juice and semi-purified preparations of the white RS
tuber were found to be similar with 95%CI formean differences of [−112.81, 24.21]
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for TL, [−18.03, 5.93] for D and [−56.72, 52.15] for TM. It was concluded that
preparations of RS can be a substantial source of biologically active constituents
that can cleave DNA in mutant cell lines, while being non-genotoxic to wild type
immortalized cells.

Using naturally occurring or synthetic chemicals as a strategy for chemothera-
peutic protocols have been found to inhibit, delay or reverse human carcinogenesis
[44]. The best way to ascertain the chemopreventive potential of dietary substances
can be correlated to their additive or synergistic interactions that may act on the con-
duits of carcinogenesis [3]. Comprehension of the complexity of disease dynamics,
observed patterns visualized by mechanistic hypothesis, and testing feasible control
measures can be facilitated by mathematical modeling. It plays an important role in
interpreting complex systems in biology [62].

Several studies have already applied mathematical modeling to simulate cell sig-
naling pathways. Wee and Aguda [65] used ordinary differential equations in exam-
ining the dynamics of the p53-Mdm2 regulatory network which contains the tumor
suppressor protein p53 and oncoprotein Akt. Their model predicted the existence of
the robust phenomenon of bistability in the p53-Akt network. On the other hand,
Gong et al. [20] analyzed the components of the HMGB1 pathway, including Ras,
Raf, Mek, ERK, Akt, and p53, through formulation of ordinary differential equa-
tions and discrete stochastic simulation to investigate on tumorigenesis. They have
concluded that Cyclin D was overexpressed and p53 was inhibited if HMGB1 was
upregulated. Furthermore, HMGB1 signaling influenced the cancer cell proliferation
through the meditations of Ras, ARF, and p21. A similar study was done by Kang
et al. [30] wherein they created a mathematical model comprising differential equa-
tions pertaining to certain genes in lung cancer signaling which includes moderation
of Ras, ERK, Myc etc. In simulating the equations, they were able to show that the
genes for Ras, ERK, and Myc were upregulated in lung cancer.

In this study, we further the knowledge on R. sativus efficacy as a chemopre-
ventive agent. The experimental design and analyses of the cytotoxic activity of
dichloromethane extracts of R. sativus on MCF-7, HT-29 and K562 were discussed
and performed (Sects. 2 and 4, respectively) as a corollary with the mathematical
modeling of the proteins (shown in Sect. 3) which could be significant biomarkers
in the cancers associated with these cell lines (as analyzed and discussed in Sects. 5
and 6). For this reason, scientists may use this study to possibly hone in on which
proteins to focus on for drug discovery as well as a method of comparison on pos-
sible mechanistic pathways. To the best of our knowledge, this is the first reported
study using this mathematical model methodology of analyses on RS against the
aforementioned cancers.
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2 Materials and Methods

2.1 Preparation of Compounds for Bioassay

The dried dichloromethane (DCM) extracts of RS were dissolved in dimethyl sul-
foxide (DMSO) to make a 4mg/mL stock solution.Working solutions were prepared
in complete cell culture medium to a final non-toxic DMSO concentration of 0.2%.

2.2 Culture of Cell Lines

The bioactivity of the DCM extract from R. sativus was tested on the following
human cell lines (ATCC, Manassas, Virginia, USA): BC (MCF-7), CC (HT- 29),
CML (K562); and a primary culture of normal human dermal fibroblast, neonatal
(HDFn) (ThermoFisher Scientific, Gibco®, USA). All cells were maintained and cul-
tured at the Cell and Tissue Culture Laboratory, Molecular Science Unit, Center for
Natural Sciences and Environmental Research, De La Salle University, using com-
plete growth medium consisting of Dulbecco’s Modified Eagle’s Medium (DMEM,
ThermoFisher ScientificGibco®,USA), 10% fetal bovine serum (FBS,ThermoFisher
Scientific, Gibco®, USA) and 1x antibiotic-antimycotic (ThermoFisher Scientific,
Gibco®, USA). Culture conditions were achieved at 37 ◦C, 5% CO2 and 95% rel-
ative humidity (Rh). The cells were harvested after reaching 90% confluence by
two rounds of washing with phosphate-buffered saline (PBS, pH 7.4, ThermoFisher
Scientific, Gibco®, USA) and trypsinization (0.05% Trypsin-EDTA, ThermoFisher
Scientific, Gibco®, USA) followed by deactivation of trypsin by resuspension with
fresh completemedia. Viable cells were counted via 0.4% trypan blue (ThermoFisher
Scientific, Gibco®, USA) and seeded in 96-well plates (FalconTM, USA) in 100µL
aliquots of 1 × 104 cells/well. The plates were further incubated overnight at 37 ◦C
with 5% CO2 in a 95% humidified incubator to allow attachment and monolayer
formation of the adherent cells (BC, CC and HDFn) prior to succeeding cell viability
assays.

2.3 Cell Viability Assay

A rezasurin-based assay, PrestoBlue® (ThermoFisher Scientific, Molecular Probes®,
Invitrogen, USA), was applied to assess the effects of R. sativus DCM extract on the
viability of BC, CC, CML and HDFn cells, respectively. The assay works behind
mitochondrial reductases in viable cells which convert rezasurin to resorufin the
amount of which can be spectrophotometrically measured at 570nm as a function
proportional to the relative number of metabolically active viable cells.
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A total of 100µL filter-sterilized RS extract (100µg/mL) was respectfully added
into the 96-well plates following two-fold serial dilution resulting to final screening
concentrations of 50, 25, 12.5, 6.25, 3.12, 1.56, 0.78 and 0.39 µg/mL, respectively.
Wells without RS served as untreated negative controls while wells with bleomycin
served as positive cytotoxic controls. After the plates underwent further incubation
for 72h at 37 ◦C, 5% CO2 and 95% Rh, 20µL of PrestoBlue® were added to each
well followed by further incubation for 1h at similar conditions. Optical density
measurementswere carried out at 570nmnormalized at 600nm referencewavelength
(BioTek ELx800, BioTek® Instruments, USA) fromwhich cell viability index values
were derived.

The half-maximal inhibitory concentration (IC50) values of RS across all cell
lines were extrapolated via nonlinear regression and statistical analyses computed
using GraphPad Prism 7.01 (GraphPad Software, California, USA). All tests were
accomplished in three replicates and expressed as mean ± SEM. The extra sum-of-
squares F-test (Brown-Forsythe) was used to assess the best-fit parameter differences
(IC50) among treatments and to evaluate the differences among the dose-response
curve fits based on the software’s suggested approach. One-way ANOVA (p < 0.05)
and unpaired two-tailed T-test at 95%CI were also performed to calculate significant
differences among group variables, followed by Tukey’s post hoc multiple compari-
son (p < 0.05) among different pairs of data sets. Data were regarded as significant
at p < 0.05.

3 Mathematical Model

In discerning the complex relationships of these cancers, we first identified proteins
that were common and different among the pathways of the three types of cancer,
as shown in Fig. 1. For CML (Fig. 1A) and CC (Fig. 1C), possible KEGG pathways
were also collected [25–29]. For BC (Fig. 1B), the study by Crown et al. [9] was the
prototype for the possible mechanisms involved [9]. After establishing the signaling
pathways of the three diseases, RS was integrated into the model. The resulting
signaling pathways for CML, BC, and CC are shown in Figs. 1A–C.

RS inhibited Ras and Cyclin D1-CDK complex but activated p53 for all the three
diseases. RS inhibited BCR-ABL for both CML and BC. RS activated Bad in CML
as well as Bad and DCC in CC.

Ras-Raf-MEK-ERK are series of proteins that are part of the MAPK pathway.
The MAPK pathway proceeds to influence cell cycle progression, cell survival and
cell proliferation [41]. These proteins play an important role in human oncogenesis
[53, 57]. Myc, is then activated by ERK 1/2, which is a proto-oncogene found in
many signaling pathways that are involved in the cellular microenvironment and is
deregulated in cancer [10, 48]. The activity of DCC is unique in CC as shown in
Fig. 1C. DCC, which is activated by Ras, belongs to a family of receptors which is
in control of cell survival or apoptosis. Loss of this is implicated in the progressing
phase of CC [36].
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Fig. 1 Signalling pathways of CML (A), BC (B), and CC (C) in the presence of the RS. The
pathways of CML, BC and CC in the absence and presence of drug is differentiated by letting the
concentration value of Raphanus sativus L variable to be zero or nonzero, respectively. A pathway
starting from an activation rate c1 and endingwithBad, CyclinD1-CDKcomplex, andMyc complex
is given in (A). Furthermore, a pathway shown in (B) is beginning from an activation rate c1′ and
ending with p53 and Cyclin D1-CDK complex. On the other hand, a pathway given in (C) starts
from an activation rate c2 and ends with Bad, Cyclin D1-CDK complex, Myc, and DCC.

In BC and CC, Ras was activated by BCR-ABL (Figs. 1A and B) [15]. BCR-ABL
comes from an oncogene that contributes to a chromosome called Philadelphia-
chromosomewhich causes leukemia especially CMLand a subset of acute leukaemia
[12]. Signal Transducer and Activator of Transcription (STAT) proteins are a group
of cytoplasmic interpretation factors [24]. It was found that STAT was activated by
BCR-ABL in BC and CML while directly activated by Ras in CC [25–29, 55, 64].

PI3K—Akt/PKB pathway was involved in cancer by mediating transformations
in cellular growth, metabolism, and apoptosis of cells. PI3K/Akt survival pathway
contributes to understandingBC development and formation of tumors because PI3K
was found to be mutated in 26% of invasive BCs [40]. The tumor suppressor and
pro-apoptotic proteins, Bad and p53 was inhibited by PKB/Akt [65].

p53 is one of the most studied proteins with mutations frequently found in various
tumor types [45]. It is degraded and inactivated in most cancers. Because of its near
universal alteration in cancer, p53 is an attractive target for the development of new
targeted therapies for this disease [13]. It is known to induce apoptosis and was found
to be upregulated by RS [3, 61].

Cyclin D1 binds and activates with cyclin dependent kinases, CDK4/6. These
complexes are pivotal in the advancement of cell cycle progression and proliferation
[22]. However, Cyclin D1 upregulation have been prevalent in most CC and 15% of
BC cases [43]. p21, which causes tumor suppression through p53 activation, binds
to and inhibits the activity of cyclin-CDK complexes [1].
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A mathematical model was used to represent the steady state concentrations of
the components found in the signaling pathways. Each component of the signaling
pathways was translated to ordinary differential equations by applying concepts of
enzyme kinetics. We calibrated the parameter values in order to satisfy the effect
of the drug observed in the cytotoxicity assays and the study by Tan et al. [61].
MATLAB’s ode solver, ode15s, was used to generate the solutions for the system
of ordinary differential equations and to produce simulations which will explain the
behavior of the systems.

In this study, we established a mathematical model that represents the interaction
of the proteins in the three signaling pathways.Wedo this by generating three systems
of ordinary differential equations, one for each of the three types of cancer (See
Table 1). For CML, these are the equations shown in Table 1A–D, and G. For BC,
equations included in Table 1A, B, D and G make up the system. In CC, we have the
equations presented in Table 1A, C, F, and G. A summary table of the notations and
parameter values may be found in Table 3.

Without RS, the concepts of first order irreversible reaction and linear mass kinet-
ics were used in forming some equations. The rate constants are represented by the
activation rate μ and deactivation rate δ of the proteins involved in the signaling
pathway. Describing these equations using the linear mass action kinetics, we create
the equation for PI3K as

dP

dt
= μ − δ.

Using the fact that Ras activates PI3K in the three cancers, we replaceμ byμP · R
and δ by δP · P and we get Eq. (1). Similarly, Eqs. (4)–(6), (9)–(11), (15) and (17)
were formed in the same manner.

The activation rate of Akt is described using the Michaelis-Menten kinetics as
shown in Eq. (2). Formation of Eq. (8) was also established using a similar concept.
Michaelis-Mentenkineticswas also used to represent the amount of p53 thatwent into
activating p21. Since Akt inhibits Bad and p53, we used the concept of competitive
inhibition in forming the equations for these two proteins. The deactivation rate is
expressed by an inhibition factor, as seen in Eqs. (3) and (12).

Equations for the proteins inhibited by the drug were also generated. The equa-
tion for the drug contains a negative deactivation rate denoted by −δZ · Z since its
concentration is being consumed and thus is decreased when it is distributed to some
of the genes.

The inhibition of Ras by the drug is described in Eq. (10) as:

μRZ − δRZ · R · Z

Z + κRZ
.

In the absence of RS, the above expression is 0. The added expression in Eqs. (7),
following an inhibition by the drug (i.e. RS in this study), were similarly formed as
in Eq. (10).



182 A. Lao et al.

Table 1 Model equations associated to all three cancers (A), to CML and BC (B), to CML and CC
only (C), to CML only (D), to BC only (E), to CC only (F) and to RS (G)

Notations: Ras, P—PI3K, Rf—Raf, A—PKB/Akt, M—MEK, B—Bad, F—p53, E—ERK, MC—
Myc, D—Cyclin D1—CDK complex, Br—BCR-ABL, S—STAT, DC—DCC, W—p21, Z—Drug.
μ—catalytic production rate, δ—transition rate, κ—binding specificity
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Fig. 2 Dose-response curves showing the cytotoxic activities of RS and Bleomycin on the cell
viability of MCF-7 (A), HT-29 (B), K562 (C) and HDFn (D): Each plot displays the effect of RS
and Bleomycin against each cell line. Data are shown as mean pm SEM. GraphPad Prism 7.01 was
used to perform extra sum-of-squares F-test to (A) evaluate the significance of the best-fit-parameter
(half-maximal inhibitory concentration) among different treatments, and to (B) determine the dif-
ferences among the dose-response curve fits. MCF-7 (A) F(Df n, DFd) = F(1, 44) = 1.045,
p = 0.3122 and (B) F(7, 7) = 1.460, p = 0.6301;HT-29 (A) F(1, 40) = 0.8249, p = 0.3692 and
(B) F(7, 7) = 1.476, p = 0.6199; K562 (A) F(1, 44) = 327.2, p < 0.0001 and (B) F(7, 7) =
40.89, p < 0.0001; HDFn (A) F(1, 46) = 185.0, p < 0.0001 and (B) F(7, 7) = 2.462, p =
0.2575.

Incorporating the activation of p53byRS, the sameprinciple as in formingEq. (10)
was used in Eq. (3). We denote this expression as

δFZ · F · Z

Z + κFZ
.

Using the same approach in forming Eq. (3) with the presence of RS, Eqs. (12), (13),
(14), (16) and (17) were created.

Furthermore, in order for our results to agree with what has been observed in the
cytotoxicity assays and the study by Tan et al. [61], we had to take into consideration
the following conditions: The binding specificity (KM ) between the drug with Cyclin
D1-CDK complex and p53, noted as κDZ and κFZ , have different values for CML,
BC, and CC. This is due to the fact that KM value for an enzyme depends on the
particular substrate and on environmental conditions [4].

The activation rates c
′
1 and c1 activating BCR-ABL in CML and BC, respectively,

have different values. A basis for this is a statement made by Srinavasan and Plattner
[58] saying that Abl kinases, which include BCR-ABL, in leukemia are activated by
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translocation or gene amplification. In BC, Abl kinases are activated by deregulated
EGFR, HER-2, and Src kinases.

4 Cytotoxic Activity of RS on the Immortalized Cell Lines

The cytotoxicity of the crude extract of RS was investigated on immortalized MCF-
7, HT-29 and K562, including HDFn primary cells. Analyses of the cytotoxicity of
RS obtained from wild type HDFn resulted in IC50 values exceeding 100µg/mL.
Bleomycin, a cytotoxic antibiotic which instigates DNA fragmentation, was used
as the positive control in all the trials. An illustration of the percent cell viability
as a function of the logarithmic function of the concentrations used is presented in
Figs. 2 and 3. The characteristic inhibitory dose-response, which is a sigmoidal curve
or function, was found in generally most of the charts. Plots comparing the cytotoxic
properties of RS and bleomycin on the viability of each specific cell line are found
in Fig. 2. The effects of RS and bleomycin on all the cell lines are shown in Fig. 3.
The IC50 values of RS and the positive control are synopsized in Table 2.

Table 2 Cytotoxic activities (IC50) of RS andBleomycin againstMCF-7, HT-29, K562 andHDFn.

Sample IC∗
50(µg/mL)

MCF-7 HT-29 K652 HDFn

RS 13.79 2.63 >100 >100

Bleomycin 11.35 3.2 5.081 9.82

Fig. 3 Dose-response curves showing the cytotoxic activities of RS on the cell viability of
MCF-7, HT-29, K562 and HDFn. Each plot displays the effect of RS (A) and Bleomycin (B)
against each cell line: Data are shown as mean ± SEM. GraphPad Prism 7.01 was used to per-
form extra sum-of-squares F-test to (A) evaluate the significance of the best-fit-parameter (half-
maximal inhibitory concentration) among different treatments, and to (B) determine the differ-
ences among the dose-response curve fits. The results are: RS, (A) F(3, 80) = 103.5, p < 0.0001
(B) F(3, 28) = 4.211, p = 0.0141; Bleomycin (A) F(3, 84) = 23.86, p < 0.0001 (B) F(3, 28) =
0.0.06684, p = 0.9771.
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Crude extracts of RS gave a half-maximal inhibitory concentration of 2.63µg/mL
for HT-29, and 13.79µg/mL for MCF-7. Wild type HDFn and mutant cells K562
exhibited IC50 values of greater than 100µg/mL andwere considered noncytotoxic.
Substantial distinctions, ascertained through Tukey’s post hoc multiple comparison,
was displayed between MCF-7 vs. HDFn, HT-29 vs. HDFn, K562 vs. MCF-7, and
K562 vs. HT-29 at 95% CI of difference (p < 0.05); while K562 vs. HDFn and
HT-29 vs. MCF-7 paired treatments were found to be not significantly different
(p > 0.05). One-way ANOVA revealed that the differences among the means of the
data subsets of all the cancer cell line treatments with RS (Fig. 2) were statistically
significant (p < 0.0001) and Bleomycin demonstrated that the paired treatments
were statistically similar (p > 0.05).

5 Simulation

Ourmodel simulations are shown inFigs. 5, 6 and7. The KM values ofRSwithCyclin
D1-CDK complex (κDZ ) are—5µM, 2.5 × 10−2 µM, and 1 × 10−6 µM, whereas
the KM values for RS with p53 (κFZ ) are—100µM, 10µM, and 1 × 10−3 µM for
CML, CC, and BC, respectively (Table 3). These values were estimated to fit the
percent change (after drug insertion) of Cyclin D1-CDK complex and p53 that is
consistent to what is observed in the cytotoxicity assays and the study by Tan et al.
[7].

With the presence of RS, the steady-state concentration of the proteins is expected
to control regulation and is dependent on their behavior in the absence of the com-
pound. Upon insertion of RS, proteins that influence cell proliferation in cancer such
as Cyclin D1-CDK Complex, Ras, Raf, ERK, MEK, Akt, BCR-ABL, STAT, PI3K,
andMyc decreased in concentration in all three cancers (Figs. 5A,D–K,M; 6A,D–K;
7A, D–H, J, K, M) On the other hand, insertion of RS had a positive effect on pro-
apoptotic and tumor suppressor proteins such as p53, p21, Bad, DCC (Figs. 5B–C,
L; 6B–C; 7B–C, 7I, 7L).

The simulation for Cyclin D1-CDK complex and p53 are highlighted in Fig. 4.
The largest decrease for both BC and CC was in Cyclin D1-CDK complex, having
decreased 90.74% and 73.42%, respectively. On the contrary, Cyclin D1-CDK com-
plex barely decreased in CML (1.10%). The same trend is observed for the increase
of p53. p53 had increased by 83.47% for BC and 62.75% for CC, while increasing
minutely by 5.69% for CML.

The proteins in the MAPK/ERK pathway (Ras, Raf, ERK, and MEK) along with
Akt and PI3K dropped in a uniform amount of around 75% in CML (Fig. 5D–H,
K), and BC (Fig. 6D–5H, 5K) whereas around 50% in CC (Fig. 7D–H, K). STAT
and BCR-ABL behaved similarly in all the cancer types with roughly a 50% drop as
shown in Figs. 5J–7J and Figs. 5I–6I, respectively.
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Fig. 4 Simulation results for the absence and presence of drug for Cyclin D1–CDK complex (A–C)
and p53 (D– F) in CML, colon cancer, and BC: Each of the proteins’ varying concentration level,
together with RS, is shown with respect to time. In A-F, blue colored simulations represented the
behavior of the proteins without the presence of drug while red colored simulations demonstrate
the behavior of the proteins after RS was inserted in the model. Initial concentrations are set to 0

6 Discussion

The optimum IC50 for cancer cell viability for natural products is 20µg/mL or
less for crude extracts and 4µg/mL or less for pure isolates [16] and compounds
that have been purified with low concentrations of cytotoxicity can be proposed for
further drug development [21]. RS was found to be cytotoxic to BC and CC cell
lines, whereas having no significant cytotoxic activity on CML and normal HDFn.
The findings in this work disclosed that crude dichloromethane extracts from RS
can be candidates for chemotherapeutic drugs or used as a corollary for medical
protocols in dealing with the management of human CC and human BC, while being
noncytotoxic to normal cells.

Reported researches on the cytotoxic and chemotherapeutic activity of the crude
dichloromethane extracts from RS have been conducted; however, to our knowledge
no literature on the parameters and activities in these cell lines have been cited.

Glucoraphasatin, a GLS, has been reported in the tubers of several radish cultivars
[52]. The hydrolysis product 4-(methylthio)-3-butenyl isothiocyanate (MTBITC),a
constituent capable of anti-microbial, anti-mutagenic, and anti-carcinogenic activity,
has been purified from radish tubers [39]. Isothiocyanates have been found to protect
wild type cells from DNA injury and induce malignant cancer cells to undergo
apoptosis.
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Fig. 5 Simulation results for the CML mathematical model for the absence and presence of drug:
Each of the proteins’ varying concentration level, together with RS, is shown with respect to time.
In A-M, blue colored simulations represented the behavior of the proteins without the presence of
drug while red colored simulations demonstrate the behavior of the protein after RS was inserted
in the model. The behavior of the RS is shown in N. Initial concentrations in A-M are set to 0. For
N, initial concentration is set to 1 to show the decreasing behavior of RS
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Fig. 6 Simulation results for the BC mathematical model for the absence and presence of drug:
Each of the proteins’ varying concentration level, together with RS, is shown with respect to time.
In A-K, blue colored simulations represented the behavior of the proteins without the presence of
RS while red colored simulations demonstrate the behavior of the proteins after RS was inserted in
the model. The behavior of RS is shown in L Initial concentrations in A-J are set to 0. For L, initial
concentration is set to 1 to show the decreasing behavior of the RS

With CML, BC and CC as some of the most predominant types of cancer, under-
standing the disease dynamics is important for effective prognosis and diagnosis.
Through mathematical modeling, more comprehensive knowledge about this dis-
ease can be achieved. In this paper, we have proposed a mathematical model which
would explain the behavior of the components of the signaling pathways of CML,
BC and CC in the absence and presence of a chemotherapeutic agent, RS extract.

Based on the literature, we presented signaling pathways for each of the three
diseases. To be able to mimic the effect of RS into the three cancers as observed in
the study by Tan et al. [61] and supported by the cytotoxicity assays, we hypothesize
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Fig. 7 Simulation results for the CC mathematical model for the absence and presence of drug:
Each of the proteins’ varying concentration level, together with RS, is shown with respect to time.
In A-M, blue colored simulations represented the behavior of the proteins without the presence of
RS while red colored simulations demonstrate the behavior of the proteins after RS was inserted
in the model. The behavior of RS is shown in N. Initial concentrations in A-H and J-M are set to
0. For I, initial concentrations are set to 1 to show the decreasing behavior of the protein involved.
Initial concentration for N is set to 1
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Table 3 Notations for Species Concentrations and parameter values. The tables summarize the
notations for the protein concentrations that are involved in the three mathematical models.

Notation Description Parameter Value Reference

μR Catalytic production rate of Ras 32.344 µM/min [12]

μP Catalytic production rate of PI3K 3 × 10−7 µM/min [11]

μR f Catalytic production rate of Raf 1 × 10−7 µM/min [11]

μA Catalytic production rate of Akt 0.0566279µM/min [47]

μM Catalytic production rate of MEK 4 × 10−7 µM/min [11]

μB Catalytic production rate of Bad 300µM/min Estimated

μE Catalytic production rate of ERK 1/2 49.2683µM/min [12]

μMC Catalytic production rate of Myc 0.0184µM/min [12]

μF Catalytic production rate of p53 0.005µM/min [48]

μS Catalytic production rate of STAT 50µM/min Estimated

μD Catalytic production rate of Cyclin D1-CDK
Complex

50µM/min Estimated

μDC Catalytic production rate of DCC 0.2µM/min Estimated

μW Catalytic production rate of p21 5 × 10−4 µM/min Estimated

μDZ Catalytic production rate of Cyclin D1-CDK
Complex in the presence of drug

9 × 10−8 µM/min Estimated

μRZ Catalytic production rate of Ras in the
presence of drug

1 × 10−7 µM/min Estimated

μDCZ Catalytic production rate of DCC in the
presence of drug

0.5µM/min Estimated

δR Transition rate of Ras 319.9672µM/min [12]

δP Transition rate of PI3K 0.005µM/min [11]

δR f Transition rate of Raf 0.009µM/min [11]

δA Transition rate of Akt 0.005µM/min [47]

δM Transition rate of MEK 0.0018µM/min [11]

δB Transition rate of Bad 0.01µM/min Estimated

δE Transition rate of ERK 1/2 1.8848µM/min [12]

δMC Transition rate of Myc 0.0231µM/min [12]

δF Transition rate of p53 0.01µM/min [48]

δBr Transition rate of BCR-ABL 1µM/min Estimated

δS Transition rate of STAT 0.5µM/min Estimated

δD Transition rate of Cyclin D1-CDK Complex 0.035µM/min Estimated

δDC Transition rate of DCC 5µM/min Estimated

δW Transition rate of p21 1.8 × 10−2 µM/min [1]

δZ Transition rate of drug 6 × 10−2 µM/min Estimated

δDZ Transition rate of Cyclin D1-CDK Complex in
the presence of drug

0.06µM/min Estimated

δBr Z Transition rate of BCR-ABL in the presence of
drug

1µM/min Estimated

δBZ Transition rate of Bad in the presence of drug 1 × 10−7 µM/min Estimated

(continued)
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Table 3 (continued)

Notation Description Parameter Value Reference

δDCZ Transition rate of DCC in the presence of drug 5µM/min Estimated

δRZ Transition rate of Ras in the presence of drug 319.9672µM/min Estimated

δFZ Transition rate of p53 in the presence of drug 2 × 10−5 µM/min Estimated

κA Binding specificity of PI3K and PKB/Akt 653951µM/min [63]

κW Binding specificity of p53 and p21 1µM Estimated

κB Binding specificity of PKB/Akt and Bad 1 × 10−9 µM Estimated

κF Binding specificity of PKB/Akt and p53 1.4 × 10−8 µM Estimated

κD Binding specificity of p21 and Cyclin D1 1 × 10−9 µM Estimated

κB Binding specificity of PKB/Akt and Bad 1 × 10−9 µM Estimated

κRZ Binding specificity of drug and Ras 1 × 10−4 µM Estimated

κDCZ Binding specificity of drug and DCC 10µM Estimated

κBr Z Binding specificity of drug and BCR-ABL 1 × 10−9 µM Estimated

κDZ Binding specificity of drug and Cyclin D1 in
CML

5µM Estimated

Binding specificity of drug and Cyclin D1 in
CC

2.5 × 10−2 µM Estimated

Binding specificity of drug and Cyclin D1 in
BC

1 × 10−6 µM Estimated

κFZ Binding specificity of drug and p53 in CML 100µM Estimated

Binding specificity of drug and p53 in CC 10µM Estimated

Binding specificity of drug and p53 in BC 1 × 10−3 µM Estimated

c1 Rate constant activating BCR-ABL in BC 300µM/min Estimated

c
′
1 Rate constant activating BCR-ABL in CML 0.36µM/min Estimated

c2 Rate constant activating Ras in CC 1000µM/min Estimated

that RS as a drug inserted in all three disease pathways could inhibit Ras, and Cyclin
D1-CDK complex while activating p53. BCR-ABL was inhibited in the CML and
BC pathways. Bad is then activated for CML and CC and DCC was activated only
for CC.

Cyclin D1-CDK complex is one of the more dysregulated cell cycle mediator
in aberrant cell growth [33]. Cyclin D1-CDK 4/6 becomes an oncoprotein when
overexpressed in most neoplasms [38]. This is because Cyclin D1-CDK complexes
plays an important role in the progression of the cell cycle. There is a strong selective
pressure for p53 inactivation during tumor development [7]. The almost universal
loss of p53 activity in tumors has pushed a tremendous effort to develop p53 based
cancer therapies. Transfection of the wild-type p53 gene into a variety of human
tumor cells was shown to have a curative response even in advanced tumors [37].
This makes these two protein ideal targets for cancer therapy.
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In this study, we used Cyclin D1-CDK complex and p53 as a benchmark for the
chemotherapeutic efficacy of RS. This is due to findings that the active compound in
RS,MTBITC, was found to effectively inhibit cell proliferation and induce apoptosis
through pathways that involved p53 and Cyclin D1-CDK [3, 61]. As shown in Fig. 4,
our simulations led to a decrease in Cyclin D1-CDK complex (90.74% for BC,
73.42% for CC ,1.10% for CML) and an increase p53 (83.47% for BC ,62.75% for
CC, 5.69% for CML). This shows that there were only significant changes in the
concentration of Cyclin D1-CDK complex and p53 for CC and BC.

The simulations suggest that RSwas found to be significantly effective for BC and
CC. This was due to the varying binding specificity (KM ) of RS with these proteins
in different environments [4]. There was a decreasing trend in the KM values for
both Cyclin D1-CDK complex and p53 from CML [5µM, 100µM], CC [2.5 ×
10−2 µM, 10µM] up to BC [10−6 µM, 10−3 µM]. For enzyme catalyzed reactions,
KM is indicative of the biological function. KM values are inversely proportional to
the binding strength of an enzyme and substrate [4]. This suggest that RS had the
greatest affinity towards Cyclin D1-CDK complex and p53 in BC followed by CC.

p21, Bad and DCC are also pro-apoptotic proteins that influence cell cycle arrest
[3, 42]. p21 acts as a master effector of multiple tumor suppressor pathways for
promoting anti-proliferative activities [36]. In a study byGoi et al. [17] andPeltomäki
[49], a decreased expression of DCC has been implicated in CC. The increase of the
steady state concentration of these proteins in the simulation of exposure to RS in
all three cancers support that RS has chemotherapeutic effects.

The upregulation of proteins in the Raf/MEK/ERK or MAPK signaling pathway
can be seen in approximately 30% of human cancers [18, 35]. It has been shown
that upregulating Ras can promote BC and CC development [14]. A decrease to the
concentration ofMEK can slow down the increasing rate of BC cells and can provide
additional life time on patients with metastatic diseases [56]. A 75% reduction of
these proteins in BC, and CML has been observed after the application of RS as well
as a 50% reduction in CC.

Akt is often overexpressed in cancer, which correlates with a poor prognosis
for patients [60]. High PI3K activity has been observed in cell transformation and
tumor progression in several human cancers including BC [51]. This high PI3K
activity induces drug resistance in CML [50] and has been considered for colorectal
neoplasms [23]. In our results, Akt and PI3K concentration level declined by 75%
in CML and BC, and by 49.98% in colon cancer after the drug was induced.

Xiong et al. [67] reported that STAT3, a subfamily of STAT, has been overex-
pressed in BC and CC. Kaymaz et al. [32] also mentioned that the upregulation of
STAT plays an important role in progression of CML. BCR-ABL is highly expressed
in CML [11] and in many invasive BC cell lines [59]. Myc is overexpressed in CML
patients who were untreated [19]. This behavior is also observed in human CC [54].
BCR-ABL decreased by 50% in CML and BC while STAT decreased by the same
amount in all three cancer types. These observations suggest that RS may be a can-
didate for chemotherapeutic drug due to its anti-cancer effects on CML, BC and
CC.
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The role of RS as a chemotherapeutic drug was demonstrated in our results.
As shown in Fig. 2, The cytotoxicity assays of RS towards CML, BC, and CC
cell lines showed that RS was cytotoxic to CC cell line (HT-29) and BC cell line
(MCF-7)—IC50 of 13.79 and 2.63μg/mL , respectively, but not to normal cells
HDFn. This contrasted to results using the cancer medication Bleomycin that was
cytotoxic to all cancers as well as to normal cells. In addition, Tan et al., 2017
[61] found that RS caused the most DNA damage in the BC cell line, followed by
CC with minimal genotoxicity to CML. These findings were also observed in the
simulation of our model (Fig. 4) which displayed a decrease in Cyclin D1-CDK
complex (90.74% for BC, 73.42% for CC, 1.10% for CML) and an increase p53
(83.47% for BC, 62.75% for CC, 5.69% for CML). In order to simulate this, different
values binding specificities (KM ) of RS towards Cyclin D1-CDK complex and p53
estimated in the model. The estimates showed a decreasing trend of the KM of RS
with Cyclin D1-CDK complex and p53 respectively from CML [5µM, 100µM],
CC [2.5 × 10−2 µM, 10µM] up to BC [10−6 µM, 10−3 µM]. This trend affirms the
findings of Tan et al. [61] and cytotoxicity analyses that RS as a drug was highly
effective in BC, moderately effective in CC and minimal in CML.

7 Conclusion

All the behaviors of the proteins that were studied were consistent with what had
been reported in previous studies. Inclusion of RS in the model exhibited a general
decrease in the proteins that promoted the progression of CML, BC and CC. RS
was observed to down regulate proteins that influence cell proliferation in cancer
such as Cyclin D1-CDK Complex, Ras, Raf, ERK, MEK, Akt, BCR-ABL, STAT,
PI3K, andMyc while upregulating pro-apoptotic proteins (Bad, DCC, p21 and p53).
This suggests that the anticancer activity of RS was through the moderation of cell
proliferation and induction of apoptosis in malignant neoplasms BC, CC and CML.
We have shown that RS is found to be significantly effective for BC and CC.
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Bifurcation Analysis of a Tuberculosis
Model with the Risk of Re-infection

Fatima Sulayman, Mohd Hafiz Mohd, and Farah Aini Abdullah

Abstract In this paper, a deterministic model for assessing the influences of exoge-
nous re-infection, re-infection on individuals that have been treated and the transmis-
sion rate of the outbreak of tuberculosis are examined. The disease-free (DFE) and
endemic (EEP) ‘equilibria together with the existence criterion of different equilibria
are established. The local stability analysis of the DFE and EEP equilibria is also
performed. The basic reproduction number is derived by using the next generation
matrix and it is found that the disease free equilibrium is stable when R0 < 1, and the
model undergoes a transcritical bifurcation at R0 = 1. By using bifurcation analysis,
further investigation reveals the existence of several threshold conditions, which trig-
ger some bifurcational changes in dynamics to occur in this epidemiological system.
In particular, we observe the emergence of saddle-node and transcritical bifurcations
and the interaction between these two bifurcations can shape the overall dynamics
of the system.

Keywords Tuberculosis · Basic reproduction number · Stability analysis ·
Bifurcation analysis · Saddle-node and transcritical bifurcations

1 Introduction

Tuberculosis (TB) is a communicable disease that affects the lungs. Some studies
have suggested that up to a third of the world human population has contracted
the disease [1]. Tuberculosis is caused by family of bacteria called Mycobacterium
Tuberculosis. This airborne infectious disease is a public health challenge world-
wide: in USA [2] and European nation [3, 4], and developing countries. In other
words, tuberculosis remains a major epidemic that contributes to the morbidity and
mortality [5, 6] of both human and animal populations [7]. Usually, when the dis-
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ease is contracted by individuals, it is not immediately obvious. For instance, when
a person is infected, he/she may remain infected for years, or even latently-infected
for life [8]. It is attested to be highly prevalent in middle-income countries, among
other regions [6]. The prevalence of TB, globally, in 2018 was about 1 million cases
more than that of HIV/AIDS, and there were up to 1.5 million more deaths [6].

Mostly, TB can be transmitted whether through direct or indirect contact with an
infected person [4, 9]. The symptoms of tuberculosis include bad cough that produces
blood and/or sputum (phlegm from deep inside the lungs), which can persist for up to
three weeks, chest pain, fever, and sweating at night, among others [10]. TBmay take
from two to three months to become symptomatic, due to long incubation period.
The long latent period of MTb bacteria prolongs the start of the active phase of the
disease, which further makes it difficult to understand how the disease develops.
Another point related to the spread of this disease is the level of exogenous re-
infection (see [5, 11]). Already infected Individuals (even in the dormant stage),
with low levels of immunity may become newly infected through contact with an
infectious individual [12]. Therefore, anyone in the latent phase of TB can move to
the active phase due to exogenous re-infection rate [12].

Bandera et al. [13] discussed exogenous re-infection in locations with low preva-
lence of TB; the authors established that re-infection occurs at a lower rate in devel-
oped countries than in high-risk areas. Uys et al. [14] studied a deterministic model
of TB with the probability of re-infection component and suggested that the rate
of re-infection is a multiple of the rate of first time infection. Other studies have
investigated the influences of re-infection or multiple infections (see [11, 15]) as
well as on the effects of exogenous re-infection on the transmission dynamics of TB
see [17–21]. Feng et al. [16] proposed a deterministic model for TB with exogenous
re-infection and submitted that an infectious individual can infect another one with
each contact per unit of time.

The present paper is motivated by the study of [12], in which the authors proposed
a TB model with SEIT components, and it is later being reduced to SEI model. The
present study built on the work of [12], by finding the equilibria and the stability
of the equilibria, as well as using simulation for the bifurcation part. We investigate
the significant impacts of transmission rate β and exogenous re-infection p on the
bifurcational changes in dynamics in this epidemiological system.

This article is presented as follows: a mathematical model of TB is considered in
Sect. 2. In Sect. 3 we focus on the existence of steady state and stability of disease
free (DFE). In Sect. 4 stability of endemic equilibrium point (EEP) and bifurcation
analysis are carried out. The numerical simulation and bifurcation analysis results
are reported in Sect. 5. Finally, the discussion and conclusion of the study are given
in Sect. 6.
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2 Model Formulation

We examined the transmission dynamics of TB by employing a nonlinear ODE sys-
tem of SEIT type system, which is developed by Kar and Mondal [12]. Our aim is
to better understand the interplay between exogenous re-infection and transmission
rate. In determining the outbreaks of TB. The whole population N(t)is classified
into four (4) compartments, S, E , I and T , which respectively denote susceptible,
exposed, infected and treated individuals. Kar and Mondal [12] assumed that indi-
viduals that have been treated can be re-infected if their immunity is low. This leads
to S-E-I-T-E type system to the model transmission dynamics of TB. The SEITE
process of TB spreading is shown in Fig. 1.

In this epidemiological system, the susceptible compartment is increased by
recruiting individuals, either by immigration or birth, into the population at the
constant rate Λ. The term μ is taken to be natural death rate. The exposed com-
partment becomes infectious and progresses to active infected state at a constant
rate κ . Infected individuals also develop active tuberculosis because of exogenous
re-infection (can acquire new infection from another infectious individual) at a rate
p. Infected individuals are recovered at the rate r . The treated individuals return to
the exposed compartment due to low immunity at the rate σ .

Fig. 1 The schematic diagram of SE I T E TB model by [12]
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2.1 The Model

The nonlinear model that is considered in this study consists of a system of ordinary
differential equations (ODE):

dS
dt = Λ − μS − βSI

dE
dt = βSI − pβE I − (κ + μ) E + σβT I

d I
dt = pβE I + κE − (μ + r) I

dT
dt = r I − μT − σβT I

(1)

with
N = S + E + I + T .

3 Mathematical Model Analysis

In this section, we seek to qualitatively study dynamical properties of the TB model
(1) by means of invariant and positivity solutions.

3.1 Invariant Region

Theorem 1. Let

Φ = {(S, E, I, T ) ∈ R4
+ : N ≤ Λ

μ
}

The region Φ is positively-invariant and attract all positive solutions of the model.

Proof. As N = S + E + I + T , adding all the equations of the system (1), we have

dN

dt
= Λ − μN (2)

By standard comparison theorem in [22] we see that

dN

dt
≤ Λ − μN (3)

which yield (by method of integration factor).
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N (t) ≤ Λ

μ
+

[
N (0) − Λ

μ

]
e−μt

In particular, if N (0) ≤ Λ
μ
, then N (t) ≤ Λ

μ
. Hence Φ is positively-invariant and an

attractor so that no solution path leaves through any boundary of Φ [23].

3.2 Positivity of Solutions

In order for the tuberculosis infection model (1) to be epidemiological realistic, it is
essential to demonstrate that all the state variables are positive at all times.

Let initial data be

Theorem 2. {(S, E, I, T ) ≥ 0} ∈ Φ.

Then, the solution set {S(t), E(t), I (t), T (t)} of themodel system (1) is non-negative
for all t > 0.

Proof. As in Obasi and Mbah [24] from the non-linear system of model system (1)
we take the first equation

dS

dt
= Λ − μS − βSI

dS

dt
≥ −(μ + β I )S (4)

⇒ dS

S
≥ −(μ + β I )dt. (5)

integrating (5) gives
S(t) ≥ S(0)e

∫ −(μ+β I )dt ≥ 0. (6)

In the same way, it can be verified that E(t) > 0, I (t) > 0 and T (t) > 0 for all
t > 0 [21].

Thus, the disease is uniformly consistent for every positive solution. The above
result can also be proved by using the approach in [25].

The system (1) stands for the dynamic transmission of TB in humans; hence, all
the related parameters are taken to be positive. As a result, the following positivity
and invariance results must hold.

It is assumed that Eq. (2) admits a positive equilibrium N0 that satisfies Λ = μN
with N0 represents population equilibrium in the absence of disease. It is also assumed
that this equilibrium is asymptotically stable and unique N0 > 0. This implies that
the total population will still be in equilibrium while the epidemic is spreading.
Therefore, Eq. (1) can be considered if S + E + I + T = N0.
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The system of Eqs. (1) is not solvable analytically because of the non-linearities.
Instead, we can eliminate the variable T in order to reduce system (1) into three
dimensional system. In particular, we set T = N0 − S − E − I can be written as:

dS
dt = μN0 − μS − βSI

dE
dt = βSI − pβE I − (κ + μ) E + σβ I (N0 − S − E − I )

d I
dt = pβE I + κE − (μ + r) I

(7)

3.3 Analysis of Disease-Free Equilibrium (DFE), P0, and
Basic Reproduction Number R0

The disease-free equilibrium (DFE) state, P0 is a steady state solution where there is
no infection in the community. Disease class can be described as the infected human
population. Taking the first equation of (3) with E = I = 0 into consideration, we
arrive at:

μN − μS = 0

i.e.,

S = N0

Then, the disease free equilibrium (DFE) state P0 is given by (S, E, I ) =
(N0, 0, 0).Diekmann et al. [26] define basic reproduction number, R0 as the effective
number of secondary infections caused by a primary infected individual. To obtain
the basic reproduction number, we employed next generation matrix method by [27],
where F is the matrix of the new infection terms and V the matrix of the transition
terms. The matrices F and V are determined from the coefficients of E and I , in
the second and the last equations of the system (7). Starting with the newly infective
classes, the model equations can then be written as:

dE

dt
= βSI − pβE I − (μ + k) E − σβ I (E + I ), (8)

d I

dt
= pβE I + kE − (μ + r) I (9)

F =
(

βS
0

)
, V =

(
(μ + κ) 0

−k (μ + r)

)
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Next, the Jacobian matrix of F and V at the disease free equilibrium (N0, 0, 0) is
obtained to give:

F =
[
0 βN0

0 0

]
, V =

[
(μ + κ) 0

−k (μ + r)

]

It is always known that for any two by two matrix for example, A =
[
a b
c d

]
, its

inverse can be obtained by:

A−1 = 1

ad − bc

[
d −b

−c a

]
. (10)

In a similar way, the inverse of V can be obtained as given below:

V−1 = 1

(μ + κ)(μ + r) − 0

[
(μ + r) 0

k (μ + κ)

]
=

[
1

(μ+κ)
0

κ
(μ+κ)(μ+r)

1
(μ+r)

]
(11)

then, we now compute the product of F and V−1, which becomes,

FV−1 =
[
0 βN0

0 0

] [
1

(μ+κ)
0

k
(μ+κ)(μ+r)

1
(μ+r)

]
(12)

FV−1 =
[

βκN0

(μ+κ)(μ+r)
1

(μ+r)

0 0

]
. (13)

Basic reproduction number is the spectral radius of FV−1 [26, 28]. It must be con-
sidered when analyzing any epidemiological model [27]. Thus, R0 for this epidemi-
ological system is:

R0 = βκN0

(μ + κ)(μ + r)
. (14)

4 Stability and Bifurcation Analysis

The JacobianmatrixΣ of the system (7) at endemic equilibrium (S∗, E∗, I ∗) is given
by

Σ =
⎛
⎝ −μ − β I∗ 0 −βS∗

−σβ I∗ + β I∗ −pβ I∗ − σβ I∗ − (μ + κ) β(1 − σ)S∗ − (p + σ)βE∗ + σβ(N0 − 2I∗)

0 pβ I∗ + κ pβE∗ − (μ + r)

⎞
⎠ . (15)
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For the endemic equilibrium points, setting the right hand sides of the equations in
model (7) to zero we have:

μN0 − μS∗ − βSI ∗ = 0

β(1 − σ)S∗ I ∗ − (p + σ)βE∗ I ∗ − (κ + μ) E∗ + σβ I ∗(N0 − I ∗) = 0

pβE∗ I ∗ + κE∗ − (μ + r) I ∗ = 0

(16)

For endemic equilibrium P = (S∗, E∗, I ∗), from first and last equations of (16)

S∗ = μN0

(μ + β I ∗)
(17)

E∗ = (μ + r)I ∗

(κ + pβ I ∗)
(18)

Substituting (17) and (18) into Eq. (16), the endemic equilibrium conditions become
a cubic polynomial equation of I ∗ which is given below:

f (I ) = n1 I
∗3 + n2 I

∗2 + n3 I
∗ + n4 = 0 (19)

where
n1 = pσβ

n2 = pσN0(β0 − β)

n3 = (pμ + κσ)N0(
β1

β
− 1)

n4 = μ(μ + r)(μ + κ) (1−R0)

β2

where

R0 = βκN0

(μ + κ)(μ + r)

and β0, β1 are two threshold parameters as follows:

β0 = (p+σ)(μ+r)+σ(κ+pμ)

pσN0

β1 = μ(μ+r)(p+σ+1)+κ(μ+r+μσ)

(pμ+κσ)N0

It is clear the I ∗ is the positive real roots of the polynomial (19). Currently, number
of possible positive real roots of the cubic polynomial (19), depend on the signs of
n2, n3 , and , n4.
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4.1 Local Asymptotic Stability (LAS) of Disease Free
Equilibrium Point P0

Theorem 3. The disease free equilibrium state, P0 of the system (7) is LAS when
R0 < 1 and otherwise unstable.

Proof. Consider the model system (7)

f1 = dS

dt
, f2 = dE

dt
, f3 = d I

dt
, (20)

then, the Jacobian of the model system (7) will be given by:

Σ(P0) =
⎛
⎝

∂ f1
∂S

∂ f1
∂E

∂ f1
∂ I

∂ f2
∂S

∂ f2
∂E

∂ f2
∂ I

∂ f3
∂S

∂ f3
∂E

∂ f3
∂ I

⎞
⎠ (21)

at equilibrium point (P0), the Jacobian becomes;

Σ(P0) =
⎛
⎝−μ 0 −βS

β I −(κ + μ) βS + σβR
0 κ −(μ + r)

⎞
⎠ (22)

Evaluating the (22) at the P0 to ascertain the LAS of the system yield;

Σ(P0) =
⎛
⎝−μ 0 −βN0

0 −(κ + μ) βN0

0 κ −(μ + r)

⎞
⎠ (23)

Calculate the eigenvalues of the Jacobian, evaluated at the equilibrium point (in this
case, the P0) (Σ(P0), thus: The eigenvalue of (23) are given by

|ΣP0 − α I | = 0

where Σ(P0) represents Jacobian matrix at disease free equilibrium, α is the char-
acteristic equation of the matrix while I is the identity matrix. The characteristics
equation of the resulting Jacobian from (23) is given by:

Σ(P0) =
∣∣∣∣∣∣
−μ − α 0 −βN0

0 −(κ + μ) − α βN0

0 κ −(μ + r) − α

∣∣∣∣∣∣ = 0. (24)

Thus, the characteristics equation of (24) are given by

(−μ − α) [−(μ + κ) − α)(−(μ + r) − α) − κβN0] = 0
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(μ + α)
[
(μ + κ)(μ + r) + (κ + μ + μ + r)α + α2 − κβN0

] = 0

(μ + α)
[
α2 + (κ + 2μ + r)α + (μ + κ)(μ + r) − κβN0

] = 0

(μ + α)

[
α2 + (κ + 2μ + r)α + (μ + κ)(μ + r)

(
1 − κβN0

(μ + κ)(μ + r)

)]
= 0

(μ + α)
[
α2 + (κ + 2μ + r)α + (μ + κ)(μ + r)(1 − R0)

] = 0 (25)

From Eq. (25)
((μ + α) = f (α))

therefore
f (α) = δ0α

2 + δ1α + δ2. (26)

where
δ0 = 1, δ1 = (κ + 2μ + r)α, δ2 = (μ + κ)(μ + r)(1 − R0).

In order to show the L AS of DFE , we set up conditions that will allow the
quadratic equation (26) to have negative real roots. In this case, we apply the Routh-
Hurwitz (R-H) Criterion.

Clearly, from Eq. (26), δ0 = 1 > 0, δ1 = (κ + 2μ + r)α > 0, while δ2 = (μ +
κ)(μ + r)(1 − R0) > 0 if and only if R0 < 1. Therefore, disease–free equilibrium
is locally asymptotically stable when R0 < 1 and unstable when R0 > 1.

5 Bifurcation Analysis and Numerical Simulation Studies

Bifurcation analysis is an essential tool that enables systematic identification ofwhere
dynamics of interest can be located in the parameter space [29]. The important
parameters that play crucial roles in the system are varied in order to understand
dynamical behaviours of the model. These parameters are:

– Basic Reproduction number, R0: this term is one of epidemiological value that
plays a critical role in epidemics [27, 30–32].

– Exogenous re-infection rate, p: this quantity refers to when a previously infected
individual (in dormant stage) in an exposed class acquire new infection from
another infectious person, as a result of low level of immunity [12].

– Transmission rate β: this term is the extent of transmission probability of the
disease due to contact with infectious individuals [33].
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Table 1 Parameter and values used for the model (7)

Parameters Descriptions Values Source

μ Natural death rate 0.15 [16]

β Transmission rate 2.6 [12]

N0 Total population 5 [12]

σ Reinfection among the
treated individuals

0.25–1 [34]

κ Progression rate 0.02 [12]

r Recovery rate 2 [35]

p Exogenous reinfection 0.25–1 [34]

This section presents some findings from our numerical simulation analysis.
We also highlight our bifurcation analysis results to demonstrate the bifurcational
changes in dynamics through the occurrence of distinct bifurcations. The appearance
and stability of different branches of (DFE and EEP) equilibria are analyzed as β

and p are changed. Numerical simulation and bifurcation analysis are performed
using MATLAB and XPPAUT [39], respectively. Figure2 illustrates the bifurcation
diagram of the system (7) as the basic reproduction number (R0) varies against the
infected population (I ). The first (top-left) diagram of Fig. 2 depicts the bifurcation
diagram at β = 1.7. In general, there are several branches of steady states: (i) the
upper branch corresponds to stable endemic equilibria, EEP; (ii) the middle branch
represents unstable EEP; (iii) the lower branch corresponds disease free equilibria,
DFE, which can be stable or unstable depending on the magnitudes of R0. As in our
theoretical analysis section, this R0 quantity can be calculated using Eq. (14). Our
bifurcation analysis results also reveal the occurrence of two threshold quantities,
i.e., transcritical (BP, with this bifurcation occurs when R0 = 1) and saddle-node
(LP) bifurcations.

When R0 > 1, only EEP is stable and this situation leads to an outbreak of TB
disease. Also noticed is that as basic reproduction number decreases and lies below
LPpoint i.e., R0 < LP , DFE is stable in this case; consequently, this situation leads to
elimination of the disease. To further understand the transmission dynamics of system
(3),we plot some time series diagrams in Fig. 3 as transmission rateβ changes.As can
be seen in the top left and right diagrams, one of the possibilitieswhen themagnitudes
of β are high is that this situation would lead to the persistence of TB disease (i.e.,
the trajectories converge to EEP) in this epidemiological system. However, as the
transmission rate β decreases, this results in small R0 quantities as shown by the
bottom-left (respectively, bottom-right) of Fig. 3 with β = 1.5 (respectively, β =
1) and R0 = 0.4104 (respectively, R0 = 0.2736); consequently, the TB disease is
eradicated and DFE is stable in a long run.

Furthermore, other interesting dynamics are realized when LP < R0 < 1,
whereby alternative steady states phenomenon emerges. In this case, the outcomes
of this epidemiological system depend on initial conditions and the unstable EEP
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(middle branch) acts as a basin boundary separating the two stable (DFE and EEP)
equilibria. Hence, the trajectories will converge to either DFE (elimination of dis-
ease) or EEP (outbreaks of TB), depending on the initial conditions. For example,
an initial condition below the unstable EEP (basin boundary) will converge to DFE.
Otherwise, the trajectories will shift and converge to EEP. To demonstrate these pos-
sible outcomes, the time series diagrams in Fig. 4 are plotted using distinct initial
conditions. It can be seen that when β = 1.7 (with other parameter values fixed as in
Table1) and R0 = 0.4651, this situation is equivalent to a bifurcation diagram in the
top left of Fig. 2 where alternative steady states occur. In this case, the trajectories
converge to either EEP (outbreaks of TB: Fig. 4 left) or DFE (elimination of disease:
Fig. 4 right), depending on the choice of initial conditions.

A closer investigation of our bifurcation analysis results in Fig. 2 demonstrate that
the interaction between saddle-node and transcritical bifurcations leads to contrast-
ing observations in the model (7). As the value of transmission rate β decreases,
we observe that the frequency of alternative steady states phenomenon diminishes
and eventually eliminated under R0-variation. This is evident when we examine the
fifth (bottom-left) and sixth (bottom-right) diagrams of Fig. 2: the two bifurcation
points, namely BP and LP, approach each other and finally coalesce. Consequently,
alternative stable states incident disappear and the trajectories would converge to a
stable equilibrium of the system; for instance, as β = 1.5, EEP (respectively, DFE)
is stable when R0 > 1 (respectively, R0 < 1) and this situation causes an outbreak
(respectively, elimination) of TB disease.

To examine the influence of the force of exogenous reinfection on the dynamical
behaviour of the model, we performed one-parameter bifurcation analysis as shown
in Fig. 5. These findings demonstrate some bifurcation diagrams of system (7) with
y-axis representing infected population (I ) and x-axis corresponding to basic repro-
duction number (R0) as parameter p changes.

Similar to our previous observation, there are some branches of steady states
where the upper (respectively, middle) branch corresponds to stable (respectively,
unstable) EEP. In addition, there occurs lower branch of equilibrium for DFE, which
can be stable or unstable, depending on the magnitudes of R0. The appearances of
transcritical (BP) and saddle-node (LP) bifurcations are also observed.As p increases
(from top to bottom diagrams), we notice that the alternative stable states region first
vanishes and then emerges. The bi-stable region getswider (i.e., occurs atmore values
of R0) the force of exogenous re-infection (p) gets higher (see bottom left and right
diagrams); in this case, when LP < R0 < 1, the outcomes of system (7) determined
by the alternative stable states phenomenon with the trajectories converging to either
DFE (elimination of disease) or EEP (outbreaks of TB), depending on the initial
conditions. It is realized that the interaction between these distinct bifurcations can
shape the overall dynamics of the epidemiological system (7).
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Fig. 2 Bifurcation diagram of system model (7), there is different types of behaviour as the bifur-
cation parameter β changes from the top left, different values of β are used in clockwise direction
respectively: values are β = 1.7, β = 1.69, β = 1.67, β = 1.65, β = 1.63, β = 1.61, while other
parameters values are fixedμ = 0.15, N0 = 5, p = 0.5, κ = 0.02, σ = 0.7, r = 2. The label LP cor-
responds to saddle node bifurcation, BP correspond to transcritical bifurcation, EEP corresponds
to endemic equilibrium point and DFE correspond to disease free equilbrium. These graphs are
computed using Matlab
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Fig. 3 Simulation results showing the impact of transmission rate (β) on the spread of tuberculosis.
The values of transmission rate are set to be β = 2.5, β = 2, β = 1.5, β = 1, in clockwise direction
respectively while other parameters values are μ = 0.15, N0 = 5, p = 0.5 k = 0.02, σ = 0.7, r = 2
and the initial conditions S(0) = 2.5, E(0) = 2 and I(0) = 1. These plots are computed by numerical
continuation XPPAUT

Fig. 4 Time series plots of system (7) showing the endemic equilibrium points (EEP) left and
disease free equilibrium (DFE) right with the initial conditions of (S(0), E(0), I(0)) = (3.5, 2.5,
4) and (2.5, 2,1) at the parameter values μ = 0.15, N0 = 5, β = 1.7, σ = 0.7, k = 0.02, p = 0.5,
r = 2. These plots are computed by numerical continuation XPPAUT
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Fig. 5 Bifurcation diagram of system model (7), there is different types of behaviour as the bifur-
cation parameter p changes from the top left, different values of p are used: values are from 0.4 to
0.51 in clockwise direction respectively while other parameters values are fixed μ = 0.15,N0 = 5,
β = 1.69, κ = 0.02, σ = 0.7, r = 2. The label LP corresponds to saddle node bifurcation, BP
corresponds to transcritical bifurcation, EEP corresponds to endemic equilibrium point and DFE
corresponds to disease free equilibrium. These graphs are computed using Matlab

6 Discussion and Conclusion

In this present paper, the influences of transmission rate, β, and exogenous re-
infection, p, on the dynamical behaviors of TB outbreaks have been investigated. It
is observed from the simulation and bifurcation analysis results that the threshold
quantity known as basic reproduction number R0 is very critical when determining
the persistence and exclusion of the epidemic. By using bifurcation analysis, we
observed the occurrences of transcritical and saddle node bifurcations in the system.
The interplay between these two local bifurcations shapes the overall dynamics of
the system and determines the outbreaks of TB disease. In general, the interaction
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between saddle-node and transcritical bifurcations is also considered in other bio-
logical systems such as Mohd et al. [36–38] and Kooi et al. [40]. We conclude that
different epidemiological forces, such as the transmission rate β and exogenous re-
infection, p, exert significant effects on the transmission dynamics of TB.We suggest
that future research should focus on mitigating their joint impacts on the society.
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Managing Regime Shift in Lake Systems
by Modelling and Simulation

Chai Jian Tay, Su Yean Teh, Hock Lye Koh, Mohd Hafiz Mohd,
and Zhiming Zhang

Abstract Large, abrupt and persistent change in ecosystem structures and dynamics,
known as regime shift, is not always observed in advance. This lack of early warning
poses problem for prevention andmitigationmeasures. Regime shift can be driven by
natural processes or anthropogenic activities that push the ecosystem across a thresh-
old. Lake or reservoir eutrophication is an example of regime shift that developed
gradually over a long period due to persistent high levels of nutrients in the stag-
nant system. Driven by excessive nutrient loading, eutrophication involves the abrupt
change from a clear-water low algal state (oligotrophic) to a turbid algal-dominated
condition (eutrophic). Eutrophication degrades water quality, and impairs the supply
of safe drinking water, leading to public health risks and economic losses. Hence,
identifying the regime shift threshold for an oligotrophic or eutrophic lake is vital for
determining the effective interventionmeasures or restorationmeasures, respectively.
For this purpose, mathematical models linking algal concentration (µg/L chlorophyll
a) to phosphorus concentration (µg/L) are formulated for two case studies. The first
case study involves a temperate, large, deep and oligotrophic lake known as Lake
Fuxian in China while the second examines a tropical, small, shallow and highly
eutrophic lake known as Tasik Harapan (TH) in Universiti Sains Malaysia, Penang.
Model simulations coupledwith bifurcation analysis of themathematicalmodel iden-
tify the regime shift threshold and determine the type of lake response to nutrient
loading. Model simulations revealed that the reversible and deep Lake Fuxian would
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only become eutrophic (algal concentration ≥ 10 µg/L) by year 2380 if the current
external phosphorus loading rate continues to increase linearly by a modest rate of
0.00016µg/L/dper year.However,LakeFuxian could abruptly shift fromoligotrophic
to eutrophic in just three years if there is a large increase in external phosphorus load-
ing beyond the critical threshold of 0.0765 µg/L/d. For the highly eutrophic tropi-
cal and shallow TH, model analysis suggests that TH shifted to eutrophic state when
the external phosphorus loading exceeded 0.01595 µg/L/d. In its current condition,
a large reduction in the phosphorus input through dredging and flushing is needed to
restore the irreversible state of TH.

Keywords Water · Bifurcation · Eutrophication · Mathematical model · Tropical
lake · Temperate lake

1 Introduction

Increasingly reported in a variety of aquatic systems worldwide, regime shift is
characterized by large, abrupt and persistent changes in ecosystem structures and
dynamics [1, 2]. Havingmore than one equilibrium state, an ecosystemmay undergo
a regime shift, transitioning suddenly from one equilibrium state to another when a
critical threshold is crossed. Driven by natural processes or anthropogenic activities
that push the system across a threshold [3], regime shift is not always observed in
advance. This lack of early warning poses problem for prevention and mitigation
measures. The identification of regime shift is a daunting task because it requires
a comprehensive knowledge on a clear identification of the alternate regimes and
on the behaviour of the systems in these alternate regimes [3, 4]. Significant efforts
have been devoted to the assessment of the likelihood of regime shift, involving the
application of time series analysis. Further, appropriate management of regime shift
entails the detection of early warning signals and the examination of regime shift
thresholds [4]. The application of time series analysis and detection of early warning
signals of regime shift involve statistical analysis that depends on the availability
of large quality time series data. In the study of regime shift thresholds, bifurcation
analysis is commonly used to identify the alteration of stability between different
regimes when the system exceeds the threshold value. Examples of regime shift in
other ecosystems include kelp transition [5], soil salinization [6], coral reef degra-
dation [7] and lake eutrophication [8].

In general, the trophic state of a lake is classified into three states: oligotrophic,
mesotrophic and eutrophic [9]. The oligotrophic state is the desired state with low
algal concentration and low nutrients. In contrast, the undesired eutrophic state has
high algal level and rich nutrient constitution. With intermediate level of algal and
nutrient concentrations, mesotrophic is the state between oligotrophic and eutrophic.
The two regimes involved in lakes are the oligotrophic and eutrophic states of the
water. Regime shift occurs in a lake when its clear water state (oligotrophic) turns
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into a turbid state (eutrophic) once the nutrient level persistently exceeds a threshold.
In this study, the external phosphorus loading threshold is defined as the external
phosphorus loading above which eutrophication occurs (A ≥ 10 µg/L) [10]. The
algal concentration, A is reflective of the state of the system while the external
phosphorus loading defines the critical threshold that triggers regime shift. Hence,
to reduce the risk of regime shift to the undesirable eutrophic state, the external
phosphorus loading must be reduced. The undesired shift to eutrophic state can be
reversed if the external phosphorus loading is managed and reduced to a point below
the critical threshold. But regime shift may occur unexpectedly and is difficult to
predict in advance. Hence, restoration efforts to reverse the shift may be difficult or
even impossible [10, 11]. Nevertheless, regime shift models have been used in many
studies of eutrophication remediation [12–14], in eutrophication management [10,
15] and in early warning system of regime shift in lakes [16, 17]. These studies aim
to offer insights on the loading thresholds and geo-environmental conditions that
trigger the dramatic shift in the lake from one trophic state to another, allowing early
intervention measures for oligotrophic lakes and restoration measures for eutrophic
lakes.

With the growing human population, rapid urbanization and accompanying
anthropogenic activities, eutrophication problem is expected to intensify due to the
excessive nutrients discharged into the water bodies [18]. Eutrophication degrades
water quality, poses public health risks and causes economic losses. Hence, there is a
need to examine the causes of eutrophication and to provide holistic solution by using
regime shift models. This paper is organized into two case studies in two distinct
climatic conditions, one for the temperate Lake Fuxian and another for the tropical
Tasik Harapan. For each case study, a brief overview of the study site is provided
followed by the formulation of the mathematical model that links algal concentration
(µg/L chlorophyll a) to phosphorus concentration (µg/L). Model simulations and
bifurcation analysis of the mathematical model are then performed to identify the
regime shift thresholds and to determine the type of lake responses to nutrient loading
for each case study. The model analysis for Lake Fuxian aims (i) to determine the
nutrient loading threshold and the geo-environmental conditions that could trigger
an undesired regime shift from oligotrophic to eutrophic states, and (ii) to formu-
late appropriate early intervention measures. For the highly eutrophic Tasik Harapan
(TH), the model analysis would provide insights on methodology for reversing the
undesired state of the highly eutrophic TH. The results of the regime shift analysis
for both lakes are then compared and discussed. This paper ends with conclusions
that summarize the findings and provide recommendation for future research.

2 Case Study 1: Temperate Lake Fuxian, China

Located at Yunnan, China (Fig. 1), Lake Fuxian has an area of 211km2, a mean
depth of 89m, a maximum depth of 155m and a water storage of 189 × 108m3

[19]. As a large, oligotrophic lake and the second deepest lake in China, Lake Fuxian
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Fig. 1 a Map of China with a black dot indicating the location of Lake Fuxian. b Map of Lake
Fuxian at Yunan, China

contributes 9.16% of freshwater storage in China [20]. It is 31.5km long and 6.7km
wide on average. More than 20 rivers flow into the lake with the Gehe Watergate as
the main inflow and the Haikou River as the only outflow [21]. Limited outflow has
the propensity to increase water retention time of Lake Fuxian to 167 years. The lake
serves as a major drinking water source and is one of the most important freshwater
resources in China. However, it has been reported that the lake’s water quality has
been deteriorating since 1980s due to pollutants arising from human activities such
as agricultural and industry development, urbanization and tourism being discharged
into the lake [21].

2.1 Mathematical Model for Lake Fuxian

Phosphorus is commonly considered as the primary driver of eutrophication. Numer-
ous studies have indicated the existence of a strong relationship between algal con-
centration and nutrient loading [22]. Algal population is a common indicator of
eutrophication while phosphorus is the primary driver of eutrophication. Hence,
algae and phosphorus are the two most important components of eutrophication
model as formulated in Eq. (1) for the temperate Lake Fuxian [8, 23]. The sources of
phosphorus input into Lake Fuxian include external phosphorus loading (l p), excre-
tion associated with zooplankton grazing (egA) and recycling from sediment (r1).
The loss of phosphorus from the lake is due to flushing (h1P) and uptake by algae for
growth (bA(P − pa A)/(ha + P − pa A)). Phosphorus is a nutrient limiting factor
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for algal growth and is represented by the term (P − pa A)/(ha + P − pa A). The
loss of algae is due to flushing (h1A), grazing by zooplankton (gA) and mortality
(s A/ze).

In this model, the phosphorus recycling term (r1 in Eq. (1)) suitable for temperate
lake is formulated based upon the phosphorus release rate from the sediment into the
water column and the duration of anoxia during summer stratification [8]. The term
r1 is governed by the oxygen depletion rate, which is a function of algal concentration
(A), hypolimnion thickness (zh), and hypolimnion temperature (T ) [24]. It is assumed
that the phosphorus released from the hypolimnion into the epilimnion occurs at the
maximal rate, i.e. 14mg m−2 d−1 multiplied by the proportion of anoxic days in
the hypolimnion during the stratified season, which is reported to be 150days long
[8]. Table1 displays the definition and unit of the parameters used in this algae-
phosphorus model for the temperate Lake Fuxian.

d A
dt = bA P−pa A

ha+P−pa A
− (h1 + g + s

ze
)A

dP
dt = l p + r1 + egA − bA P−pa A

ha+P−pa A
− h1P

r1 = R
ze
, R = 14

150 × [150 − DO×(50+zh)

3.8× 1.15A1.33

9+1.15A1.33
×2

T−4
10 +0.12

]
(1)

2.2 Curve Fitting and Bifurcation Analysis for Lake Fuxian

The analysis of regime shift in Lake Fuxian involves several components. First, curve
fitting is performed to identify the best set of parameter values that closely reflect
the eutrophication dynamic in Lake Fuxian. External phosphorus loading rate, l p
is the most important parameter that governs the dynamics of lake eutrophication
[22]. Although some parameter values, such as zooplankton grazing rate and algal
sinking rate, can be obtained from literature review, the parameter value for external
phosphorus loading rate, l p should be estimated from curve fitting to reflect the
recorded algal concentration in Lake Fuxian. The algal concentration data for the
period 1990 to 2014 for Lake Fuxian is obtained from [19], as shown in Fig. 2(a). To
the date of submission of this manuscript, only algal data in the period 1990 to 2014
is available in published literature. Hence, we only consider algal data in this period.
The algal concentration, A in Lake Fuxian increased significantly in year 2001 from
an average concentration of 0.5776µg/L (1990 to 2000) to 2.1256µg/L (2001). This
sudden increase in algal concentration is attributed to increased sewage discharge
into the lake as a result of development of agriculture, industry and urbanization [21].
Overall, the algal concentration data indicates that Lake Fuxian is presently classified
as oligotrophic [19]. However, Chen et al. [27] opined that Lake Fuxian is at the risk
of becoming increasing polluted, as may be observed from the deteriorating water
quality over the course of the past 25 years.
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Table 1 Definition and unit of the parameters in the algae-phosphorus model for the temperate
Lake Fuxian

Variable/
Parameter

Definition Unit Value Source Range

A Algal concentration µg/L – – –

P Phosphorus concentration µg/L – – –

t Time d−1 – – –

b Algal growth rate d−1 0.7 [8] 0–1

ha Half saturation constant µg/L 10 [23] 0–10

pa Phosphorus content
percentage

– 1 [23] 0–1

h1 Flushing rate d−1 1.6 × 10−5 [21] 0–0.8

g Zooplankton grazing rate d−1 0.03 [8] 0–0.91

s Algal sinking rate m d−1 0.085 [8] 0–3

l p External phosphorus loading
rate

µg/L/d Different
scenarios

– –

DO Saturated oxygen
concentration corresponding
to temperature

mg/L 10.3 [25] –

zh Mean of hypolimnion
thickness

m 88.55 [26] –

ze Epilimnion thickness m 27.5 [26] –

T Temperature at hypolimnion ◦C 14.21 [26] –

e Phosphorus excretion
associated with grazing

µg/µg 0.65 [8] 0.4–0.8

The algae-phosphorus model in Eq. (1) is used in the curve fitting simulation,
with the definition and value of the parameters shown in Table1. The best fit to the
average values of algal concentration (0.5776 µg/L) for the years 1990 to 1999 is
obtained with external phosphorus loading rate of l p = 0.0038 µg/L/d. In year 2000,
the sudden increase in A is simulated by a significant increase in the loading rate l p
= 0.0140 µg/L/d. Subsequently, for the year 2001 and beyond, the increasing trend
of algal concentration is simulated by increasing the external phosphorus loading
rate linearly by 0.00016 µg/L/d per year from the initial loading of 0.0140 µg/L/d
in 2001. Table2 shows the summary of fitted l p from year 1990 to 2014 for Lake
Fuxian.

With the estimated l p, bifurcation analysis is then performed by using XPPAUT
to determine the type of lake response for Lake Fuxian. Developed by Bard Ermen-
trout [28], XPPAUT is an open-source numerical tool for simulating, animating, and
analysing dynamical systems. Since phosphorus is the main driver of eutrophication,
l p is selected as the bifurcation parameter in the analysis. Figure2(b) shows the bifur-
cation diagram of algal concentration, A (µg/L) against external phosphorus loading
rate l p (µg/L/d). Based on Fig. 2(b), l p = 0.0765 µg/L/d is obtained as the external
phosphorus loading threshold for Lake Fuxian, where any l p value equal to or greater
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Fig. 2 a Curve fitting of algal concentration, A (µg/L) in Lake Fuxian from year 1990 to 2014
[19]. b Bifurcation diagram of algal concentration, A (µg/L) against external phosphorus loading
rate, l p (µg/L/d)

Table 2 Summary of fitted external phosphorus loading, l p (µg/L/d) into Lake Fuxian for years
1990 to 2014

Year Algal concentration, A (µg/L) Fitted external phosphorus
loading, l p (µg/L/d)

1990–1999 0.5776 (average value) 0.0038

2000 0.8597 0.0140

2001–2014 1.6894–2.3636 l p increases constantly by
0.00016 µg/L/d per year

than 0.0765 µg/L/d could result in A ≥ 10 µg/L (eutrophic state). If l p lies below
this catastrophic tipping point (for example l p = 0.07µg/L/d or l p = 0.065µg/L/d), a
sudden jump in state would not occur. In Fig. 2(b), nomultiple equilibria are obtained
and A increases as l p increases. This is indicative of a reversible behaviour of Lake
Fuxian where eutrophication can be reversed by controlling the l p alone.

2.3 External Phosphorus Loading Threshold for Lake
Fuxian

The external phosphorus loading threshold is determined here by analysing the esti-
mated external phosphorus loading rate (l p). Information on eutrophication threshold
is vital in early warning analysis with the goal to prevent regime shift in Lake Fux-
ian. Two scenarios of the numerical simulations are presented. The first scenario
assumes that the current loading scenario for years 2001 to 2014 persisted beyond
2014. Hence, the external phosphorus loading rate continues to increase linearly by
0.00016 µg/L/d per year beyond 2014. Simulation result in Fig. 3(a) suggests that
if the current modest loading scenario persists, Lake Fuxian would only become
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Fig. 3 a Projection of algal concentration, A (µg/L) based on an increment of 0.00016 µg/L/d
per year in external phosphorus loading, l p . b Graph of algal concentration, A (µg/L) against time
(year) when 2014 s l p is increased by five times in year 2015

eutrophic by year 2380. Since the lake has large volume (189 × 108m3) with deep
depth (mean 89m) and long retention time (167 years), Lake Fuxian is resilient to
eutrophication and may change more slowly to any direct modest anthropogenic
influence [29].

In the second scenario, the level of l p that would result in a sudden regime shift
in Lake Fuxian is examined. Simulation results in Fig. 2(b) indicate that a sudden
increase in l p value to l p = 0.0765 µg/L/d (which is five times the rate in year 2014)
in year 2015 could trigger a regime shift in Lake Fuxian in just three years. As
shown in Fig. 3(b), the value of A increases to A = 10 µg/L in three years after l p is
increased to 0.0765 µg/L/d. This implies that l p = 0.0765 µg/L/d may be identified
as the external phosphorus loading threshold that triggers eutrophication in Lake
Fuxian. Any value of l p which is equal to or greater than 0.0765 µg/L/d could result
in eutrophication and produce a sudden increase in algal concentration as indicated
in Fig. 3(b) for Lake Fuxian. Hence, this threshold value of l p serves as a guide for
the relevant authorities in controlling or limiting the input of nutrients into the lake.

3 Case Study 2: Tropical Tasik Harapan, Malaysia

Located inUniversiti SainsMalaysia (USM), Penang,Malaysia, TH (Fig. 4) is a small
and shallow tropical lake with a surface area of about 6070m2 (1.5 acres), volume
of 10,000m3 and a mean depth of 1.0 to 1.5m [30]. Constructed for flood mitigation
in USM in 1990, the lake water has since turned eutrophic due to excessive algal
growth supported by high nutrients, particularly phosphorus. A lake is classified as
eutrophic if the algal concentration is equal to or greater than 10 µg/L chl a [31].
With a reported high algal concentration occasionally exceeding 300 µg/L chl a, TH
is highly eutrophic [30].
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Fig. 4 a Location of USM in Penang, Malaysia. bMap of USM, Penang, Malaysia. cMap of Tasik
Harapan (TH) in USM, Penang, Malaysia

3.1 Mathematical Model for Tasik Harapan

In this study, the mathematical model for the tropical TH differs from the model for
the temperate Lake Fuxian only with regards to the distinct phosphorus recycling
term. The term r1 in Eq. (1) is formulated for temperate lake involving the concept
of proportion of anoxic days during summer stratification. Hence, it is deemed not
suitable to represent the phosphorus recycling in a tropical lake with no summer
stratification and with little fluctuation in temperature throughout the year. Hence,
another phosphorus recycling term appropriate for tropical lake, namely r Pq/(Pq +
nq) is considered. The choice of this formulation is based on three reasons: (i) the
term r Pq/(Pq + nq) is a sigmoid function that could represent the probability of
anoxia in lakes [33, 34], (ii) the alternative states of lake can be accommodated by
using the term, and (iii) themajor recyclingmechanism in shallow lake is phosphorus
re-suspension which is proportional to the amount of phosphorus available in water
[34]. The mathematical model in Eq. (2) is formulated to analyze the regime shift in
the tropical TH. Table3 shows the definition and unit of the parameters used in this
algae-phosphorus model for the tropical Tasik Harapan. Important parameter values
such as external phosphorus loading rate, algal growth rate and phosphorus recycling
rate are estimated from curve fitting in a previous study [35]. Other parameter values
are obtained from literature review.

d A
dt = bA P−pa A

ha+P−pa A
− (h1 + g + s

ze
)A

dP
dt = l p + r Pq

Pq+nq + egA − bA P−pa A
ha+P−pa A

− h1P
(2)

Based on various findings of lake eutrophication studies [34, 37–43], recycling
should increase with P following the sigmoid form r Pq/(Pq + nq) [32]. In partic-
ular, the findings of [43] indicates that the probability of anoxia in lakes is a sigmoid
function of P and this probability is correlated with the number of days that sedi-
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Table 3 Definition and unit of the parameters in the algae-phosphorus model for the tropical TH

Variable/
Parameter

Definition Unit Value Source Range

A Algal concentration µg/L – – –

P Phosphorus concentration µg/L – – –

t Time d−1 – – –

b Algal growth rate d−1 0.7 [35] 0–1

ha Half saturation constant µg/L 10 [23] 0–10

pa Phosphorus content
percentage

– 1 [23] 0–1

h1 Flushing rate d−1 0 – 0–0.8

g Zooplankton grazing rate d−1 0.03 [8] 0–0.91

sv Algal mortality rate d−1 0.085 [8] 0–0.9

l p External phosphorus loading
rate

µg/L/d 0.3 [35] –

r Phosphorus recycling rate µg/L/d 0.3 [35] 0–14

n Half saturation value of
recycling function

µg/L 10 [36] 0–10

q Parameter for steepness of
sigmoid function near n

– 20 [32] 0–20

e Phosphorus excretion
associated with grazing

µg/µg 0.65 [8] 0.4–0.8

ment is overlain by anoxic water [33]. Generally, phosphorus recycling depends on
oxygen depletion at the sediment-water interface (hypolimnion). When P is high,
the recycling rate is near its maximum as the hypolimnion is anoxic almost all the
time. At high phosphorus concentration, active algal growth leads to the formation of
organic matter in lake sediment. The decomposition of this organic matter depletes
oxygen in the hypolimnion, inducing release of phosphorus from sediment to the
water column. Conversely, when P is low, the recycling rate is at lower level because
the hypolimnion is oxygenated most of the time. At intermediate levels of P , the
recycling rate increases rapidly with P .

With the sigmoid function of phosphorus recycling r Pq/(Pq + nq), the alterna-
tive states of lake can be illustrated. To show this, the bifurcation diagram of algal,
A against external phosphorus loading rate, l p with and without sigmoid function in
phosphorus recycling term is plotted in Fig. 5, for comparison. As an example, values
of l p = 0.1 µg/L/d, r = 0.1 µg/L/d and h = 0.001d−1, together with other parameter
values from Table3 are considered in the comparison. Based on Fig. 5(a), the inclu-
sion of sigmoid function in phosphorus recycling term would induce saddle-node
bifurcation, where alternative states of lake exist, i.e., oligotrophic (A < 2.6 µg/L)
or mesotrophic (2.6 µg/L ≤ A < 10 µg/L) and eutrophic (A ≥ 10 µg/L) states.
The details of saddle-node bifurcation in lake eutrophication is discussed further in
Sect. 3.2. With these alternative states of lake, it is possible to identify l p threshold
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Fig. 5 Bifurcation diagrams of algal concentration, A (µg/L) against external phosphorus loading
rate, l p (µg/L/d) with two different phosphorus recycling term: a r Pq/(Pq + nq ) and b r

where regime shift in lake system occurs. In contrast, only stable equilibrium exists
in Fig. 5(b) when the phosphorus recycling is a constant term without the sigmoid
function. Hence, the sigmoid function in phosphorus recycling r Pq/(Pq + nq) is
considered to illustrate regime shift in lake system.

3.2 Regime Shift for Tasik Harapan

Using the parameter values listed in Table3 and the algae-phosphorus model in
Eq. (2), the regime shift threshold for lake eutrophication in TH is determined through
bifurcation analysis. This analysis (i) provides information on the threshold value at
which the lake became eutrophic, (ii) identifies the lake bifurcation behaviour and (iii)
determines the effective restoration measures. Bifurcation analysis is performed by
means of XPPAUT using external phosphorus loading rate, l p as the main bifurcation
parameter. Figure6(a) shows the bifurcation diagramof algal concentration A against
external phosphorus loading l p. From Fig. 6(a), TH shows an irreversible behaviour
because the lake remains eutrophic (A = 131 µg/L) even though l p is reduced to
zero (no P inflow). Therefore, other restoration method such as flushing, dredging
or bio-manipulation is needed in conjunction with reduction in external loading to
further reduce the algal concentration in TH. Bio-manipulation refers to the reduction
in algal concentration through an increase in zooplankton grazing [44].

Based on Fig. 6(a), a saddle-node bifurcation is observed, where the unstable
steady state S2 collides with the stable steady state S3, resulting in a turning point
at l p = 0.01595 µg/L/d. Three equilibria (two stables and one unstable) exist when
0 µg/L/d < l p < 0.01595 µg/L/d. When l p increases, A increases along the stable
steady state S3 until a certain value of A is reached at the right-side inflection point
of equilibrium (l p = 0.01595 µg/L/d, A = 7.353 µg/L). Further increase in l p causes
the equilibrium to “jump” to another stable steady state S1 and remain in S1, where
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Fig. 6 aBifurcation diagrams of algal concentration, A (µg/L) against external phosphorus loading
rate, l p (µg/L/d). b Restoration of irreversible TH by a large reduction in the phosphorus input

eutrophication occurs. The choice of initial values determines which steady state
A will approach, either the oligotrophic S3 or eutrophic S1. For example, if the
initial value of A lies between S1 and S2, it will be attracted to the stable steady
state S1. The trajectories of A will never approach the unstable steady state S2. An
algal concentration A that is below S2 with l p < 0.01595 µg/L/d will approach the
stable steady state S3 (A< 7.353µg/L), indicating mesotrophic state of the lake and
oligotrophic if A < 2.6 µg/L. In Fig. 6(a), it is observed that the basin of attraction
for oligotrophic state S3 in TH is small. This implies that TH has a small chance
to become oligotrophic. Based on this analysis, the regime shift threshold for the
eutrophic TH is determined as l p = 0.01595 µg/L/d.

Since TH shows irreversible behaviour, the lake eutrophication cannot be reversed
even by a large reduction in l p, as demonstrated in Fig. 6(b). The dashed curve
represents the phosphorus input before reduction in l p, the black solid line represents
the phosphorus output and the grey solid curve denotes the phosphorus input after
reduction in l p. From Fig. 6(b), P1 is the current state of TH, in which A = 300
µg/L and l p = 0.3 µg/L/d. When l p is reduced to l p = 0 µg/L/d, the steady state of
A moves to P2 (A = 131 µg/L) which is still eutrophic. The intersection point P3
(A =8.702µg/L) is an unstable steady state and the systemwill never approach it. The
minimum l p is not low enough to shift the eutrophic lake to oligotrophic state. This
implies that other lake restoration methods such as flushing and sediment dredging
coupled with reduction in l p are essential to significantly improve the eutrophic state
of TH.

3.3 Bifurcation Analysis for Tasik Harapan

In order to determine the flushing rate required to restore TH to oligotrophic state (A
< 2.6µg/L), a bifurcation diagramof algal concentration, A against flushing rate h1 is
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plotted as displayed in Fig. 7(a). As expected, the algal concentration decreases when
flushing rate increases. Figure7(a), three equilibria (two stables and one unstable)
exist when 0.018d−1 < h1 < 0.02575 d−1. Within this range of h1, the value of A
will be attracted to either the stable steady state S4 (A > 10 µg/L, eutrophic) or
stable steady state S6 (mesotrophic if 2.6 µg/L ≤ A < 10 µg/L and oligotrophic if
A< 2.6 µg/L). If A is above S5 (with 0.018 d−1 < h1 < 0.02575 d−1), it approaches
the stable steady state S4. An algal concentration lower than S5 (with 0.018 d−1 <

h1 < 0.02575 d−1) will decrease and approach the stable steady state S6. The value
of A will never approach the unstable steady state S5. From Fig. 7(a), a flushing rate
of h1 > 0.02575 d−1 would restore TH to mesotrophic state (A< 9.735µg/L), while
the oligotrophic state of TH can be achieved when h1 > 0.042 d−1 (A < 2.6 µg/L).

Figure7(b) shows the bifurcation diagramof algal concentration, A (µg/L) against
algal mortality rate sv (d−1). Based on Fig. 7(b), two limit points (L1 and L2) and two
Hopf points (H1 and H2) exist. At L1 and L2, the stable equilibria collide with the
unstable equilibrium and disappear. This is known as the saddle-node bifurcation.
Three equilibria (two stables and one unstable) exist in the range 0.04543 d−1 < sv <
0.06732 d−1. One stable steady state exists at the range 0.06732 d−1 < sv < 0.1494
d−1. At sv = 0.1494 d−1 (H1), Hopf bifurcation occurs. Here, the solution behaviour
changes from stable steady state to periodic solutions. An enlarged bifurcation dia-
gram is plotted in Fig. 8(a) to provide a clearer picture of the Hopf bifurcation. In
Fig. 8(a), the green and filled circles represent stable limit cycles while the blue and
empty circles correspond to unstable limit cycles. At sv = 0.1494 d−1 (H1), unstable
limit cycle occurs and there is a change in stability at limit point cycle, LPC1 (sv
= 0.1481 d−1), i.e., from unstable limit cycle to stable limit cycle. The stable limit
cycle exists within the range 0.1481 d−1 < sv < 0.1560 d−1 and loses its stability at
LPC2 (sv = 0.1560 d−1). Unstable limit cycle is formed and it connects LPC2 with
H2 (sv = 0.1548 d−1). Based on Fig. 8(a), two ranges of bi-stability are observed,
consisting of a stable equilibrium and a stable limit cycle are observed, i.e., LPC1<
sv < H1 and H2 < sv < LPC2. Subcritical Hopf bifurcation occurs at both H1 and
H2, where the unstable limit cycle surrounds a stable equilibrium. As an example,
a time series plot of algal and phosphorus concentrations at sv = 0.152 d−1 is plot-
ted and displayed in Fig. 8(b). Based on Fig. 8(b), the oscillatory solution behaviour
indicates the existence of a stable limit cycle.

4 Discussion

Table4 displays the differences in lake responses for Lake Fuxian and Tasik Harapan,
regarding regime shift thresholds and restoration methods. Lake Fuxian is identified
as a reversible lake with regime shift threshold of l p = 0.0765µg/L/d, while TH is an
irreversible lake with a lower value regime shift threshold of l p = 0.01595 µg/L/d.
A lower value of regime shift threshold implies that eutrophication (A > 10 µg/L)
would occur more easily at a lower value of l p. For a reversible lake, eutrophication
can be reversed by controlling l p alone. However, for the highly eutrophic and irre-
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Fig. 7 Bifurcation diagrams of algal concentration, A (µg/L) against a flushing rate, h1 (d−1) and
b algal mortality rate, sv (d−1)

Fig. 8 a Hopf bifurcation occurs as algal mortality rate, sv (d−1) is varied. b Time series plot of
algal and phosphorus concentrations at sv = 0.152 d−1

versible TH, model analysis suggests that a combination of reduction in l p with other
restoration methods such as flushing and sediment dredging is needed to restore the
highly eutrophic and irreversible TH. Here, the differences in regime shifts for Lake
Fuxian and TH are attributable to two critical factors, i.e., temperature and depth of
lake as highlighted by [8].

LakeFuxian is resilient to eutrophicationbecause of its temperate climate anddeep
depth. On the other hand, TH is prone to eutrophication due to its tropical higher
temperature and shallow depth. Located near the equator, Malaysia has a tropical
rainforest climate which is hot and humid throughout the year [45]. Together with
high solar irradiance condition, an average temperature of 26–28 ◦C in Malaysia
favours algal growth [46], which is optimal in the temperature range 20–30 ◦C [46].
A higher lake temperature, as in TH, increases the bacterial activity, stimulates the
mineralization of organic matter and reduces oxygen solubility. As a result, more
phosphorus is released from sediment into the water column and is readily absorbed
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Table 4 Comparison of type of lake response, regime shift threshold and restoration method
between Lake Fuxian and Tasik Harapan

Lake Lake Fuxian (Temperate Lake) Tasik Harapan (Tropical Lake)

Type of lake response Reversible Irreversible

Regime shift threshold l p = 0.0765 µg/L/d l p = 0.01595 µg/L/d

Restoration method(s) Lake eutrophication can be
reversed by controlling l p
alone

A combination of reduction in
l p with other restoration
methods such as dredging and
flushing

for algal growth. It is reported that a higher temperature would cause eutrophication
to be more likely to occur and the restoration to be more difficult [8].

On the other hand, the epilimnion and hypolimnion temperatures of Lake Fuxian
during summer are in the range of 22.81–25.51 ◦C and 13.70–14.72 ◦C, respectively
[26]. This lower temperature inhibits algal growth. Further, Lake Fuxian is a deep
lakewithmean depth of 89mandmaximumdepth of 155m. The phosphorus released
from the sediment may not readily reach the epilimnion due to the thick hypolimnion
that dilutes the recycled phosphorus [8, 47]. In contrast, the phosphorus released from
sediment is more available to the photic zone of the shallow TH (lake mean depth
of 1.0 to 1.5m). Further, wind-induced resuspension of phosphorus is more likely
to occur in the shallow TH [48]. Hence, the removal of the lake bottom sediment
via dredging, which would stop the release of phosphorus from sediment into the
water column, is deemed as the most effective restoration method, especially for the
shallow TH [36, 48].

5 Conclusion

The basic mathematical model consisting of algae and phosphorus for examining
regime shift in lakes is formulated for the temperate Lake Fuxian and the tropical
TH, with distinctly different phosphorus recycling terms. For the temperate Lake
Fuxian, the phosphorus recycling term used is the product of maximal phosphorus
release rate and proportion of anoxic days. In the study of regime shift in lakes,
most of the mathematical models were developed for temperate lakes. In order to
overcome this limitation and to examine regime shift in a tropical lake, a sigmoid
function of the phosphorus concentration is selected to represent the phosphorus
recycling in the tropical TH. This choice is justified based on three reasons: (i) the
sigmoid function could represent the probability of anoxia in lakes, (ii) the alternative
states of lake can be represented by using the sigmoid function, and (iii) the major
recycling mechanism in shallow lake is well represented as phosphorus resuspension
is proportional to the amount of phosphorus available in water. Model simulations
coupled with bifurcation analysis indicate that the current state of Lake Fuxian is
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reversible, with estimated regime shift threshold of l p = 0.0765µg/L/d. Any value of
l p greater than this value could result in lake eutrophication. Two distinct scenarios
with distinct phosphorus loading rates l p are used to estimate the time when Lake
Fuxian could become eutrophic. First, a modest l p is used, i.e. the l p is increased
constantly by 0.00016µg/L/d per year.With this slow rate of l p increase, Lake Fuxian
is expected to slowly become eutrophic in year 2380 (Fig. 3(a)). Second,when a sharp
increase in l p beyond the critical threshold (l p > 0.0765 µg/L/d) is applied, Lake
Fuxian quickly becomes eutrophic in just three years. In contrast, the regime shift
threshold for irreversible TH is l p = 0.01595 µg/L/d. This difference in regime shift
for Lake Fuxian and TH is attributed to large contrast in the temperature and depth
of the lakes. Lake Fuxian is located in an area with temperate climate and has deep
depth while TH is located in an area with tropical climate and has shallow depth.
Higher temperature favours algal growth. Moreover, the phosphorus released from
sediment will be more well-mixed in shallow waters than in deep waters, granting
algae an easy access to sediment phosphorus in shallow lake. Hence, Lake Fuxian
(regime shift threshold of l p = 0.0765µg/L/d) is more resilient to eutrophication than
TH (regime shift threshold of l p = 0.01595 µg/L/d). Model analysis suggests that
for TH, merely reducing the external phosphorus loading to the minimum l p may
not shift the eutrophic lake to oligotrophic state. In its current eutrophic condition, a
large reduction in the phosphorus input through dredging and flushing is needed to
restore the irreversible state of TH. For future work, the bifurcation dynamics of the
model in Eq. (2) will be further investigated.
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Stability Analysis of
Magnetohydrodynamic Mixed
Convection Flow and Heat Transfer over
a Moving Flat Plate in Ferrofluids with
Suction and Slip Effects

Norshafira Ramli and Syakila Ahmad

Abstract This paper investigated the magnetohydrodynamic (MHD) mixed con-
vection flow and heat transfer over a moving flat plate in ferrofluids with suction,
slip effects and constant heat flux. Using appropriate similarity variables, the gov-
erning partial differential equations are reduced to ordinary differential equations
before being solved numerically by a shooting method with Maple implementation.
The variations of the numerical solutions for the skin friction coefficient and local
Nusselt number, as well as the velocity and temperature profiles are obtained for per-
tinent parameters by considering two types of base fluids (water and kerosene) with
three selected ferroparticles (magnetite, cobalt ferrite and manganese-zinc ferrite).
It is found that triple solutions exist for both assisting and opposing flows. Also, the
kerosene-based magnetite provides the highest heat transfer rate compared to the
other two ferroparticles. The stability analysis is then carried out to test the stability
of the non-uniqueness solutions by applying bvp4c solver in Matlab. Results from
the stability analysis revealed that the first solution is stable and physically realizable
while the second and third solutions are unstable and not physically realizable.

Keywords Stability analysis · MHD · Mixed convection · Heat transfer · Moving
flat plate · Ferrofluids · Suction · Slip effects

1 Introduction

The research about flow analysis of nanofluids with the interaction of magnetic field
has increased enormously. Magnetic nanofluids which are also known as ferrofluids
are colloidal suspensions of magnetic nanoparticles with a size range of 5–15nm in
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diameter scattered in non-conducting base fluid (see [1]). Themagnetic nanoparticles
which are commonly used include magnetite, cobalt, and ferrite while the base fluids
such as water, kerosene, heptane, and hydro-carbons (see [2]). Ferrofluids have sig-
nificant potential to absorb electromagnetic field in order to enhance the heat transfer
since they are attainable to regulate the magnetic force applied to the ferrofluid via a
suitable idea of the external magnetic field. The applications of ferrofluids are found
in the field of medical, industrial engineering, aeronautical, science and technology
(see [3]). Recent studies report that the presence of an external magnetic field pro-
duced in a meaningful increment in the thermal conductivity of ferrofluids. Gan Jia
Gui et al. [4] investigated the effect of various commercial water-based ferrofluid
types on the heat transfer properties under the application of an external magnetic
field. They concluded that ferrofluids have higher thermal conductivity than their base
fluids and increasing magnetic flux decreases heat transfer enhancement. Doganay
et al. [5] developed a review on the effect of external magnetic field on thermal
conductivity and viscosity of ferrofluids. The results showed that an addition of the
ferroparticles into the base fluid increases the thermal conductivity and viscosity.

Mixed convection flows or combined free and forced convection flows, arise
in many transport processes both naturally and in engineering applications. They
play an important role, for example, at atmospheric boundary layer flows, solar
collectors, heat exchangers and nuclear reactors and in electronic equipment (see
[6]). A study towards a better understanding of MHD in the mixed convection flow
in ferrofluids promising the heat transfer enhancement in the boundary layer flow.
Gul et al. [7] examined the problem of heat transfer in MHD mixed convection flow
of ferrofluid along a vertical channel using magnetite (Fe3O4) and non-magnetic
(Al2O3) nanoparticles in water-based fluid. The solutions are obtained using the
perturbation method and the spherical shape of nanoparticles were preferred in this
study. The results indicate that the thermal conductivity and viscosity of the spherical
ferrofluids were raised with the increment of the volume fraction of nanoparticles.
However, increasing in temperature led to the decrease in the viscosity of ferrofluids.
Apart from that, Rashad [2] also studied the problem of MHD mixed convection
flow but he used cobalt ferromagnetic particles in the kerosene-based fluid. This
problem was solved by an implicit numerical scheme of finite-difference type. Later
on, the effect of a magnetic source on the mixed convection of pulsating ferrofluid
flow over a backward-facing step was examined by Selimefendigil et al. [8]. Then,
Ramli et al. [3] investigated the stability analysis of MHD mixed convection flow
over a moving flat plate in ferrofluids with thermal radiation in heat flux case. More
recently, Jamaludin et al. [9] also determined the influence of thermal radiation on
MHD mixed convection stagnation-point flow towards a nonlinearly moving sheet
that was positioned vertically.

The motion of heat transfer from a surface can be found into two ways, either
a stationary or moving fluid and it occurs in many material processing applications
such as drawing, extrusion and hot rolling (see [10]). Sakiadis (see [11], [12] and
[13]) was the first person who published the papers dealing with boundary layer flow
on a continuous moving surface. In his pioneering papers, he pointed out the study
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of the approximate and exact solutions for the momentum equation in laminar and
turbulent flows on a surface moving through a stagnant fluid. In addition, Pop et al.
[14] presented the influence of variable viscosity for the flow and heat transfer due
to a continuous moving flat plate. They solved the problem by using the Runge-
Kutta method and the results have demonstrated that the assumption of constant
properties may introduce severe errors in the prediction of surface friction factor and
heat transfer rate. Then, Pantokratoras [15] has extended the work by considering
the boundary layer flow along an isothermal, continuous moving flat plate on the
variable viscosity with temperature. Then, the problems within the moving surface
have drawn considerable attention and a good amount of literature has been found
in different situations such as [16–22]. On the other hand, the impact of suction and
slip effects on MHD forced convection of ferrofluids over a moving flat plate in a
convective condition were examined by Ramli et al. [23].

In contrast to the amount of material published on the flow and heat transfer
associated with a moving flat plate, there has been lack analysis of the heat transfer
for ferrofluids. Therefore, the present work attempts to extend the work by Ramli
et al. in [23] considering theMHDmixed convection in ferrofluids with the influence
of suction and slip effects. Here, we employed the mathematical nanofluid model
suggested by Tiwari and Das [24]. The numerical investigation is carried out for
different governing parameters and the results that have been obtained are discussed
and plotted graphically.

2 Basic Equations

Consider a steady, two-dimensional, laminar mixed convection boundary layer flow
andheat transfer of ferrofluids over amoving permeable vertical flat plate in a variable
magnetic field B(x). In formulating this problem, this study considered the water-
and kerosene-based ferrofluids containing magnetite, cobalt ferrite and manganese-
zinc ferrite ferroparticles. It is assumed that the flow takes place in the region y > 0
and is driven by a moving surface with the velocity uw = λU∞ + uslip, where uslip
is the surface slip velocity, λ is a dimensionless constant moving parameter with
λ > 0 for a surface moving out of the origin and λ < 0 for a surface moving towards
the origin and U∞ denotes the free stream velocity, as shown in Fig. 1. It is also
assumed that the uniform heat flux from the surface is qw, while the temperature of
the ambient fluid is T∞. Based on the Boussinesq approximation, order of magnitude
analysis and taking into consideration of the above assumptions, the basic equations
of the problem are given by (see [23] and [30])

∂u

∂x
+ ∂v

∂y
= 0, (1)
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Fig. 1 Physical model and coordinate system

u
∂u

∂x
+ v

∂u

∂y
= ν f f

∂2u

∂y2
− σ B2(x)

ρ f f
(u −U∞) + gβ f f (T − T∞) , (2)

u
∂T

∂x
+ v

∂T

∂y
= α f f

∂2 T

∂y2
. (3)

where x and y are the Cartesian coordinates measured perpendicular and normal
to the plate, respectively, u and v are the velocity components along x- and y-
axes, respectively, σ is the electric conductivity, B is the total magnetic field, g is
the gravitational acceleration, T is the temperature of the ferrofluid and T∞ is the
temperature of the ambient fluid. Here, ν f f is the kinematic viscosity of the ferrofluid,
ρ f f is the density of the ferrofluid, β f f is the coefficient of thermal expansion of the
ferrofluid and α f f is the thermal diffusivity of the ferrofluid.
Let us present some physical properties of the ferrofluids such that

μ f f = μ f

(1 − ϕ)2.5
, ρ f f = (1 − ϕ) ρ f + ϕρs, ν f f = μ f f

ρ f f
, (4)

where μ f f is the dynamic viscosity of the ferrofluid, μ f is the dynamic viscosity of
the base fluid, ϕ is the volume fraction of solid particle of the ferrofluid, ρ f is the
density of the base fluid and ρs is the density of the solid. Furthermore, the thermal
properties are
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(
ρCp

)
f f = (1 − ϕ)

(
ρCp

)
f + ϕ

(
ρCp

)
s ,

k f f

k f
= ks + 2k f − 2ϕ

(
k f − ks

)

ks + 2k f + ϕ
(
k f − ks

) , α f f = k f f(
ρCp

)
f f

, (5)

where
(
ρCp

)
f f is the heat capacity of the ferrofluid,

(
ρCp

)
f is the heat capacity of

the base fluid,
(
ρCp

)
s
is the heat capacity of the solid, k f f is the thermal conductivity

of the ferrofluid, k f is the thermal conductivity of the base fluid and ks is the thermal
conductivity of the solid.

Then, it is assumed that Eqs. (1)–(3) are subjected to the boundary conditions

u = λU∞ + Ων f N
∂u

∂y
, v = vw, −k f f

∂T

∂y
= qw at y = 0,

u → U∞, T → T∞ as y → ∞, (6)

where Ω is the slip parameter, ν f is the kinematic viscosity of the base fluid, N is
the slip factor velocity and vw is the mass transfer velocity. Further, we assume that
qw is given by qw = q0x where q0 is the constant heat flux characteristic with q0 > 0
for the assisting flow and q0 < 0 for the opposing flow, respectively.

In order Eqs. (1)–(3) to have similarity solutions, we have to assume that
B(x) = B0x−1/2, where B0 �= 0 is the strength of the applied magnetic field and
Ω should be constant, we takeΩ = x1/2D/N

√
U∞ν f where D is the dimensionless

slip parameter. Then, we look for a similarity solution of Eqs. (1)–(3) with boundary
conditions (6) by introducing the following transformation

ψ(x, y) = ν f

√
Rex f (η), θ(η) = T − T∞

qwx/k f

√
Rex , η = y

x

√
Rex , (7)

where η is the similarity variable and Rex = U∞x/ν f is the local Reynolds number
based on the free stream velocity. Furthermore, ψ(x, y) is the streamline, which
represents in the common form as u = ∂ψ/∂y and v = −∂ψ/∂x . Thus, we have

u = U∞ f ′(η), v = −ν f

√
Rex
2x

[
f (η) − η f ′(η)

]
, (8)

where prime (′) denotes differentiation with respect to η. It is worth noting that

vw = −ν f

√
Rex
2x

f (0). (9)

We now take f (0) = S, where S
(= −2xvw/ν f

√
Rex

)
is the constant mass transfer

parameter with S > 0 for suction and S < 0 for injection.
Now, substituting Eqs. (7) and (8) into Eqs. (1)–(3) and boundary conditions (6),

we have the ordinary differential equations
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1

(1 − ϕ)2.5
(
1 − ϕ + ϕρs/ρ f

) f ′′′ + 1

2
f f ′′ + M

1 − ϕ + ϕρs/ρ f

(
1 − f ′) (10)

+ ωθ = 0,

k f f /k f

1 − ϕ + ϕ
(
ρCp

)
s /

(
ρCp

)
f

1

Pr
θ ′′ + 1

2

(
f θ ′ − f ′θ

) = 0, (11)

subject to the boundary conditions

f (0) = S, f ′(0) = λ + Df ′′(0), θ ′(0) = − k f

k f f
,

f ′(η) → 1, θ(η) → 0 as η → ∞, (12)

where primes (′) denote differentiation with respect to η and M
(= σ B2

0/ρ f U∞
)

is the magnetic parameter. Moreover, ω is the constant mixed convection, which is
defined as

ω = Gr

(Rex )
5/2 , (13)

where Gr = gβ f f
(
xqw/k f

)
x3/ν2

f is the Grashof number and Rex = U∞x/ν f is the
Reynolds number. It is worth mentioning that ω > 0 corresponds to the assisting
flow and ω < 0 corresponds to the opposing flows.

Quantities of physical interest in this problem are the skin friction coefficient C f

and the local Nusselt number Nux , which are defined as

C f = τw

ρ f U 2∞
, Nux = xqw

k f (Tw − T∞)
, (14)

where τw is the skin friction or shear stress along the plate, such that

τw = μ f f

(
∂u

∂y

)

y=0

, qw = −k f f

(
∂T

∂y

)

y=0

. (15)

Using Eqs. (7), (14) and (15), we get

Re1/2x C f = f ′′(0)
(1 − ϕ)2.5

, Re−1/2
x Nux = 1

θ(0)
. (16)

3 Stability Analysis

Weidman et al. [25] and Roşca and Pop [26] have demonstrated that the lower branch
solutions are unstable (not physically realizable), while the upper branch solutions
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are stable (physically realizable). These characteristics are assessed by looking at
the unsteady form of Eqs. (10), (11) and boundary conditions (12). Thus, the new
dimensionless time variable τ = U∞t/x is proposed and we have to note that the
use of τ is related with an initial value problem. Thus, the unsteady Eqs. (1)–(3) are

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
= ν f f

∂2u

∂y2
− σ B2(x)

ρ f f
(u −U∞) + gβ f f (T − T∞) , (17)

∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
= α f f

∂2T

∂y2
, (18)

where t denotes the time. Now, introducing the new variables of

u = U∞
∂ f

∂η
(η, τ ), v = − ν f

2x

√
Rex

[
f (η, τ ) − η

∂ f

∂η
(η, τ ) − 2τ

∂ f

∂τ

]
,

θ(η, τ ) = T − T∞
qwx/k f

√
Rex , η = y

x

√
Rex , τ = U∞

x
t. (19)

So, Eqs. (17) and (18) can be written as

1

(1 − ϕ)2.5
(
1 − ϕ + ϕρs/ρ f

)
∂3 f

∂η3
+ 1

2
f
∂2 f

∂η2
+

(
τ

∂ f

∂η
− 1

)
∂2 f

∂η∂τ

− τ
∂ f

∂τ

∂2 f

∂η2
+ M

1 − ϕ + ϕρs/ρ f

(
1 − ∂ f

∂η

)
+ ωθ = 0, (20)

k f f /k f

1 − ϕ + ϕ
(
ρCp

)
s /

(
ρCp

)
f

1

Pr

∂2θ

∂η2
+ 1

2

(
f
∂θ

∂η
− ∂ f

∂η
θ

)

+
(

τ
∂ f

∂η
− 1

)
∂θ

∂τ
− τ

∂ f

∂τ

∂θ

∂η
= 0, (21)

subjected to the boundary conditions

f (0, τ ) = S,
∂ f

∂η
(0, τ ) = λ + D

∂2 f

∂η2
(0, τ ),

∂θ

∂η
(0, τ ) = − k f

k f f
,

∂ f

∂η
(η, τ ) → 1, θ(η, τ ) → 0 as η → ∞. (22)

To examine the stability of the steady flow solution f (η) = f0(η) and θ(η) =
θ0(η) satisfying the boundary-value problem of Eqs. (10)–(12), we define (see [25]
and [26]),

f (η, τ ) = f0(η) + e−ζ τ F(η, τ ), θ(η, τ ) = θ0(η) + e−ζ τG(η, τ ), (23)
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where ζ is an unknown eigenvalue parameter, and F(η, τ ) and G(η, τ ) are small
relative to f0(η) and θ0(η). Solutions of the eigenvalue problem of Eqs. (20) to
(22), give an infinite set of eigenvalues ζ1 < ζ2 < . . .. It is worth noting that if the
smallest eigenvalue is negative, there is an initial growth of disturbances and the
flow is unstable. However, there is an initial decay and the flow is stable when ζ1 is
positive.

Thus, substituting (23) into Eqs. (20) and (21), we obtain the linearized problem
as follows:

1

(1 − ϕ)2.5
(
1 − ϕ + ϕρs/ρ f

)
∂3F

∂η3
+ 1

2
f0

∂2F

∂η2

+
(

ζ − τζ f ′
0 − M

1 − ϕ + ϕρs/ρ f

)
∂F

∂η
+

(
1

2
+ τζ

)
f ′′
0 F

− τ f ′′
0

∂F

∂τ
+ (

τ f ′
0 − 1

) ∂2F

∂η∂τ
+ ωG = 0, (24)

k f f /k f

1 − ϕ + ϕ
(
ρCp

)
s /

(
ρCp

)
f

1

Pr

∂2G

∂η2
+ 1

2
f0

∂G

∂η
−

(
1

2
f ′
0 + τζ f ′

0 − ζ

)
G

+
(
1

2
+ τζ

)
Fθ ′

0 − 1

2
θ0

∂F

∂η
+ (

τ f ′
0 − 1

) ∂G

∂τ
− τθ ′

0
∂F

∂τ
= 0, (25)

along with the boundary conditions

F(0, τ ) = 0,
∂F

∂η
(0, τ ) = D

∂2F

∂η2
(0, τ ),

∂G

∂η
(0, τ ) = 0,

∂F

∂η
(η, τ ) → 0, G(η, τ ) → 0 as η → ∞. (26)

As suggested byWeidman et al. [25], we investigate the stability of the steady flow
and heat transfer solution f0(η) and θ0(η) by setting τ = 0, and therefore F = F0(η)

and G = G0(η) in Eqs. (24) and (25) to identify the initial growth or decay of the
solution (23). To test our numerical process, we have to solve the linear eigenvalue
problem and the results is obtained as

1

(1 − ϕ)2.5
(
1 − ϕ + ϕρs/ρ f

) F ′′′
0 + 1

2
f0F

′′
0 +

(
ζ − M

1 − ϕ + ϕρs/ρ f

)
F ′
0

+ 1

2
f ′′
0 F0 + ωG0 = 0, (27)
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k f f /k f

1 − ϕ + ϕ
(
ρCp

)
s /

(
ρCp

)
f

1

Pr
G ′′

0 + 1

2
f0G

′
0 −

(
1

2
f ′
0 − ζ

)
G0 + 1

2
θ ′
0F0

− 1

2
θ0F

′
0 = 0, (28)

along with the boundary conditions

F0(0) = 0, F ′
0(0) = DF ′′

0 (0), G ′
0(0) = 0,

F ′
0(η) → 0, G0(η) → 0 as η → ∞. (29)

It should bementioned that for particular values of Pr,ω, D, ϕ, andM , the stability of
the steady flow solution f0(η) and θ0(η) are obtained from the smallest eigenvalue ζ .
According to Harris et al. [27], the range of possible eigenvalues can be determined
by relaxing a boundary condition on F ′

0(η) and G0(η). For the present problem, we
have to relax the condition that F ′

0(η) → 0 as η → ∞ and for a fixed value of ζ , we
solve the system (27)–(29) along with the new boundary condition F ′′

0 (0) = 1.

4 Results and Discussion

The system of ordinary differential equations (10) and (11) subject to the boundary
conditions (12) were solved numerically using the shooting method which is done
by a shootlib function in Maple software, for the case of uniform heat flux. Note
that in this problem, we carry out a study that demonstrates the influences of the
mixed convection parameter ω, magnetic parameter M , mass transfer parameter S,
moving parameter λ, slip parameter D and volume fraction of solid ferroparticle
ϕ on the dimensionless velocity f ′(η), temperature θ(η), skin friction coefficient
Re1/2x C f and local Nusselt number Re−1/2

x Nux for the three selected ferroparticles,
namely magnetite, cobalt ferrite and manganese-zinc ferrite in water- and kerosene-
based fluids. Throughout this research, the value of the Prandtl number was chosen
to be 6.2 and 21, for the base fluids water and kerosene, respectively. Also, the
volume fraction of solid ferroparticle ϕ is considered in the range 0 ≤ ϕ ≤ 0.1,
where ϕ = 0 represents the pure fluid water or kerosene. This is considered because
a sedimentation will arise if we used ϕ > 0.1. For example, if we take ϕ = 0.2,
then 20% of solid ferroparticle is in the fluid, and heavy particles can no longer be
supported whilst the desired results cannot be obtained.

The thermophysical properties of both the base fluids (water and kerosene) and the
ferroparticles (magnetite Fe3O4, cobalt ferrite CoFe2O4 and manganese-zinc ferrite
Mn-ZnFe2O4) are given in Table1. In order to verify the accuracy of the present
results, the values of f ′′(0) are compared with those reported by Cortell [28], Yazdi
et al. [29] and Khan et al. [30], as shown in Table2. The present results are found to
be in excellent agreement with the published data and thus gives us some confidence
in the present numerical results.
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Table 1 Thermophysical properties of base fluids and magnetic nanoparticles (see [30])

Physical
properties

Base fluids Magnetic nanoparticles

Water Kerosene Fe3O4 CoFe2O4 Mn-ZnFe2O4

ρ
(
kg/m3

)
997 783 5180 4907 4900

Cp (J/kg.K ) 4179 2090 670 700 800

k (W/m.K ) 0.613 0.15 9.7 3.7 5

Table 2 Comparison of f ′′(0) for D = 0, 0.5 and M = 0, 1 when ϕ = 0, S = 0 and λ = 0

D M [28] [29] [30] Present study

0 0 0.33206 – 0.33206 0.33206

1 – 1.0440 1.04400 1.04400

0.5 0 – 0.6987 0.69872 0.69872

It is clear that triple solutions (first, second and third solutions) exist for Eqs. (10)
and (11) subject to the boundary conditions (12) for both assisting and opposing
flows when the mass transfer parameter of suction (S > 0) and moving parameter
for a surface moving towards the origin (λ < 0) are applied. The triple solutions
were acquired by defining three different initial guesses for the missing values of
f ′′(0) and θ(0) in which the velocity and temperature profiles satisfy the boundary
condition (12) with different patterns. In Figs. 2, 3, 4, 5 and 7−8, the solid, dash and
dot lines represent the first, second and third solutions, respectively.

The variation of the skin friction coefficient Re1/2x C f and local Nusselt number
Re−1/2

x Nux with the mixed convection parameter ω for various values of M and D
are displayed in Figs. 2, 3, 4, 5. All these figures show that unique solutions exist for
Eqs. (10) and (11) with the boundary conditions (12) when ω < ωc1 and ω > ωc2,
while triple (first, second and third) solutions for ωc1 ≤ ω ≤ ωc2. It is observed that
the first, second and third solutionsmergewith one another at the critical values of the
mixed convection parameter ωc1 and ωc2 for negative (opposing flows) and positive
(assisting flow) values of ω, respectively. These solutions merge at the critical points
ω = ωc1(< 0) andω = ωc2(> 0)where the boundary solutions beyond this point are
possible to be obtained since the separation of the boundary layer from the plate does
not occur. Then, the specified values of critical pointωc1 andωc2 are shown in Table3.
From this table, it indicates that the critical value |ωc1| increases as the parameters
M and D are increasing, suggesting that M and D increase the range of existence
of the solutions of the governing equations. Thus, these processes (magnetic and
slip) delay the boundary layer separation. However, the opposite behavior can be
viewed for the critical value ωc2 in which ωc2 decreases as the parameters M and D
increasing, thus these processes accelerate the boundary layer separation.

Furthermore, it can be seen that Eqs. (10) and (11) with the boundary condi-
tions (12) gives the singularities ωsi at some values of ω = ωsi (< 0) as illustrated
in Table4. The singularity is occured when the flat plate is moving to the differ-
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Fig. 2 Variation of Re1/2x C f with ω for Fe3O4, a water-based ferrofluid, Pr = 6.2 and b kerosene-
based ferrofluid, Pr = 21, when S = 3, λ = −7.2, D = 1, ϕ = 0.1 and with varying M

Fig. 3 Variation ofRe−1/2
x Nux withω for Fe3O4,awater-based ferrofluid, Pr = 6.2 andbkerosene-

based ferrofluid, Pr = 21, when S = 3, λ = −7.2, D = 1, ϕ = 0.1 and with varying M

Fig. 4 Variation of Re1/2x C f with ω for Fe3O4, a water-based ferrofluid, Pr = 6.2 and b kerosene-
based ferrofluid, Pr = 21, when M = 0.02, S = 3, λ = −7.2, ϕ = 0.1 and with varying D

Fig. 5 Variation ofRe−1/2
x Nux withω for Fe3O4,awater-based ferrofluid, Pr = 6.2 andbkerosene-

based ferrofluid, Pr = 21, when M = 0.02, S = 3, λ = −7.2, ϕ = 0.1 and with varying D
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Table 3 Value of critical pointωc1 andωc2 for different figure andparameter inwater- andkerosene-
based ferrofluids

Figure Parameter Water-based ferrofluid (a) Kerosene-based ferrofluid (b)

ωc1 ωc2 ωc1 ωc2

2 and 3 M = 0 −0.3054 3.9341 −499.4804 929.8413

M = 0.02 −2.1292 2.7352 −555.5109 738.3931

M = 0.05 −4.7983 1.2815 −639.4782 483.6249

M = 0.08 −7.3968 0.3199 −723.3299 257.8729

4 and 5 D = 1 −2.1262 2.7727 −555.5109 738.3931

D = 1.02 −3.6604 2.3475 −602.4757 690.4983

D = 1.05 −5.9483 1.7917 −669.8351 627.6642

D = 1.1 −9.7020 1.0615 −774.5518 515.5914

Table 4 Singularity point of Re−1/2
x Nux for different figures and parameters with water- and

kerosene-based ferrofluids

Figure Parameter Singularity point (ωsi )

Water-based ferrofluid Kerosene-based ferrofluid

3 M = 0 −3.81 < ωsi < −3.80 −20.51 < ωsi < −20.50

M = 0.02 −3.17 < ωsi < −3.16 −17.13 < ωsi < −17.12

M = 0.05 −2.22 < ωsi < −2.21 −11.99 < ωsi < −11.98

M = 0.08 −1.27 < ωsi < −1.26 −6.79 < ωsi < −6.78

5 D = 1 −3.23 < ωsi < −3.22 −17.13< ωsi < −17.12

D = 1.02 −2.97 < ωsi < −2.96 −15.98 < ωsi < −15.97

D = 1.05 −2.61 < ωsi < −2.60 −14.33 < ωsi < −14.32

D = 1.1 −2.04 < ωsi < −2.03 −11.81 < ωsi <−11.80

ent direction of the free stream. Then, we continued the discussion of the effects
of parameters M and D as illustrated in Figs. 2, 3, 4, 5. For the case of stable
solution, it is noticed that the skin friction coefficient Re1/2x C f and local Nusselt
number Re−1/2

x Nux increase monotonically with the magnetic parameter M . This
happens because large values of M are responsible to enhance the Lorentz force
within boundary layer region which reverse the flow in the opposite direction. Then,
the opposite behavior is noticed from Figs. 4 and 5 where Re1/2x C f tends to decrease
and Re−1/2

x Nux increases with the slip parameter D. Physically, the increase of the
slip parameter D indicates the increase of the slip velocity in x-direction, and thus
reduces the adhesion force between the fluid and the sheet surface, which causes the
shear stress on the x-direction to decrease. Hence, the velocity slip effect delays the
boundary layer separation.

In order to ascertain which of the three solutions are stable and unstable, the
stability analysis is performed by obtaining the smallest eigenvalues of each solu-
tions using bvp4c Matlab solver. This analysis is accomplished by solving the
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Table 5 Smallest eigenvalues ζ for Fe3O4, CoFe2O4 and Mn-ZnFe2O4 ferroparticles at several
values of ω (< 0, opposing flow), with various values of M , when S = 3, λ = −7, D = 1, ϕ = 0.1
and Pr = 6.2 (water-based ferrofluid)

Ferroparticle M ω ζ

First solution Second
solution

Third solution

Fe3O4 0.02 −5.52 0.0697 −0.0388 −0.3560

−5.60 0.0566 −0.0262 −0.3575

−5.65 0.0458 −0.0157 −0.3584

−5.67 0.0403 −0.0103 −0.3588

0.05 −8.06 0.0953 −0.0488 −0.3994

−8.10 0.0918 −0.0455 −0.3999

−8.20 0.0787 −0.0329 −0.4016

−8.34 0.0519 −0.0069 −0.4040

0.08 −10.70 0.1025 −0.0412 −0.4487

−10.78 0.0923 −0.0314 −0.4499

−10.85 0.0819 −0.0212 −0.4510

−10.93 0.0665 −0.0062 −0.4523

CoFe2O4 0.02 −3.00 0.0660 −0.0499 −0.3042

−3.10 0.0531 −0.0376 −0.3060

−3.20 0.0348 −0.0200 −0.3079

−3.25 0.0170 −0.0025 0.3088

0.05 −6.11 0.0769 −0.0460 −0.3455

−6.20 0.0656 −0.0353 −0.3470

−6.30 0.0492 −0.0194 −0.3487

−6.32 0.0449 −0.0152 −0.3490

0.08 −9.20 0.0795 −0.0339 −0.3927

−9.25 0.0727 −0.0273 −0.3934

−9.30 0.0648 −0.0196 −0.3941

−9.32 0.0612 −0.0161 −0.3944

Mn-ZnFe2O4 0.02 −3.00 0.0512 −0.0360 −0.3048

−3.06 0.0407 −0.0259 −0.3059

−3.10 0.0314 −0.0168 −0.3067

−3.14 0.0145 −0.0002 −0.3074

0.05 −6.11 0.0583 −0.0282 −0.3478

−6.13 0.0549 −0.0249 −0.3481

−6.20 0.0398 −0.0102 −0.3493

−6.21 0.0368 −0.0073 −0.3495

0.08 −9.10 0.0705 −0.0250 −0.3948

−9.15 0.0621 −0.0168 −0.3955

−9.20 0.0513 −0.0063 −0.3963

−9.22 0.0457 −0.0007 −0.3966
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Fig. 6 Plot of smallest eigenvalues ζ as a function of ω

linear eigenvalue problem of Eqs. (27) and (28) subject to the boundary conditions
(29) to determine which solution is stable and physically reliazable. If the small-
est eigenvalue is positive, then the solution is stable and physically realizable while
if the smallest eigenvalue is negative, then the solution is unstable and not physi-
cally realizable. Table5 shows the smallest eigenvalues ζ for Fe3O4, CoFe2O4 and
Mn-ZnFe2O4 ferroparticles at several values of ω (> 0, assisting flow), with various
values of M when S = 3, λ = −7, D = 1, ϕ = 0.1 and Pr = 6.2 for water-based
ferrofluid. From this table, we notice that, as we approach the critical value ωc, the
smallest eigenvalue ζ approaches 0 for both first and second solutions, whereas the
third solution acts in the opposite manner.

Then, let us discuss the trend for the third solution by looking at Fig. 3. From this
figure, we can see that the third solution is separated into two distinct regions. This
happened when the singularities occur in which a point is not define or in exceptional
setwhere it fails to bewell-behaved in someparticular values. In the stability analysis,
we rather choose the critical values based on the first and second solutions since the
first one is assumed as a stable solution. Figure3 also illustrates that the third solution
is separated from the graph (if we take one value of the critical point) and this is the
reason why the smallest eigenvalues behave in the opposite trend. Also, Fig. 6 shows
a plot of the smallest eigenvalues ζ as a function of the mixed convection parameter,
ω. It is clearly shown from Fig. 6 that ζ is positive for the first solution and negative
for the second solution. For Table5, it is found that the first solution is positive while
the second and third solutions are positive. Besides, fromEq. (23), we can see that the
results will converge to steady flow solution when ζ is positive. Thus, we conclude
that of the triple steady flow solutions, the first solution is linearly stable while those
on the second and third solutions are linearly unstable. This is because there is an
initial decay and the flow is stable for the first solution.

Tables6 and 7 illustrate the variations of the skin friction coefficient Re1/2x C f

and local Nusselt number Re−1/2
x Nux , respectively, as a function of the assisting

and opposing flow parameter ω for the three selected ferroparticles in water- and
kerosene-based ferrofluids by considering the first solution is stable. It is shown that
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Table 6 Variation of the skin friction coefficient Re1/2x C f and the local Nusselt number Re−1/2
x Nux

with ω (> 0, assisting flow) for different ferroparticles with water- and kerosene-based ferrofluids
when ϕ = 0.1, M = 0.02, λ = −7, S = 3 and D = 1

Ferroparticle ω Re1/2x C f Re−1/2
x Nux

Water-based
ferrofluid

Kerosene-
based
ferrofluid

Water-based
ferrofluid

Kerosene-
based
ferrofluid

Fe3O4 0.1 5.9406 6.3882 7.1225 33.2283

0.5 5.9546 6.3886 7.1403 33.2286

1 5.9714 6.3892 7.1615 33.2291

CoFe2O4 0.1 5.8060 6.2965 7.0350 33.1189

0.5 5.8230 6.2970 7.0576 33.1192

1 5.8432 6.2975 7.0838 33.1197

Mn-ZnFe2O4 0.1 5.8020 6.2941 7.0926 34.0357

0.5 5.8193 6.2945 7.1162 34.0361

1 5.8397 6.2950 7.1437 34.0365

Table 7 Variation of the skin friction coefficient Re1/2x C f and the local Nusselt number Re−1/2
x Nux

with ω (< 0, opposing flow) for different ferroparticles with water- and kerosene-based ferrofluids
when ϕ = 0.1, M = 0.02, λ = −7, S = 3 and D = 1

Ferroparticle ω Re1/2x C f Re−1/2
x Nux

Water-based
ferrofluid

Kerosene-
based
ferrofluid

Water-based
ferrofluid

Kerosene-
based
ferrofluid

Fe3O4 −0.1 5.9335 6.3880 7.1133 33.2281

−0.5 5.9189 6.3876 7.0943 33.2278

−1 5.8998 6.3871 7.0693 33.2274

CoFe2O4 −0.1 5.7971 6.2963 7.0231 33.1187

−0.5 5.7785 6.2959 6.9979 33.1184

−1 5.7534 6.2954 6.9632 33.1180

Mn-ZnFe2O4 −0.1 5.7929 6.2939 7.0801 34.0356

−0.5 5.7740 6.2935 7.0536 34.0353

−1 5.7483 6.2929 7.0169 34.0349

the skin friction coefficient Re1/2x C f and local Nusselt number Re−1/2
x Nux decrease

with the increment of themixed convection parameterω inwater- and kerosene-based
ferrofluids. It is interesting to note that kerosene-based ferrofluid has higher local
Nusselt number compared to water-based ferrofluid. This is due to higher Prandtl
number of kerosene which make the thermal boundary layer thickness for kerosene
become smaller.

The dimensionless velocity f ′(η) and temperature θ(η) profiles for different val-
ues of M and ω for Fe3O4 in both water- and kerosene-based ferrofluids are depicted
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Fig. 7 Dimensionless a velocity profiles f ′(η) and b temperature profiles θ(η), for several values
of M , Fe3O4, when ω = 0.1 (> 0, assisting flow), ϕ = 0.1, S = 3, λ = −7.2 and D = 1

Fig. 8 Dimensionless a velocity profiles f ′(η) and b temperature profiles θ(η), for several values
of ω (> 0, assisting flow), Fe3O4, when M = 0.02, ϕ = 0.1, S = 3, λ = −7 and D = 1

in Figs. 7 and 8, respectively. It is seen that the velocity and thermal boundary-layer
thicknesses decrease in the first and third solutions while increase in the second solu-
tion with the increase of M and ω. Further, it is obviously noticed that the boundary
layer thickness for the first solution is thinner than the second and third solutions.
The velocity and thermal boundary-layer thicknesses are seem to be smaller for each
kerosene-based ferrofluid due to the higher Prandtl number of kerosene. Thus, the
far field boundary condition (12) are satisfied asymptotically and thus support the
validity of the present numerical results.
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5 Conclusions

The mixed convection on MHD flow and heat transfer over a moving flat plate
in ferrofluids with uniform heat flux, slip effects and suction has been studied in
this research. The governing boundary layer equations were solved numerically for
both assisting and opposing flow regimes using the shooting method with the aid
of shootlib function in Maple software. From the analysis of results, the following
conclusions can be drawn:

– Triple (first, second and third) solutions exist for the assisting (ω > 0) andopposing
(ω < 0) flow cases with ωc1 ≤ ω ≤ ωc2.

– The critical values ωc1 and ωc2 decrease for the skin friction coefficient and local
Nusselt number when the magnetic and slip parameters are increasing.

– The stability analysis has revealed that the first solution is stable and physically
realizable, while the second and third solutions are unstable and not physically
realizable.

– It is found that on the first solution, the value of skin friction coefficient Re1/2x C f

increases with M but decreases with the increase of D. However, the local Nusselt
number Re−1/2

x Nux increases with the increase of magnetic parameter M and slip
parameter D.

– It is interesting to note that kerosene-based ferrofluid has higher skin friction and
heat transfer rate compared to the water-based ferrofluid. The heat transfer of fer-
rofluids in thepresenceofmagneticfields couldoccur due to the changes in ferroflu-
ids thermophysical properties such as thermal conductivity and heat capacity.

– Magnetite ferroparticle in the kerosene-based ferrofluid gives the highest heat
transfer rate compared to the other two ferroparticles, which are cobalt ferrite and
manganese-zinc ferrite.
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Modeling and Analysis of the Dengue
Activity in Baguio City Using Two-Mode
and One-Mode Networks

Rosel R. Oryan, Joel M. Addawe, and Donnabel Tubera-Panes

Abstract In this study, the two-mode network is used to model and investigate
a given set of data regarding the dengue cases that have been reported across the
128 barangays of Baguio City, Philippines for the years 2010–2018. Three different
structure perspectives are used: time-location, time, and location-age, from which
respective models were patterned from. The study proposes variants of the Newman
and weighted Newman projection method to aid in preserving connectivity infor-
mation and is compared with Newman, and weighted Newman. Measures of global
clustering coefficient and two-mode degree are applied upon the two-mode models
while strength, closeness, and betweenness measures are used in the analysis of the
different one-mode projections. Thesemodels have shown that barangays labeled 98,
85, and 80 have the most concentrated and repeated dengue activity based from the
barangay-month model. For the month-year model, July to September and February
to April were shown to be the peak and hollow seasons of dengue respectively. From
the age-barangay and age-district models, age-group of 17–22 years were shown to
be the most common among dengue patients.

Keywords Bimodal · Network modelling · Dengue

1 Introduction

The Dengue Virus is transmitted to humans through the bites of an infected female
mosquito mainly by the aedes genus of mosquitoes. It is not contagious however
the virus can be spread to uninfected mosquitoes through blood contact (ingestion)
when a virus carrier is bitten. It takes the virus 4–10 days to incubate before the
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manifestation ofDengue Fever. The symptoms last for 2–7 days andmay include high
fever around 40◦C, pain behind the eyes, muscle and joint pains, nausea, vomiting,
and rashes. Dengue fever seldom causes deaths but it may develop into the more
potentially deadly Severe Dengue or Dengue Hemorrhagic Fever which may cause
severe bleeding and organ impairment [1, 2]. Aedes Aegypti mosquitoes are the
main dengue virus vectors. They breed in enclosed environments, usually indoors,
making them more likely to inhabit these places which are less affected by shifts in
climate and thus allowing for a longer life span. A secondary vector is the Aedes
Albopictus mosquito which is a forest dweller that has successfully adapted into
human environments. This species produces eggs that can endure very dry conditions
and survive many months without water. Both species are widely spread throughout
the world [2, 3].

Dengue is more prevalent in tropical and subtropical countries and this includes
the Philippines. The World Health Organization (WHO) identified that 2016 expe-
rienced large dengue outbreaks worldwide wherein the Philippines reported at least
176,411 cases [1, 2]. Different mathematical models were already formulated to
describe the transmission of dengue virus. In Baguio City, the summer capital of
the Philippines that is located at the northern part of Luzon, the City Health Ser-
vices Office reported a 400% increase with 1,875 dengue cases recorded in the first
six months of 2016 compared to the 239 cases of the first six months of 2015 [4].
The study of [5] presented a deterministic approach and [6, 7] presented stochas-
tic approaches in the mathematical modeling of dengue dynamics using data from
Baguio City, Philippines.

To further contribute to the understanding of dengue dynamics in the Philippines,
we use the concept of two-mode network model to analyse the dengue incidence
data from 2010 to 2018 in Baguio City, Philippines. Networks illustrate relationships
and interactions between objects such that the nodes of a network represent objects
and its links represent connections or correlation between objects [8]. One-mode
networks (unimodal networks) then are networks with one set of nodes with a set of
links connecting these nodes together while two-mode (bimodal) networks have two
distinct set of nodes with links that connect nodes from the first set to the second.

One way of analysing networks is through measures that examine connections
between nodes such as clustering, another is through centrality measures such as
degree, betweenness, and closeness, to examine node positions in the graph. The stud-
ies of [9–11] have proposed a generalized clustering measure for weighted networks
as well as degree (strength), closeness, and betweenness for weighted networks. Fur-
thermore, the study of [9] has also proposed a clustering measure specifically for
two-mode networks.

Two-mode networks have been used to investigate different relationships between
entities to create realistic models from real-world datasets [12–18]. The studies by
[9, 12, 13, 19] have highlighted the main disadvantages of two-mode network that
lacks appropriate analytical tools hence the need for its conversion to unimodal
networks using the method of projection before evaluation is performed, thus may
result to loss of some information. The studies done by [20, 21] have compared
different ways of transforming weights from two-mode networks to projected links
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(such as the binary, sum, Newman, and weighted Newman methods) in order to
preserve lost information.

In this paper, we model and analyse the dynamics on how dengue spreads by
constructing a bimodal network and use the data on dengue incidence in Baguio City
Philippines. Using the actual dataset, we construct a two-mode network and project
it into a one-mode network and perform analysis using Newman, weighted-Newman
and proposed variants of the weighted-Newman projection methods.

2 Methodology

In this study, we considered recorded data that contains monthly dengue cases from
the 128 different barangays, being the smallest political unit in the City of Baguio,
Philippines. The dataset consists of raw data on the dengue reports filed by hospitals
around Baguio City from January 2010 to May 2018. The dengue data were coded
and only the set containing information mainly on the date of admission, age of
patient, and address were extracted. The date of admission consists of a specified
month and year, age of patient, while the address only indicates the barangay of
the patient’s residence (or the barangay it is closest to). From the three types of
information namely: location, time (given in month or year), and patient age, the
barangay is then grouped into different districts. Also, for certain locations that
are considered rare (barangay which are not specified under the 128 official list)
are combined with one of the closest barangay listed in the area. In this study, we
choose a combination in which a type of information will be arranged according to
importance. In particular, barangay will be prioritized over month, month over year,
and age over barangay.

The given dataset can be viewed through varied perspectives from which specific
models can be derived based on the different combinations of data points. Two-
mode network models similar to the study of [12] are then constructed. In this study,
we only consider using a time-location perspective, time perspective, and location-
age perspective that are represented by bimodal graphs M with the general form of
M = {Vprimary, Vsecondary, E} where
– Vprimary is the set of vertices representing data points and the focus of analysis
– Vsecondary is the set of vertices secondary to Vprimary

– E is the set of edges connecting a vertex u to v with its weight being the incidence
of dengue, u with respect to v where u ∈ Vprimary and v ∈ Vsecondary .

Given the different levels of importance, we enumerate the two-mode model
specifications in Table1.

In addition to the four two-mode models, a one-mode district connectivity model
would be used to check which districts are likely to influence the dengue activity
in the city. This model is represented by the simple graph M5 = {Vdistrict , Eborder }
where links (u, v) ∈ Eborder exists if some district u shares a border (geographically
adjacent) with another district v where u, v ∈ Vdistrict .
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Table 1 Two-mode models

Perspective Model Model representation

Location-time barangay-month M1 = {Vbarangay, Vmonth, E1}
Time month-year M2 = {Vmonth, Vyear , E2}
Age-location age-barangay M3 = {Vage, Vbarangay, E3}

age-district M4 = {Vage, Vdistrict , E4}

2.1 Projections

In order to appropriately apply certain centrality measures to examine the models in
their respective perspectives, themodels are to be projected in the form of a one-mode
network.

A two-mode network has two distinct set of nodes and the projection of a bimodal
to a unimodal network involves choosing one set of nodes and removing the other
while trying to maintain the respective connections (for convention, primary nodes
are retained and secondary nodes are discarded).

Suppose the two-mode network is given by G = (Vprimary, Vsecondary, E), the
resulting one mode network is denoted by Gprojected = (Vprimary, Eprojected) where
the link (i, j) ∈ Eprojected , can only be established given that the links (i, p) and
( j, p) exist such that p ∈ Vsecondary and i, j ∈ Vprimary .

Projecting two-mode to one-mode means correlating primary vertices to one
another while removing the secondary vertices that exist between these primary
vertices. In other words, we are trying to relate two primary nodes i to j by consider-
ing the connections between them. For simplicity, we consider a portion of the actual
dataset to visualize the one-mode network produced by the projection of a complex
two-mode network. In Fig. 1, we consider humans with 0–12 years of age in the first
district with six barangays.

To carry-over certain information (such as weights and co-occurrence) as weights
wi j into the projected link (i, j), methods of weight transformation as summarized
in Table2 will be implemented.

To illustrate, consider p is a node joining nodes i and j. In Newman method,
Np − 1 means considering all the connections of secondary node p to primary nodes
other than its established connection to node i .We then assume that these connections
are weighted. Hence to carry over these weights, instead of using Np (degree of p)
we use the strength of p or the sum of all weighted connections of p. Since we are
considering all of p’s connections other than it’s connection to node i , we subtract
the value of the edge/connection of node i to p, hence we come up with strength

of p or
(∑

q wp,q

)
− wi,p. Since we are trying to connect i to j via node p, then

we must consider the connection of p to j . Returning to 1/(Np − 1), as a whole, it
means considering the value of a certain connection in relation to the rest of node
p’s connections. If we let this connection become the edge from node p to j , then it
would make sense since it means finding the significance of the connection from p
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(a) two-mode network (b) one-mode network

Fig. 1 Projecting two-mode network to one-mode for the first district having six barangays with
dengue cases aged 0–12 years

to j in comparison to all other connections other than i to p. This relationship can
be written as the First-variant method.

The Binarymethod considers co-occurrences, Summethod considers both weight
and co-occurence, Newman considers neighborhood connectivity, and weighted-
Newman method generalizes the Newman method while considering edge weights.

However, theNewmanmethods do not consider specific connections.While New-
man methods identify the number of neighbors attached to secondary nodes, it does
not differentiate between neighbors. Hence, we propose some other weighted pro-
jection methods that aim to carry-over neighbor identity.

From the given two-mode network, its projected one-mode networkwould contain
edge (i, j) with weight wi, j given by

Table 2 Projection methods

Method wi, j

Binary
∑

p 1

Sum [9]
∑

p wi,p

Newman [22]
∑

p
1

Np − 1

Weighted-Newman [9]
∑

p
wi,p

Np − 1
Proposed method

First-variant
∑

p
wp, j(∑

q wp,q

)
−wi,p

Second-variant
∑

p
wi,p ·wp, j(∑
q wp,q

)
−wi,p
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wi, j =
∑
p

wp, j(∑
q wp,q

)
− wi,p

(First-variant) (1)

where
∑

q wp,q is the strength of node p, wp,q is the weight of the edge (p, q),
wi,p is the weight of edge (i, p), and wp, j is the weight of the edge (p, j) such that
i, j, q ∈ Vprimary, i �= j, and p ∈ Vsecondary .

Equation (1) is then modified to consider the general weighted neighborhood to
get

wi, j =
∑
p

wi,p · wp, j(∑
q wp,q

)
− wi,p

(Second-variant) (2)

2.2 Measures

The projected models are evaluated using different measures to determine whether
specific trends exist throughout the selected set of data or if certain nodes in each
model hold any significant differences from the rest.

Table 3 Measures for one-mode network

Method Equation Description

Degree and strength [23] deg(v) = n (no. of links)
str(v) = ∑

n wv,n

Degree of a vertex v.
Strength of vertex v is the
sum of the weights w of all
edges connected to v

Closeness [24] CC (v) =
[ ∑N

i d(v, i)

]−1

N is the total number of
vertices in G and d(v, i) is
the distance of the geodesic
(shortest path) from node v to
any other node i ∈ V, i �= v

Betweenness [22, 24, 25] CB(i) = ∑N
j

∑N
k

g jk(i)

g jk
N is the number of vertices
in the graph, g jk is the total
number of geodesics from
vertex j to vertex k, and
g jk(i) is the number of
geodesics from j to k that
passes through vertex i ,
j �= k

GCC [9, 11] CCglobal(G) = 3|τ�|
|τ | Global clustering coefficient

(GCC) used in [11] and
two-mode GCC in [9], where
|τ |-number set of triplets,
|τ�|-number of set of closed
triplets
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As the projections are in the form of one-mode networks, then given any one-
mode network represented by the graph G = {V, E} with vertices V and edges E ,
the following measures in Table3 are used.

3 Results and Discussion

Each model are projected using the methods of Newman, weighted-Newman, and
the proposed First-variant and Second-variant to have a one-mode network. The
networks were then evaluated using centrality measures of degree, strength, close-
ness, betweenness, and global clustering coefficient (GCC). The four main models
(barangay-month, month-year, age-barangay, and age-district) were then evaluated.
In this study, GCC and degree measures were used to evaluate the original two-mode
network while strength, closeness, and betweenness measures were used on the one-
mode network projections. Binary and Summethods assignweights by accumulating
connections. Newmanmethod allows the weights to be distributed across links based
on secondary node connections, that is, the Newmanmethod only considers the num-
ber of connections as secondarynode to other primarynodes. Theproposedprojection
method distributes weights across projected links based on strength of connections
where stronger connections are allotted more weight, weaker connections are given
less.

3.1 Two-Mode Network

Due to the complexity of the two-mode network,we only consider the degreemeasure
and GCC to evaluate the network for the different models.

3.1.1 Degree Measure

The degree measure of a network is a feature of counting the number of links. For a
two-mode network, counting the links can be easily be carried to the projected one-
mode network. After converting a two-mode network to one-mode using the different
methods of projection, the generated one-mode networkwill result in having the same
one-mode degrees. This result is due to each generated one-mode network having the
same connections, but only with different magnitudes or weights. Since the degree
is not weighted, it remains constant for each projected one-mode network, thus we
consider the two-mode network. Based on our simulations, no significant changes
are seen from the computed degree measures between two-mode and one-mode, thus
we omit to include the table of generated values.
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Table 4 Two-mode global clustering coefficients

Models Binary Arithmetic Geometric Minimum Maximum Avg

barangay-month 0.99765 0.99805 0.99805 0.99791 0.99799 0.99793

month-year 1.0 1.0 1.0 1.0 1.0 1.0

age-barangay 0.99288 0.99280 0.99355 0.99392 0.99169 0.99297

age-district 0.98448 0.98577 0.98585 0.98495 0.98562 0.98533

3.1.2 Global Clustering Coefficient

From the different approaches (Binary, Arithmetic Mean, Geometric, Maximum,
Minimum) in computing GCC as shown in Table4, the average GCC values that are
very close to 1 are: barangay-month model (0.99793), month-year model (1.0), age-
barangay model (0.99297), and age-district model (0.98533). All show the highly
interconnected nature of the dataset. The GCC of the month-year model having all
values equal to one indicates that a dengue case is reported in each month throughout
the years in the dataset.

3.2 One-Mode Network

In most networks, it is preferable to analyze networks in their original form. Due to
limited number ofmethods that exist for analysing two-mode networks, we transform
a two-mode network into a one-mode network by projection to analyze these net-
works. For the projected one-mode network, we use strength, closeness and between-
ness measures to analyse the different models.

3.2.1 M1: Barangay-Month Model

Newman and First-variant strengths shown in Fig. 2(a) and (c) respectively achieved
the total number of links of each primary node from the original two-mode form.
This reveals the frequency of being affected by dengue which it was observed that
barangay 98 has been affected the most repeatedly (has reported cases during 85 out
of 105 months), followed by barangays 85 (73 months) and 80 (72 months).

The weighted-Newman and Second-variant strengths shown in Fig. 2(b) and (d)
respectively achieved the total sum of weights of each primary node from the original
two-mode network form. This shows that the total dengue incidence in each barangay
throughout the dataset timeframe from which it was observed is that barangay 98
has reported the highest number of Dengue incidence with 667 cases followed by
barangay 80 with 406 cases. In the barangay-month model, we note that barangays
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(a) Newman (b) weighted-Newman

(c) First-variant (d) Second-variant

Fig. 2 Values for measure of strength on the one-mode network generated using (a) Newman, (b)
weighted-Newman, (c) First-variant and (d) Second-variant projections for the barangay-month
Model

(a) Newman (b) weighted-Newman

(c) First-variant (d) Second-variant

Fig. 3 Betweenness measures for one-mode network generated using (a) Newman, (b) weighted-
Newman, (c) First-variant and (d) Second-variant projections for the barangay-month Model

98, 85, 80, and 79 have the highest weighted-Newman and Second-variant strengths
of 667, 336, 406, and 331 respectively.

A combination of measures can give significant meanings. For instance, nodes
with a high closeness measure value mean that these nodes have one of the most
number but also the weakest connections. Figures3(a)–(d) show that nodes with high
betweenness imply that the graph converges towards that node which can be due to
having the same conditions. In Fig. 2, we noted that barangays 98, 85, 80, and 79with
the highest weighted-Newman and Second-variant strengths of 667, 336, 406, and
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Table 5 Computed measure values from the one-mode network generated by projection methods
applied on the barangay-month model

Projection
methods

Strength Closeness Betweenness

Brgy Value Brgy Value Brgy Value

Newman 98 85 66 0.43510 66 6059.18

85 73 95 0.38584 95 5036.88

80 72 90 0.37910 90 1715.87

79 66 27 0.34894 73 529.688

Weighted-
Newman

98 667 66 0.37815 66 8608.02

80 406 90 0.29556 95 1472.65

85 336 58 0.28776 73 1043.52

79 331 97 0.28322 90 648.199

First-variant 98 85 66 0.686529 66 6485.47

85 73 95 0.664427 95 2384.12

80 72 90 0.652798 90 1231.72

79 66 112 0.617615 73 863.657

Second-
variant

98 667 66 0.573983 66 7477.05

80 667 90 0.516665 90 1604.04

85 667 111 0.509235 73 1126.8

79 667 58 0.508047 95 534.056

331 respectively have two-mode network degree measures of 85, 73, 72, and 66, and
weighted-Newman closeness and betweenness values that are among the lowest, with
weighted-Newman closeness of 0.09100 for barangays 98, 85, and 80, and 0.06507
for barangay 79. Furthermore, computed betweenness of 3.24045 for barangay 98
and zero for barangays 85, 80, and 79. Based on the indicated measures, these
barangays observed to be the most frequently affected by dengue and when affected,
the number of cases are among the highest. Second-variant closeness, however, has
barangays 66, 90, 111, 58, and 112 as its highest with values of 0.57398, 0.51667,
0.50924, 0.50805, and 0.50238 respectively which means that these barangays are
locations with the weakest but with the highest number of connections.

To show results of our simulations, a summary is shown in Table5. The first four
from the computed measures for strength, closeness and betweenness are included
in the list.

3.2.2 M2: Month-Year Model

The impact of these distributions are apparently observed from the closeness mea-
sures given in Fig. 4 and betweenness measures given in Fig. 5. Both measures deal
with shortest path. For instance, Binary, Sum, Newman, and weighted-Newman
betweenness values are zero, which means that based on the projected weights from
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(a) Newman-projected closeness. (b) Weighted-Newman-projected closeness

(c) First-variant-projected closeness. (d) Second-variant-projected closeness

Fig. 4 Computed closenessmeasures of the one-mode network generated by themonth-yearModel

Fig. 5 Betweenness measures for the month-year Model: Binary, Sum, Newman, weighted-
Newman, First-variant and Second-variant

Fig. 6 Average case per month

these methods, the shortest path between each node is only the direct link connecting
the nodes. With the proposed methods, March was found to be with betweenness
measure value of 17 from the First-variant projection method while March, April,
and December with betweenness values of 45, 25, and 6 respectively for the Second-
variant.

The distribution of dengue activity throughout the year in Baguio City is not
constant as shown in Fig. 6. The year can be divided into quarters where the first
quarter would be from January toMarch, the second quarter fromApril to June, third
quarter from July to September, and the fourth quarter from October to December.
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(a) age-barangay (weighted-Newman) (b) age-barangay (Second-variant).

Fig. 7 Strengths of age-barangay model

In the case of strength, we can instead take theACPM through strengthmeasures.1

The lowest point of dengue activity is during April (with an ACPM of 16) and
from there, steadily increases (by 102% from April to May, then by 279% fromMay
to June) and enters the months of July to September when activity is highest (as
indicated by its weighted-Newman or second-variant strength). These months can
then be interpreted to be the peak season of dengue.

3.2.3 M3: Age-Barangay Model

In general, most recorded dengue cases in Baguio involve people with ages between
12–25 years. Computations show the highest weighted-Newman and Second-variant
strengths above 45 from the age-barangaymodel shown in Fig. 7(a)–(b). The dataset
does not contain patients with ages 49, 87, 89, 90, 94, 96, and 99.

From the age-barangaymodel, an age-group with the highest weighted-Newman
strength and second-variant strength means that it is observed to have the most
patients accumulated from a large number of barangays. Ages 19, 17, 18, and 21 are
the most affected by dengue as they have the highest weighted-Newman and Second-
variant strengths with values of 370, 317, 309, and 309. Based on the computed
values, ages 17–21 are ages with the most risk of acquiring dengue. These values
may be dependent on which age group dominates the majority of the population. To
show results of our simulations, a summary is shown in Table6. The first four from
the computed measures for strength, closeness and betweenness are included in the
list.

1ACPM. Average-case-per-month can be obtained by dividing weighted-Newman strengths over
Newman strengths or Second-variant over First-variant strengths. It may also be approximated with
sum over binary strengths.
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Table 6 First four measure values generated from the one-mode network for the age-barangay
model

Projection
methods

Strength Closeness Betweenness

Age Value Age Value Age Value

Newman 19 108 86 0.60319 86 5145.63

21 100 93 0.48393 93 319.267

17 94 88 0.44647 67 144.839

16 93 100 0.44647 100 114.376

Weighted-
Newman

19 370 86 0.60319 97 927.747

17 317 93 0.47759 86 850.113

21 309 88 0.43747 95 755.0

18 309 100 0.43747 93 635.585

First-variant 19 108 17 1.02359 86 2190.01

21 100 6 1.01860 93 906.412

17 94 24 1.01704 100 863.568

16 93 47 1.01472 91 293.941

Second-
variant

19 370 86 0.99396 86 932.659

17 317 69 0.97746 93 796.468

21 309 74 0.95953 100 710.205

18 309 73 0.95864 95 528.0

(a) age-district (weighted-Newman) (b) age-district (Second-variant)

Fig. 8 Strengths of age-district model

3.2.4 M4: Age-District Model

The 128 different barangays in the City of Baguio is grouped into different districts.
Each district can have between 5 and 7 barangays as indicated in Table8. Most
recorded dengue cases in Baguio involve people with ages between 12–25 years.
Computations show the highest weighted-Newman and Second-variant strengths
above 45, and strength (incidence) above 240 from the age-district model shown in
Fig. 8(a)–(b).

From the age-district model, an age-group with the highest strengths, such as ages
22, 18, and 20 are age-groups observed to have the most patients from majority of
the districts.
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Table 7 First four measure values generated from the one-mode network for the age-district model

Projection
methods

Strength Closeness Betweenness

Age Value Age Value Age Value

Newman 22 20 93 0.69489 93 5214.39

21 20 86 0.68224 86 1314.54

20 20 98 0.64276 98 137.067

19 20 97 0.64247 84 108.0

Weighted-
Newman

22 62 93 0.69489 86 2528.74

18 61 86 0.68224 93 2344.97

20 61 98 0.64276 98 776.476

17 56 97 0.64247 97 525.633

First-variant 22 20 92 0.97689 93 2976.41

21 20 62 0.88941 98 1262.73

20 20 65 0.88606 100 1140.27

19 20 63 0.88464 86 772.104

Second-
variant

22 62 93 0.97689 93 1693.2

18 61 65 0.88606 86 1271.44

20 61 54 0.87896 98 1176.27

17 56 98 0.87492 100 934.956

The trend of incline and decline in the number of patients across age-groupsmight
possibly be attributed to the risk of contractingdengue.Basedon the computedvalues,
we can see that 17–22 are ages with the most risk of acquiring dengue. Results of our
simulations is summarized in Table7. The first four from the computed measures for
strength, closeness and betweenness are included in the list.

3.2.5 M5: District Connectivity

The district connectivity model illustrates the geographical layout of the districts
through a one-mode network represented by M5 = {Vdistrict , Eborder } where
– Vdistrict is the set of districts within Baguio City,
– Eborder is the set of edges between Vdistrict vertices,

such that an edge (u, v) ∈ Eborder exists if the vertices u, v ∈ Vdistrict are geograph-
ically adjacent. Two distinct districts are considered connected if they share a bor-
der. Figure9 illustrates the district connectivity network that contains the different
barangays.

The information derived from the analysis about districts can supplement the
results of the four perspectives. It aims to provide a clearer understanding of incidence
distribution across districts and to possibly support previous inferences. A summary
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Fig. 9 District connectivity model on the actual location of twenty districts in the City of Baguio

on the coded districts located in Baguio City is given in Table8, where the case-per-
infected-month (CPIM) is the approximated number of cases during months when
each district is affected by dengue and is rounded down from cases per month.

Based on the district-connectivity model, Fig. 10 shows the locations with the
greatest one-mode degree. The values are 7 for district J and 6 for M , Q, R, and T
of which districts J , R, and T were found to be with the highest closeness values of
0.02941, 0.02857, and 0.02778 that are observed to be the centers, and with district
J having the highest betweenness of 40.472, which is seen to be the most accessible
from all other districts.

Degree results indicate that Districts M , N , O and P are the most frequently
affected by the disease with dengue activity spanning 89, 89, 81, and 92 months
(links) respectively. In addition, strength results show that Districts M and P as
well as N have had the most dengue incidents with 1111, 1040, and 892 cases in
that order. Based on the additional district summaries, Districts M , N , and P have
shown the greatest number of cases-per-month during months with dengue activity,
with usually 12, 10, and 11 patients respectively during infected-months. Therefore,
these three districts are shown to be the most dengue-active districts and during its
infected-months, the number of cases is high. This one-mode model is supplemented
with additional data summaries obtained from simple averaging and summations,
resulting to obtaining the number of infected-months, total incidence of dengue, and
CPIM of each district. From this, district J was found to be with the least dengue
incidents of only 93 cases and is the least affected with 42 months of dengue activity,
resulting to having the least CPIM of only 2 cases-per-month.



268 R. R. Oryan et al.

Table 8 District summaries

District Barangay Dengue
incidence

Infected-
months

Case/month CPIM

A 1–6 445 74 6.01351 6

B 7–11 374 67 5.58209 5

C 12–17 324 57 5.68421 5

D 18–24 329 65 5.06154 5

E 25–32 487 73 6.67123 6

F 33–39 428 71 6.02817 6

G 41–47 581 77 7.54546 7

H 48–55 610 78 7.82051 7

I 56–62 236 63 3.74603 3

J 63–67 93 42 2.21429 2

K 69–73 208 55 3.78182 3

L 74–79 525 69 7.60870 7

M 80–84 1111 89 12.48315 12

N 85–90 892 89 10.02247 10

O 91–97 697 81 8.60494 8

P 98–103 1040 92 11.30435 11

Q 104–109 451 71 6.35211 6

R 110–117 210 57 3.68421 3

S 118–123 362 69 5.24638 5

T 124–128 299 61 4.90164 4

(a) degree (b) closeness

(c) betweenness

Fig. 10 Computed measures for district connectivity model
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4 Conclusions and Recommendations

As demonstrated from the summarised data on the district connectivity model, infor-
mation such as the total infected-months, incidence, and CPIM can be obtained
through simpler procedures rather than networkmodeling andmeasuring. This infor-
mation is obtained from bimodal network models by first storing data in the model
and measuring, even requiring transformations (projection) to extract information
from the model using an appropriate measure.

However, two-mode networks provide a more flexible container for information.
Flexible, since it can be viewed from the two sets of nodes. From the discussion, our
barangay-month model has focused on the barangay set of data points. The same
model can be viewed using the month data points as we apply network measures
and projections upon the secondary set of nodes. Information that can be gained
from the two-mode network is only limited by the transformations applied upon it,
and thus different projections can produce different information when measured.
That is, through the barangay-month model, infected-months can be obtained from
two-mode degree, Newman strengths and First-variant strengths, and incidence from
weighted-Newman and Second-variant strengths.

Two-mode networks allow straightforward mapping between segregated data
points and its projection to one-mode collapses certain information such as the sum-
mation of weights into a unimodal link from individual bimodal links or the removal
of multiple links. One indicator on the loss of data is that the two-mode model, once
transformed, cannot be returned to its original state. That is, when projecting using
the different methods of weight transformations, co-occurent nodes and the links tied
to these node are combined, resulting to merging of data.

Among the binary, sum, Newman, and weighted-Newman methods, the Newman
and weighted-Newman carries over the most information (co-occurrence and neigh-
borhood connectivity), while in the proposed First-variant and Second-variant mod-
els, both provide a proportioned division between neighbors as it considers neighbor-
hood weights. From the age-barangay and age-district models, an age-group with
the highest weighted-Newman strength and second-variant strength measures show
similar age-group.

Different perspectives can translate to varied interpretation of results, that is,
certain results can be directly used for interpretation while some require further
external evaluations before a concrete conclusion can be made. To illustrate, the
weighted-Newman strength values of the barangay-month model and month-year
model result to the number of dengue cases per barangay for the barangay-month
and dengue cases per month for the month-year model. The barangay-month model
allows the use of the stated strength values as a dengue activity indicator for each
barangay.
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Spatio-Temporal Distribution of Dengue
Infections in Baguio City, Philippines

Louie Ville A. Balino, Kenneth S. Caasi, and Rizavel C. Addawe

Abstract This paper investigates the clustering of dengue fever in BaguioCity using
spatial analysis. The Moran’s index and Average Nearest Neighbor for the extent of
spatial autocorrelation are employed. The Local Moran’s I is utilized for the cluster
map which identifies hotspots of dengue occurrence. The map was constructed by
overlaying hotspots for the years 2014, 2016, and 2018. The months of April and
July are the representatives for each year.

Keywords Spatio-temporal analysis · Moran’s I · Average nearest neighbor

1 Introduction

Dengue is an infectious disease caused by dengue viruses transmitted by the Aedes
Aegypti and Aedes Albopictus [1]. This disease is considered to be a major health
threat in subtropical and tropical countries around the world, with a 30-fold increase
in incidence over the last 50 years. In 2012, the World Health Organization (WHO)
ranked dengue as the most important mosquito-borne viral disease in the world due
to the global burden it brings [2]. It also became the most widespread vector-borne
disease of humans in the second half of the twentieth century with estimates of about
forty (40) percent of the world’s population at risk [3, 4].

Philippines, a dengue-endemic country, recorded 138,000 cases of dengue fever
in the first three quarters of 2018, which represents a twenty-one percent (21%)
increase compared to the number of cases in the same period of 2017 as per the
Department of Health (DOH) [5]. Meanwhile, the Cordillera Administrative Region
(CAR) experienced a hundred percent increase in the incidences for the first ten
months last 2018 [6].

Baguio City, a highly urbanized city in CAR, documented a high number of
dengue occurrences. The recorded dengue fever cases sharply rose in the year 2016
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by five-folds, putting the city into an outbreak level [7]. Researcher from the Baguio
City Epidemiology and Surveillance Unit, reported one hundred forty-three (143)
dengue cases in Baguio City from January to May in 2018, an increase of almost
forty-six percent (45.92%) from ninety-eight (98) cases recorded during the same
period in the year 2017 [8].

These alarming numbers caught the attention of the Philippine government and
its different sectors. There are ongoing initiatives locally and nationally that aim to
increase dengue fever awareness. These include dengue prevention control programs
of DOH such as surveillance, case management, diagnosis, integrated vector man-
agement, outbreak response, health promotion, and research [9]. The DOH-CAR and
the Philippine Red Cross–Baguio City Chapter urge the residents to observe the 4S
strategy against dengue for the said prevention control [10].

Due to the demand to scrutinize the epidemiology of dengue fever, this study
intends to explore the spatial distribution of its extent and magnitude in Baguio City.
Epidemiologists commonly use the ratio of case numbers at a given time to a past
case to determine increase in case occurrences of diseases in the form of mean or
median [11]. However, since the incidence of dengue fever varies from one place to
another, the spatial and time components must also be taken into consideration [12].
Disease mapping is the first step in the spatial descriptive analysis [13]. Disease
maps provide an overview of the extent and magnitude of the public health problem.
The results of the general and specific clustering [14] of the disease may be of
importance to the health authorities. General clustering includes an analysis of the
overall clustering trend of disease incidence in the study region and is accompanied
by an evaluation of the global spatial autocorrelation in which the exact location of
clusters is not examined. On the other hand, specific clustering uses specific disease-
clustering methods to examine the exact location of the clusters.

There are researches conducted in several countries that utilized spatial analysis to
map the incidence of vector-borne diseases. A study in Indonesia [15] usedMoran’s I
statistics and Local Indicator of Spatial Association (LISA) (see the study of Anselin
in [18] for further description) to assess the global autocorrelation of dengue inci-
dence and to detect local spatial autocorrelation, respectively. The findings indicated
that dengue cases in Makassar, Indonesia were spatially random for all five years.
Moreover, results showed that the central location of dengue fever transmission was
Biringkanaya whereas Manggala, Makassar, and Tamalanrea were potentially sus-
ceptible to dengue fever infection. Currently, the National Capital Region (NCR)
is the only region in the Philippines that has been subjected to spatial distribution
analysis of dengue fever. Prior to the study, Moran’s I and Kulldorff’s spatial scan
(SaTScan) statistics were employed to identify clusters of dengue incidence. Analy-
ses identified significant dengue incidence clusters and revealed that NCR’s northern
cities, such as Caloocan, Malabon, Navotas, and Valenzuela, exhibited high spatial
autocorrelation [16]. These studies motivated the adaptation of spatial analysis to
analyze the distribution of dengue incidence in Baguio City.

The outcome of this research may provide insights for the health office in deter-
mining hotspots and also serve as a basis for which they can properly allocate
resources for the prevention of possible outbreaks and treatment of the dengue fever.
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Furthermore, it may be used in future studies and programs with regards to risk
factors and vector management of the respective disease.

2 Methodology

2.1 Area of Study

Baguio City is located at latitude 16◦24′59.99N and longitude 120◦35′59.99E and is
situated in the Province of Benguet. The area of the city is 57.49km2 enclosed in the
perimeter of 30.98km. The developed portion of the city corresponds to the plateau
that rises to an elevation of 1,400m.Most of it lies in the northern half of the city. The
city is landlocked within the province of Benguet, thus bounding it on all sides by its
different municipalities on the North by the capital town of La Trinidad, on the East
by Itogon, and to the South and West by Tuba. With City Hall as a reference point,
it extends 8.2km from East to West and 7.2km from North to South. Baguio City
has twenty (20) administrative districts and consists of 129 barangays in total [17].
Barangay is the smallest unit of the community.

2.2 Data Collection

The records of dengue cases were provided by the Baguio City Health Services
Office. Dengue incidence, expressed in the number of cases per month and per week,
were recorded over a nine-year period from 2010 to 2018 and sorted to each of the
129 barangays of the city. The data was also categorized according to age and sex
per barangay. Only cases with positive results who reside in Baguio City constitute
the subjects of the study. Population data for the years 2010 and 2015 were obtained
from the Philippine Statistics Authority (PSA).

2.3 Global and Local Index

There are two common global spatial autocorrelation indices, namely Moran’s I and
Geary’s C. Global Moran’s I statistics is the most frequently used global spatial
autocorrelation indicator which was first introduced by Patrick Moran in 1948 [20].
It examines whether a phenomenon is clustered or not. The interpretation of Moran’s
I is as follows: a value close to 0 indicates randomness, whereas a positive (negative)
value indicates positive (negative) autocorrelation. Its inference is based on a null
hypothesis of spatial randomness.
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The LISA by Anselin [18], is a localized form of the Moran’s index. It focuses on
the heterogeneity of spatial association of the clusters over the whole area of study.
It offers visualization by significance and cluster maps.

As given in Chen [19], if the spatial weight matrix W is symmetric with zero
diagonal and normalized in form, then we have

I = zTWz (1)

where z = (x − μ)/σ forμ as the mean incidence and σ the standard deviation. The
local Moran’s index at position i is defined as

Ii = diag(zzTW )i . (2)

The global and local index is related by the equation

I =
∑

i

Ii . (3)

2.4 Average Nearest Neighbor (ANN)

The ANN is a tool used in determining if the incidence is clustered or not. It is given
by the following:

ANN =
1
n

∑n
i=1 di
0.5√
n/A

= D0

DE
; (4)

zANN = D0 − DE

SE
(5)

where

SE = 0.26136√
n2/A

. (6)

Here, di is the distance of the object i to its nearest neighbor, A as the total area of
study and n is the number of objects. The extent of clustering is described as: 0 for
clustered, 1 as random and 2.15 for uniformly distributed. The z-score is given above
by zANN . The z-score of ANN is interpreted as follows: if zANN is greater than 1.96,
then this indicates that the data points is distributed while if zANN is less than−1.96,
there is a clustering of the data points. The 1.96 value is based on a 95% confidence
level.
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Fig. 1 Annual dengue cases a from 2010–2018 according to sex and, b according to age group
for 2013, 2015 and 2016.

Fig. 2 Geographic maps for dengue incidence rates: a 2014, b 2016, and c 2018.

3 Results and Discussion

3.1 Descriptive Analysis

A total of 10,068 dengue cases were reported in Baguio City from January 2010 to
December 2018. Majority of the cases (54.66%) were male as in Fig. 1(a) and most
of it belonged to the age groups either 15–19 or 20–24 given in Fig. 1(b). The highest
number of dengue cases recorded was in the year 2016 followed by years 2013 and
2015 whereas 2014 recorded the lowest. In the year 2016, an outbreak was declared
in the city. In general, the actual trend in the number of dengue cases fluctuates.

As mentioned earlier, the lowest and highest number of dengue incidences were
recorded in 2014 and 2016, respectively. These lead to the construction of geograph-
ical maps in these years, with 2018 added, as shown in Fig. 2. In the year 2014, the
business areas such as Session Road and Rizal Monument had the highest rate of
dengue incidence with 0.75 to 1% of their respective population and is followed by
a mountainous area (Ambiong) with incidence rate ranging from 0.5 to 0.75%. The
dengue incidence rate in Session Road and Rizal Monument area declined in the
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Fig. 3 a Decomposed data, and b monthly average data from 2010 to 2018.

year 2016. However, the majority of their neighbouring areas had a drastic increase
in dengue incidence. Based on Fig. 2, there were more areas with 0.5% and above
dengue incidence rate than those with 0.5% and below. The incidence rates decreased
to as low as 0 to 0.25% in some locations in the year 2018. On the other hand, the
number of cases in some other business areas such as Legarda-Burnham-Kisad and
Kayang-Hilltop either had increased or retained high dengue incidences with at least
1% of their respective population.

3.2 Temporal-Spatial Analysis

As seen from Fig. 3, seasonality of the monthly number of dengue cases is detected
by decomposing the time series into three components. The decomposed monthly
series was obtained using the decomp() function in R. Note that Fig. 3 shows that the
dengue incidence reaches peak values in April and July for the given study period.
These months will be used as representatives of each year for the results of ANN
and Global Moran’s index.

Baguio City has 129 barangays, so the size of the contiguity matrix is 129 by 129.
Here, we adopt the rook’s case in which two places are considered as neighbors if
they share a common borderline. Barangay Happy Hollow, located near the outskirts
of Baguio City, has the greatest number of neighbors. On another note, Kias, Mines
View Park, and Alfonso Tabora have the least number of neighbors. The values of
Global Moran’s I and its corresponding z-score computed for a row-standardized
spatial weight matrix based on first-order contiguity are given in Table1.
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Table 1 Global Moran’s I for the month of April and July.
April 2010 2011 2012 2013 2014 2015 2016 2017 2018

Moran’s I
(z-score)

−0.0461
−0.7073

−0.0538
1.1387

−0.0223
−0.2680

0.0637
1.3190

0.1300
2.5451

−0.0232
−0.2851

−0.0228
−0.2783

0.1144
2.2571

−0.0185
−0.1980

July 2010 2011 2012 2013 2014 2015 2016 2017 2018

Moran’s I
(z-score)

0.0539
1.1392

0.0084
0.3008

0.0228
0.5663

0.0390
0.8639

0.0012
0.1673

−0.0242
−0.3022

−0.0402
−0.5979

−0.0126
−0.0887

−0.0137
−0.1094

In this study, areas with positive and significant Local Moran’s index with z-score
greater than 1.96 were considered as hotspots. There is a spatial pattern (clustering
of hotspots) in the study area based on the computed z-scores of Moran’s index in
April 2015 and April 2017. There are also several years where there is a spatial
autocorrelation but not statistically significant.

We utilized ANN to consider the distance analysis of dengue incidence in Baguio
City. The ANN ratio and z-score are given as shown in Table2 below. Results show
thatmost of the incidence are dispersed for July. Thus, there is less than 5% likelihood
that this dispersed pattern could be the result of random chance. On the other hand,
the years 2011, 2012, and 2014 shows spatial clustering for the month of April. One
observes that the result of ANN and Moran’s I coincide for April 2014 though the
ANN ratio is not statistically significant since its z-score is not less than −1.96. The
difference in the result is possibly due to the use of neighbourhood with rook’s case
for Moran’s I and average distance for ANN.

We note here that autocorrelation index is sensitive to the type of neighborhood
matrix [21]. This means there is a possibility that other neighbourhood matrix may
provide a result that coincides with ANN.

Moreover, the ANN describes the distribution of dengue cases while the Moran’s
index checks the autocorrelation between spatial location and an attribute value
of points. For Moran’s I, barangays are point particles. The ANN uses location
representation (longitude and latitude chosen from PhilAtlas) and then computes the
distance from one point (barangay) to another.

An example of difference in the result is found in [22] where the ANN resulted
in a dispersed pattern while the Moran’s I claimed a clustered pattern of dengue
outbreak distribution in Selangor, Malaysia. This also occured in a study of spread
of Mountain Pine Bettle infestation [23] and spatial distribution of lakes [24].

Table 2 Average Nearest Neighbor for April and July.
April 2010 2011 2012 2013 2014 2015 2016 2017 2018

ANN
(z-score)

1.3749
1.8979

0.8013
−1.0055

0.8492
−0.5768

1.0888
0.7408

0.7635
−1.279

0.9997
−0.001

1.0582
0.6872

1.0917
0.3510

1.0632
0.3825

July 2010 2011 2012 2013 2014 2015 2016 2017 2018

ANN
(z-score)

1.2072
3.2702

0.9672
−0.3813

1.1683
2.6756

1.1224
2.2339

1.0626
0.6341

1.1366
2.0586

1.2041
4.0956

1.1231
1.6662

1.2090
2.6220
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Table 3 Number of
barangays per category.

Label Count

(0, 0, 0) 77

(1, 0, 0) 11

(0, 1, 0) 17

(0, 0, 1) 15

(1, 0, 1) 1

(1, 1, 0) 4

(0, 1, 1) 5

Fig. 4 Cluster map (2014,
2016, 2018)

Wewill now deal with location assessment to provide a more informative analysis
of dengue cases [18]. For the same reason in considering the years 2014, 2016, and
2018 in constructing the maps in Fig. 2, another map of Baguio City was constructed
as shown in Fig. 4. It was made by overlaying the temporal hotspots in 2014, 2016,
and 2018, respectively. In this study, areaswith positive and significant LocalMoran’s
index, that is with z-score greater than 1.96, were considered as hotspots. Similar
to Hu et al. [25], the following findings may provide an efficient way of dengue
supervision.

If the barangay is a hotspot in the given year, then we denote it as 1, otherwise 0.
Observe that groups for the classification of hotspots were categorized into seven. By
overlapping hotspots for those three years, the area of the study may be categorized
into eight. However, since no barangay was classified as a hotspot for three years, the
“1, 1, 1” category was omitted. The number of locations that fall under each category
is stipulated in Table3. The label “0, 0, 0” indicates that the barangay has never been
a hotspot for the three years. BaguioGeneral Hospital compound is the only barangay
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labelled as “1, 0, 1”. Campo Filipino, Aurora Hill Proper, Aurora Hill North Central,
and Happy Homes-Lucban fall under the “1, 1, 0” category. On the other hand, the
five barangays under “0, 1, 1” category include Legarda-Burnham-Kisad, Poliwes,
MRR-Queen of Peace, Andres Bonifacio (Lower Bokawkan), and Modern Site-
West. These barangays possess one or more of the following characteristics: densely
populated, tourist spot, central business area, nearby schools, universities, andmarket
place. As mentioned in [15], hotspots can possibly cause neighbouring areas to be
prone to higher dengue cases.

4 Conclusion

The spatial clustering test was done using Moran’s index and ANN. The represen-
tation of year by month was due to the seasonality of dengue. Though there were
similarities of results from the two tests, there are more differences that were due to
how each method uses neighbourhoods. It is evident that ten barangays are hotspot
for two years.

The local government should consider monitoring neighbouring barangays of
hotspots, especially to those determined majority of cases. This study can help pre-
vent or contain possible outbreaks shortly. For an insight in forecasting monthly
dengue cases in each barangay in Baguio City, the ARIMA forecasting model can
be considered for future research.

Acknowledgement The authors gratefully acknowledge the Baguio City Epidemiology and
Surveillance Unit and Dr. Donnabel Tubera-Panes for the raw data of dengue incidence.
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Spatio-Temporal Analysis of Measles
Cases in Baguio City, Philippines from
2010–2018

Rizavel Addawe, Gervy Marie Angeles, and Maricar Balolong

Abstract We study the spatio-temporal autocorrelation of the reported measles
cases in Baguio City, Philippines from 2010–2018 by utilizing Moran’s I statis-
tic. Using cluster analysis, we construct a disease map by overlaying hot spots for
the years 2010, 2014, and 2018. We reject the null hypothesis of spatial randomness
based on clustering of the identified hot spots. The number of measles cases in the
city is therefore represented by a positive spatial autocorrelation. We also assess the
fit of a time-series Susceptible-Infected-Recovered (TSIR) model in R in the tsiR
package for the analysis of infectious disease time-series data.

Keywords Spatio-temporal analysis · Spatial autocorrelation · Measles · Moran’s
index · TSIR model

1 Introduction

Amajor public health concern in recent years is an acute viral infection calledmeasles
[1]. Measles is a highly contagious disease caused by a virus that replicates in the
nose and throat of an infected individual. The virus is transmitted by direct contact
with infectious droplets or by airborne spread. Despite worldwide efforts toward
measles eradication, the provisional data [2] from the World Health Organization
(WHO) reported outbreak declarations from multiple countries of all WHO regions.
Among the countries with the largest measles outbreaks is the Philippines [2, 3].
In 2014, a total of 58,010 measles cases was reported in [4], which is nine times
higher compared to the reported cases in 2013. Poor implementation of strategies
against the spread of disease was pinpointed as a cause of measles reemergence [5].
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More recently, measles cases rose by about 550% above the normal average from
2017 to 2018 [6].

In this work, we examine the spatial and temporal autocorrelation of reported
measles cases from 2010 to 2018 in Baguio City, a mountainous area in Northern
Luzon, Philippines. The number of cases is grouped according to barangays, the
smallest administrative divisions in the Philippines. In particular, Baguio City is
composed of 129 barangays. Because the city features a cool climate relative to
lowland areas, travelers fromdifferent regions go back and forth to the city throughout
the year. However, most attractions are clustered in a relatively small area, causing
predominance of the transmission of viral infections. As a consequence, the city
becomes vulnerable to disease outbreaks (see e.g. measles outbreak [7]). Despite the
alarming situation, the authors were not able to find research works about measles
in the city (with the exception of the epidemiology of measles cases during 2010–
2012 [8]) dealing with localized spatio-temporal patterns of cases. For this reason,
the authors hope that the results of this study would help the local government in
providing scientific information to control and prevent measles outbreaks, and in
general, to provide disease surveillance.

The spatio-temporal analysis of measles cases is carried out using Moran’s I
statistic [9, 10]. We compute the global Moran’s I for each year to obtain a gen-
eral assessment of the spatio-temporal patterns of cases. A further investigation
requires localizing the statistic at the barangay level. This is achieved by utilizing
local Moran’s I . Statistically significant values are identified and interpreted, and are
then used to assemble a disease map by overlaying 2010, 2014, and 2018 hot spots.
Based on clustering of cases, we reject the null hypothesis of spatial independence
and randomness of measles cases among barangays.

We also present a dynamical systems approach in modeling an infectious dis-
ease using time series analysis. First described in [11], the time-series Susceptible-
Infected-Recovered (TSIR) model is a discrete time analogue of the Susceptible-
Infected-Recovered (SIR) type epidemicmodels. It reconstructs the susceptible com-
partment to allow fitting of time-series data. We use a simple discrete-time model
for the susceptibles in the context of measles [11, 12]. Several analysis of the TSIR
model with measles as a case study are available in the literature (see e.g. [13–16]).
In the present study, we only attempt to fit the TSIR model (1) in tsiR,1 an open-
source software package in the R programming language. This allows us to infer
parameters, such as epidemic saturation, from the cases data.

This paper is organized as follows: In the next section, we study the spatial and
temporal autocorrelation of measles cases in Baguio City. In Sect. 3, we present a
TSIR model and its fit in the tsiR package. We summarize the results and give
recommendations for future work in Sect. 4.

1Codes are publicly available on GitHub (www.github.com/adbecker/tsiR).

www.github.com/adbecker/tsiR
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2 Spatio-Temporal Analysis Using Moran’s I

2.1 Data and Demographics

The number of reported measles cases is obtained from Baguio City Health Services
Office (HSO). We plot the measles cases for each year from 2010 to 2018 according
to age groups (see Fig. 1), and according to sex (see Fig. 2). A significant peak of
measles cases is observed in 2014, dominated by age groups 1–4 and 15–19, both
of which are mostly males. These demographics are consistent with the report of the
2013 measles outbreak [7] in the Cordillera region, a group of provinces surrounding
Baguio City. As pointed out in [5], the resurgence of measles in 2013–2014 reflects
the decrease in coverage of measles elimination strategies.

2.2 Testing Global Autocorrelation

In Global Moran’s I statistic, the null hypothesis states that measles cases in Baguio
City are spatially independent and are randomly distributed among barangays. We
compute for Global Moran’s I using the formula [9, 10]:

I = n
∑n

i=1

∑n
j=1 wi j

∑n
i=1

∑n
j=1 wi j (xi − x)(x j − x)
∑n

i=1(xi − x)2
,

Fig. 1 Measles cases from years 2010 to 2018 according to age groups
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Fig. 2 Measles cases from years 2010 to 2018 according to sex

where xi , x j represent the number of cases in a particular barangay i , j , respectively.
The sample size n = 129 since the city is composed of 129 barangays. The mean of
the variables xi for i = 1, . . . , n is denoted by x . For determining the relationship
between locations i and j , we use rook weights wi j defined as

wi j =
{
1 if locations i and j share a boundary,

0 otherwise.

Values of I range between −1 and +1. Values near +1 indicate clustering, while
values near −1 indicate dispersion. If I = 0, then the pattern is random, mean-
ing no spatial autocorrelation exists. To test whether the Global Moran’s I is sig-
nificantly different from random, we compute its z-score through the equation
z = (I − E(I ))/(

√
var(I )), where E(I ) is the expected value of I with variance

var(I ) = E(I 2) − E(I )2.
In Table1, we provide a summary of the computed Global Moran’s I , its cor-

responding z-value, and p-value based on a 5% level of significance. We pick two
representative months for each year. In particular, March and February are chosen
because they have the highest and second highest, respectively, number of cases in
each year. Observe that none of the values in March returned a statistically signif-
icant Moran’s I . On the other hand, we notice a positive spatial autocorrelation in
February 2014. Existence of clusters in 2014 is therefore inferred.
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Table 1 Global Moran’s I of log rate of measles incidence (March and February)

Year Global Moran’s I
(March)

z-score p-value Global Moran’s I
(February)

z-score p-value

2010 −0.010215 2.016254 0.538769 0.004878 1.016254 0.303597

2011 −0.053890 14.016254 0.969020 −0.028014 13.016254 0.793418

2012 −0.003597 26.016254 0.432196 0.002697 25.016254 0.335146

2013 −0.012421 38.016254 0.574041 0 37.016254 0.375819

2014 0.026302 50.016254 0.083495 0.079666 49.016254 0.000197

2015 −0.021461 62.016254 0.709835 −0.016016 61.016254 0.630173

2016 0 74.016254 0.375819 0 73.0162542 0.375819

2017 −0.016380 86.016254 0.635723 −0.026854 85.016254 0.779747

2018 −0.007411 98.016254 0.493516 −0.009738 97.016254 0.531092

2.3 Disease Map of the City

While Global Moran’s I gives an overall assessment of the spatial pattern of measles
cases, we would like to further examine which barangays are similar to or differ-
ent from other barangays in their neighborhood. This is done by employing Local
Moran’s Ii , or Local Indicator Spatial Association (LISA) [9]. In contrast to Global
Moran’s I , each location i receives its own Ii value, as well as its own z-value,
expected value of Ii , and variance of Ii . Local Moran’s Ii is computed using

Ii = (xi − x)
n∑

j=1

wi j (x j − x), for each location i.

A positive value of Ii indicates that barangay i is spatially clustered with barangays
of similar high or low measles cases. A negative value means that a barangay is
surrounded by neighboring barangays with different values. To test the significance
of Ii , we calculate its z-score according to the equation zi = (Ii − x)/(σ (Ii )), where
σ(Ii ) is the standard deviation of Ii .

A hot spot is defined as a barangaywith positive and statistically significant (based
on a 5% level of confidence) localMoran’s Ii .We construct a diseasemap (see Fig. 3)
of the city by overlaying hot spots of measles cases in 2010, 2014, and 2018. We
label each barangay according to eight categories: If a barangay is a hot spot for a
particular year, then we label it with 1, otherwise, 0. Hence, we assign “1,1,1” to
a barangay if it is a hot spot for the years 2010, 2014 and 2018. If a barangay is a
hot spot for the years 2010 and 2014 but not in 2018, we label it as “1,1,0”. Thus
“0,0,0” means that the barangay is not a hot spot for each of the three years. The
number of barangays per label is listed in Table2. It is worth noting that the barangays
labeled “1,1,1” are Lower Magsaysay and Teodora Alonzo. Each of these barangays
possesses one or more of the following: populous area, high population density, and
proximity to schools and market places.
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Table 2 Number of barangays per label

Label Count

0,0,0 39

1,0,0 6

0,1,0 49

0,0,1 10

1,0,1 2

1,1,0 10

0,1,1 11

1,1,1 2

Fig. 3 Disease map for
2010, 2014, 2018

3 Fitting a TSIR Model in the tsiR Package

We reconstruct the susceptible compartment of the SIR models by employing a
simple discrete-time model [11, 12]. In particular, the probability that a susceptible
individual S at time t will become infected at time t + 1 is given by

{
St+1 = Bt+1 − St − It+1,

E[It+1] = βt+1St I α
t ,

(1)

where we assume that infected individuals I are infectious for a unit time before
being removed from the dynamics. Here, B denotes number of births, and E[·]means
expected value. The parameter α describes epidemic saturation, and a correction for
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shifting from continuous to discrete time [14, 17]. On the other hand, βt+1 is the
contact rate between susceptible and infected individuals at time t + 1.

3.1 tsiR Implementation

A data frame with time, cases, births, and pop (population size) columns is con-
structed from gathered data. Since the number of births and the population size are
on different time scales compared to the reported cases, we interpolate the data to
the proper infectious period timescale. At each point in time, the column births is the
number of births that occur within the infectious period (IP) in weeks. Typically, IP =
2 for measles, however, in this work we use IP = 4. We justify this choice by the fact
that Baguio City is relatively small compared to the region(s) considered in [12], so
the number of cases is also relatively low. The main function of the tsiR package is
runtsir. It reconstructs the susceptible dynamics, estimates parameters, and runs
forward simulation under the fitted parameters. A comprehensive description of the
function and its arguments can be found in [12].

The output generated by the following code is plotted in Fig. 4. The file baguio.
csv is created using the Baguio shape file available at the website http://philgis.org/
city-and-capital-page/baguio-city.

Forward simulation (with number of simulations nsim = 100) yields the computed
mean value β = 0.0012 for the contact rate, which is typical. On the other hand, we
obtain α = 0.39, which is significantly different from the commonly used value α =
0.97. In Fig. 4, measles cases (blue) are plotted against the TSIR simulations (brown).
Observe that the random stochastic simulations (brown) are mostly below the data
(blue). We speculate that the under-reporting of cases, ubiquitous in developing
regions, is the main proponent of this issue. Moreover, in the numerical experiments
we conducted, the reporting rate falls below 1% even when we decrease sigmamax,
the inverse kernel width for Gaussian regression.

http://philgis.org/city-and-capital-page/baguio-city
http://philgis.org/city-and-capital-page/baguio-city
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Fig. 4 Data (blue) against 10 randomly chosen stochastic simulations (brown) and the (inverse)
data against mean of the simulations with confidence intervals

4 Conclusions and Recommendations

In this work, we examined the spatial and temporal autocorrelation of measles cases
in Baguio City in 2010–2018. Clustering of measles cases was observed in February
2014. Therefore, we reject the null hypothesis of spatial randomness. The number
of measles cases is distributed nonrandomly, suggestive of a positive spatial auto-
correlation. We further studied the spatio-temporal dynamics of measles cases in
the city by considering its smallest administrative units, called barangays, as spatial
locations. The results revealed that two barangays, namely, Lower Magsaysay and
Teodora Alonzo, are hot spots of measles cases in 2010, 2014, and 2018. Further-
more, we fitted a TSIR model, a synthesis of time-series data and continuous-time
infectious disease models, in the R package tsiR. The obtained simulations were
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considerably different from the data. We conjecture that this is due to a rather high
under-reporting of measles cases in the city.

The results we obtained are only applicable at the barangay level. This means
that they are subject to aggregation bias, so we emphasize that we do not con-
clude anything about individual-level behavior. We therefore propose to consider the
socio-economic, environmental, and other factors associated with the identified hot
spots in this study. On the other hand, the TSIR model we employed makes sev-
eral assumptions that may not be realistic, e.g. fixed infectious period, and a linear
relationship between cumulative cases and births. We propose to utilize other TSIR
models reviewed in [16, Section23.4.2]. We also point out that under-reporting can
be incorporated to system (1) (see e.g. [11] [16, Section22]), which may lead to a
better model fit.
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Spatiotemporal Analysis of Typhoid
Cases in Baguio City, Philippines

Nheil Ignacio, Roberto Liwag, and Rizavel Addawe

Abstract We explore the surveillance data of typhoid fever from 2010 to 2018 in
Baguio City, Philippines. The time series model exhibits the behavior of the monthly
incidence rates in the 129 barangays. Frequency counts according to sex and age
groups were fitted to Poisson processes. Spatial autocorrelation using global and
local Moran’s index was employed to identify clusters of the disease among the
barangays. Moreover, the associations of typhoid fever with environmental factors
such as precipitate, humidity, and temperature were verified.

Keywords Spatiotemporal · Typhoid fever · SARIMA

1 Introduction

Typhoid fever is a systemic disease caused by the gram-negative Salmonella enterica
serovar Typhi (S. Typhi), known as enteric fevers, together with Salmonella enterica
serovars Paratyphi (S. Paratyphi) A, B, and C. While S. Paratypi C has been reported
to infect a variety of animals, S. Typhi and S. Paratyphi A and B infections are limited
to humans and they are transmitted, via the fecal-oral route, through ingestion of
contaminated water or food, or person-to-person contact [1]. There are more than
10.9 million cases worldwide occurring in the year 2017 alone which resulted in
more than 116,800 deaths [2].

Aunifiedprevention approach involving vaccines, improvements inwater and san-
itation infrastructure, proper hygiene, improved diagnostics, and appropriate antibi-
otics makes typhoid fever preventable [3]. Social inequity is evident in the control
of this disease. On one hand, high-income countries have lesser incidence due to
increased access to safe water and food, better sanitation and hygiene, improved
surveillance and diagnostics, and access to required antibiotics making typhoid fever
a disease of the past [4, 5]. On the other hand, this disease is still endemic in low- and
middle-income countries due to poor housing, poor sanitation, and personal hygiene,
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contaminated water and food, and limited treatment options hence this disease is
essentially a disease of the poor [5–7].

Saharan Africa tops the list with 7.2 million cases expected followed by South
Asia with 3.6 million cases, North Africa and the Middle East with 2.6 million,
and Southeast Asia (including East Asia, and Oceania) with 2.21 million cases [8].
Although the number of cases is seen to decrease through the years, the emergence of
multi-drug resistance typhoid and its spread to other regions, because of increasing
international travel, is becoming a serious concern in the fight against the disease [7,
9, 10].

The Philippines is one of the countries where typhoid fever is endemic in big cities
and their surroundings and even outside these major urban centers. Moreover, multi-
drug resistant S. Typhi strains have been detected which aggravates the burden of the
disease [11, 12]. This disease has moved up in the ranking of causes of premature
deaths in the country from the year 1990 to 2010 [13].

Based on a report of the City Government of Baguio’s official website, in the year
2018, there are no typhoid-related deaths compared to other years. However, there
are a total of 15% increase of typhoid cases in the Cordillera Administrative Region
(CAR) [14]. The office of the regional epidemiology and surveillance unit (RESU)
is active in monitoring the number of patients having symptoms of typhoid and in
identifying the clustering of typhoid fever cases region-wide. In this research, we
will describe the spatial clusters of the disease based on historical data. Furthermore,
the results are of particular importance to continuous surveillance and the reduction
of typhoid incidence.

2 Materials and Method

2.1 Study Area

Baguio City, Benguet is part of CAR in the Philippines. It is composed of 129
barangays—smallest political unit in the Philippines—which is the basis for the
demographics and geographic distribution of this study.With a total land area of 57.5
square kilometers and according to the Philippine StatisticsAuthority (PSA), the total
census of population is roughly 345,366 in the year 2015 [15]. The city is known as
the Summer Capital of the Philippines because of its annual low temperature. Based
on Philippine Atmospheric, Geophysical and Astronomical Services Administration
(PAGASA), from the year 2010 to 2018, the average temperature is 19 ◦C per year,
with lowest recorded at 7.3 ◦Candhighest recorded at 30 ◦C. In addition, precipitation
or the amount of rainfall per year ranges from 2,860 mm to 5,490 mm [16].
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2.2 Collection and Management

The data used in this study was requested from the Baguio City - Health Service
Office (HSO) which collects and maintains surveillance data of infectious diseases
in the area. For privacy considerations, the personal identifiers for the patients were
deleted. The data was categorized according to the following: year, morbidity week
and month, age, sex, and barangay. It comprises of patients who were diagnosed of
typhoid fever through blood culture, TUBEX, Typhi DOT, and Widal tests by their
attending physicians. Only patients with positive results who reside in Baguio City
constitute the sample of the study within the year 2010 to 2018.

The record of the city’s population in May 2010 and April 2015 were taken from
the census data of the PSA. Exponential growth model were used to estimate the
population for each month from 2010 to 2018. That is

A(t, j) = A(0, j)ktj , (1)

where A(t, j) is the population at month t and barangay j . Let t = 5 denotes May
2010 and t = 64 denotes April 2015. Since the initial data given is A(5, j), we can
manipulate the growth model as follows

A(t, j) = A(0, j)ktj = A(0, j)k5j · kt−5
j = A(5, j)kt−5

j . (2)

The next census of population declares the population at time t = 64, we can solve
for k j . That is,

k j = exp

[
ln A(64, j) − ln A(5, j)

64 − 5

]
. (3)

This was done to prevent negative population estimates.

2.3 Descriptive Analysis

A Baguio City shapefile map was obtained online from PhilGIS.org from which
the city map is generated [17]. The number of typhoid cases were analyzed per
geographic distribution by the total number of cases from the year 2010 to 2018.
The monthly incidence rates per 1000 individual from each barangay, I R(t, j) is
computed by

I R(t, j) = C(t, j)

A(t, j)
× 1000, (4)

where C(t, j) is the number of cases at month t and barangay j .
The cases were classified by age group based on the Philippines’ Department of

Health (DOH) reports on typhoid cases [25]. In addition, the ratio of the number of
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male to number of female who acquired the disease is also computed and analyzed.
From themonthly incidence data, the average monthly rate was computed which was
used to create a Poisson distributionmodel that describes the probability of acquiring
the disease.

2.4 Spatial Autocorrelation

Typhoid cases autocorrelationwere computed using globalMoran’s Index for Baguio
City using the approach in [18]. Suppose there are n barangays in the city. Let t
be fixed, xt := [xt j ] is a column vector with entries xt j := I R(t, j) for barangay
j = 1, 2, . . . , n, zt := [zt j ] is the standardized vector of xt and W := [wi j ] is the
unitary spatial weights adjacency matrix. Then the global Moran’s Index at month t
is given by

I (t) = zTt W zt . (5)

The neighboring of the adjacency matrix is based on queen contiguity where in the
two barangays are neighbors if and only if they shared at least one point. This was
used to determine if there were clustering of high (low) typhoid fever incidences
during the study period, years 2010 to 2018.

Meanwhile, local Moran’s Index or the local indicator of spatial autocorrelation
(LISA)was used to compute for the autocorrelation for each barangay in Baguio City
and its neighboring barangays. Using the new approach, the local Moran’s Index of
barangay b at month t , Ib(t), is given by

Ib(t) = (zt z
T
t W )bb, (6)

that is the bth row and bth column of the square matrix

zt z
T
t W =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

zt1

n∑
j=1

w1 j zt j zt1

n∑
j=1

w2 j zt j . . . zt1

n∑
j=1

wnj zt j

zt2

n∑
j=1

w1 j zt j zt2

n∑
j=1

w2 j zt j . . . zt2

n∑
j=1

wnj zt j

...
...

. . .
...

ztn

n∑
j=1

w1 j zt j ztn

n∑
j=1

w2 j zt j . . . ztn

n∑
j=1

wnj zt j

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The local Moran’s Index was used to identify which barangays are of significant
incidence rate and where the clusters are. The statistical significance of Moran’s
index is measured based on p-value less than 0.05.
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2.5 Time-Series Analysis

TheunivariateBox-Jenkins autoregressive integratedmoving average (UBJ-ARIMA)
[19] modeling method which served as a tool for the formulation of appropriate
models only applies to stationary series, a series with constant mean, variance, and
autocorrelation function (ACF) over time. The Augmented Dickey-Fuller (ADF) test
is a useful test for verifying the stationarity of the data. In this test, a stationary series
must give a p-value of less than 0.05. Otherwise, differencing or (and) logarithmic
transformation of the data may be necessary. ARIMA modeling consists of three
essential steps: identification, estimation, and diagnostic checking.

In the model identification and estimation, the estimated ACF and partial auto-
correlation functions (PACF) are used as guides in choosing one or more seasonal
or nonseasonal models that best fit the stationary series. The ARIMA (p, d, q) com-
prises of three parameters: (p) for the autoregressive (AR), (d) for the number of
differencing induced, and (q) for the moving average (MA). When the series has
temporal dependence, additional parameters are included to account for seasonal-
ity. The multiplicative seasonal ARIMA (p, d, q)(P, D, Q)s model has additional
parameters: P for the seasonal AR, D for the seasonal differencing, and Q for the
seasonal MA. Using the backward shift notational device Byt = yt−1 when working
with time series lags, the equation is given by

Φ(Bs)φ(B)(1 − B)d(1 − Bs)DYt = �(Bs)θ(B)εt (7)

whereΦ(Bs) is the seasonal AR operator, φ(B) is the regular AR operator, (1 − B)d

is the regular difference operator, (1 − Bs)D is the seasonal difference operator, Yt is
the data series,�(Bs) is the seasonal MA operator, θ(B) is the regular MA operator,
and εt is the series of white noise.

The seasonal part of the model consists of terms that are similar to the non-
seasonal components of the model, but involve backshift of the seasonal period. An
ARI MA(1, 1, 1)(1, 1, 1)12 model (without a constant) for example is for monthly
data (s = 12) and can be written as

(1 − Φ1B
12)(1 − φ1B)(1 − B)(1 − B12)Yt = (1 + �1B

12)(1 + θ1B)εt . (8)

With a total number of observations T , the first T/4 lags are examined for signifi-
cantly large ACF of the resulting residuals. To test the adequacy of the model, the
root mean square error (RMSE) and the mean absolute square error (MASE) were
computed. In addition, to measure the relative quality of the models, the Akaike
Information Criterion (AIC) and the Bayesian Information Criterion (BIC) were
used. The AIC measures the amount of information lost when a particular model is
used to predict future values of a given data set, while the BIC ensures that the model
adheres to the principle of parsimony. The model with relatively smaller AIC and
BIC must also satisfy the conditions of stationarity and invertibility of its AR and
MA coefficients, respectively.
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The forecasting ability of the tentative model is verified by testing if the auto-
correlations of its residuals are statistically independent of each other. Using the
Ljung-Box test, a model with statistically uncorrelated residuals must output a
p-value of greater than 0.05. Also, a normality test of these residuals is needed.
For further evaluation of the model, the predicted and actual values are compared
[23, 24].

3 Results

3.1 Demographic Characteristics

From the data gathered from the Baguio City-HSO, there were 4,499 suspected
typhoid cases from the year 2010 to 2018. Upon filtering the data, there were only
2,240 patients positive to have typhoid fever from Baguio City. Susceptibility to
gender was almost equal having 1,117 males and 1,123 females as shown in Fig. 1.
Children aged five to fourteen (5 to 14) have the highest number of cases, 630
individuals. Moreover, children of age four are most vulnerable to the disease since
it recorded the highest incidence having a total of 105 cases.

Three big barangays recorded more than 100 cases from the year 2010 to 2018.
These barangays are Irisan having 169, Loakan Proper having 125, and Camp 7
with 110. The year 2015 has the highest recorded number of cases (374 infected
individuals), with the highest recorded in August with 105 infected individuals.

As shown in Fig. 2, the monthly average number of cases is about twenty-one
(21), the highest number of cases was recorded in August with about thirty (30).
There are roughly about sixteen (16) cases every April and December. Moreover,

Fig. 1 Total incidence (2010–2018) of typhoid fever according to sex and age group
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Fig. 2 Monthly counts of typhoid fever from 2010 to 2018

the daily average incidence per 1000 individuals is approximately 0.682. Using the
Poisson distribution shown in Fig. 3(a), the probability of having n number of cases
daily is given by

P(N = n) = e−λ λn

n! , (9)

where λ is the daily average case which in this case 0.682 as shown in Fig. 3(b). For
example, the probability of 4 typhoid cases to occur within a day is

P(N = 4) = e−λ λ4

4! ≈ 0.35%. (10)

Fig. 3 (a) Poisson Distribution, and (b) Poisson Process with λ = 0.682
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Using the Poisson process, with the same λ, the probability of waiting less than
or equal to d days for a typhoid case to occur is given by

P(D ≤ d) = 1 − e−0.682d . (11)

For example, the probability of a typhoid case to occur within two days is

P(D ≤ 2) = 1 − e−λ·2 ≈ 74.44%. (12)

3.2 Spatial Autocorrelation

Based on the global Moran’s Index, there are 39months with positive I (t). Using
normalization and randomization approaches to compute for z-score and p-value
[20], 23 values are significant with p < 0.05. These positive Moran’s Index values
are shown in Table1. The months t where I (t) > 0 with p < 0.01 arranged from
lowest p-value to highest p-value were t = 11, 81, 45, 61, 84, 70, 104.

Now, we define the hotspot as the barangay with statistically significant I j (t)
with high incidence rate. That means, for a fixed month t , if the p-value of the z-
score of I j (t) is of threshold say p < 0.05, then barangay j has significant typhoid
cases. Moreover, if barangay j, j = 1, 2, . . . , 129, has high incidence rate, then j
is a hotspot. Combining the significance of global Moran’s Index and local Moran’s
Index,we can identify thehigh-high clusters. That is, for a fixedmonth t , if I (t) is pos-
itive and significant, then there exist neighbor barangays j �= k , j, k = 1, 2, . . . 129

Table 1 Values of Moran’s Index in a particular year and month t where ∗∗ and ∗ indicate p-values
< .01 and < 0.05, respectively

Date t Moran’s I (t) Date t Moran’s I (t)

2010 November 11 0.2357∗∗ 2014 August 56 0.0533∗

2011 August 20 0.0395∗ 2015 January 61 0.1119∗

2011 December 24 0.0582∗∗ 2015 April 64 0.0635∗

2012 December 36 0.0406∗ 2015 June 66 0.0648∗

2013 May 41 0.0469∗∗ 2015 October 70 0.0847∗

2013 September 45 0.1133∗∗ 2016 February 74 0.0536∗

2013 October 46 0.0649∗∗ 2016 July 79 0.0494∗

2013 November 47 0.0309∗ 2016 September 81 0.1507∗

2013 December 48 0.0526∗∗ 2016 December 84 0.1061∗

2014 April 52 0.0393∗ 2018 August 104 0.0838∗

2014 May 53 0.0374∗ 2018 September 105 0.0529∗

2014 July 55 0.0348∗
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Fig. 4 Scatter plots of standardized (z-scores)Moran’s Index values at (a) month t = 11, (b) month
t = 45, and (c) month t = 70

Fig. 5 Barangays having significant high incidence rate at (a) t = 7 and (b) t = 84

such that I j (t) and Ik(t) are statistically significant. Furthermore, if j and k are
hotspots, then j and k are in high-high cluster.

Looking at the Moran’s scatter plot in Fig. 4, we can observe that I (t) is the slope
of the regression line for the z-scores and all the hotspots are in the high-high cluster.

With the results, the months having greater than or equal to five hotspots were t =
11, 36, 45, 48, 52, 53, 70. Notice that for t = 7, I (7) is not statistically significant
but there are only four hotspots on this month which means that there is no sufficient
evidence that there are high-high clusters. However, for t = 84, I (84) is positive and
statistically significant but there are only two hotspots for this month which means
that these two barangays are neighbors. To verify this, we look at the scatter plots
and their corresponding map in Fig. 5.

Themaps onFig. 6 show the history of barangays having significant high incidence
rate at t = 35, 36, at t = 55, 56, at t = 69, 70, and at t = 104, 105. Labels “0,0”
indicates no hotspot at both time, “1,0” indicates a hotspot at the first given times,
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Fig. 6 Barangays having significant high incidence rate at (a) t = 35, 36, (b) t = 55, 56, (c) t =
69, 70, and (d) t = 104, 105

“0,1” indicates a hotspot at the second given time, and “1,1” indicates hotspots at
both times. In Fig. 6(a), we can see that the hotspots are from barangays j = 24, 37
and after a month, the neighboring barangays j = 39, 45 also become hotspots.
Similarly, for Fig. 6(b), observe that barangays j = 31, 38, 43, 51 are hotspots at
time t = 55, and after a month, the neighboring barangay j = 44 became a hotspot
while barangay j = 38 remained a hotspot. Now, in Fig. 6(c), the hotspot at time
t = 69 is just barangay j = 4, but observing the hotspots at time t = 70, the barangay
j = 4 was still a hotspot including some of its neighboring barangays j = 3, 89, 103
and the neighbors of barangay j = 89 which are barangays j = 107, 109. Lastly,
in Fig. 6(d), the hotspots originated from barangays j = 27, 28 at time t = 104 and
after a month, these barangays were no longer hotspots but the neighboring barangay
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Fig. 7 Scatter plot of
number of typhoid cases
versus humidity, with a
correlation value r = 0.3363
which is significant at
α = .05, and the regression
line C = 1.0138
H − 68.0819

j = 30 along with its neighbor j = 31 were hotspots at time t = 105. There are no
hotspots at time t = 106 and no significant evidences that there are clusterings at
time t = 106, 107, 108 which are the last months of year 2018.

This study also include an investigation of the association of the number of
monthly typhoid cases, C , and the variables are humidity (%), precipitate (mm),
and monthly mean maximum temperature, mean minimum temperature, highest and
lowest temperatures (◦C) in Baguio City. As expected, the temperature variables are
highly correlatedwith each other. Similarly, precipitate and relative humidity are also
strongly correlated. Using the backward elimination method, the regression model
included three independent variables, mean minimum temperature, lowest tempera-
ture, and relative humidity with R2 = 0.1415. Continuing with the backward elim-
ination, a model with relative humidity as the only significant variable for typhoid
cases is a better fit with a p-value less than 0.05. Meanwhile, using forward selec-
tion method, relative humidity has the lowest p-value of 0.0004 with R2 = 0.1131.
For any additional variable, there shows no improvement in the model. The scatter
plot with the regression line in Fig. 7 is given by C = 1.0138H − 68.0819, where
H is the measured relative humidity for the month. The number of typhoid cases is
significantly associated with relative humidity, with r = 0.3363. However, the small
value of R2 implies that humidity explains a very small amount of variability in the
number of typhoid cases. Some other latent variables may better explain the vari-
ability of the number of typhoid fever cases in the city. These variables may include
tourist arrivals, drinking water sources, housing and sanitation facilities, antibiotic
treatments, and other environmental factors [3, 4]. These explanatory variables were
not included in this study.
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3.3 Time Series Analysis

A stationary time series is needed in order to create ARIMAmodel. The training data
projects a seasonal pattern and gradual drop to zero in its ACF as seen in Fig. 8(a) and
(b). This is confirmed by the ADF test conducted on the data with p-value >0.05. It
implies that there is a need to take the first differences of the series.

After first differencing of this series, a stationary series is obtained with ADF
test p-value < 0.01. The ACF and PACF of the stationary series both show neg-
ative autocorrelations at lag = 2 which gives the following candidate models for
ARIMA(p, d, q) taking into account the first differences d = 1: ARIMA(0, 1, 0),
ARIMA(0, 1, 2), ARIMA(2, 1, 2), and ARIMA(2, 1, 0).

The seasonal pattern of the training data is an indication that a seasonal ARIMA is
the appropriatemodel.With the temporal dependence of typhoid data from a previous
study [21] and a strong long-high-low incidence pattern for each year, seasonal dif-
ferencing is considered giving D = 1 in the seasonal ARIMA(p, d, q)(P, D, Q)12.
The need for seasonal AR (SAR) and seasonal MA (SMA) components are verified
through a fit of the training data to the seasonal ARIMA(0, 0, 0)(0, 1, 0) using the
Arima() function of the forecast package. The ACF of the residuals of the model
shows negative autocorrelation at lag = 12 indicating that an SMA term is needed.
Hence, Q = 1. This updates the candidate models to the models in Table2.

These models were fitted using the Arima() function and the AIC and BIC of
each were noted as shown in Table2. The model with the lowest AIC and BIC is

Fig. 8 (a) 2010–2016 series, (b) ACF of 2010–2016 series, (c) PACF of 2010–2016 series, (d)
series after first differencing, (e) ACF of series after first differencing, and (f) PACF of series after
first differencing
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Table 2 Comparison of the AIC and BIC of the different models

Model AIC BIC

SARIMA(0, 1, 2)(0, 1, 1)12 538.71 547.76

SARIMA(2, 1, 2)(0, 1, 1)12 541.16 554.73

SARIMA(2, 1, 0)(0, 1, 1)12 541.36 550.41

SARIMA(0, 1, 0)(0, 1, 1)12 543.74 548.27

Fig. 9 Plots of (a) residuals, (b) ACF and (c) PACF of SARIMA(0, 1, 2)(0, 1, 1)12; (d) residuals,
(e) ACF and (f) PACF of SARIMA (2, 1, 0)(0, 1, 1)12; and (g) residuals, (h) ACF and (i) PACF of
SARIMA (2, 1, 2)(0, 1, 1)12 models for the monthly incidence of typhoid fever
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Table 3 Comparison of the RMSE, MAE and MASE of the different models

Model RMSE MAE MASE

SARIMA(0, 1, 2)(0, 1, 1)12 7.247018 5.630830 0.9214558

SARIMA(2, 1, 0)(0, 1, 1)12 7.426731 5.775393 0.9451129

SARIMA(2, 1, 2)(0, 1, 1)12 7.222412 5.635906 0.9222865

Fig. 10 Three-year forecast
of SARIMA(0, 1, 2)
(0, 1, 1)12 in blue overlayed
by the test data. The light
gray color is the 95%
prediction interval and the
dark gray is the 80%
prediction interval

Table 4 Forecasted number of typhoid incidence for peak months in three years

Month 2017 2018 2019

June 11 8 5

July 13 11 8

August 20 17 15

September 17 14 12

October 11 9 6

SARIMA(0, 1, 2)(0, 1, 1)12. This model is used to forecast the next three years,
h = 36 using the f orecast () function of the same R package [22]. Within this
forecast range, the test data from 2017–2018 is fitted to the model as an in-sample
forecast data. The accuracy test of the model against the test data is done using the
accuracy() function and gives a mean absolute scaled error of 0.38.

As shown in Fig. 9, the ACF and PACF of the residuals of the three models show
that there are no significant spikes at first 12 lags. It implies that the residual ACF
and PACF is within the 95% confidence interval. If we observe the three models,
it is sufficient to compare the root mean square error (RMSE), mean absolute error
(MAE), and the mean absolute scaled error (MASE). We show these measures of
errors in Table3.

Since the data is seasonal, we chose the model with the lowest MASE. Hence,
the best fit model is SARIMA(0, 1, 2)(0, 1, 1)12. It is remarkable that the number of
incidence in the forecast data is still high for the year 2019 as seen in Table4. The
plot of the forecast is shown in Fig. 10.
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4 Conclusion

The disease surveillance data taken from the Baguio City- HSO showed that there
were about 2,240 positive cases of typhoid fever in the city from the year 2010 to
2018. Most of whom are children aged four to fourteen. The three most populated
barangays (Irisan, Loakan Proper andCamp 7) recorded the highest number of cases
among the 129 barangays in Baguio City. The highest number of cases was recorded
in the year 2015 with a peak in August when the humidity is relatively high and has
been shown to have positive associations with typhoid incidence. On average, there
are around twenty-one monthly recorded cases. This indicates that the city is still far
from being typhoid-free. The forecast data for 2019 still shows a high incidence in
the peak months.

The results revealed that clusters of typhoid fever with hotspots during the end
of the wet season and the beginning of the cold season, November 2010, September
2013, November 2015, and September 2016. Hence, typhoid fever is still endemic to
the city as affirmed twenty years back [11].With the environmental factors associated
with the disease and the weather conditions during the months where hotspots are
found, the fight to eradicate the city of this preventable disease is far from over.
Continuing and better surveillance of typhoid fever is in order and associations of
the disease should be further discovered and investigated especially to identified
hotspot barangays from 2010 to 2018 and the months when these clusters occurred.

Acknowledgments The authors are expressing their gratitude to Dra. Donnabel Tubera-Panes of
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Chaotic Time Series Prediction Using
Random Fourier Feature Kernel Least
Mean Square Algorithm with Adaptive
Kernel Size

Noor A. Ahmad and Shazia Javed

Abstract The random Fourier feature kernel least mean square (RFF-KLMS) algo-
rithm provides a finite dimensional approximation to the kernel least mean square
algorithm with radially symmetric Gaussian kernel. RFF-KLMS was introduced to
curb the continuously growing radial basis function (RBF) network which prohibits
online application of KLMS. RFF-KLMS assumes a fixed kernel size and the appli-
cation of the method in nonlinear online regression can be quite tedious because it
is not always obvious which kernel size to choose for a particular problem. In this
paper, we incorporate a stochastic gradient approach in RFF-KLMS to update the
kernel size. The efficacy of the new approach is demonstrated in the online prediction
of time series generated from two different chaotic systems. In both examples, the
RFF-KLMS algorithm with adaptive kernel size demonstrates very good tracking
ability.

Keywords Kernel methods · Kernel least mean square · Random fourier
features · Chaotic time series prediction · Machine learning

1 Introduction

Modeling of processes in complex systems can be divided into two basic approaches;
i) the study ofmathematical models which tries to capture themost important qualita-
tive features of the complex systems behavior, ii) the reconstruction of the underlying
structure of a nonlinear dynamical system from measured data with use of methods
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of mathematical statistics, statistical learning, data mining and so on. The second
approach is more popularly known as time-delay embedding (also known as the
Taken’s delay embedding theorem [1]). The theorem states that the dynamics of a
system (i.e. the attractor) can be reconstructed from vectors of time-shifted (shift T )
states of single variable with nested dimension N

x(t) = (x(t), x(t + T ), ..., x(t + [N − 1] T ))T ,

where N > 2dA + 1 and dA is the dimension of the attractor. Takens embedding
theorem lays the foundation for nonlinear time series analysis that allows for the
reconstruction of complete system dynamics using a single time series [1]. Although
the initialmotivation of the theoremwas to look for chaotic behaviour in experimental
systems, the potential use of the method in a broader range of signal processing
activities was soon recognized [2, 3].

Recent developments in chaotic time series prediction witness an increasing num-
ber of effort in online time series prediction [4–11]. Online prediction is a sequential
or adaptive learning process where the underlying pattern representations from time
series data are extracted in a sequential manner. When new data arrive at any time,
they are observed and learned by the system. In addition, as soon as the learning
procedure is completed, the observations are discarded, without having the necessity
to store too much historical information. The online learning setting is significantly
in contrast with offline learning, where the learning process has access to the entire
data, and is able to go through the data multiple times to train a model, leading to
higher accuracy than their online counterparts. Nonlinear online learning [12–14]
has drawn a considerable amount of attention as it captures nonlinearity in the data
which cannot be effectively modeled in a linear online learning method, and usually
achieves better accuracy. One group of nonlinear online learning is based on kernels,
that is, kernel-based online learning.

Kernel adaptive learning is a class of kernel-based online learning which are
derived in Reproducing Kernel Hilbert Space (RKHS) [15]. In contrast to nonlinear
approximators such as the polynomial state-space models [16] and neural networks
[10], kernel based learning inherits the convex optimization of its linear counterparts.
Typical algorithms from the kernel adaptive filtering (KAF) family include Kernel
LeastMean Square (KLMS) [17], Kernel Recursive Least Square [18], Kernel Affine
ProjectionAlgorithms [19], ExtendedKernel Recursive Least Squares [20]. KLMS is
by far the simplest to implement and has been proven to be computationally efficient.
InKLMS (andKAFs in general), the solution is given in terms of a linear expansion of
kernel functions (centered at the current input data). This linear expansion growswith
each incoming data rendering its application prohibitive both in terms of memory
as well as computational resources. The centers that make up the linear expansion
of solution constitutes the so-called dictionary. Sparsification methods [21, 22] are
commonly used to keep the dictionary sufficiently small, however they too require
significant computational resources.

A more recent trend in curbing the ever growing structure of the KAFs algorithm
is by using approximation methods such as the Nystrommethod [23] and the random
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Fourier features (RFF) [24–27].While the Nystrom based method is data-dependent,
the RFF based methods are drawn from a distribution that is randomly independent
from the training data hence providing a good solution in non-stationary circum-
stances. The RFF-KLMS algorithm [24, 25] can be seen as a finite-dimensional
approximation of the conventional KLMS algorithm, in which the kernel function is
approximated by a finite-dimensional inner products. The RFF-KLMS algorithm has
been proven to provide good approximation of the Gaussian kernel due to its symme-
try and the shift-invariant property [25, 26]. The normalized Gaussian kernel is

κ(x(i), x( j)) = e−‖x(i)−x( j)‖2/2σ 2
, (1)

where σ > 0 is the kernel size. In both KLMS and RFF-KLMS, the kernel size is
treated as a free parameter which is often manually set. The choice of kernel size
can be very different from one data set to another, therefore to choose an appropriate
kernel size, one may have to resort to empirical approach. Although there are vari-
ous methods to choose kernel size in batch learning such as using cross validation
[28–30], penalizing functions [31] and plug-in methods [31, 32], these methods are
computationally intensive and unsuitable for online kernel learning.

In this paper, we introduce a variant of the RFF-KLMS algorithm which allows
the kernel size to be adapted using a stochastic gradient method. This technique for
adapting kernel size is similar to the technique used in [33, 34]. The effectiveness
of our method is demonstrated through the online prediction of chaotic time series
generated by twodynamical systems, 1) theLorenz system, and, 2) the chaotic system
proposed by Zhang et al. [36]. The rest of this paper is structured as follows: In Sect. 2
we give a description of nonlinear regression in RKHS, and extend the discussion
to online regression via KLMS and RFF-KLMS algorithms in Sect. 3. In Sect. 4, we
provide an outline of the RFF-KLMS algorithm with adaptive kernel size, followed
by example applications in Sect. 5. Finally, we present the conclusion in Sect. 6.

2 Nonlinear Regression in RKHS

Assume we have a discrete system generating a time series at a single time step
forward of the form {x(1), x(2), x(3), . . . , x(n), . . . }, a general nonlinear prediction
model of the time series is of the form [1, 2, 37, 38]

x(n + 1) ≈ y(n) = F(x(n)) ∈ V,

where x(n) = [x(n), x(n − 1), . . . , x(n − N + 1)]T , V is a vector space which we
hope to contain the attractor that explains the long-term dynamics of the time series,
and N > 2dA + 1 where N is the dimension of V and dA is the dimension of the
attractor. If the basis functions of V is known, φ1(.), φ2(.), . . . , φN (.) say, then we
may write F as a linearly separable function in terms of the basis functions so that
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y(n) = Φ(x(n))Tw = w1φ1(x(n)) + w2φ2(x(n)) + · · · + wNφN (x(n)).

The least squares approach to determining the parameters w = [w1, w2, . . . , wN ]T
requires the minimization of a loss function of the form

f (w) =
n∑

i=1

∣∣x(i + 1) − wTΦ(x(i))
∣∣2 . (2)

This problem is just a standard nonlinear regression and this is the approach used in
[16, 39, 40] where the basis functions are assumed to be from a class of universal
approximators. The difficulty in this approach is that the state space V is most likely
infinite dimensional which means N has to be very large to achieve sufficiently
accurate prediction.

Alternatively one can avoidworkingwithΦ directly by transforming vectors in the
state space construction into the so-calledReproducingKernelHilbert space (RKHS).
Let x(1), x(2), . . . , x(n) ∈ R

N and let the RKHS be H. The similarity between the
elements inH ismeasured using its associated inner product (., .)H and it is computed
via a kernel function κ : RN × R

N → R such that (xi , x j ) → κ(xi , x j ). For positive
definite kernel functions, we can ensure that for all x, x′ ∈ R

N ,

(Φ(x),Φ(x′))H = κ(x, x′). (3)

The property in (3) is called the ‘kernel trick’ [41]. In RKHS, the optimum prediction
model, if determined using the least squares approach, is a minimization problem of
the form

min
w∈RN

n∑

i=1

|x(i + 1) − (w, Φ(x(i))|2 . (4)

The loss function in (4) can be written as

f (w) = ‖x̂ − Kw‖2 = x̂T x̂ − 2x̂TKw + wTKTKw, (5)

where

x̂ = [x(2), x(3), . . . , x(n + 1)]T , K = [Φ(x(1),Φ(x(2)), . . . , Φ(x(n))]T .

Matrix G = KTK has entries Gi j = (Φ(x(i)),Φ(x(i))H = κ(x(i), x( j)) which is
positive definite if the kernel function κ(., .) is positive definite. As a consequence,
the loss function in (5) is a convex function and the problem in (4) is a convex
minimization. To guarantee a convex minimization problem, in the rest of the paper,
we adopt the Gaussian kernel in (1).
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3 Online Regression in the RKHS via Kernel Least Mean
Square Algorithm

In the online scenario, data is collected one at a time in a sequential manner and
only a limited set of the most current data is stored while older data are discarded.
In this situation, due to the incomplete knowledge of the data set, the loss function
(5) needs to be estimated in order to determine the regression parameters. One way
to perform online regression is to use the instantaneous approximation of (5), where
at any particular time n the current prediction of the time series is of the form
(Φ(x(n)),w)H and the estimated loss function is given by

finst (w) = (e(n))2 = (x(n + 1) − (Φ(x(n)),w)H)2. (6)

A gradient based minimization of (6) searches for the optimum parameter vector w
along the negative instantaneous gradient direction which is given by

− ∇w f (w) = 2e(n)Φ(x(n)). (7)

The update equation for w is then

w(n + 1) = w(n) + μe(n)Φ(x(n)). (8)

Assuming w(0) = 0, it can be shown that [15]

w(n) = μ

n−1∑

i=0

e(i)Φ(x(i)). (9)

As a result, the current prediction can be update as follows:

y(n) = (Φ(x(n)),w(n))H = μ

n∑

i=0

e(i)(Φ(x(n)),Φ(x(i))H

= μ

n∑

i=0

e(i)κ(x(n), x(i)). (10)

It is clear from (10) that the current prediction can be computed using only knowledge
of the kernel function.

Next,wedescribe twoonline gradient based algorithmswhich attempt tominimize
the instantaneous estimated loss function (6).
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3.1 The KLMS Algorithm

A straightforward implementation of (7)–(10) leads to the Kernel LeastMean Square
(KLMS) algorithm. The basic sequential rule for KLMS is as follows:

Input: Training samples {(x(n), d(n))}, step-size μ, kernel function κ(., .), set
y(0) = 0
For n = 1, 2, . . .
ŷ(n) = ∑n−1

i=0 e(i)κ(x(n), x(i))
e(n) = d(n) − y(n − 1)
y(n) = ŷ(n) + μe(n)κ(x(n), .)

where ŷ(n) is the apriori prediction. The apriori prediction is an ever-growing sum;
the size of the sum grows with each update and it relies on the entire dictionary
{x(1), x(2), . . . , x(n − 1)}. The ever-growing dictionary size results in an increase
in computational resources andmemory, thusmaking the application ofKLMS rather
prohibitive.

3.2 Random Fourier Feature KLMS (RFF-KLMS)

The prediction in the KLMS algorithm is achieved by first mapping the state vector
x(n) to an infinite dimensional RKHS H, using an implicit map φ(x(n)), and with
the help of the kernel trick, computes the prediction after n data updates as a linear
expansion (10)whichgrows indefinitely asn increases. Toovercome the growing sum
problem, Rahimi and Recht [24] proposed mapping the state-space vector x(n) onto
a finite dimensional Euclidean space using a randomized map Θ : RN → R

D . The
Bochner’s theorem [42] guarantees that the Fourier transform of a positive definite,
appropriately scaled, shift-invariant kernel is a probability density, p(θ) say, such that

k(x(i) − x( j)) = k(x(i), x( j))

=
∫

RN

p(θ)e jθT (x(i)−x( j)dθ = E[Θ(x(i))HΘ(x( j))], (11)

where, the last equality in (11) is obtained by defining Θ(x) = e jθT x (H is the
conjugate transpose). According to [43], given (11), the D-dimensional random
Fourier feature (RFF) of the state-space vector x(n) that can approximate κ(., .)

with L2 error less than O(1/
√
D) is given by

Θ(x) = [ψ1(x), ψ2(x), . . . , ψD(x)]T , (12)

where ψi (x) = √
2 cos(θT

i x + bi ), i = 1, 2, . . . , D, with θi ∈ RN . In other words,
Θ(x(i))HΘ(x( j)) is an unbiased estimate of κ(x(i), x( j)) when θ is drawn from
p. Here we exploit the symmetric property of κ(., .) in which case Θ(x(n)) can be
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expressed using real-valued cosine bases. For approximating a Gaussian kernel of
size σ given in (1), θi is drawn from the Gaussian distribution with zero-mean and
covariance matrix 1

σ 2 IN with IN being an N × N identity matrix, and, bi is uniformly
sampled from [0, 2π ] [26, 44].

With the finite dimensional map Θ(.) defined by (12), the prediction at time n is
just Θ(x(n))Tw, and the instantaneous loss function is then

Finst (w) = (e(n))2 = (x(n + 1) − Θ(x(n))Tw)2. (13)

It follows that, the negative instantaneous gradient direction with respect to w is
−∇wF(w) = 2e(n)Θ(x(n)) which results in an update equation for w in the form

w(n + 1) = w(n) + μe(n)Θ(x(n)). (14)

The update equation in (14) results in the RFF-KLMS algorithm and it requires
a computational complexity of a fixed linear order which is O(D). Mean square
convergence of RFF-KLMS is presented in [45].

4 RFF-KLMS with Adaptive Kernel Size

In the KLMS and the RFF-KLMS algorithm described in this paper, the kernel
function is defined in the form given in (1). This definition requires knowledge of a
pre-determined parameter which is the kernel size σ . In the large sample size regime,
the asymptotic properties of the mean square approximation are independent of σ ,
i.e., the choice of σ does not affect the convergence of KLMS and RFF-KLMS.
However, σ does affect the dynamics of the algorithm. In particular, in the transient
stage when the sample size is small, an optimal kernel size is important to speed up
the convergence to the neighbourhood of the optimal solution.

A method for adjusting σ in a sequential optimization framework is proposed in
[33] for the KLMS algorithm. An update equation for σ is derived from the mini-
mization of the instantaneous loss function (6) and optimizing it along the negative
gradient direction (with respect to σ ), i.e.,

σn+1 = σn − ρ
∂ finst
∂σn

,

where σn is the kernel size at time n and ρ is a step-size parameter. The resulting
update equation is given by

σn+1 = σn + ρe(n − 1)e(n)‖x(n − 1) − x(n)‖22
κσn (x(n − 1), x(n))

σ 3
n

. (15)
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Table 1 The RFF-KLMS algorithm with adaptive kernel size

Input:
1. Sequential input of time series data x(1), x(2), x(3), . . .

2. State-space dimension N ; step-size parameter μ; step-size parameter ρ;

random Fourier dimension D.

Output:
1. The one-step ahead predictions y(1), y(2), y(3), . . .

2. The N -dimensional weight vector w; the optimum kernel size σopt .

Initialization:
1. Initial weight vector w(0);

2. Sample θ
(0)
i ∈ R

N , i = 1, 2, . . . , D from Gaussian distribution with zero-mean and

covariance matrix IN ;

3. Sample bi , i = 1, 2, . . . , D uniformly from [0, 2π ].
For n = 1, 2, . . .

(1) Update the state-space vector: x(n) = [x(n), x(n − 1), . . . , x(n − N + 1)]
(2) With ψi (x(n)) = √

2 cos(θ(n−1)T
i x(n) + bi ), i = 1, 2, . . . , D, compute the random

Fourier feature vector:

Θ(x(n)) = [ψ1(x(n)), ψ2(x(n)), . . . , ψD(x(n))]T .

(3) Compute the apriori error e(n) = x(n + 1) − Θ(x(n))Tw(n − 1).

(4) Update the weight vector: w(n) = w(n − 1) + μe(n)Θ(x(n)).

(5) Compute current prediction: y(n) = Θ(x(n))Tw(n).

(6) Update σ :

σn = σn−1 + ρe(n − 1)e(n)‖x(n − 1) − x(n)‖22
exp(‖x(n−1)−x(n)‖2/2σ 2

n−1)

σ 3
n−1

.

(7) Sample θ
(n)
i ∈ R

N , i = 1, 2, . . . , D from Gaussian distribution with zero-mean and

covariance matrix 1
σ 2
n
IN ;

EndFor.

Since RFF-KLMS is an approximation of KLMS in a D dimensional space,
the update equation in (15) can also be used to adapt the kernel size in the RFF-
KLMS algorithm. In RFF-KLMS, the kernel size determines the probability density
function p(θ) from which θi (i = 1, 2, . . . , N ) is drawn. Thus, adjusting σ also
means adjusting θ . To incorporate this adjustment in the algorithm, we initialize θi
with an N -dimensional vector drawn from the Gaussian distribution with zero-mean
and covariance matrix IN . At each update at time n, a new vector θ

(n)
i is used in

place of θi , where θ
(n)
i is drawn from the Gaussian distribution with zero-mean and

covariance matrix 1
σ 2
n
IN . The complete algorithm is summarized in Table1.
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5 Simulation Examples

In this section, we present several examples to illustrates the performance and appli-
cation of RFF-KLMS algorithm with adaptive kernel size in short-term prediction
of chaotic time series. Two chaotic systems are used: i) the Lorenz system [35], and,
ii) the chaotic system proposed by Zhang et al. [36].

5.1 Example 1: Lorenz Chaotic System

Consider the Lorenz oscillator whose state equations are

dx

dt
= −βx + yz

dy

dt
= δ(z − y) (16)

dz

dt
= −xy + λy − z

where parameters are set as β = 8/3, δ = 10 and λ = 28. Sample time series of
x , y and z are given in Fig. 1. The goal is to predict x(t), y(t) and z(t) using the
previous eight consecutive samples. The well-known Lorenz attractor is observable
in 3-dimensional space (i.e. dA = 3), therefore it is reasonable to choose N = 8 >

2dA + 1.

Mean Squared Error (MSE) Performance. First, we compare the performance
of RFF-KLMS with fixed kernel sizes (σ = 1, 2, 5) and RFF-KLMS with adaptive
kernel size. The parameter values used in this experiment are as follows: μ = 0.5,
ρ = 0.005 and D = 500.

For each kernel size, 20 independent (Monte Carlo) simulations are run with
different segments of the time series. In each segment, 1000 samples are used for
training and a further 100 samples are used for testing. To evaluate the convergence
behaviour of the algorithm, the mean squared error (MSE) is used which is defined
as MSE = (

∑ntest
i ê(i)2)/ntest , where ntest is the length of test data. The i th test error

ê(i) is computed based on the test data using the learned weight vector w(n) and σn

at that iteration, i.e., ê(i) = xtest (i + 1) − Θσn (xtest (i))
Tw(n). All simulation results

are averaged over 20 Monte Carlo runs.
Convergence of MSE for each kernel size is shown in Fig. 2(left). It can be seen

that RFF-KLMS achieves the best performance in terms of convergence as well
as achieving the minimum steady-state MSE. The evolution of the value of kernel
size during the learning process is shown in Fig. 2(right) where it is observed that
the steady-state (optimum) kernel size is about 3.2. The steady-state MSE for the
training and testing are listed in Table2. The relative sizes of training and testingMSE
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Fig. 1 Time series of the three states in the Lorenz system
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Fig. 2 (Left) Comparison of MSE performance of RFF-KLMS between fixed kernel sizes (σ =
1, 2, 5) and adaptive kernel size. (Right) Evolution of adaptive kernel size in the course of iteration

are comparable between all kernel sizes which shows that tendency to overlearn is
comparable between all kernel sizes.

Prediction. Here we present the time series and the associated Lorenz attractor. The
predicted Lorenz attractor is constructed based on the values of the predictions at
steady-state.

The Constructed Time Series. Due to space limitation, only the learned prediction of
state variable x is presented and this is shown in Fig. 3. The prediction is compared
for different values of the kernel size. As expected, the predicted model trained using
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Table 2 Steady-state MSE

Kernel size Training MSE Testing MSE

σ = 1 16.7317 21.2890

σ = 2 0.8227 1.8943

σ = 5 0.2401 2.8094

Adaptive kernel size 0.1062 0.9333
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Fig. 3 Predicted time series for state variable x during training

RFF-KLMS with adaptive kernel size is able to capture the dynamics of the time
series optimally at steady-state.

Construction of the Lorenz Attractor. Next we reconstruct the Lorenz attractor using
the steady-state prediction of state variables x , y and z. For ease of comparison, we
choose to present the views of the predicted Lorenz attractor in the 2D planes (x, y)
and (x, z) respectively. In Fig. 4, the plots on the left depicts the phase reconstruc-
tion using our trained model while the plots on the right depicts the actual Lorentz
attractor. It is clearly observed that RFF-KLMS has successfully captured the overall
structure of the attractor.

Predicting Sudden Change in Dynamics. In online prediction it is important to
analyze the ability of an algorithm to track a time series which is subjected to sudden
changes. In order to do so, we have created two time series, (x (1), y(1), z(1)) and
(x (2), y(2), z(2)), each of which is generated from Lorenz systems with two different
values of the parameter λ (the other two parameters are fixed, i.e., β = 10/3 and
δ = 10). The time series (x (1), y(1), z(1)) is generated with λ = 28 while the time
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Fig. 4 Lorenz attractor in (x, y) plane (top) and in the (x, z) plane (bottom): Predicted (left),
original (right)

series (x (2), y(2), z(2)) is generated with λ = 15. These two values results in two
completely different dynamics; λ = 28 results in time series that lie in an invariant
manifold associated with the Lorenz chaotic attractor while λ = 15 results in an
invariant manifold associated with a stable focus.

Tracking of Time Series. Only the tracking of the time series of state variable x is
shown for the purpose of illustration and this is found in Fig. 5 (Top). The sudden
change in the time series occurs at sample n = 5861. The corresponding evolution
of kernel size σn during the tracking process in shown in Fig. 5 (Bottom). It is clearly
seen in Fig. 5 that, as the RFF-KLMS algorithm tracks the optimum kernel size the
predicted time series becomes more similar to the actual time series. Moreover, once
the optimum kernel size is found, minimal adaptation is needed to detect the change
in dynamics.

Tracking of Invariant Manifolds. The invariant manifolds are reconstructed from the
predicted time series x , y and z. The views of the predicted invariant manifolds in the
2D planes (x, y) and (x, z) are presented in Figs. 6 and 7 respectively. In both Figs. 6
and 7, the top figure depicts the predicted manifolds while the bottom figure depicts
the actual observed manifolds. It is evident from these figures that, regardless of the
sudden change in λ at n = 5861, the overall structure of the manifolds before and
after the change have clearly been captured well. This results confirm the extremely
good tracking ability of the RFF-KLMS algorithm with adaptive kernel size.
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Fig. 5 Tracking sudden changes in the time series: Sudden change occurs at sample n = 5861

-20 -10 0 10 20
x(t)

-40

-20

0

20

40

y
(t

)

4.5 5 5.5 6 6.5 7 7.5
x(t)

4

5

6

7

8

y
(t

)

-20 -10 0 10 20
x(t)

-40

-20

0

20

40

y
(t

)

4.5 5 5.5 6 6.5 7 7.5
x(t)

4

5

6

7

8

y
(t

)

 = 28
Predicted

 = 15
Predicted

 = 28
Original

 = 15
Original

Fig. 6 Lorenz system: Invariant manifold in (x, y) plane. Predicted (top), original (bottom)
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Fig. 7 Lorenz system: Invariant manifold in (x, z) plane. Predicted (top), original (bottom)

5.2 Example 2: Chaotic System by Zhang et al. [36]

The chaotic system proposed in [36] is a system of differential equations in term of
state variables x , y and z given by

dx

dt
= −ax + by − yz

dy

dt
= x + xz (17)

dz

dt
= cz + y2

where parameters are set as a = 10, b = 28 and c = 6. In this section, all experiments
are conducted using noisy time series where the time series of x , y and z are corrupted
by zero-mean Gaussian noise with variance 0.01, 0.1 and 1, with equivalent signal-
to-noise ratio (SNR) of 40.8dB, 30.8dB and 20.8dB respectively.

Prediction. Prediction of the chaotic attractor of (17) is done for the three SNR
values: 40.8dB, 30.8dB and 20.8dB. The predicted chaotic attractor is constructed
based on the values of the time series predictions at steady-state.

The Constructed Time Series. For the purpose of illustration, only the prediction
of state variable x is presented and this is shown in Fig. 8. The prediction is com-
pared for different SNR values. Here it is observed that the decrease in SNR value
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Fig. 8 Predicted time series for state variable x during training

Table 3 Steady-state MSE for different SNR values

SNR (dB) MSE for x (dB) MSE for y (dB) MSE for z (dB)

Clean –2.451 0.376 1.340

40.8 –1.288 1.352 1.864

30.8 –0.523 1.556 4.449

20.8 7.672 5.896 6.372

(i.e. increase in noise strength) does have some effect on the accuracy of predictions.
Table3 provides a list of the steady-state training MSE for the three different values
of SNR from which one can see the increase in steady-state MSE as SNR decreases.
This gives a quantitative measure of the decrease in performance as noise strength
increases.

Construction of the Chaotic Attractor. The choice of the parameters a = 10, b = 28
and c = 6 is associatedwith a chaotic attractor [36]. Using the steady-state prediction
of state variables x , y and z, the projections of the attractor in the 2D planes (x, y)
and (x, z) are reconstructed and for all the SNR values used in the experiments, it
is observed that RFF-KLMS is able to capture the overall structure of the attractor.
However the accuracy of the trajectories tend to reduce as SNR value decreases. As
an illustration, the reconstruction of the chaotic attractor in the (x, y) plane is shown
in Fig. 9 for the three SNR values.
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Fig. 9 Reconstruction of the chaotic attractor in the (x, y) plane for different levels of noise strength

Predicting Sudden Change in Dynamics. To investigate the capibility of the RFF-
KLMS algorithm with adaptive kernel size in predicting change in dynamics, we
have created two time series, (x (1), y(1), z(1)) and (x (2), y(2), z(2)), each of which
is generated from (17) with two different values of the parameter c (the other two
parameters are fixed, i.e., a = 10 and b = 28). The time series (x (1), y(1), z(1)) is
generatedwith c = 6while the time series (x (2), y(2), z(2)) is generatedwith c = 158.
These two values results in two completely different dynamics; c = 6 results in time
series that lie in an invariant manifold associated with the chaotic attractor while
c = 158 results in an invariant manifold associated with a stable limit cycle [36].
To study the capability of RFF-KLMS in predicting the change in dynamics in the
presence of noise, zero-mean Gaussian noise with variances 0.01 (SNR = 40.8dB),
0.1 (SNR = 30.8dB) and 1 (SNR = 20.8dB) is added to both time series.

Tracking of Time Series. Only the tracking of the time series of state variable x is
shown for the purpose of illustration. The sudden change in the time series occurs
at sample n = 6197. The steady-state time series obtained with clean input signal x
is compared with the steady-state time series obtained for input signals having SNR
40.8 dB, 30.8 dB and 20.8 dB respectively and the result is shown in Fig. 10. It is
clearly seen in Fig. 10 that the sudden change in dynamics is successfully detected
by RFF-KLMS algorithm with adaptive kernel size and its ability does not appear
to be affected much by the presence of noise. Although some accuracy is loss in the
predicted time series when SNR = 20.8 dB, but the overall behaviour of the time
series is quite apparent.
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Fig. 10 Comparison of the predicted time series for the state variable x with and without noise:
Sudden change in the time series occurs at n = 6197.

Tracking of Invariant Manifolds. The invariant manifolds are reconstructed from the
predicted time series x , y and z obtained for input signals having SNR 40.8 dB, 30.8
dB and 20.8 dB respectively and the results are compared with the invariant manifold
obtained from clean input signal. The views of the predicted invariant manifolds in
the 2D planes (x, y) and (x, z) are shown in Figs. 11 and 12 respectively for the most
severe case (i.e. SNR = 20.8 dB). In both Figs. 11 and 12, the top figure depicts the
predictedmanifolds for c = 6while the bottomfigure depicts the predictedmanifolds
for c = 158. It is evident from these figures that, regardless of the sudden change in c
at n = 6197, the overall structure of the manifolds before and after the change have
clearly been captured well. The presence of noise somewhat affects the accuracy
of trajectories within the manifold, but the presence of the invariant structures are
still evident. This results further confirm the robustness of the RFF-KLMS algorithm
with adaptive kernel size.
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Fig. 11 Invariant manifold in (x, y) plane: c = 6 (top), c = 158 (bottom), clean input signal (left),
noisy input signal (right)
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Fig. 12 Invariant manifold in (x, z) plane: c = 6 (top), c = 158 (bottom), clean input signal (left),
noisy input signal (right)
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6 Conclusion

The kernel size in RFF-KLMS determines the probability density function from
which the random features are drawn. In other words, it determines the finite dimen-
sional subspace defines by the featuremaps inRFF-KLMS.Quality of approximation
by RFF-KLMS is directly determined by this subspace. Therefore, for optimal finite-
dimensional mapping, optimal kernel size is needed.

In this paper, we described a procedure for optimizing the kernel size sequentially
using a stochastic gradient descent approach. Empirical studies on online prediction
of chaotic time series highlights the tracking capability of RFF-KLMSwith adaptive
kernel size. It not only tracks the time series and the ensuing dynamics of the system
well, but the algorithm is also capable of predicting sudden change in dynamics.MSE
performance of RFF-KLMS algorithmwith adaptive kernel size is alsomore superior
than the MSE of RFF-KLMS with fixed kernel size. The experimental results also
highlight the robustness of the algorithm with respect to noise in the input signal.
Although some loss in accuracy is observed in the presence of noise, the algorithm
can still capture the overall steady-state dynamics of a system.

An immediate future direction of this study is to explore other aspects of the
algorithm, for example, combining kernel size adaptation with stepsize adaptation.
It is also interesting to investigate the application of RFF-KLMSwith adaptive kernel
size to look into the possibility of predicting other aspects of system dynamics such
as the Lyapunov exponent.
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A Robust DEA Model to Handle the
Uncertainty in Production Trade-Offs

Rokhsaneh Yousef Zehi and Noor Saifurina Nana Khurizan

Abstract Weight restriction based on production trade-offs as simultaneous changes
of inputs and outputs is considered as a weight restriction approach that preserve the
technological meaning of efficiency. However, estimating the production trade-offs
depends on the expert’s judgments and the methodologies that will be applied, hence
itmay not be always possible to translate and estimate these production trade-offs into
exact and precise data. In this article, robust optimization is applied to give a robust
counterpart for the weight restriction DEA model which in some of the production
trade-offs are subjected to uncertainty. Using the proposed robust weight restriction
model (robust WR-TO), it is possible to evaluate efficiency of DMUs in the presence
of uncertain production trade-offs to achieve more reliable solutions. The proposed
robust counterpart is given using a combination of box and polyhedral uncertainty
set. Moreover, an interval weight restriction model (interval WR-TO) is modified
to handle the uncertainty in production trade-offs, therefore a comparison between
the two proposed model is provided. A real case study of granted research projects
is given to validate the proposed models and illustrate the potential application of
the proposed robust weight restriction model. The results revealed that the proposed
robustWR-TOmodel gives more reliable effiicency scores and also provides a better
ranking of the DMUs compared to the conventionalWR-TOmodel and intervalWR-
TO model.

Keywords Data Envelopment Analysis · Weight restriction · Production
trade-offs · Data uncertainty · Robust optimization

1 Introduction

Data Envelopment Analysis (DEA) is a popular non-parametric technique for the
assessment of efficiency of a set of homogeneous decision making units(DMUs)
with the same set of inputs and outputs. DEA pioneered by Farrell [1], who
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proposed a non-parametric frontier analysis for solving a linear programing to mea-
sure productive efficiency. Later the first DEA model which is called CCR model
was developed by Charnes et al. [2]. Since introducing the first DEA model, there
has been a massive growth in the theory and application of DEA.

DEA models can be presented either in the form of an envelopment model or a
multiplier model. In fact, multiplier model is the dual form of envelopment model.
Each one of these two forms, provide a different aspect of interpretation of radial
efficiency of the DMU under evaluation (DMUO) (Cooper et al. [3]). Envelopment
form suggest the technological meaning of efficiency for DMUO as a possible radial
improvement factor for its inputs or outputs. Indeed, the DMUO will be benchmarked
against the efficient frontier of the CRS or VRS technology. In the multiplier model
a variable weight is associated with each input and output. By varying these weights
the efficiency of DMUO can be determined by maximizing the ratio of weighted
sum of its outputs to the weighted sum of its inputs. The optimal weight assessed
by the multiplier model, put DMUO in the best light compared to all other DMUs,
because themodel is free to set its weight to attempt to reach the efficient frontier. The
flexibility in selecting weights permits the DMUs to choose very small weight and
even zero for some inputs and outputs which is not acceptable (Thanassoulis et al.
[4]). In many cases this flexibility cause lack of discrimination. To overcome this
problem and restrict the flexibility of inputs and outputs weights, several models have
been presented which are called weight restriction models. These models improve
the discrimination power of DEA models. In order to incorporate value judgment
and weight restriction into DEA models various methods and models have been
presented, such as absolute weight restriction model (Dyson and Thanassoulis,[5]),
assurance regions models of type I (Thompson et al. [6]), assurance regions type II
(Thompson et al. [7]) and common weights models (Roll et al. [9]). A very detailed
classification is given in Allen et al. [8] and Thanassoulis et al. [4]. In the latter
group of weight restriction models, weight restrictions will be added into the DEA
models in the form of additional constraints on the weights of inputs and outputs
in the multiplier model, which leads to the expansion of the production technology
(Allen et al. [8]; Roll et al. [9]). Due this expansion the under evaluation DMU will
be benchmarked against all units in the technology; the observed units and the new
units which have been generated by weight restriction constraints. Therefore, the
efficiency measure of DMUO cannot be interpreted as a realistic improvement input
or output factor. To tackle this issue in the weight restriction models, Podinovski
[10] introduced the concept of production trade-offs as simultaneous changes to the
inputs and outputs which naturally exist in any real production technology. Produc-
tion trade-offs preserve the technological meaning and radial nature of efficiency
and any efficient target obtained in the expanded technology by production trade-off
is feasible and producible. The concept of production trade–offs have been used in
construction of weight restriction in different real life application of DEA models.
Podinovski and Husain [11], evaluated the efficiency of university department using
this concept, Khalili et al. [12] applied this concept to assess the efficiency of sec-
ondary schools. More related studies can be seen in Amado and Santos [13], Santos
et al. [14], Atici and Podinovski [15].
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As the production trade-offs naturally exist in any real world technology, they usu-
ally will be expressed linguistically and translating them into exact and precise data
may not be always possible. So, one of the challenges related to applying production
trade-offs is the uncertainty in production trade-offs in real-life applications. In the
conventional DEA models, it is assumed that all data are positive and exact values,
while in the real world applications it is not always possible to have precise and
exact data for the parameters involved in evaluating DMUs. Therefore, by ignoring
the uncertainty and perturbation in parameters, the results fromDEAmodels will not
be reliable. To overcome this problem in the DEA models, various approaches and
models have been presented such as chance constraint DEAmodels (Land et al. [16];
Olesen and Petersen [17]; Cooper et al. [18]), fuzzy DEA (Sengupta [19]) and inter-
val DEA (Cooper et al. [20]; Despotis and Smirlis, [21]). Another popular approach
to deal with uncertainty in data which is widely used recently is robust optimization.
The first robust approach was proposed by Soyster [22], and it has been extended by
many researchers such as Ben Tal and Nemiroski [23–25] and Bertsimas and Sim
[26, 27]. Ben Tal and Nemiroski [25] have proposed modelling the uncertainty in
parameters based on ellipsoidal uncertainty set. They showed that a small pertur-
bation in data may lead to the infeasibility of the nominal solution. Bertsimas and
Sim [27] used a polyhedral uncertainty set for modeling uncertainty. They argued
that the other robust optimization approaches might be very conservative, meaning
that they accept a suboptimal solution for the nominal problem in order to ensure
that the solution remains feasible. Therefore, they proposed an approach which the
conservative level of solution is adjustable and the solution will be more reliable.

Recently many robust DEA models have been developed based upon the robust
optimization approaches. Robust DEA models have been introduced to model the
uncertainty and perturbation in data in DEA models in order to improve the robust-
ness of efficiency scores and raking of DMUs, so a small perturbation in data cannot
change the results. Sadjadi and Omrani [28] were the first authors who proposed a
robust DEA model for the performance assessment of electricity distribution com-
panies in Iran, where outputs are considered as uncertain. In recent years the robust
DEAfield has been developing and various robust DEAmodels encompassing differ-
ent uncertainty sets have been introduced. Salahi et al. [29] studied Russell measure
and enhanced Russell measure and the robust counterparts are given under interval
and ellipsoidal uncertainty sets. Aghayi and Raayatpanah [30] proposed a robust
DEA model to measure the overall profit efficiency of DMUs where input and out-
puts are subjected to uncertainty. Toloo andMensah [31] introduced a reduced robust
approachwith non-negative decision variables and the newapproach has been applied
to introduced a reduced robust DEA model. Salahi et al. [32] proposed a new robust
common-weights DEA model, which in the input and output parameters are sub-
jected to uncertainty. A very detailed review on robust DEA field is given in Peykani
et al. [33].

The proposed robust DEA models in the literature generally considered that the
inputs and/or outputs are subjected to uncertainty, while the other parameters such as
the weights assigned to inputs and outputs also can be subjected to uncertainty. In this
article we consider the uncertainty in weight restriction model, which in the weight
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restrictions are constructed based on production trade-offs. A modified robust DEA
model is developed to consider the uncertainty in production trade-offs. Moreover,
an interval DEA model is modified that can be applied to handle the uncertainty in
production trade- off. Furthermore, we will provide a comparison between the two
proposed methods that are able to cope with uncertainty in production trade-offs.
In addition, we consider a case study of 35 granted research project to validate our
proposed model. The obtain results point out that applying robust WR-TO model
improve the robustness of efficiency score and gives a more discriminative ranking
of DMUs.

The rest of this paper is organized as follows: Sect. 2 provides a background
of weight restriction model based on production trade-offs and robust optimiza-
tion. In Sect. 3, an equivalent robust counterpart for weight restriction model with
uncertainty in production trade-offs is provided. A modified interval DEAmodel for
weight restriction model with uncertainty in production trade-offs is given in Sect. 4.
Analysis of results is given is Sect. 5 and finally, conclusion is presented.

2 Background

2.1 Weight Restriction Based on Production Trade-Offs

Construction of additional weight restriction in weight restriction models, usually
is based on value judgment, monetary values or observed importance of an inputs
or outputs. By incorporating such weight restriction, the technological manning of
efficiency cannot be clear. Adding the dual from of those weight restriction into the
envelopment model cause to the expansion of the production technology and due to
this expansion DMUO will be projected on the efficient frontier of the expanded tech-
nology and it will be compared and benchmarked against all units in the technology;
the observed units and the new units which have been generated by weight restriction
constraints. Therefore, the efficiency measure of DMUO cannot be interpreted as a
realistic improvement input or output factor (Podinovski [10]).

Podinovski [10] introduced the concept of production trade-offs as simultaneous
changes to the inputs and outputs which naturally exist in any real production tech-
nology. Instead of incorporating the production trade- offs into the multiplier model,
the trade-offs will be added to the envelopment form of DEA model. However, each
production trade-offs can be converted to an equivalent weight restriction which can
be used in the multiplier model. Production trade-offs expand the technology in a
controlled way because trade-offs are assumed to be technologically possible, as a
result the efficient frontier in the expanded technologywill be realistic. Therefore, the
technological meaning and radial nature of efficiency will be preserved and any effi-
cient target obtained in the expanded technology by production trade-offs is feasible
and producible.
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Following Podinovski [10], each production trade-off can be can be expressed as
a pair of vectors (Pt , Qt ); t = 1, 2, . . . , k which vector Pt represents inputs changes
and vector Qt shows output changes. Assume there are n DMUs, which each of them
produce a nonzero output vector Y j = (y1 j , ..., ys j )t , using a nonzero input vector
X j = (x1 j , ..., xmj )

t , where the superscript “t” indicates the transpose of a vector.
Here, the symbol “≥” indicates that at least one component of X j or Y j is positive
while the remaining inputs and outputs are non-negative. Thus the envelopment form
of CCRmodel, when the production trade-offs are incorporated in the model in order
to assess the relative efficiency of DMUO(O ∈ 1, . . . , n) is given as follow:

min θ

s.t.
∑n

j=1 λ j xi j + ∑n
j=1 πk pik ≤ θxio, i = 1, ...,m,

∑n
j=1 λ j yr j + ∑n

j=1 πkqrk ≥ yro, k = 1, ..., K ,

λ j ≥ 0, j = 1, ..., n.

(1)

In order to clarify the concept of production trade-offs consider assessing the effi-
ciencyof university departments.Consider staff numbers as input (x1) andundergrad-
uate, master and Ph.D. students as outputs (y1, y2, y3). All university departments
are willing to have the adequate student number in ratio with their staff numbers. It
is a tangible production trade-off to assume teaching a master student needs more
resources than teaching an undergraduate student, but by nomore than a factor of 2. It
means that by reducing the number of undergraduate student by 2 units, the adequate
resource will be available to increase the number of master student by 1 unit. This
trade-off can be notated as (p1, q1, q2, q3) = (0,−2, 1, 0). Each production trade-off
can be stated in the form of a weight restriction as below:

UT Qt − V T pt ≤ 0. (2)

Production trade-offs can be added in the multiplier model as an additional con-
straint on inputs and output weights in the form of (2). The multiplier model in such
case can be formulated as the following mathematical programming:

(WR − T O)max
∑s

r=1 ur yro
s.t.

∑m
i=1 vi xio = 1, i = 1, 2, ...,m,∑s
r=1 ur yr j − ∑m

i=1 vi xi j ≤ 0, j = 1, 2, ..., n,∑s
r=1 urqrt − ∑m

i=1 vi pit ≤ 0, t = 1, 2, ..., k,
ur ≥ 0,
vi ≥ 0.

(3)
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2.2 Robust Optimization

Robust optimization approaches can be applied to deal with the uncertainty and
perturbation in parameters. The first robust approach was proposed by Soyster [22],
and it has been extended by many researchers such as Ben Tal and Nemiroski [23–
25] and Bertsimas and Sim [26, 27]. Ben Tal and Nemiroski [25] have proposed
modelling the uncertainty in parameters based on ellipsoidal uncertainty set. They
showed that a small perturbation in data may lead to the infeasibility of the nominal
solution. Bertsimas and Sim [27] used a polyhedral uncertainty set for modeling
uncertainty. They argued that the other robust optimization approaches might be very
conservative,meaning that they accept a suboptimal solution for the nominal problem
in order to ensure that the solution remains feasible. Therefore, they proposed an
approach that the conservative level of solution is adjustable and the solution will be
more reliable. In the following the robust optimization approach by Bertsimas and
Sim will be presented.

To present Bertsimas and Sim’s approach, consider the following linear program-
ming model:

max c′x
s.t. Ax ≥ b,

x ∈ X.

(4)

Without loss of generalitywe assume thatAwhich is the coefficientmatrix is under
uncertainty and X is a polyhedron. Consider a particular row i; (i = 1, . . . ,m) of
matrix A and let Ji be the set of coefficient in the row i which are under uncertainty
assumption. The components in Ji can be modeled as a symmetric and bounded
variable which take values according to an unknown symmetric distribution in the
interval [ai j − âi j , ai j + âi j ] (ai j is the nominal mean value for ãi j ). The scale devi-
ation from nominal value of ai j is defined as ηi j = (ãi j − ai j )/âi j which take value
in the interval [−1, 1]. For each constraint the parameter Γi , not necessarily inte-
ger is introduced that take value in the interval [0, |Ji |]. In fact, the parameter Γi

adjust the robustness of the model against the level of conservatism of the solution.
If Γi = 0, there is no protection against uncertainty and if Γi = |Ji | the solution is
fully protected against uncertainty.

The following linear optimization model which in only a subset of coefficients are
allowed to change, is the robust counterpart of (4) that was introduced by Bertsimas
and Sim [27].
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max c′x
s.t.

∑
j ai j + ziΓi + ∑

j∈Ji
pi j ≤ bi , ∀i,

zi + pi j ≥ âi j y j , ∀i, j ∈ Ji
−y j ≤ x j ≤ y j , ∀ j
l ≤ x j ≤ u, ∀ j
pi j ≥ 0 ∀i ∈ JI ,
zi ≥ 0, ∀i,
y j ≥ 0, ∀ j.

(5)

3 Robust WR-TO Model

As mentioned before production trade-offs naturally exist in any real world technol-
ogy, they usually will be expressed linguistically and translating them into exact and
precise data may not be always possible. For example, in a university we may have
a following feasible trade-off:

One teaching post is replaced by one research position. Then no department
should lose more than about 20 undergraduate students and we should expect
the increase of publication by at least about 0.3 papers a year.

As we mentioned, some of trade-offs between inputs and outputs cannot be
express precisely. Hence, we can use robust optimization to improve model (3) while
we are considering the perturbation in production trade-offs between inputs and
outputs.

Matrix Q includes the trade-offs in outputs and matrix P includes the trade-offs
in inputs.

Q =
⎡

⎣
q11 . . . qs1
...

. . .
...

q1k . . . qsk

⎤

⎦ and P =
⎡

⎣
p11 . . . pm1
...

. . .
...

p1k . . . pmk

⎤

⎦ ,

Qt = (q1t , q2t , ..., qst ); Pt = (p1t , p2t , ..., pmt ).
Suppose that we have uncertainty in t-th constraint of model (3) which is related

to production trade-offs and Based upon Bertsimas and Sim’s robust optimization
method we suppose that the components in this constraint are under uncertainty.

Let Jt x be the set of coefficients (pit ; i ∈ Jt x ), and Jt y be the set of coefficients
(qrt ; r ∈ Jt y) that are subject to uncertainty. p̃i t ; i ∈ J x

t (J x
t = {t \ p̂i t �= 0}) and

q̃r t ; r ∈ J y
t (J y

t = {t \ q̂r t �= 0} take values according to an unknown but symmet-
ric distribution with a mean value equal to the nominal value pit , qrt in the interval
p̃i t ∈ [pit − p̂i t , pit + p̂i t ] and q̃r t ∈ [qrt − q̂r t , qrt + q̂r t ] respectively. For each “t”
we introduce parameter Γ x

t ,Γ y
t which take values in [0, |J x

t |], [0, |J y
t |] respectively.

By varying parameters Γ x
t , Γ

y
t , we are able to adjust the robustness of model against

the level of conservatism of solution. In other words, up to �Γ x
t 	, �Γ y

t 	 of coeffi-
cients are allowed to change andone coefficient pid orqrd change by (Γ x

t − �Γ x
t 	) p̂id

and (Γ
y
t − �Γ y

t 	)q̂rd , respectively. Actually, parameters Γ x
t , Γ

y
t provide flexibility
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in order to adjust the level of conservatism of the solution. If we consider Γ x
t = 0,

Γ
y
t = 0 there is noprotection against the uncertainty and the robust counterpartmodel

will be equivalent to the original model, if Γ x
t = |J x

t |, Γ y
t = |J y

t | the t-th constraint
is fully protected against any uncertainty. Therefore, the robust counterpart of model
(3) (when production trade-offs are under uncertainty) based on Bertsimas and Sim
robust optimization method will be as follow:

max
∑s

r=1 ur yro
s.t.

∑m
i=1 vi xio = 1, i = 1, 2, ...,m,∑s
r=1 ur yro − ∑m

i=1 vi xio ≤ 0, j = 1, 2, ..., n,∑s
r=1 urqrt + βi (v, Γ x

t ) − ∑m
i=1 vi pit + βr (u, Γ

y
t ) ≤ 0, t = 1, ..., k,

−zr ≤ ur ≤ zr ,
−wi ≤ vi ≤ wi ,

(6)
where

βi (v, Γ x
t ) = max

{syt ∪{dy
t }|syt ⊆J y

t ;|syt |=�Γ y
t 	,dy

t ∈J y
t \syt }

{∑

r∈syt
q̂r t zr + (Γ

y
t − �Γ y

t 	)q̂rd y
t
zd

}

and

βr (u, Γ
y
t ) = max

{sxt ∪{dx
t }|sxt ⊆J x

t ;|sxt |=�Γ x
t 	,dx

t ∈J x
t \sxt }

{ ∑

i∈sxt } p̂i twi + (Γ x
t − �Γ x

t 	) p̂idx
t
wd

}

.

If Γ x
t and Γ

y
t are chosen as integers, the t-th constraint is protected by

βi (v, Γ x
t ) = max

{sxt |sxt ⊆J x
t ;|sxt |=�Γ x

t 	}

{∑

i∈sxt
p̂i twi

}

and

βr (u, Γ
y
t ) = max

{syt |syt ⊆J y
t ;|syt |=�Γ y

t 	}

{ ∑

r∈syt
q̂r t zr

}

.

If Γ x
t = 0, the t-th constraint is protected by βi (v, Γ x

t ).
If Γ

y
t = 0, the t-th constraint is protected by βr (u, Γ

y
t ).

And if Γ
y
t = Γ x

t = 0, the constraints are equivalent to the nominal problem.
Hence by varying Γ x

t ∈ [0, |J x
t |] and Γ

y
t ∈ [0, |J y

t |], we have the flexibility of
adjusting the robustness of the method against the level of conservatism of the solu-
tion. Model (6) is a nonlinear model, therefore we need to transform it to a linear
model, so it will be suitable to solve it using any DEA-solver package.

Proposition 1. If vectors of u∗ and v∗ are given, the protection functions of t-th
constraint,
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βr (u, Γ
y
t ) = max

{s yt ∪{dyt }|s yt ⊆J yt ;|s yt |=�Γ y
t 	,dyt ∈J yt \s yt }

{ ∑

r∈s yt
q̂r t |u∗

r | + (Γ
y
t − �Γ y

t 	)q̂rd yt |u∗
r |

}

,

βi (v, Γ x
t ) = max

{sxt ∪{dxt }|sxt ⊆J xt ;|sxt |=�Γ x
t 	,dxt ∈J xt \sxt }

{ ∑

i∈sxt
p̂i t |v∗

i | + (Γ x
t − �Γ x

t 	) p̂idxt |v∗
i |

}

,

Are equal to the objective function of the following linear optimization problems
respectively.

βr (u∗, Γ y
t ) = max

∑
r∈J y

t
q̂r t |u∗

r |γr t
s.t.

∑
r∈J y

t
γr t ≤ Γ

y
t ,

0 ≤ γr t ≤ 1, ∀r ∈ J y
t ,

(7)

βi (v
∗, Γ x

t ) = max
∑

i∈J x
t
p̂i t |v∗

i |λi t

s.t.
∑

i∈J x
t
λi t ≤ Γ x

t ,

0 ≤ λi t ≤ 1, ∀i ∈ J x
t .

(8)

Proof. It is obvious that the optimal value of model (7) consists of �Γ y
t 	 variables

at 1 and one variable at (Γ
y
t − �Γ y

t 	) and this is equivalent to the section of sub-
set {syt ∪ {dy

t } | s yt ⊆ J y
t ; |s yt | = �Γ y

t 	, dy
t ∈ J y

t \ s yt } with corresponding cost func-
tion {∑r∈syt q̂r t |u∗

r | + (Γ
y
t − �Γ y

t 	)q̂rd y
t
|u∗

r |}. Similarly the optimal value of model
(8) consists of �Γ x

t 	 variables at 1 and one variable at (Γ x
t − �Γ x

t 	) and this is
equivalent to the section of subset {sxt ∪ {dx

t } | sxt ⊆ J x
t ; |sxt | = �Γ x

t 	, dx
t ∈ J x

t \ sxt }
with corresponding cost function {∑i∈sxt p̂i t |v∗

i | + (Γ x
t − �Γ x

t 	) p̂idx
t
|v∗

i |}. In order
to transform model (6) to a linear optimization model let consider zyr and αr t be
the dual variables corresponding to the first and second constraints in model (7)
respectively. Therefore, the dual of model (7) is as follows:

min
∑

r∈J y
t
αr t + zyr Γ

y
t

s.t. zyr + αr t ≥ q̂r t |u∗
r |, ∀r ∈ J y

t ,

zyr ≥ 0,
αr t ≥ 0,

(9)

Similarly let consider zxi and βr t be the dual variables corresponding to the first
and second constraints in model (8) respectively . Therefore, the dual of model (8)
is as follows:

min
∑

i∈J x
t
βi t + zxi Γ

x
t

s.t. zxi + βi t ≥ p̂i t |v∗
i |, ∀i ∈ J x

t ,

zxi ≥ 0,
βi t ≥ 0,

(10)
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Using proposition 1, we have that βr (u∗, Γ y
t ) and βi (v

∗, Γ x
t ) are equal to the

objective function values of model (7) and model (8) respectively. By substitut-
ing to model (6) it is obtained that model (6) is equivalent to the following linear
optimization.

Robust (WR − T O)max
∑s

r=1 ur yro
s.t.

∑m
i=1 vi xio = 1, i = 1, 2, ...,m,

∑s
r=1 ur yr j − ∑m

i=1 vi xi j ≤ 0, j = 1, 2, ..., n,
∑s

r=1 ur qrt − ∑m
i=1 vi pi t ≤ 0, t = 1, 2, ..., k,

∑s
r=1 ur qrt − ∑m

i=1 vi pi t + zxi Γ x
t + zyr Γ

y
t

+∑
i∈J xt

βi t + ∑
r∈J yt

αr t ≤ 0, ∀i ∈ J xt and r ∈ J yt ,

zyr + αr t ≥ q̂r t u′
r ,

zxi + βi t ≥ p̂i tv
′
i ,−u′

r ≤ ur ≤ u′
r ,

−v′
i ≤ vi ≤ v′

i .

(11)

Robust WR-TO model can handle the uncertainty in production trade-offs data
without requiring to identify the data distribution function and it can be solved using
any linear programming software. In order to apply the above model, we need to
consider p̂i t = εi pit , where εi is the value of perturbation for the i-th input trade-
offs in the t-th weight restriction constraint and q̂r t = εrqrt where εr is the value
of perturbation for the r-th output trade-off in the t-th weight restriction constraint.
Another important task to be able to implement Robust WR-TO model is the choice
of the value of Γ x

t , Γ
y
t . In order to protect t-th constraint against perturbation it is

sufficient to choose Γ
xy
t according to the following relation:

Γ
xy
t = Γ x

t + Γ
y
t = 1 + φ−1(1 − εi,r )

√
n,

where φ is the cumulative distribution function of the standard Gaussian variable
and is the source of uncertainty for each constraint. For example if n = 200 and the
violation probability of the t-th constraint be less than 1% then Γ

xy
t must be at least

33.9200 ≈ 17% of the uncertain parameters taking their worst-case value.

4 Handling Uncertainty in Production Trade-Offs Using
Interval DEA Approach

In this section we use the interval DEA approach proposed by Smirlis et al. [34]
to handle the uncertainty in production trade-offs in WR-TO model. As mentioned
before, production trade-offs naturally exist in any real world technology and will
be set by decision makers and they usually will be expressed linguistically and
translating them into exact and precise data may not be always possible. We assume
the exact level of some trade-offs (i.e. qrm, pim) is unknown, but it is known that
their level lie within the upper and lower bounds represented by the intervals qrm ∈
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[qlrm, qu
rm] and pim ∈ [plim, puim]. In order to incorporate this type of data in WR-TO

model, first we apply the following transformation for variables qrm, pim :

qrm = λrq
u
rm + (1 − λr )q

l
rm = qlrm + λr (q

u
rm − qlrm), 0 ≤ λr ≤ 1,

pim = βi p
u
im + (1 − βi )p

l
im = plim + βi (p

u
im − plim), 0 ≤ βi ≤ 1.

According to these transformationsWR-TOmodel will be modified as the following
mathematical programming:

max
∑s

r=1 ur yro
s.t.

∑m
i=1 vi xio = 1, i = 1, 2, ...,m,∑s
r=1 ur yr j − ∑m

i=1 vi xi j ≤ 0, j = 1, 2, ..., n,∑s
r=1 urqrt − ∑m

i=1 vi pit ≤ 0, t = 1, 2, ..., k \ m,∑s
r=1 urq

l
rm + urλr (qu

rm − qlrm)

−∑m
i=1 vi plim + viβi (puim − plim) ≤ 0, t = m,

ur ≥ 0,
vi ≥ 0.

(12)
Since there are the products of variables (urλr , viβi ) in model (12), this model is a

non-linear model. In order to transform it to a linear programming, we replace these
products with new variables urλr = γr ; where 0 ≤ γr ≤ ur and viβi = δi ; where
0 ≤ δi ≤ vi . By substituting these new variables, model (12) is transformed to the
following linear programing:

I nterval(WR − T O)max
∑s

r=1 ur yro
s.t.

∑m
i=1 vi xio = 1, i = 1, 2, ...,m,∑s
r=1 ur yr j − ∑m

i=1 vi xi j ≤ 0, j = 1, 2, ..., n,∑s
r=1 ur qrt − ∑m

i=1 vi pi t ≤ 0, t = 1, 2, ..., k \ m,
∑s

r=1 ur q
l
rm + γr (qurm − qlrm )

−∑m
i=1 vi p

l
im + δi (p

u
im − plim ) ≤ 0, t = m,

0 ≤ γr ≤ ur ,
0 ≤ δi ≤ vi ,

ur ≥ 0,
vi ≥ 0.

(13)

In model (13) if the upper and lower bounds are all zero, Interval WR-TO model
will be reduced to WR-TO model. Interval WR-TO model can handle imprecise
production trade-offs when decision makers cannot come up with an agreement to
set an exact value for the trade-off between two variables in the production. As an
example consider assessing the efficiency of farms, driven data and analyses from
different regions may show that any farm can produce between 1.2 and 1.7 tons of
wheat instead of 1 ton of barley, without claiming additional resources. Hence, in
such cases Interval WR-TO model can be applied to handle this type of uncertainty
in data.
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5 Analysis of Results

This section demonstrates the applicability of the proposedmodel in this article using
data from 35 granted research projects in engineering discipline from universiti Sains
Malaysia. In order to analyze the efficiency of these granted research projects the
number of researchers (x1), the amount of grants allocated to complete the research
(x2), the duration token to complete the research (x3) are considered as inputs. In
assessing the efficiency of granted research project it is widely agreed that the most
significant research output is publication. In our study output variables included inter-
national journal publications (y1), ISI publications (y2), local journal publications
(y3), international conference publications (y4), local journal publications (y5) and
other publications (y6). A descriptive statistic for data sets is given in Table 1.

In the process of evaluation, it may not seems to be fair to compare the projects
under a single rule and assumption. For example, all researchers are agreed that pub-
lishing and participating in an international conference surely needs more resources
than publishing and participating in a local conference. Hence, by considering the
production trade-offs, it is possible to tackle the problem of non-homogeneity in
outputs. As the multiplier DEA model determine the potential improvement of the
publications by fully utilizing the inputs, the following production trade-offs are con-
sidered to improve the weight distribution and discrimination power of the model.

Table 1 Descriptive statistics for data sets

Data set Mean Standard
deviation

Minimum Maximum

Inputs

Researchers 2.23 0.88 1 4

Grants 20602.86 7923.66 6674 39257

Duration 24.46 2.077 24 36

outputs

International
journal
publications

1.49 1.67 0 6

Local journal
publications

0.2 0.47 0 2

International
conference
publications

2.03 2.39 0 9

Local
conference
publications

0.91 1.17 0 4

Other
publications

0.03 0.17 0 1
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Assumption 1. Publishing an international conference paper needsmore resources
than a local conference paper however by no more than a factor of 5.

(p11, p21, p31, q11, q21, q31, q41, q51, q61) = (0, 0, 0, 0, 0, 0, 1,−5, 0)

Assumption 2. If the number of researchers is increased by 2, it should be possible
to increase the number of publications by at least 0.25.

(p12, p22, p32, q12, q22, q32, q42, q52, q62) = (2, 0, 0, 0.25, 0.25, 0.25, 0.25, 0.25, 0.25)

Assumption 3. Publishing an international journal paper requires no more than the
twice the amount of resources to publish a local journal paper.

(p13, p23, p33, q13, q23, q33, q43, q53, q63) = (0, 0, 0, 1, 0,−2, 0, 0, 0)

Assumption 4. The increase of the amount of grants by 15000 is sufficient to increase
the number of researchers by 2 and increase the number of publications by 0.5.

(p14, p24, p34, q14, q24, q34, q44, q54, q64) = (2, 15000, 0, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5)

Assumption 5. The reduction of intentional conference and local conference papers
by 1, release the sufficient resources to publish at least one international journal
paper.

(p15, p25, p35, q15, q25, q35, q45, q55, q65) = (0, 0, 0, 1, 0, 0,−1,−1, 0, )

Assumption 6. Publishing an ISI paper does not necessarily require more resourses
than an international journal paper.

(p16, p26, p36, q16, q26, q36, q46, q56, q66) = (0, 0, 0,−1, 1, 0, 0, 0, 0)

Each of these production trade-off can be stated in the form of a weight restriction
(
∑s

r=1 urqrt − ∑m
i=1 vi pit ≤ 0) as below:

1. u4 − 5u5 ≤ 0 t = 1
2. 0.25(u1 + u2 + u3 + u4 + u5 + u6) − 2v1 ≤ 0 t = 2
3. u1 − 2u3 ≤ 0 t = 3
4. 0.5(u1 + u2 + u3 + u4 + u5 + u6) − 2v1 − 15000v2 ≤ 0 t = 4
5. u1 − u4 − u5 ≤ 0 t = 5
6. − u1 + u2 ≤ 0 t = 6

Note that more complex trade-offs that links more inputs and outputs can be
considered and by adding more complex trade-offs a better weight distribution and
efficiency discrimination can be expected.
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The result from the multiplier CCR model and WR-TO model which shows the
efficiency scores, input-output weights and ranking of the projects are reported in
Tables 2 and 3 respectively. The result shows that the discrimination power of the
CCRmodel is much lower than theWR-TOmodel as 31.43% of projects are reported
as efficient projects by applying the classical CCR model in comparison with the
WR-TO model which only 11.43% of the project are reported as efficient projects.
Moreover, implementingWR-TOmodel gives a better efficiency score discrimination
compared to the classical CCR model. Furthermore, the result for the inputs and
outputs weights shows that the WR-TO model distributed the value of inputs-output
weights more evenly than those obtained by CCR model as the number of zeros for
input-output weights in results is less than the CCR model.

Assigning the production trade-offs depends on the expert’s judgments and the
methodologies that they have applied.Hence itmaynot be always possible to translate
and estimate these production trade-offs into exact and precise data, and in some cases
not all experts may agree on some of these judgments and it is preferred to consider a
small perturbation in some or all data. In this case we assume that in trade-off t = 1,
q15 is under uncertainty and let ε = 0.2 for it and also in trade of t = 4, p24 is under
uncertainty with ε = 0.2. Considering these production trade-offs and uncertainties,
the robust WR-TO model is implemented to determine the efficiency scores of the
projects. The efficiency score and ranking of projects by applying the robust WR-
TO model and interval WR-TO model are presented in Table 4. It is evident that in
case of the robust WR-TO model the efficiency scores are decreased in comparison
with the other models. A comparison of efficiency scores obtained from CCR, WR-
TO, Robust WR-TO and Interval WR-TO model is presented in Fig. 1. In evaluating
projects under uncertainty it should be noted that by considering the uncertainty in
data the feasibility of the optimal solution can be heavily effected even by a small
perturbation of the data. It this study, even though only 2 components are considered
under uncertainty, the efficiency scores and the ranking of the projects have been
effected. The result of the robust WR-TO model are reported for the full protection
as there are only 2 uncertain components, Γ x

t = 1, Γ y
t = 1.

The result from the intervalWR-TO in comparison with the robustWR-TOmodel
shows that the interval WR-TO model tends to overestimate efficiency scores and
it can be less discriminative than the robust WR-TO model. Moreover, the robust
WR-TO model with the same uncertain components and ε = 0.1 is also solved and
the result are shown in Table 4. The result shows that when the level of uncertainty
increases the efficiency scores will decrease. Overall, implementing the production
trade-offs gives the opportunity to the projects to be evaluated more fairly and the
robust WR-TOmodel is a better option for considering the uncertainty in production
trade-offs, especially when the number of parameters that are under uncertainty
increases and there is a choice to adjust the level of conservatism.
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Table 2 Result from CCR model.
Project Efficiency

score
u1 u2 u3 u4 u5 u6 v1 v2 v3

1 0.2257 0 0 0 0.2257 0 0 0 0.0001 0

2 1 0 0 0.3698 0.077 0.041 0 0 0.00006 0

3 0.250 0 0 0 0 0.250 0 0 0 0.042

4 0.9605 0.1867 0 0 0.067 0 0 0.2151 0.00003 0

5 1 0.074 0 0 0.056 0.1296 0 0 0 0.042

6 0.2979 0.1277 0 0 0.085 0 0 0.021 0 0.039

7 0.3333 0.3333 0 0 0 0 0 0.3333 0 0.028

8 0.8824 0.2350 0 0 0 0.059 0 0.294 0 0.017

9 0.1551 0 0 0 0.1551 0 0 0.1376 0.00005 0

10 0.8571 0 0 0 0.1429 0 0 0.1429 0 0.030

11 0.2489 0 0.2489 0 0 0 0 0.021 0.00001 0.031

12 0.3907 0 0 0 0.1954 0 0 0.1732 0.00006 0

13 0.250 0 0 0 0 0.250 0 0 0 0.042

14 1 0 0.1579 0.4474 0.026 0 0 0.079 0 0.029

15 1 0 0.22220 0 0 0.1111 0 0.1111 0 0.032

16 0.7143 0 0 0.50 0.071 0 0 0.071 0 0.036

17 0.667 0.3333 0 0 0 0 0.3333 0 0.028 0

18 1 0.2917 0 0 0.063 0 0 0.3125 0 0.029

19 1 0 0 0 0 0 1 0 0 0.042

20 0.7143 0 0 0 0.1429 0 0 0.1429 0 0.030

21 0.7030 0 0 0 0.1347 0.082 0 0.00006 0 0

22 1 0.1486 0 0 0 0.037 0 0.1993 0.00001 0

23 0.5499 0 0.2750 0 0 0 0 0.088 0.00005 0

24 1 0.1250 0.1250 0 0 0 0 0.1250 0 0.031

25 0.1281 0 0 0 0.1281 0 0 0.1136 0.00004 0

26 0.6565 0 0 0 0 0.6565 0 0.0002 0 0

27 0.4444 0 0 0 0 0.2222 0 0 0 0.037

28 0.4162 0 0 0 0.1387 0 0 0.1387 0 0.029

29 0.4000 0.200 0 0 0 0 0 0.200 0 0.017

30 1 0 0 0.500 0 0 0 0.271 0.00001 0

31 0.6250 0 0 0.500 0 0.125 0 0 0 0.042

32 0.6000 0.200 0 0 0 0 0 0.200 0 0.017

33 1 0.1423 0 0.4284 0 0 0 0 0.000007 0.032

34 0.2941 0.2353 0 0 0 0.059 0 0.294 0 0.017

35 1 0 0.1875 0 0 0.063 0 0.125 0 0.021
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Table 3 Result from WR-TO model.
Project Efficiency

score
u1 u2 u3 u4 u5 u6 v1 v2 v3

1 0.2181 0 0 0 0.2181 0.044 0 0.033 0.00001 0

2 1 0 0 0 0.1471 0.029 0 0.1765 0 0.034

3 0.250 0 0 0 0 0.250 0 0.250 0 0.031

4 0.9268 0.1057 0 0.053 0.095 0.019 0 0.071 0.00005 0

5 1 0.011 0.011 0.005 0.1107 0.053 0 0.024 0.00005 0

6 0.2753 0.10 0 0.050 0.088 0.018 0 0.037 0.00003 0.014

7 0.1538 0.1538 0 0.077 0 0.1538 0 0.3846 0 0.026

8 0.7485 0.1248 0 0.062 0 0.1248 0 0.1292 0.00002 0.011

9 0.1457 0 0 0 0.1457 0.029 0 0.0.087 0.00005 0

10 0.7864 0 0 0 0.1311 0.026 0 0.095 0.000008 0.027

11 0.1760 0.088 0.088 0.044 0 0.088 0 0.1791 0.00002 0.044

12 0.3839 0 0 0 0.1745 0.035 0 0.1040 0.00006 0

13 0.2311 0 0 0 0 0.2311 0 0.029 0.00003 0.018

14 1 0 0 0.2566 0.083 0.017 0 0.044 0.00004 0.002

15 0.9097 0.1011 0.1011 0.051 0 0.1011 0 0.2058 0.00002 0.009

16 0.5444 0 0 0.2965 0.083 0.017 0 0.049 0.00005 0

17 0.5333 0.1333 0.1333 0.067 0 0.1333 0 0.4667 0 0.022

18 0.8405 0.1096 0.1096 0.055 0.091 0.018 0 0.2987 0.00004 0

19 0.5959 0 0 0 0.1402 0.028 0.2875 0.083 0.00005 0

20 0.7073 0 0 0 0.1310 0.026 0 0.095 0.000008 0.027

21 0.6911 0 0 0 0.1392 0.067 0 0.026 0.00006 0

22 1 0.077 0.077 0.038 0.064 0.013 0 0.034 0.00006 0

23 0.4375 0.1094 0.1094 0.055 0 0.1094 0 0.2351 0.00003 0

24 0.8345 0.1043 0.1043 0.0520 0 0.1043 0 0.2123 0.00002 0.009

25 0.1245 0 0 0 0.1245 0.025 0 0.074 0.00004 0

26 0.6248 0 0 0 0 0.6248 0 0.078 0.0001 0

27 0.4320 0 0 0 0 0.2160 0 0.027 0.00003 0.016

28 0.3644 0 0 0 0.1215 0.024 0 0.1457 0 0.028

29 0.1739 0.087 0 0.043 0 0.087 0 0.2174 0 0.014

30 0.9778 0 0 0.4889 0 0 0 0.061 0.00006 0

31 0.3333 0 0 0.3333 0 0 0 0.3333 0 0

32 0.2773 0.092 0 0.046 0 0.092 0 0.096 0.00002 0.008

33 0.5172 0.069 0.069 0.034 0 0.069 0 0.2414 0 0.011

34 0.2222 0.1111 0 0.056 0 0.1111 0 0.2778 0 0.019

35 0.6499 0.059 0.059 0.030 0 0.060 0 0.1203 0.00001 0.005
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Table 4 Comparison of the efficiency scores and ranking from different models.
Project Efficiency

score (CCR)
Ranking Efficiency

score
(WR-TO)

Ranking Efficiency
score
(Robust
WR-TO)
ε = 0.1

Ranking Efficiency
score
(Robust
WR-TO)
ε = 0.2

Ranking Interval
(WR-TO)
ε = 0.2

Ranking

1 0.2257 21 0.2181 27 0.2181 27 0.2181 27 0.2183 26

2 1 1 1 1 1 1 1 1 1 1

3 0.250 19 0.250 24 0.250 24 0.250 24 0.250 23

4 0.9605 2 0.9268 3 0.9268 2 0.9268 2 0.9299 2

5 1 1 1 1 1 1 1 1 1 1

6 0.2979 17 0.2753 23 0.2747 22 0.2738 22 0.2771 22

7 0.3333 16 0.1538 30 0.1538 30 0.1538 30 0.1538 29

8 0.8824 3 0.7485 8 0.7424 8 0.7352 8 0.7582 7

9 0.1551 22 0.1457 31 0.1457 31 0.1457 31 0.1472 30

10 0.8571 4 0.7864 7 0.7860 7 0.7853 7 0.7979 6

11 0.2489 20 0.1760 28 0.1757 28 0.1753 28 0.1765 27

12 0.3907 15 0.3839 19 0.3839 19 0.3839 19 0.3849 18

13 0.250 19 0.2311 25 0.2299 25 0.2284 25 0.2329 24

14 1 1 1 1 1 1 1 1 1 1

15 1 1 0.9097 4 0.9048 3 0.8989 3 0.9175 3

16 0.7143 5 0.5444 14 0.5210 15 0.50 16 0.5915 13

17 0.6667 7 0.5333 15 0.5333 14 0.5333 15 0.5333 14

18 1 1 0.8405 5 0.8405 5 0.8405 4 0.8414 4

19 1 1 0.5960 13 0.5735 13 0.5732 13 0.6713 11

20 0.7143 5 0.7073 9 0.7069 9 0.7062 9 0.7089 8

21 0.7030 6 0.6911 10 0.6911 10 0.6911 10 0.6911 9

22 1 1 1 1 1 1 1 1 1 1

23 0.5499 11 0.4375 17 0.4375 17 0.4375 17 0.4375 16

24 1 1 0.8345 6 0.8323 6 0.8298 5 0.8378 5

25 0.1281 23 0.1245 32 0.1245 32 0.1245 32 0.1251 31

26 0.6565 8 0.6248 12 0.6248 12 0.6248 11 0.6248 12

27 0.4444 12 0.4320 18 0.4318 18 0.4315 18 0.4323 17

28 0.4162 13 0.3644 20 0.3644 20 0.3644 20 0.3721 19

29 0.4000 14 0.1739 29 0.1739 29 0.1739 29 0.1739 28

30 1 1 0.9778 2 0.8964 4 0.8120 6 1 1

31 0.6250 9 0.3333 21 0.3333 21 0.3333 21 0.3333 20

32 0.6000 10 0.2773 22 0.2709 23 0.2635 23 0.2878 21

33 1 1 0.5172 16 0.5172 16 0.5172 14 0.5172 15

34 0.2941 18 0.2222 25 0.2222 26 0.2222 26 0.2222 25

35 1 1 0.6499 11 o.6357 11 0.6192 12 0.6732 10
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Fig. 1 Comparison of efficiency scores

6 Conclusion

Robust optimization approach has been widely applied in DEA in order to study
the problems involving data uncertainty. In the robust DEA literature, usually inputs
and/or outputs parameters are considered under uncertainty, however in some other
DEAmodels such as weight restriction models, there are other parameters that might
be subjected to uncertainty. In this paper a modified robust weight restriction model
based on Bertsimas and Sim’s approach [27] where the production trade-offs are
subjected to uncertainty is proposed. Moreover, an interval weight restriction model
is expanded to handle the uncertainty in production-trade-offs. The proposed models
are verified on a case study of granted research projects where the production trade-
offs have been considered in the evaluation process in order to tackle the problem
of low discrimination and non-homogeneity of outputs. The result indicates that
perturbation in data even in one or two parameters can affect the efficiency scores
and ranking of DMUs and by increasing the level of perturbation, the efficiency
scores will be decreased. Moreover, it is shown that the interval weight restriction
model tends to overestimate the efficiency scores and it not an efficient model to
be used in cases with a large number of parameters subjected to uncertainty. This
paper can be used in real world-applications where the inputs and/or outputs are non-
homogenous and experts or decisionmakers cannot comeupwith an agreement on the
production trade-offs or theweight assigned to inputs and/or outputs to provide amore
appropriate and fair evaluation process. Applying robust optimization approaches to
the other DEAmodels, such as models with integer valued data or non-discretionary
factors are interesting topics for future researches.
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An EPQModel for Delayed Deteriorating
Items with Two-Phase Production Period,
Variable Demand Rate and Linear
Holding Cost
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Dari Sani, and Majid Khan Majahar Ali

Abstract In this paper, an EPQ model for delayed deteriorating items with a two-
phase production period variable demand rate and linearly increasing function of time
holding cost is developed. The first two stages of thismodel are two-phase production
periods with different production rates and the same demand rate. The third stage is
the period after inventory build-up, before deterioration sets in with quadratic time
demand rate while the fourth stage is the deterioration period with stock dependent
demand rate. It is assumed that back-order is not allowed. At first, this paper shows
the impact of change in production rate on cycle length that minimizes the total
variable cost per unit time and economic production quantity. Then, a theorem and
lemmas are provided to characterize the optimal analytical solutions. A numerical
example is given to reveal the applicability of the model developed and sensitivity
analysis is carried out to show the effect of change of some system parameter values
on the total variable cost and economic production quantity obtained in the numerical
example. Suggestions and recommendations are also presented toward reducing the
total variable cost while maximizing the profit of an imperfect production cycle with
unstable production rate. Finally, it is shown that the developedmodel improves upon
that of the working paper.
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1 Introduction

Controlling and maintaining inventory of deteriorating items are some of the must
important issues for any business organization. An economic production quantity
(EPQ) system is an inventory control system that determines the amount of items to
be produced on a single facility by considering appropriate production rate so as to
meet a deterministic demand over an infinite planning horizon. Most of the recent
economic production quantity modellers consider the ideal cases that the production
rate is either constant, time dependent or demand dependent during the inventory
build-up periods which is not generally the case. Looking at the state of growing
manufacturing industries which are always trying to increase their production to
achieve the set objective and the constraints hinder the well-established manufac-
turing industries such as unexpected machine failures on the EPQ as highlighted
in [2], terrorism activities and anti-terrorism policies as explained in [4], epidemics
and their precautionary measures detailed in [23] with Covid-19 at the center stage
and particular issue of militant activities on oil and gas production industry in Nige-
ria [17]. This suffices to show the need to consider an economic production quantity
EPQmodel with a conditional production rate that can solve the production problem
caused by the scenarios mentioned earlier.

Holding cost can be defined as the additional cost involved in carrying, storing
and maintaining a single of item over a period of time. In most of the inventory
models, holding cost assumed to be constant. But this is not generally the case in
real business. Items such as palm oil, crude oil, cooking gas, fruits, vegetables, etc.
deteriorate over time due to spoilage or other biotic/abiotic constraint. At present, to
prevent deterioration, an increase in holding cost is needed to preserve the freshness
(quality) of such product. Though, themore the inventory stayed in store, themore the
holding cost. As such, the holding cost can be assumed to be linearly time dependent
which is very important factor need to be consider in modelling delayed deteriorating
inventory.

In the existing literature it is observed that there is almost a huge vacuum in the
inventorymodels for delayed deteriorating itemswhich is based on twophase produc-
tion periods with different production rates and same demand rate while considering
stock dependent demand after deterioration sets in. Few researchers have considered
nearly similar but they have taken constant production rate or the production rate as
demand dependent only, but when manufacturers predicted that production period
may be terminated before the proposed time, production rate that is demand depen-
dent or constant can not be realistic. In the present study considering this realistic
approach, the work in [30] is extended by considering two phase production period
with the same demand rate but different rates of production and stock dependent
demand within deterioration period, which are completely different augment of their
work that considered a very rear case (no demand during inventory buildup period).

See Appendix D for details on basic model of [30].



Inventory Model 353

2 Review of Related Literature

In the modern day business, most, if not every business, exhibits holding cost that
is a linearly increasing function of time which is the main reason for most of the
recent researches on EPQ and EOQ considered linear holding cost as seen in [30]
who presented an EPQmodel for delayed deteriorating items with quadratic demand
and linear holding cost but assumed that there is no demand during inventory build-
up which is a very rear case and the demand during deterioration period is constant
which is also not always the case and [14] obtained the optimal order quantity and the
total present profits value of an inventory model for non-instantaneous deteriorating
items with linear function of time holding cost and stock dependent demand. It is
assumed that shortages are not allowed. Also, [5] derived an optimal cycle time of an
integrated production inventory model for delayed deteriorating item with exponen-
tial demand rate, a production rate that is a function of demand rate and linear time
varying holding cost. Authors assumed that partially deteriorated items are allowed
to sale with a discount rate from original one while units which are completely dete-
riorated are superfluous and shortages are not allowed. [19] developed an economic
production quantity (EPQ) model with stock-dependent demand and shortage were
not allowed while the holding cost was assumed to be time varying. [24] provided a
fuzzy inventory model for deteriorating items with three parameter Weibull distribu-
tion pattern. The demand was assumed to be price, stock, reliability and advertise-
ment dependent and time varying holding cost is considered. Two-parameterWeibull
distribution deterioration rate was also considered. The optimum solutions obtained
were evaluated under fuzzy environment and optimises the solution by considering
production rate and time as decision variables in separate cases. [11] developed an
EPQ inventory model with linear holding cost and shortages that are partially back-
logged. Holding cost is treated as a linear function of time and production rate was
considered as a linear combination of on-hand inventory and demand. In contrast, [6]
shows the applicability of non-linear holding cost in a multi-item EOQ with partial
backorder. In the same vein, [9] studied a production inventory model considering
imperfect production and deterioration of item, simultaneously. Both the serviceable
and reworkable items are assumed to deteriorate with time. The deterioration rate
is considered to be a type-2 fuzzy number. Such a situation arises when the vendor
assigns, with similar priority, a number of experts to determine the rate of deteri-
oration and the decision given by each expert is in linguistic term, which may be
replaced by a fuzzy number. Shortages are allowed that are completely backlogged.
All the screened items are reworked at the end of the production process. [20] Pre-
sented an economic production quantity model for deteriorating items manufactured
in a single batch, ramp type of demand rate and none time varying holding cost were
considered under the effect of inflation and shortages under fuzziness.

As the linear holding cost discovered un-negligible in modern EPQ/EOQ mod-
els, quadratic demand is also on the card as seen in an EPQ model for delayed
deteriorating items with quadratic demand before deterioration sets-in and constant
demand after deterioration sets-in developed by [15]. It is assumed that shortages
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are allowed and partially backordered. The authors also assumed that there is no
demand during production period. Also, [10] developed a deterministic inventory
models for deteriorating items with quadratic demand and variable holding cost. He
assumed that salvage value is associated to the deteriorated items and shortages are
not allowed. Likewise, [18] presented an inventory model for instantaneous dete-
riorating items with three-parameter Weibull deterioration. They assumed that the
demand is a quadratic function of time and shortages are allowed but fully back-
logged. Among the researchers that gave insight on the applicability of quadratic
demand are [1, 13, 22, 28] while [8] is one of the most recent work that consider
all the factors of modern EPQ models in analysing the relationship of two different
EPQmodels that is generalized fractional-order economic production quantity (EPQ)
model with the uniform demand and production rate and generalized fractional-order
EPQ model with the uniform demand, production rate and deterioration. But [21]
developed an EPQ model for instantaneous deteriorating items having ramp type
demand rate with weibull deterioration under inflation and finite horizon in crisp and
fuzzy area. The effect of inflation of none shortage products under finite horizon was
examined.

Furthermore, it is also natural that higher inventory on stock attract customers’
patronage the most. Therefore, stock dependent demand is always present as shown
in [12] which develops an economic production quantity (EPQ) inventory model for
deteriorating items with the constant deterioration rate and stock dependent demand.
Shortages are not considered while time varying holding cost is considered. [26]
presents an inventory model for deteriorating items with stock-dependent demand,
time-varying holding cost and shortages where demand is considered constant dur-
ing stock-out period. [25] developed an EPQ model with stock and selling price
dependent demand and variable production rate in interval environment. The pro-
duction rate is a variable and it varies with the demand rate. Shortages are allowed
and it is backlogged fully. The model assumed that there are some defective products
which requires reworking in order to make them useful and the possibility of pro-
ducing some defective items in regular production process and their reworking has
been taken into account. The model also assumed that the associated inventory cost
parameters are not fixed in reality and may vary time to time depending upon some
scenario and considered various cost parameters as interval numbers. [7] developed
an EPQ model with linearly time dependent production rate to a certain period and
then with constant production rate is in random time horizon under inflation and
time value of money. The model assumed that the business period is random and fol-
lows exponential distributionwith knownmean.Demand is linearly stock-dependent.
Holding and set up costs are imprecise and the optimistic/pessimistic equivalent of
fuzzy objective function is obtained by using possibility/necessity measure of fuzzy
event. The model is formulated as a cost minimization problem for a production
controlled inventory system. So also [16, 27, 29] developed inventory models with
stock dependent demands.

In the present work, we established an EPQmodel for delayed deteriorating items
with linearly time dependent holding cost and quadratic time dependent demand is
considered. The four stages considered in the proposed model are first production
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period with initial production rate, a production period after change of production
rate, period before deterioration begins where inventory depletion depends only on
demand rate which is assumed to be quadratic in nature and a period after dete-
rioration sets in where the inventory depletion depends on both deterioration and
demand. The holding cost considered is linearly time dependent. To the best of our
search, it is found that this type of EPQ model is not been considered by any of the
researchers/scientists in inventory literature. As such, this paper aim to determine the
best cycle length P that can optimizes the total variable cost the corresponding maxi-
mum economic production quantity (EPQ) formaximum profit. Numerical examples
are given to show the applicability of the model and sensitivity analysis carried out
to see the effect of changes on some system parameters in which managerial insight
is given.

3 Notation and Assumptions

Table1 contains the notation used in this paper.
The model is developed based on the following modified assumptions adopted

from [30] with addition of 1, 3, 7 and 9:

1. There are two production rates μ and αμ where the production rate is assume
to stay positively less than 200% of the initial i.e. 0 < α < 2.

2. It is assumed that the production start instantaneously at zero.
3. It is assumed that the production rate changes Instantaneously with parameter

α.
4. All defective items are discarded after inspection.
5. Unconstrained supplies capital.
6. Shortages are not allowed.
7. It is assumed that the demand during the inventory build-up period is constant.
8. Demand rate after production, before deterioration sets in is assumed to be

quadratic function of time (i.e. ρ1 = a1 + a2t + a3t2) where a3 > 0.
9. Demand during deterioration period is assumed to be stock dependent defined

as ρ2 − β I (t) where 0 ≤ β < 1 (as seen in [3] with little modification).
10. The time border of the production system is finite (i.e. P1 ≤ P2 ≤ P3 ≤ P).
11. The holding cost is assume to be linearly increasing function of time defined as

h = h1 + h2t
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Table 1 Notation

A The set up cost per production cycle

μ The production rate in unit per unit time

ρ The demand rate during inventory buildup in unit per unit time

ρ1 The demand rate after production before deterioration starts in unit per unit time

ρ2 The demand rate at the point deterioration start in unit per unit time

α Production rate changing parameter

π Inventory carrying charge

θ Deterioration rate

C Unit cost per item

Cθ The cost of deterioration

CH The total holding cost

I1 The inventory level at the point instantaneous change of production rate occur

I2 The inventory level at the end of the production period

I3 The inventory level at the point deterioration starts

I (t) The inventory level during inventory build up before production rate changes,
where 0 ≤ t ≤ P1

I1(t) The inventory level after production rate changes, where P1 ≤ t ≤ P2
I2(t) The inventory level after production stops before deterioration starts, where

P2 ≤ t ≤ P3
I3(t) The inventory level within deterioration period, where P3 ≤ t ≤ P

Pi Unit time in periods (i ∈ {1, 2, 3})
P Total cycle length (decision variable)

Z Total variable cost (decision variable)

EPQ Economic production quantity per cycle (decision variable)

4 Modelling

Figure1 shows how the inventory level varies with time due to both change in produc-
tion rate, demand and deterioration. The production starts at time at t = 0 changes
at P1. The production and demand rates during the time interval [0, P1] are μ and ρ

respectively and the inventory rich a level I1 at time P1. During the interval [P1, P2],
the inventories continue accumulating at a rate αμ − ρ due to change in produc-
tion rate (increase or decrease with the parameter α) while demand remain the same
as initial. The demand within the interval [P2, P3] is quadratic function of time
(ρ1 = a1 + a2t + a3t2). Deterioration starts when the inventory dropped to I3 at time
P3. The inventories dropped to zero due to both demand and deterioration time P .

The governing differential equation that describe the situation within [0, P1] and
it’s solution are:

d I (t)

dt
= μ − ρ; 0 ≤ t ≤ P1 (1)
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Fig. 1 The inventory system

the solution of Eq. (1) is

I (t) = (μ − ρ)t + k (where k is constant)

applying the boundary conditions I (0) = 0 and I (P1) = I1

I (t) = (μ − ρ)t (2)

The differential equation that describe the situation within [P1, P2] is given below
with its solution.

d I1(t)

dt
= αμ − ρ; P1 ≤ t ≤ P2 (3)

I1(t) = (αμ − ρ)t + k1; (where k1 is constant)

I1(P1) = I1 and I1(P2) = I2 thus,

I1(t) = (μ − ρ)P1 + (αμ − ρ)(t − P1); P1 ≤ t ≤ P2 (4)

Below is the differential equation that describe the situation within [P2, P3] together
with its solution.

d I2(t)

dt
= −ρ1 = −(a1 + a2t + a3t

2); P2 ≤ t ≤ P3 (5)
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I2(t) = −(a1t + a2
a2

2
+ a3

t3

3
) + k2; (where k2 is constant)

applying the boundary conditions I2(P2) = I2 and I2(P3) = I3

I2(t) = a1(P3 − t) + a2
2

(P2
3 − t2) + a3

3
(P3

3 − t3) + I3 (6)

The differential equation that describe the situation within [P3, P] and its solution
are

d I3(t)

dt
+ θ I3(t) = −(ρ2 − β I3(t)); P3 ≤ t ≤ P (7)

The Integrating Factor (I.F) method of solving ODE is employed to solve (7)

I3(t) = −ρ2

θ − β
+ k3e

−(θ−β)t ; (where k3 is constant)

applying the boundary conditions I3(P3) = I3 and I3(P) = 0
we have

I3(t) = −ρ2

θ − β
+

(
I3 + ρ2

θ − β

)
e(θ−β)(P3−t) (8)

I3 = ρ2

θ − β

(
e(θ−β)(P−P3) − 1

)
(9)

substitute (9) in (6) and (8) above

I2(t) = a1(P3 − t) + a2
2

(P2
3 − t2) + a3

3
(P3

3 − t3) + ρ2

θ − β

(
e(θ−β)(P−P3) − 1

)
(10)

I3(t) = ρ2

θ − β

(
e(θ−β)(P−t) − 1

)
(11)

The total cost of deteriorated items is the multiple of cost per unit item C and
difference between the total number of items at the time deterioration starts I3 and
the proximate demand within the deterioration period.

Cθ = C(I3 − ρ2(P − P3))

= C

[
ρ2

θ − β

(
e(θ−β)(P−P3) − 1

) − ρ2(P − P3)

]
(12)

The cost associated with storage and carrying charge of the total inventories from
production until it is sold or used (i.e. the inventory holding cost) is the multiple
of total number of inventories, carrying charge per unit item and cost per unit item,
which is given as
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CH = πh

[∫ P1

0
I (t)dt +

∫ P2

P1
I1(t)dt +

∫ P3

P2
I2(t)dt +

∫ P

P3
I3(t)dt

]

= π

[
h1

[
(μ − ρ)

2
P2
1 + (P2 − P1)

(αμ

2
P2 − αμ

2
P1 − ρ

2
(P2 + P1) + μP1

)

+ a1
2

(P3 − P2)
2 + a2

6
(2P3

3 − 3P2
3 P2 + P3

2 ) + a3
12

(3P4
3 − 4P3

3 P2 + P4
2 )

− ρ2

θ − β

(
P2 + P1 − P3 + P + 1

θ − β
− (P2 − P1 + 1)e(θ−β)(P−P3)

) ]

+ h2

[
(μ − ρ)

3
P3
1 + (αμ − ρ)

3
(P3

2 − P3
1 ) + (1 − α)

2
μP1(P

2
2 − P2

1 )

+ a1
6

(P3
3 − 3P3P

2
2 + 2P3

2 ) + a2
8

(P4
3 − 2P2

3 P
2
2 + P4

2 )

+ a3
30

(3P5
3 − 5P3

3 P
2
2 + 2P5

2 ) − ρ2

θ − β

(
1

(θ − β)2
+ P

θ − β
+ P2

− P2
3 + P2

2
2

−
(
P2
3 − P2

2 + 1

(θ − β)2
+ P3

)
e(θ−β)(P−P3)

)]]
(13)

Total Variable Cost. The total variable cost per cycle length is the sum of set-up
cost per cycle length, deterioration cost per cycle length and holding cost per cycle
length. i.e.

Z(P) = A

P
+ Cθ

P
+ CH

P

= A

P
+ C

P

[
ρ2

θ − β

(
e(θ−β)(P−P3) − 1

)
− ρ2(P − P3)

]

+ π

P

[
h1

[
(μ − ρ)

2
P2
1 + (P2 − P1)

(αμ

2
P2 − αμ

2
P1 − ρ

2
(P2 + P1) + μP1

)

+ a1
2

(P3 − P2)
2 + a2

6
(2P3

3 − 3P2
3 P2 + P3

2 ) + a3
12

(3P4
3 − 4P3

3 P2 + P4
2 )

− ρ2

θ − β

(
P2 + P1 − P3 + P + 1

θ − β
− (P2 − P1 + 1)e(θ−β)(P−P3)

)]

+ h2

[
(μ − ρ)

3
P3
1 + (αμ − ρ)

3
(P3

2 − P3
1 ) + (1 − α)

2
μP1(P

2
2 − P2

1 )

+ a1
6

(P3
3 − 3P3P

2
2 + 2P3

2 ) + a2
8

(P4
3 − 2P2

3 P
2
2 + P4

2 )

+ a3
30

(3P5
3 − 5P3

3 P
2
2 + 2P5

2 ) − ρ2

θ − β

(
1

(θ − β)2
+ P

θ − β
+ P2

− P2
3 + P2

2
2

−
(
P2
3 − P2

2 + 1

(θ − β)2
+ P3

)
e(θ−β)(P−P3)

)]]
(14)

Optimality Conditions: The aim of this model is to obtain the optimum value of
the cycle length P that minimize the total Variable cost per unit time Z(P). As such,
the necessary condition for the optimum value of P is

dZ(P)

dP
= 0
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while the sufficient condition is

d2Z(P)

dP2
> 0.

For the necessary condition, we differentiate (14) with respect to P;

dZ(P)

dP
= − A

P2
− C

P2

[
ρ2

θ − β

(
e(θ−β)(P−P3) − 1

)
− ρ2(P − P3)

]

− π

P2

[
h1

[
(μ − ρ)

2
P2
1 + (P2 − P1)

( αμ

2
P2 − αμ

2
P1 − ρ

2
(P2 + P1) + μP1

)

+ a1
2

(P3 − P2)
2 + a2

6
(2P3

3 − 3P2
3 P2 + P3

2 ) + a3
12

(3P4
3 − 4P3

3 P2 + P4
2 )

− ρ2
θ − β

(
P2 + P1 − P3 + P + 1

θ − β
− (P2 − P1 + 1)e(θ−β)(P−P3)

)]

+ h2

[
(μ − ρ)

3
P3
1 + (αμ − ρ)

3
(P3

2 − P3
1 ) + (1 − α)

2
μP1(P

2
2 − P2

1 )

+ a1
6

(P3
3 − 3P3P

2
2 + 2P3

2 ) + a2
8

(P4
3 − 2P2

3 P2
2 + P4

2 )

+ a3
30

(3P5
3 − 5P3

3 P2
2 + 2P5

2 ) − ρ2
θ − β

(
1

(θ − β)2
+ P

θ − β
+ P2

− P2
3 + P2

2
2

−
(
P2
3 − P2

2 + 1

(θ − β)2
+ P3

)
e(θ−β)(P−P3)

)]]

+ π

P

[
h1[− ρ2

θ − β
+ ρ2(P3 − P2 + 1)e(θ−β)(P−P3)] + h2[− ρ2

(θ − β)2

− ρ2
θ − β

P +
(

− ρ2(P
2
3 − P2

2 )

2
+ ρ2

(θ − β)2
+ ρ2P3

)
e(θ−β)(P−P3)]

]

+ C

P

[
ρ2e

(θ−β)(P−P3) − ρ2

]

= − A

P2
− C

P2

[
ρ2

θ − β

(
e(θ−β)(P−P3) − 1

)
+ ρ2P3 − ρ2Pe

(θ−β)(P−P3)

]

− π

P2

[
h1[ (μ − ρ)

2
P2
1 + (αμ − ρ)

2
(P2

2 − P2
1 ) + a1

2
(P3 − P2)

2

+ (1 − α)μP1(P2 − P1) + a2
6

(2P3
3 − 3P2

3 P2 + P3
2 )

+ a3
12

(3P4
3 − 4P3

3 P2 + P4
2 ) + ρ2

θ − β
(P3 − P2 + 1)e(θ−β)(P−P3)

− ρ2P(P3 − P2 + 1)e(θ−β)(P−P3) + ρ2
θ − β

P2 − ρ2

(θ − β)2
]

+ h2[ (μ − ρ)

3
P3
1 + (αμ − ρ)

3
(P3

2 − P3
1 ) + (1 − α)

2
μP1(P

2
2 − P2

1 )

+ a1
6

(P3
3 − 3P3P

2
2 + 2P3

2 ) + a2
8

(P4
3 − 2P2

3 P2
2 + P4

2 )

+ a3
30

(3P5
3 − 5P3

3 P2
2 + 2P5

2 ) − ρ2

(θ − β)3
+ ρ2P

2
2

2(θ − β)

+ ρ2
(θ − β)

(
P2
3 − P2

2
2

+ P3 + 1

(θ − β)2

)
e(θ−β)(P−P3) + ρ2

2(θ − β)
P2

− ρ2P

(
P2
3 − P2

2
2

+ P3 + 1

(θ − β)2

)
e(θ−β)(P−P3)]

]
(15)
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Using Maclaurin series expansion of exponential power, the approximate value
of e(θ−β)(P−P3) is (1 + (θ − β)(P − P3)), substituting in (15) we have

dZ(P)

dP
= − A

P2 − C

P2 [ρ2(θ − β)P(P3 − P)] − π

P2

[
h1[ (μ − ρ)

2
P2
1

+ (αμ − ρ)

2
(P2

2 − P2
1 ) + (1 − α)μP1(P2 − P1) + a1

2
(P3 − P2)

2

+ a2
6

(2P3
3 − 3P2

3 P2 + P3
2 ) + a3

12
(3P4

3 − 4P3
3 P2 + P4

2 )

+ ρ2

θ − β
P2 − ρ2

(θ − β)2
+ ρ2(P3 − P2 + 1)(

1

θ − β
− P3)

− ρ2(P3 − P2 + 1)(θ − β)(P − P3)P] + h2[ (μ − ρ)

3
P3
1

+ (αμ − ρ)

3
(P3

2 − P3
1 ) + (1 − α)

2
μP1(P

2
2 − P2

1 )

+ a1
6

(P3
3 − 3P3P

2
2 + 2P3

2 ) + a2
8

(P4
3 − 2P2

3 P
2
2 + P4

2 )

+ a3
30

(3P5
3 − 5P3

3 P
2
2 + 2P5

2 ) − ρ2

(θ − β)3
+ ρ2P

2
2

2(θ − β)

+ ρ2

(
P2
3 − P2

2
2

+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3) + ρ2

2(θ − β)
P2

− ρ2

(
P2
3 − P2

2
2

+ P3 + 1

(θ − β)2

)
(θ − β)(P − P3)P]

]
(16)

Simplifying (16) and equating the resultant to zero, we have

MP2 − LP − F = 0 (17)

where

M =
[
Cρ2h2(θ − β) + πρ2h1(P3 − P2 + 1)(θ − β) + ρ2

2(θ−β)

+ πρ2h2
(

P2
3 −P2

2
2 + P3 + 1

(θ−β)2

)
(θ − β)

]
,

L =
[
Cρ2h2(θ − β)P3 + πρ2h1(P3 − P2 + 1)(θ − β)P3

+ πρ2h2
(

P2
3 −P2

2
2 + P3 + 1

(θ−β)2

)
(θ − β)P3

]
,
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and

F = π

[
h1[ (μ − ρ)

2
P2
1 + (αμ − ρ)

2
(P2

2 − P2
1 ) + (1 − α)μP1(P2 − P1)

+ a1
2

(P3 − P2)
2 + a2

6
(2P3

3 − 3P2
3 P2 + P3

2 ) + a3
12

(3P4
3 − 4P3

3 P2 + P4
2 )

+ ρ2

θ − β
P2 − ρ2

(θ − β)2
+ ρ2(P3 − P2 + 1)(

1

θ − β
− P3)]

+ h2[ (μ − ρ)

3
P3
1 + (αμ − ρ)

3
(P3

2 − P3
1 ) + (1 − α)

2
μP1(P

2
2 − P2

1 )

+ a1
6

(P3
3 − 3P3P

2
2 + 2P3

2 ) + a2
8

(P4
3 − 2P2

3 P
2
2 + P4

2 )

+ a3
30

(3P5
3 − 5P3

3 P
2
2 + 2P5

2 ) + ρ2P2
2

2(θ − β)
− ρ2

(θ − β)3

+ ρ2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3)]

]
+ A (18)

Theorem 1. If 0 < θ + β < 1, h1 > h2, P1 < P2 < P3 ≤ 1,

a1 ≥ P2
3 P2(h1a3 + 2h2a2)

h2(P2
3 − P2

2 )

and

A ≥ π

[
ρ2

(θ − β)2

(
h1 + h2

θ − β

)
+ h2P2

(
αμ − ρ

2
P2
1 + a1P2P3

)]

then M, L ,& F ∈ �+

See the proof in Appendix A

Lemma 1. The best cycle length that optimizes the total variable cost is

P∗ = 1

2M

[
L + (

L2 + 4MF
) 1

2

]
(19)

See the proof in Appendix B

Lemma 2. The total cost function Z(P) is a convex function of P if the hypotheses
of Theorem1 are valid.

See the proof in Appendix C
The Economic Production Quantity (EPQ) for the corresponding cycle

length (P) is computed below.
EPQ∗ = total demand during inventory build-up periods + total demand before

deterioration start + total demand within deterioration period + number of deterio-
rated items.
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EPQ∗ =
∫ P1

0
(μ − ρ)dt +

∫ P2

P1

(αμ − ρ)dt +
∫ P3

P2

(a1 + a2t + a3t
2)dt

+
∫ P

P3

(ρ2 − β I3(t))dt + ρ2

θ − β

(
e(θ−β)(P−P3) − 1

) − ρ2(P − P3)

= (μ − ρ)P1 + (αμ − ρ)(P2 − P1) + a1(P3 − P2)

+ a3
3

(P3
3 − P3

2 ) + ρ2

θ − β

(
e(θ−β)(P−P3) − 1

)

+ a2
2

(P2
3 − P2

2 ) − ρ2(P − P3) +
[
ρ2(P − P3)

− βρ2

(θ − β)

(
1

(θ − β)
(e(θ−β)(P−P3) − 1) − (P − P3)

)]

= (μ − ρ)P1 + (αμ − ρ)(P2 − P1) + a1(P3 − P2) + a2
2

(P2
3 − P2

2 )

+ a3
3

(P3
3 − P3

2 ) + ρ2

θ − β

(
e(θ−β)(P−P3) − 1

)

− βρ2

(θ − β)

(
1

(θ − β)
(e(θ−β)(P−P3) − 1) − (P − P3)

)

= (μ − ρ)P1 + (αμ − ρ)(P2 − P1) + a1(P3 − P2) + a2
2

(P2
3 − P2

2 )

+ a3
3

(P3
3 − P3

2 ) + ρ2

θ − β

(
e(θ−β)(P−P3) − 1

)

− βρ2

(θ − β)2

(
e(θ−β)(P−P3) − 1

) + βρ2(P − P3)

(θ − β)
(20)

5 Numerical Experiments

The proposed model here is illustrated by performing the numerical experiments as
follows. The parameter values are adopted from [30] and add the values of parameters
absent in their work (μ, α, ρ, β and P3) as presented in the Table2.

5.1 Results

The problem described by the parameters previously set is solved and obtain the
optimal variable cost per year, the best cycle length and EPQ values by substituting
the parameters value above in (14), (19), and (20) respectively. The optimal solutions
are presented in Table3.
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Table 2 Experiment parameters

Param. Value Param. Value

A N3300 per production
run

P1 0.547945

μ 8000 units per
production run

P2 0.821918 years

α 1.6 P3 0.989123 years

ρ 2300 units per unit
time

h1 0.1

ρ2 2100 units per unit
time

h2 0.01

π 0.1 units per unit time a1 8400.

θ 0.76 units per unit time a2 4

C N140 per unit a3 3

β 0.012

Table 3 Optimal solutions

Decision variables Value

Z N2,515.79466 per cycle

P 1.316333415 years

EPQ 8,115.557264 units per cycle

5.2 Comparison Between the Proposed Model and [30]

The aim of both our propose model and [30] is to minimizes the total variable
cost within the complete cycle length. The total variable cost Z = N2, 515.79466
obtained here is minimum to that obtained in their work while the cycle length
obtained here P = 1.316333415 is minimum. As such, the model we proposed
improves upon that proposed in [30] (Table4).

Table 4 Comparison table

Proposed model [30]

Z = N2, 515.79466 Z = N3,545.53

P = 1.316333415 P = 1.810959
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6 Sensitivity Analysis

Using the results obtained in the above experiment, we perform sensitivity analysis
to study the effect of changes in some system’s parameters on over the obtained
optimal solutions and the results are shown below.

Table5 shows the effect of change in set-up cost A on the total variable cost Z and
EPQ. Both the total variable cost per cycle length (Z(P)) and economic production
quantity (EPQ) increases as the set-up cost (A) increases and decreases in the reverse
case. In a normal circumstance, any change in set-up cost has an impact on both total
variable cost and economic production quantity. This indicates that manufacturers
should make sure that the production rate is at maximum when the set-up cost is
high.

Table6 shows the effect of change in cost per unit itemC on the total variable cost
Z and EPQ. As the cost per unit item (C) increases, the total variable cost per cycle
length (Z(P)) increases while economic production quantity (EPQ) decreases. In
real life situation, an increase in cost per unit item lead to the decrease in demand
whichmay reduce economic production required in a cycle. Also, any increase in cost
of an item will increase the total variable cost per cycle. As such, it is recommended
that Manufacturers make sure that the EPQ is at maximum to lower the cost ratio.

Table7 shows the effect of change in production rate μ on the total variable cost
Z and EPQ. As the production rate (μ) increases, both the total variable cost per
cycle (Z(P)) and economic production quantity (EPQ) increases. This means that
any adjustment in production rate has similar impact on both total variable cost per
cycle length and EPQ.

Table 5 The effect of changes in A on Z∗ and EPQ∗

% change in A % change in Z∗ % change in EPQ

+50 31.4679 5.1915

+25 16.4289 2.4168

0 0.0000 0.0000

−25 −18.2922 −3.9768

−50 −39.2709 −7.8283

Table 6 The effect of changes in C on Z∗ and EPQ∗

% change in C % change in Z∗ % change in EPQ

+50 12.7372 −5.2967

+25 6.9978 −3.3228

0 0.0000 0.0000

−25 −8.8568 3.4155

−50 −20.7672 10.2407
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Table 7 The effect of changes in μ on Z∗ and EPQ∗

% change in μ % change in Z∗ % change in EPQ

+50 0.3497 42.2292

+25 0.1749 20.8091

0 0.0000 0.0000

−25 −0.1751 −22.0212

−50 −0.3503 −43.4512

Table 8 The effect of changes in π on Z∗ and EPQ∗

% change in π % change in Z∗ % change in EPQ

+50 0.0556 10.4439

+25 0.05123 9.4941

0 0.0000 0.0000

−25 −0.0738 −9.4846

−50 −0.2031 −18.9458

Table 9 The effect of changes in θ on Z∗ and EPQ∗

% change in θ % change in Z∗ % change in EPQ

+50 13.9100 −5.4808

+25 7.7300 −3.4453

0 0.0000 0.0000

−25 −10.2048 3.6831

−50 −25.1134 11.2154

Table8 shows the effect of change in inventory carrying charge π on the total
variable cost Z and EPQ. As the inventory carrying charge (π ) increases, the total
variable cost per cycle (Z(P)) increases and economic production quantity (EPQ)
also increases. It is clear in real life situation that any increase in carrying charge
increases the total variable cost. It is recommended that manufacturers should make
sure that the EPQ is at maximum whenever the inventory carrying charge increases.

Table9 shows the effect of change in deterioration rate θ on the total variable cost
Z and EPQ. As the deterioration rate (θ ) increases, the total variable cost per cycle
length (Z(P)) increases while the economic production quantity (EPQ) decreases.
Naturally, any increase in deterioration rate will increase the total variable cost, also
any change in deterioration rate has significant impact on economic production quan-
tity required in a cycle length. The manufacturer should provide adequate row mate-
rial and excellent storage facilities so that the rate of deterioration should be low.

Table10 shows the effect of change in first production period P1 on the total
variable cost Z and EPQ. As the 1st phase of production periods (P1) increases,
the total variable cost per cycle length (Z(P)) slightly decreases while the economic
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Table 10 The effect of changes in P1 on Z∗ and EPQ∗

% change in P1 % change in Z∗ % change in EPQ

+50 −0.0271 −14.2646

+25 −0.01700 −7.1386

0 0.0000 0.0000

−25 0.0324 7.1465

−50 0.0865 14.2974

Table 11 The effect of changes in P2 on Z∗ and EPQ∗

% change in P2 % change in Z∗ % change in EPQ

+50 0.3860 9.5273

+25 0.0965 4.7506

0 0.0000 0.0000

−25 0.0892 −4.7238

−50 0.3561 −9.4205

Table 12 The effect of changes in P3 on Z∗ and EPQ∗

% change in P3 % change in Z∗ % change in EPQ

+50 −15.2301 41.8642

+25 −8.1459 20.8258

0 0.0000 0.0000

−25 9.3210 −20.5893

−50 19.9146 −40.9204

production quantity drastically (EPQ) decreases. In a two phase production periods
in cycle length, any increase in a period with smaller production rate will reduce the
period with higher production rate. This leads to decrease in economic production
quantity which can decreases the total variable cost.

Table11 shows the effect of change in 2nd phase of production periods P2 on the
total variable cost Z and EPQ. As the 2nd phase of production periods P2 increases,
both total variable cost per cycle length (Z(P)) and economic production quantity
(EPQ) increases. It is obvious that any increase in a production period with higher
production rate will increase the economic production quantity and any increase in
EPQ will increase the total variable cost due to the cost per unit item.

Table12 shows the effect of change in demanding period before deterioration (P3)
on the total variable cost Z and EPQ. As the demanding period before deterioration
(P3) increases, the total variable cost per cycle length (Z(P)) decreaseswhile the eco-
nomic production quantity (EPQ) increases. In any real life business, any increase
in life time of itemswill reduce the deterioration items in a cycle length which clearly
reduce cost of production and impacted the economic production quantity.
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7 Conclusion

This study investigated an inventory production system for delayed deteriorated
goods with two phase production periods and different rates of production in each of
the phase in which the demand within the two said periods is the same and constant.
The rate of the demandafter inventorybuild-up is quadratic functionof timewhile that
of after deterioration set-in is stock dependent. This work also assumed that holding
cost as linearly increasing function of time and shortages are not allowed. The best
cycle length that optimizes the total variable cost and economic production quantity
is proved optimal by theorem and lemmas presented. To show the applicability of the
theoretical results, a numerical example is presented and sensitivity analysis also is
carried out to show the effect of change of systems’ parameter values on total variable
cost and economic production quantity obtained in the numerical example. Further,
we can develop this model in several ways such as introduction of shortages with
partial or full backlogging, exponential demand before deterioration set-in, linearly
decreasing function of time demand after deterioration set-in and so on.

8 Appendices

8.1 Appendix A

Proof of Theorem1

It is enough to show that M > 0, L > 0 and F > 0

M = Cρ2h2(θ − β) + πρ2h1(P3 − P2 + 1)(θ − β) + ρ2

2(θ − β)

+ πρ2h2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(θ − β)

= ρ2(θ − β)

[
Ch2 + πh1(P3 − P2 + 1)

+ πh2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

) ]
+ ρ2

2(θ − β)

since 0 < θ − β < 1 and P3 > P2 then πh2

(
P2
3 −P2

2
2 + P3 + 1

(θ−β)2

)
> 0

clearly, Ch2 > 0, ρ2
2(θ−β)

> 0 and ρ2(θ − β) > 0

therefore,

ρ2(θ − β)

[
Ch2 + πh1(P3 − P2 + 1) + πh2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)]
> 0 (21)
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hence
M > 0

To show that L > 0;

L =
[
Cρ2h2(θ − β)P3 + πρ2h1(P3 − P2 + 1)(θ − β)P3

+ πρ2h2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(θ − β)P3

]

=
[
ρ2(θ − β)

[
Ch2 + πh1(P3 − P2 + 1)

+ πh2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

) ]]
P3 (22)

since P3 > 0 and the inequality (21) is true, then

L > 0

To show that F > 0,
suppose that

A ≥ π

[
ρ2

(θ − β)2

(
h1 + h2

θ − β

)
+ h2P2

(
αμ − ρ

2
P2
1 + a1P2P3

)]
> 0 (23)

and

a1 ≥ P2
3 P2(h1a3 + 2h2a2)

h2(P2
3 − P2

2 )
> 0 (24)

since

F = π

[
h1[ (μ − ρ)

2
P2
1 + (αμ − ρ)

2
(P2

2 − P2
1 ) + (1 − α)μP1(P2 − P1)

+ a1
2

(P3 − P2)
2 + a2

6
(2P3

3 − 3P2
3 P2 + P3

2 ) + a3
12

(3P4
3 − 4P3

3 P2 + P4
2 )

+ ρ2

θ − β
P2 − ρ2

(θ − β)2
+ ρ2(P3 − P2 + 1)(

1

θ − β
− P3)]

+ h2[ (μ − ρ)

3
P3
1 + (αμ − ρ)

3
(P3

2 − P3
1 ) + (1 − α)

2
μP1(P

2
2 − P2

1 )

+ a1
6

(P3
3 − 3P3P

2
2 + 2P3

2 ) + a2
8

(P4
3 − 2P2

3 P
2
2 + P4

2 )

+ a3
30

(3P5
3 − 5P3

3 P
2
2 + 2P5

2 ) + ρ2P2
2

2(θ − β)
− ρ2

(θ − β)3

+ ρ2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3)]

]
+ A (25)

substitute

(αμ − ρ)

2
(P2

2 − P2
1 ) + (1 − α)μP1(P2 − P1) = (μ − ρ)P1(P2 − P1) + (αμ − ρ)

2
(P2 − P1)

2
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and

(αμ − ρ)

3
(P3

2 − P3
1 ) + (1 − α)

2
μP1(P

2
2 − P2

1 ) = (μ − ρ)

2
P1(P

2
2 − P2

1 )

+ (απ − ρ)

6
(2P3

2 − 3P2
2 P1 + P3

1 )

in (25)

F = π

[
h1[ (μ − ρ)

2
P2
1 + (μ − ρ)P1(P2 − P1) + (αμ − ρ)

2
(P2 − P1)

2

+ a1
2

(P3 − P2)
2 + a2

6
(2P3

3 − 3P2
3 P2 + P3

2 ) + a3
12

(3P4
3 − 4P3

3 P2 + P4
2 )

+ ρ2

θ − β
P2 − ρ2

(θ − β)2
+ ρ2(P3 − P2 + 1)(

1

θ − β
− P3)]

+ h2[ (μ − ρ)

2
P1(P

2
2 − P2

1 ) + (απ − ρ)

6
(2P3

2 − 3P2
2 P1 + P3

1 )

+ (μ − ρ)

3
P3
1 + a1

6
(P3

3 − 3P3P
2
2 + 2P3

2 ) + a2
8

(P4
3 − 2P2

3 P
2
2 + P4

2 )

+ a3
30

(3P5
3 − 5P3

3 P
2
2 + 2P5

2 ) + ρ2P2
2

2(θ − β)
− ρ2

(θ − β)3

+ ρ2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3)]

]
+ A (26)

Using Pascal Triangle, the expansion of (P2 − P1)3 is

(P2 − P1)
3 = P3

2 − 3P2
2 P1 + 3P2P

2
1 − P3

1

therefore,
2P3

2 − 3P2
2 P1 + P3

1 = [(P2 − P1)
3 + 2P3

1 + P3
2 ] − 3P2P

2
1 , (27)

2P3
3 − 3P2

3 P2 + P3
3 = [(P3 − P3)

3 + 2P3
2 + P3

3 ] − 3P3P
2
2 (28)

and
P3
3 − 3P3P

2
2 + 2P3

2 = (P3 − P2)
3 + 3P2(P

2
3 P

2
2 ) − 6P3P

2
2 (29)

the expansion of (P3 − P2)4 is

(P3 − P2)
4 = P4

3 − 4P3
3 P2 + 6P2

3 P
2
2 − 4P3P

3
2 + P3

2

therefore,
3P4

3 − 4P3
3 P2 + P4

2 = (P3 − P2)
4 + 2P3(P

3
3 + 2P3

2 ) − 6P2
3 P

2
2 (30)

and
P4
3 − 2P2

3 P
2
2 + P4

2 = (P3 − P2)
4 + 4P3P2(P

2
3 + P2

2 ) − 8P2
3 P

2
2 (31)

while the expansion of (P3 − P2)5 is

(P3 − P2)
5 = P5

3 − 5P4
3 P2 + 10P3

3 P
2
2 − 10P2

3 P
3
2 + 5P3P

4
2 − P5

2

therefore,

3P5
3 − 5P3

3 P
2
2 + 2P5

2 = (P3 − P2)
5 + 5P2

3 P2(P
2
3 + 2P2

2 )

+ 3P5
2 − 5P3P

2
2 (3P2

3 + P2
2 ) (32)
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substitute (27, 28, 29, 30, 31 and 32) in (26)

F = π

[
h1[ (μ − ρ)

2
P2
1 + (μ − ρ)P1(P2 − P1) + (αμ − ρ)

2
(P2 − P1)

2

+ a1
2

(P3 − P2)
2 + a2

6

(
(P3 − P2)

3 + 2P3
2 + P3

3 − 3P3P
2
2

)

+ a3
12

(
(P3 − P2)

4 + 2P3(P
3
3 + 2P3

2 )
)

− a3
2
P2
3 P

2
2

+ ρ2

θ − β
P2 − ρ2

(θ − β)2
+ ρ2(P3 − P2 + 1)(

1

θ − β
− P3)]

+ h2[ (μ − ρ)

3
P3
1 + (μ − ρ)

2
P1(P

2
2 − P2

1 )

+ (απ − ρ)

6

(
(P2 − P1)

3 + 2P3
1 + P3

2

)
− (απ − ρ)

2
P2P

2
1

+ a1
6

(
(P3 − P2)

3 + 3P2(P
2
3 P

2
2 )

)
− a1P3P

2
2

+ a2
8

(
(P3 − P2)

4 + 4P3P2(P
2
3 + P2

2 )
)

− a2P
2
3 P

2
2

+ a3
30

(
(P3 − P2)

5 + 5P2
3 P2(P

2
3 + 2P2

2 ) + 3P5
2

)

− a3
6
P3P

2
2 (3P2

3 + P2
2 ) − ρ2

(θ − β)3
+ ρ2P2

2

2(θ − β)

+ ρ2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3)]

]

= π

[
h1[ (μ − ρ)

2
P2
1 + (μ − ρ)P1(P2 − P1) + (αμ − ρ)

2
(P2 − P1)

2

+ a2
6

(P3 − P2)
3 + a3

12

(
(P3 − P2)

4 + 2P3(P
3
3 + 2P3

2 )
)

+ a1
2

(P3 − P2)
2 + ρ2(P3 − P2 + 1)(

1

θ − β
− P3)]

+ h2[ (μ − ρ)

3
P3
1 + (μ − ρ)

2
P1(P

2
2 − P2

1 ) + a1
6

(P3 − P2)
3

+ a2
8

(P3 − P2)
4 + (απ − ρ)

6

(
(P2 − P1)

3 + 2P3
1 + P3

2

)

+ a3
30

(
(P3 − P2)

5 + 5P2
3 P2(P

2
3 + 2P2

2 ) + 3P5
2

)
+ ρ2P2

2

2(θ − β)

+ ρ2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3)]

]

+ πh1a2
6

(P3
3 + 2P3

2 − 3P3P
2
2 ) + πh1a3

6
P3(P

3
3 + 2P3

2 ) − πh1ρ2
(θ − β)2

− πh1a3
2

P2
3 P

2
2 − πh2(αμ − ρ)

2
P2P

2
1 + πh2a1

2
P2(P

2
3 + P2

2 )

− πh2a1P3P
2
2 + πh2a2

2
P3P2(P

2
3 + P2

2 ) − πh2a2P
2
3 P

2
2

− πh2a3
6

P3P
2
2 (3P2

3 + P2
2 ) − ρ2πh2

(θ − β)3
+ A (33)
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= π

[
h1[ (μ − ρ)

2
P2
1 + (μ − ρ)P1(P2 − P1) + (αμ − ρ)

2
(P2 − P1)

2

+ a2
6

(P3 − P2)
3 + a3

12

(
(P3 − P2)

4 + 2P3(P
3
3 + 2P3

2 )
)

+ a1
2

(P3 − P2)
2 + ρ2

θ − β
P2 + ρ2(P3 − P2 + 1)(

1

θ − β
− P3)]

+ h2[ (μ − ρ)

3
P3
1 + (μ − ρ)

2
P1(P

2
2 − P2

1 ) + ρ2P2
2

2(θ − β)

+ (απ − ρ)

6

(
(P2 − P1)

3 + 2P3
1 + P3

2

)
+ a1

6
(P3 − P2)

3

+ a2
8

(P3 − P2)
4 + a3

30

(
(P3 − P2)

5 + 5P2
3 P2(P

2
3 + 2P2

2 ) + 3P5
2

)

+ ρ2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3)]

]

+ πh2a1
2

P2(P
2
3 + P2

2 ) − π

2
P2
3 P

2
2 (h1a3 + 2h2a2)

+ πa2
6

(
h1(P

3
3 + 2P3

2 − 3P3P
2
2 ) + 3h2P3P2(P

2
3 + P2

2 )
)

+ πa3
6

P3
(
h1(P

3
3 + 2P3

2 ) − h2P
2
2 (3P2

3 + P2
2 )

)
+ A

− π

[
ρ2

(θ − β)2

(
h1 + h2

θ − β

)
+ h2P2

(
αμ − ρ

2
P2
1 + a1P3P2

)]
(34)

substitute (23) in (34)

F = π

[
h1[ (μ − ρ)

2
P2
1 + (μ − ρ)P1(P2 − P1) + (αμ − ρ)

2
(P2 − P1)

2

+ a2
6

(P3 − P2)
3 + a3

12

(
(P3 − P2)

4 + 2P3(P
3
3 + 2P3

2 )
)

+ a1
2

(P3 − P2)
2 + ρ2

θ − β
P2 + ρ2(P3 − P2 + 1)(

1

θ − β
− P3)]

+ h2[ (μ − ρ)

3
P3
1 + (μ − ρ)

2
P1(P

2
2 − P2

1 ) + ρ2P2
2

2(θ − β)

+ (απ − ρ)

6

(
(P2 − P1)

3 + 2P3
1 + P3

2

)
+ a1

6
(P3 − P2)

3

+ a2
8

(P3 − P2)
4 + a3

30

(
(P3 − P2)

5 + 5P2
3 P2(P

2
3 + 2P2

2 ) + 3P5
2

)

+ ρ2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3)]

]

+ πa3
6

P3
(
h1(P

3
3 + 2P3

2 ) − h2P
2
2 (3P2

3 + P2
2 )

)

+ πa2
6

(
h1(P

3
3 + 2P3

2 − 3P3P
2
2 ) + 3h2P3P2(P

2
3 + P2

2 )
)

+ π

2
P2

[
h2a1(P

2
3 + P2

2 ) − P2
3 P2(h1a3 + 2h2a2)

]
(35)
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substitute (24) in the last term of (35)

F = π

[
h1[ (μ − ρ)

2
P2
1 + (μ − ρ)P1(P2 − P1) + (αμ − ρ)

2
(P2 − P1)

2

+ a2
6

(P3 − P2)
3 + a3

12

(
(P3 − P2)

4 + 2P3(P
3
3 + 2P3

2 )
)

+ a1
2

(P3 − P2)
2 + ρ2

θ − β
P2 + ρ2(P3 − P2 + 1)(

1

θ − β
− P3)]

+ h2[ (μ − ρ)

3
P3
1 + (μ − ρ)

2
P1(P

2
2 − P2

1 ) + ρ2P2
2

2(θ − β)

+ (απ − ρ)

6

(
(P2 − P1)

3 + 2P3
1 + P3

2

)
+ a1

6
(P3 − P2)

3

+ a2
8

(P3 − P2)
4 + a3

30

(
(P3 − P2)

5 + 5P2
3 P2(P

2
3 + 2P2

2 ) + 3P5
2

)

+ ρ2

(
P2
3 − P2

2

2
+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3)]

]

+ π

6

[
a2[h1

(
P3
3 + P2

2 (2P2 − 3P3)
)

+ h2P3P2(P
2
3 + P2

2 )]

+ a3P3[h1(P3
3 + 2P3

2 ) + h2P
2
2 (3P2

3 + P2
2 )]

]
> 0 (36)

since for every value of α, αμ > ρ, 0 < θ + β < 1 and P3 ≤ 1 then 1
θ+β

> P3. Therefore each
term of (36) is positive. hence

F > 0.

Thus M, L ,& F ∈ �+.

8.2 Appendix B

Proof of Lemma1

The quadratic equation (17) has two solutions (P∗ and P∗∗) found as

P∗ = 1

2M

[
L −

(
L2 + 4MF

) 1
2
]

and

P∗∗ = 1

2M

[
L +

(
L2 + 4MF

) 1
2
]
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from the hypothesis of Theorem1. M > 0, L > 0 and F > 0 then 4MF > 0

⇒ L2 <
(
L2 + 4MF

)

⇒ L <
(
L2 + 4MF

) 1
2

⇒ L −
(
L2 + 4MF

) 1
2

< 0

thus

P∗ = 1

2M

[
L −

(
L2 + 4MF

) 1
2
]

< 0

the cycle length is always positive, therefore P∗ �= P∗ since

L −
(
L2 + 4MF

) 1
2

< 0

then

L +
(
L2 + 4MF

) 1
2

> 0

therefore

P∗∗ = 1

2M

[
L +

(
L2 + 4MF

) 1
2
]

> 0

hence P∗∗ = P∗

8.3 Appendix C

Proof of Lemma2

It is enough to show that d2Z(P)

dP2 > 0
Re-differentiating (16)
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d2Z(P)

dP2
= 2A

P3
+ 2C

P3
[ρ2(θ − β)P(P3 − P)] + 2π

PΨ 3

[
h1[ (μ − ρ)

2
P2
1

+ (αμ − ρ)

2
(P2

2 − P2
1 ) + (1 − α)μP1(P2 − P1) + a1

2
(P3 − P2)

2

+ a2
6

(2P3
3 − 3P2

3 P2 + P3
2 ) + a3

12
(3P4

3 − 4P3
3 P2 + P4

2 )

+ ρ2
θ − β

P2 − ρ2

(θ − β)2
+ ρ2(P3 − P2 + 1)(

1

θ − β
− P3)

− ρ2(P3 − P2 + 1)(θ − β)(P − P3)P] + h2[ (μ − ρ)

3
P3
1

+ (αμ − ρ)

3
(P3

2 − P3
1 ) + (1 − α)

2
μP1(P

2
2 − P2

1 )

+ a1
6

(P3
3 − 3P3P

2
2 + 2P3

2 ) + a2
8

(P4
3 − 2P2

3 P2
2 + P4

2 )

+ a3
30

(3P5
3 − 5P3

3 P2
2 + 2P5

2 ) − ρ2

(θ − β)3
+ ρ2P

2
2

2(θ − β)

+ ρ2

(
P2
3 − P2

2
2

+ P3 + 1

(θ − β)2

)
(

1

θ − β
− P3) + ρ2

2(θ − β)
P2

− ρ2

(
P2
3 − P2

2
2

+ P3 + 1

(θ − β)2

)
(θ − β)(P − P3)P]

]

− C

P2

[
2ρ2(θ − β)P + ρ2(θ − β)P3

]

− π

P2

[
h1[−ρ2(P3 − P2 + 1)(θ − β)(2P − P3)] + h2[ ρ2

(θ − β)
P

− ρ2

(
P2
3 − P2

2
2

+ P3 + 1

(θ − β)2

)
(θ − β)(2P − P3)]

]

= 2A

P3
+ C

P3
[ρ2(θ − β)P3P] + 2π

P3

[
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from the hypothesis of Theorem1, L > 0 and F > 0

thus, 1
P2 L > 0 and 2

P3 F > 0
Hence

d2Z(P)

dP2 > 0

8.4 Appendix D

Basic Model of [30]
The model in [30] is developed using the notations in Table13 below

The equations that described the situation of the model are presented below

dY (t)

dt
= p; 0 ≤ t ≤ L1. (37)

dY1(t)

dt
= −d1 = −(c1 + c2t + c3t

2); L1 ≤ t ≤ L2. (38)

dY2(t)

dt
+ λY2(t) = −d2; L2 ≤ t ≤ L. (39)

the solution of Eqs. (37), (38) and (39) are given below

Table 13 Notation

A The set up cost per production cycle

p The production rate in unit per unit time

d1 The demand rate after production before deterioration starts in unit per unit
time

d2 The demand rate during deterioration period in unit per unit time

i Inventory carrying charge

λ Deterioration rate

C Unit cost per item

h1 + h2t linear holding cost

Y1 Maximum inventory level

Y2 The inventory level at the point deterioration starts

Y (t) The inventory level during inventory build up

Y1(t) The inventory level after production before deterioration starts

Y2(t) The inventory level during deterioration period

Li Unit time in periods (i ∈ {1, 2})
L Total cycle length

Z Total variable cost

EPQ Economic production quantity per cycle
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Fig. 2 The inventory system of the basic model

Y (t) = Y1
L1

t; 0 ≤ t ≤ L1. (40)

Y1(t) = c1(L2 − t) + c2

(
L2
2

2
− t2

2

)
+ c3

(
L3
2

3
− t3

3

)
+ d2

λ
(e−λ(L2−L) − 1);

L1 ≤ t ≤ L2. (41)

Y2(t) = d2
λ

(eλ(L−t) − 1); L2 ≤ t ≤ L . (42)

The total variable cost and EPQ obtained in this basic model are given by (43) and (44) respectively
(Fig. 2).
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+ c2
24

(3L4
2 − 2L2

1L
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2 − L4
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90
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1L
3
2 − 4L5
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]]
(43)

EPQ∗ = d1(L2 − L1) + d2(L − L2) + d2(L2)

= c1(L2 − L1) + c2
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2
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An EPQModel for Delayed Deteriorating
Items with Variable Production Rate,
Two-Phase Demand Rates and Shortages

Mustapha Lawal Malumfashi, Mohd Tahir Ismail, Amirah Rahman,
Dari Sani, and Majid Khan Majahar Ali

Abstract This study proposes an Economic Production Quantity (EPQ) model for
delayed deteriorating items, where the production rates vary and the demands are
of two phases, constant and quadratic. The model is classified into five stages as
follows: (1) Production build up period with initial production rate, (2) Production
build up period after change of production rate, (3) Period before deterioration starts,
(4) Period after deterioration sets in, and (5) Shortages and backlogs periods. The
demand during production build up periods and the demand after deterioration starts
are assumed to be constant, while demand before deterioration begins is assumed
to be quadratic time dependent. It is also assumed that shortages are allowed and
fully backlogged. A theorem and lemmas are framed to characterize the optimal
solutions. The necessary and sufficient conditions for optimality are also provided
and the best cycle length that optimizes the total variable cost and the EPQ was
obtained. A numerical example is given to illustrate the applicability of the model
and sensitivity analysis is carried out on the example to discern the effect of changes
on some system parameters. R GUI statistical package is employed to demonstrated
these effects graphically.
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1 Introduction

The goal of any inventory system is to achieve and maintain satisfactory levels of
customer service while maintaining the inventory cost within set time intervals.
A look at recent inventory control literature reveals that an inventory control or
management refers to the policies that improve manufacturing efficiencies using the
inventory, and decrease its related costs. In some inventory model, such as [1, 2],
the attention was paid on production build-up period without demand which is not
usually the case looking at the definition of demand in line with a growing business.

Demand can be defined as the size or quantity of goods or services that consumers
are willing to purchase at a particular price and time. Naturally, when the product is
introduced to the market, the demand is expected to be very low but may increase
with time as a result of suitable marketing strategies applied and popularity of the
product in market up to its highest level. Demand is expected to later start declining
due to many factors such as the introduction of similar products to the market as
in the case of competitive mobile phones across the globe as discussed in [3]. Such
demand can be described as quadratic time demand. As the demand approaches it
maximum level, the expectation of shortages is inevitable especially for production
centres with less safety-stock at the initial production period.

A such, many researchers have developed inventory models with quadratic time
dependent demand. The study by [4] obtained an optimal cost of the inventory system
with quadratic demand, constant deterioration and salvage value while [1] developed
an inventory model for delayed deteriorating items with quadratic time dependent
demand. The demand before deterioration starts was assumed to be quadratic and
the demand after deterioration starts is assumed to be constant. It was also assumed
that shortages were allowed with partial backorder and that there was no demand
during the production period. In [2], an EPQ model for delayed deteriorating items
was presented, where the demand before deterioration sets in is assumed to be time
dependent quadratic demand and the holding (carrying) cost was assumed to be
linearly time dependent. It was also assumed that shortages are not allowed and
there is no demand during production. Other inventory models with quadratic time
demand include [5–9], while [10] modelled an inventory system for deteriorated
items with credit period dependent demand. Considering the nature of quadratic
demand rate, as the demand started declining after reaching its highest level, the
deterioration of the products available is highly expected.

Given the present state of inventory models of deteriorating items, deterioration
can be defined as reduction in the inventory quality, or change of original charac-
teristics of items such as colour, physical view and odour. Recent studies [11–16]
assumed that deterioration of an inventory starts immediately when the inventories
are held in stock. However, this is not generally the case in the real world. Items such
as juice, biscuits, and soap normally have a lifespan of maintaining originality, and
deterioration starts after that lifespan. Therefore, it is important to reconsider mod-
elling of such delayed deteriorating inventories especially at the present situation of
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the well-established production centres that the demand of their product is stable and
constant.

Looking at the present state of well-established production centres, it is abnormal
to neglect constant demand during the inventory build-up period in the study of
inventory control. In the type-2 fuzzy approach of an EPQ model for deteriorating
items with imperfect production established in [17], demand during inventory build-
up was considered constant. The most recent EPQ model with constant demand
during inventory build-up period was presented in [18]. The study [19] developed
an EPQ model with imperfect production process for time varying demand with
shortages and assumed that the production rate is time dependent. Similarly, the
study [20] presented an EPQ Model with time dependent demand rate where the
production rate is demand dependent as such production rate is also time dependent.
Also, an EPQ Model for deteriorating items with quadratic time dependent demand
and two-phased (time and demand) dependent production rateswas presented in [21],
while [22] proposed amodel with three levels of productionwithWeibull distribution
deterioration and shortage EPQ. It was assumed that the total cost of production
depends on production rate, demand rate and deterioration rate while production rate
depends on existing demand.Among the recentworkwith time dependent production
rate is [23] who established an EPQ model for deteriorating items with variable
demand rate and allowable shortages The demand during inventory build-up was
also time dependent.

Also, many studies established inventory policies on the assumption that produc-
tion rate depends on time or demand, but this is not always the case. It is natural
that most newly established companies with limited resources, along with small
and medium-sized industries are always appraising the production planning system
to ensure the increase in production rate so as to properly respond to their clients
as stated in [24, 25]. On the other hand, some well-established production centres
are facing some constraints which normally hinders the production process. This
may lead to the changes in production rate in a negative perspective. Examples of
this include militant issues affecting oil companies in Nigeria as discussed in [26],
uncertainty caused by terrorism and anti-terrorism policies in affected countries as
discussed in [27, 28], and the the global issue of coronavirus and anti-coronavirus
policies as discussed in [29]. The production rate in this situation is conditional and
depends on unexpected factors that may lead to the termination of production before
the end of the proposed cycle length, or increase of production rate due to planned
upgrade of the industry. This kind of production process is rarely visible in the lit-
erature. Our proposed study extends the work of [1] by implementing conditional
production rate and demand during the inventory build-up in a production inventory
model for delayed deteriorating products which were note visible in the literature.
Also, shortages are allowed and completely backlogged at a constant rate which are
generally not the argument of [1].
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2 Notation and Assumptions

Table1 contains the notation used in this paper.
The proposed model is developed based on the following modified assumptions

adopted from [1] with addition of 1 and 9:

1. There are two production rates p and ap (production rate increases or decreases
with parameter a), where the production level is assumed to stay positive and be
less than 200% of the initial rate. That is, a ∈ {(0, 1) ∪ (1, 2)}.

2. Demand rates λ and λ2 (during production and after deterioration sets in respec-
tively) are assumed to be constant.

3. Demand rate λ1 (after production but before deterioration sets in) is assumed to
be a quadratic function of time. That is, λ1 = b1 + b2t + b3t2, where b3 > 0.

Table 1 Notation

λ Demand rate during inventory buildup in unit per unit time

λ1 Demand rate after production, before deterioration starts in unit per unit time

λ2 Demand rate after deterioration start in unit per unit time

p Production rate in unit per unit time

a Production rate changing parameter

α Inventory carrying charge

β Deterioration rate

A Set up cost per production cycle

C Unit cost per item

Ch Holding cost

CD Deterioration cost

cs Shortage cost of the unit item

Sc Cost of shortages

S Maximum shortage

Q1 The inventory level at the point where instantaneous change of production rate
occurs

Q2 The inventory level at the end of the production period

Q3 The inventory level at the point where deterioration sets in

Q(t) The inventory level during production build-up, before the production rate
changes, at any time t

Q1(t) The inventory level after the production rate changes, at any time t

Q2(t) The inventory level after the production stops, before deterioration sets in, at any
time t

Q3(t) The inventory level after deterioration sets in, at any time t

N (t) The backorder level during shortage period at any time t and rate λ

T Total cycle length

Ti Unit time in periods (i ∈ {1, 2, 3, 4, 5})
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4. The time border of the production system is finite. That is,
T1 ≤ T2 ≤ T3 ≤ T4 ≤ T5 ≤ T .
5. All defective items are discarded after inspection.
6. Production is assumed to be instantaneous.
7. Unconstrained supplies capital.
8. Shortage is allowed and fully backlogged.
9. The items produced during the periods t ∈ [0, T1] and t ∈ [T5, T ] are the same

and produced at the same rate.

3 Modelling of Variable Production with Two-Phase
Demand and Shortages

As shown in Fig. 1, the inventory level varieswith time due to both production phases,
demand, deterioration and shortages. Production is assumed to start at time at t = 0
with constant rate p and changes at time T1, the demand rate λ within this interval
is also assumed to be constant and the inventory attains the level Q1 at time T1.
During the interval [T1, T2] production rate changes (increases or decreases with the
parameter a) to ap where a ∈ {(0, 1) ∪ (1, 2)} while demand rate remains constant
and the inventory level attains it maximum level Q2 at time T2 when the production
stopped. Within the interval [T2, T3], the inventory level decreases due to demand
rate only which assumes to be a quadratic function of time (λ1 = b1 + b2t + b3t2)
and the inventory drops to level Q3 at time T3. Deterioration starts at time T3 and
the inventory level continue dropping due to both constant demand and deterioration
up to the time T4 when the inventory level completely depleted. At time T4 shortage
occurs and attains its maximum level S at time T5 when reproduction starts and the
shortages completely backlogs at the end of the cycle length T .

The governing Differential Equations (DE) of the model are as follows:

dQ(t)

dt
= p − λ; 0 ≤ t ≤ T1. (1)

dQ1(t)

dt
= ap − λ; T1 ≤ t ≤ T2. (2)

dQ2(t)

dt
= −λ1 = −(b1 + b2t + b3t

2); T2 ≤ t ≤ T3. (3)

dQ3(t)

dt
+ βQ3(t) = −λ2; T3 ≤ t ≤ T4. (4)

dN (t)

dt
= −λ; T4 ≤ t ≤ T5. (5)

dQ(t)

dt
= p − λ; T5 ≤ t ≤ T . (6)
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Fig. 1 The inventory system with shortages and full backlog

To obtain the solution of theDifferential Equation (1)which describes the situation
within the interval [0, T1]

Q(t) = (p − λ)t + k (7)

where k is constant.
Apply the boundary conditions Q(0) = 0 and Q(T1) = Q1 on Eq. (7) we get

k = 0

Q1 = (p − λ)T1.

thus, the solution of Eq. (1) is

Q(t) = (p − λ)t. (8)

The solution of Differential Equation (2) within [T1, T2] is

Q1(t) = (ap − λ)t + k1, (9)

where k1 is constant.
Applying the boundary conditions Q1(T1) = Q1 and Q1(T2) = Q2 on Eq. (9),

Q1(t) = (p − λ)T1 + (ap − λ)(t − T1). (10)

The solution for the Differential Equation (3) which describes the situation within
[T2, T3] is
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Q2(t) = −
(
b1t + b2

t2

2
+ b3

t3

3

)
+ k2, (11)

where k2 is constant.
Apply the boundary conditions Q2(T2) = Q2 and Q2(T3) = Q3 on Eq. (11) we

get

Q2(t) = b1(T3 − t) + b2
2

(T 2
3 − t2) + b3

3
(T 3

3 − t3) + Q3. (12)

The Integrating Factor method of solving ordinary DEs is employed to solve the
Differential Equation (4) for the situation within [T3, T4].

Q3(t) = −λ2

β
+ k3e

−βt , (13)

where k3 is constant.
Apply the boundary conditions Q3(T3) = Q3 and Q3(T4) = 0 on Eq. (13) we get

Q3(t) = −λ2

β

(
Q3 + λ2

β

)
eβ(T3−t). (14)

Q3 = λ2

β
(eβ(T4−T3) − 1). (15)

Substitute Eq. (15) into Eq. (12) and Eq. (14) above to get

Q2(t) = b1(T3 − t) + b2
2

(T 2
3 − t2) + b3

3
(T 3

3 − t3) + λ2

β
(eβ(T4−T3) − 1). (16)

Q3(t) = λ2

β
(eβ(T4−t) − 1). (17)

Solving and applying the boundary conditions N (T4) = 0, Q(T5) = S and Q(T ) =
0, the solutions of the Differential Equations (5, 6) that describe the situation within
shortages and backlogged periods are given below.

N (t) = −λ(t − T4); T4 ≤ t ≤ T5. (18)

Q(t) = −(p − λ)(T − t); T5 ≤ t ≤ T .

S = λ(T4 − T5); (19)

The cost associated with storage, carrying charge and storage of the total inventory
from beginning of production until it is sold or used (i.e. the inventory holding cost)
Ch in a production run is the total amount of inventory multiplied by the carrying
charge per unit item and cost per unit item, which is given as
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Ch = αC

[∫ T1

0
Q(t)dt +

∫ T2

T1

Q1(t)dt +
∫ T3

T2

Q2(t)dt +
∫ T4

T3

Q3(t)dt

]
(20)

substitute Eqs. (8), (10), (16) and (17) in Eq. (20)

Ch = αC

[∫ T1

0
(p − λ)tdt +

∫ T2

T2

((p − λ)T1 + (ap − λ)(t − T1)) dt

+
∫ T3

T2

(
b1(T3 − t) + b2

2
(T 2

3 − t2) + b3
3

(T 3
3 − t3)

+ λ2

β
(eβ(T4−T3) − 1)

)
dt +

∫ T4

T3

λ2

β
(eβ(T4−t) − 1)dt

]

= αC

[
(p − λ)T1

2
+ (p − λ)T1(T2 − T1)

+ (ap − λ)

[(
T 2
2

2
− T1T2

)
−

(
T 2
1

2
− T 2

1

)]

+ b1

(
T 2
3

2
− T3T2 + T 2

2

2

)
+ b2

2

(
2T 3

3

3
− T 2

3 T2 + T 3
2

3

)

+ b3
3

(
3T 4

3

4
− T 3

3 T2 + T 4
2

4

)
+ λ2

β

(
eβ(T4−T3) − 1

)
(T3 − T2)

+ λ2

β

(
eβ(T4−T3) − 1

) + λ2

β
(T3 − T4)

]

Ch = αC

[
(p − λ)

2
T1 + (p − λ)T1(T2 − T1) + 1

2
(ap − λ)(T2 − T1)

2

+ b1
2

(T3 − T2)
2 + b2

6
(2T 3

3 − 3T 2
3 T2 + T 3

2 )

+ b3
12

(3T 4
3 − 4T 3

3 T2 + T 4
2 ) + λ2

β

(
eβ(T4−T3) − 1

)
(T3 − T2)

+λ2

β

(
eβ(T4−T3) − 1

) + λ2

β
(T3 − T4)

]
. (21)

The number of deteriorated items is the difference between the total number of
items at the point deterioration sets in and the demanded items within the period of
deterioration give as Q3 − λ2(T4 − T3).

The total cost of deterioration is the multiple of cost per unit item and the total
number of deteriorated items given by

CD = C

[
λ2

β
(eβ(T4−T3)) − λ2(T4 − T3)

]
. (22)
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The total cost of shortages is the multiple of cost of shortage per unit item and the
total number of items within shortage period and is obtained as

Sc = cs

[∫ T5

T4

−N (t)dt +
∫ T

T5

−Q(t)dt

]

= cs
2

[
λ(T5 − T4)

2 + (p − λ)(T − T5)
2

]
. (23)

The total variable cost is the sum of setup cost, holding cost, deterioration cost
and cost of shortages and is given by

Z = A + CD + Ch + Sc.

The total variable cost per unit time is given by

Z(T ) = Total variable cost

Production cycle length

= A

T
+ CD

T
+ Ch

T
+ Sc

T
(24)

substitute Eqs. (21), (22) and (23) in Eq. (24)

Z(T ) = A

T
+ C

T

[
λ2

β
(eβ(T4−T3) − 1) − λ2(T4 − T3)

]

+ αC

T

[
(p − λ)

2
T1 + (p − λ)T1(T2 − T1) + 1

2
(ap − λ)(T2 − T1)

2

+ b1
2

(T3 − T2)
2 + b2

6
(2T 3

3 − 3T 2
3 T2 + T 3

2 )

+ b3
12

(3T 4
3 − 4T 3

3 T2 + T 4
2 + λ2

β

(
eβ(T4−T3) − 1

)
(T3 − T2)

+ λ2

β2

(
eβ(T4−T3) − 1

) + λ2

β
(T3 − T4)

]

+ cs
2T

[
λ(T5 − T4)

2 + (p − λ)(T − T5)
2

]
. (25)
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The objective of this model is to determine the optimal value of the cycle length
T that provides the minimum total variable cost Z(T ). The necessary condition is
dZ(T )

dT = 0, while the sufficient condition is d2Z(T )

dT 2 > 0.
For the necessary condition of optimality, we differentiate Eq. (25)

dZ(T )

dT
= −A

T 2
− C

T 2

[
λ2

β
(eβ(T4−T3) − 1) − λ2(T4 − T3)

]

− αC

T 2

[
(p − λ)

2
T1 + (p − λ)T1(T2 − T1)

+ 1

2
(ap − λ)(T2 − T1)

2 + b1
2

(T3 − T2)
2

+ b2
6

(2T 3
3 − 3T 2

3 T2 + T 3
2 ) + b3

12
(3T 4

3 − 4T 3
3 T2 + T 4

2 )

+ λ2

β

(
eβ(T4−T3) − 1

)
(T3 − T2) + λ2

β2

(
eβ(T4−T3) − 1

)

+ λ2

β
(T3 − T4)

]
− cs

2T 2

[
λ(T5 − T4)

2 − (p − λ)(T 2 − T 2
5 )

]
(26)

At dZ(T )

dT = 0,

cs(p − λ)

2
T 2 = A + C

[ (
λ2

β
(eβ(T4−T3) − 1) − λ2(T4 − T3)

)

+α

(
λ2

β2

(
eβ(T4−T3) − 1

) + b1
2

(T3 − T2)
2

+ b2
6

(2T 3
3 − 3T 2

3 T2 + T 3
2 ) + b3

12
(3T 4

3 − 4T 3
3 T2 + T 4

2 )

)]

+αC

[
λ2

β

(
(T3 − T2)e

β(T4−T3) + T2 − T4

)
+ (p − λ)

2
T1

+(p − λ)T1(T2 − T1) + 1

2
(ap − λ)(T2 − T1)

2

]

+ cs
2

(
λ(T5 − T4)

2 + (p − λ)T 2
5

)

T 2 = 2

cs(p − λ)

(
A + CK + L

)
(27)
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where

K =
[
λ2

β

(
eβ(T4−T3) − 1

) − λ2(T4 − T3) + α

(
λ2

β2

(
eβ(T4−T3) − 1

)

+ b1
2

(T3 − T2)
2 + b2

6
(2T 3

3 − 3T 2
3 T2 + T 3

2 )

+ b3
12

(3T 4
3 − 4T 3

3 T2 + T 4
2 )

) ]
.

L = αC

[
λ2

β

(
(T3 − T2)e

β(T4−T3) + T2 − T4

)
+ (p − λ)

2
T1

+(p − λ)T1(T2 − T1) + 1

2
(ap − λ)(T2 − T1)

2

]

+ cs
2

(
λ(T5 − T4)

2 + (p − λ)T 2
5

)
.

Theorem 1. If (p − λ) > 0, 0 ≤ T1 ≤ T2 ≤ T3 ≤ T4 ≤ T5 ≤ T, eβ(T4−T3) ≈ 1 +
β(T4 − T3) and 0 <

λ2
β

(T4−T3)

(ap−λ)(T2−T1)2
< 1

2
Then

L > 0.

Proof. Suppose
(p − λ) > 0, 0 ≤ T1 ≤ T2 ≤ T3 ≤ T4 ≤ T5 ≤ T, eβ(T4−T3) ≈ 1 + β(T4 − T3),

and

then0 <

λ2
β

(T4 − T3)

(ap − λ)(T2 − T1)2
<

1

2
(28)

L = αC

[
λ2

β

(
(T3 − T2)e

β(T4−T3) + T2 − T4

)
+ (p − λ)

2
T1

+(p − λ)T1(T2 − T1) + 1

2
(ap − λ)(T2 − T1)

2

]

+ cs
2

(
λ(T5 − T4)

2 + (p − λ)T 2
5

)
(29)

By Linear Approximation of the Maclaurin series expansion of exponential power,

eβ(T4−T3) ≈ 1 + β(T4 − T3) (30)
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Substitute Eq. (30) in Eq. (29) to get

L = αC

[
λ2

β

(
(T3 − T2)(1 + β(T4 − T3)) + T2 − T4

)
+ (p − λ)

2
T1

+(p − λ)T1(T2 − T1) + 1

2
(ap − λ)(T2 − T1)

2

]

+ cs
2

(
λ(T5 − T4)

2 + (p − λ)T 2
5

)

= αC

[
λ2

β

(
β(T4 − T3) + T3 − T4

)
+ (p − λ)

2
T1 (1 + 2(T2 − T1))

+1

2
(ap − λ)(T2 − T1)

2

]
+ cs

2

(
λ(T5 − T4)

2 + (p − λ)T 2
5

)

= αC

[
λ2(T4 − T3) − λ2

β
(T4 − T3) + (p − λ)

2
T1 (1 + 2(T2 − T1))

+1

2
(ap − λ)(T2 − T1)

2

]
+ cs

2

(
λ(T5 − T4)

2 + (p − λ)T 2
5

)
(31)

Substitute Eq. (28) in Eq. (31) to get

L = αC

[
λ2(T4 − T3) + (p − λ)

2
T1 (1 + 2(T2 − T1))

+
(

λ2
β

(T4 − T3)

(ap − λ)(T2 − T1)2

)
(ap − λ)(T2 − T1)

2 − λ2

β
(T4 − T3)

]

+cs
2

(
λ(T5 − T4)

2 + (p − λ)T 2
5

)

= αC

[
λ2(T4 − T3) + (p − λ)

2
T1 (1 + 2(T2 − T1))

]

+cs
2

(
λ(T5 − T4)

2 + (p − λ)T 2
5

)
≥ 0 (32)

since (p − λ) > 0, and 0 ≤ T1 ≤ T2 ≤ T3 ≤ T4 ≤ T5 ≤ T Eq. (32) holds. Hence
L > 0
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Remark 1. It follows from [1] that K > 0.

Lemma 1. With the hypotheses of Theorem 1 and Remark 1, the best cycle length is

T ∗ =
√

2

cs(p − λ)
(A + CK + L). (33)

Proof. The quadratic equation (27) has two solutions (T ∗
(+) and T ∗

(−))

T ∗
(+) =

√
2

cs(p − λ)
(A + CK + L)

and

T ∗
(−) = −

√
2

cs(p − λ)
(A + CK + L)

From Theorem 1 and Remark 1 above,

2

cs(p − λ)
(A + CK + L) ≥ 0

since

T ∗
(−) = −

√
2

cs(p − λ)
(A + CK + L) < 0

As the cycle length is always positive,

T ∗ = T ∗
(+) (34)

is the optimal cycle length provided that the sufficient condition is satisfied.

Lemma 2. The total cost function Z(T ) is a convex function of T iff the hypotheses
of Theorem 1 and Remark 1 are valid.

Proof. Differentiating Eq. (26)
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d2Z(T )

dT 2
= 2A

T 3
+ 2C

T 3

[
λ2

β
(eβ(T4−T3) − 1) − λ2(T4 − T3)

]

+ 2αC

T 3

[
(p − λ)

2
T1 + (p − λ)T1(T2 − T1)

+ 1

2
(ap − λ)(T2 − T1)

2 + b1
2

(T3 − T2)
2

+ b2
6

(2T 3
3 − 3T 2

3 T2 + T 3
2 ) + b3

12
(3T 4

3 − 4T 3
3 T2 + T 4

2 )

+ λ2

β

(
eβ(T4−T3) − 1

)
(T3 − T2) + λ2

β2

(
eβ(T4−T3) − 1

)

+ λ2

β
(T3 − T4)

]
+ cs

T 3

[
λ(T5 − T4)

2 + (p − λ)T 2
5

]

= 2A

T 3
+ 2C

T 3

[(
λ2

β

(
eβ(T4−T3) − 1

) − λ2(T4 − T3)

)

+α

[
λ2

β2

(
eβ(T4−T3) − 1

) + b1
2

(T3 − T2)
2

+ b2
6

(2T 3
3 − 3T 2

3 T2 + T 3
2 ) + b3

12
(3T 4

3 − 4T 3
3 T2 + T 4

2 )

] ]

+ 2

T 3

[
αC

[
λ2

β

(
(T3 − T2)e

β(T4−T3) + T2 − T4
) (p − λ)

2
T1

+ (p − λ)T1(T2 − T1) + (ap − λ)

2
(T2 − T1)

2

]

+ cs
2

(
λ(T5 − T4)

2 + (p − λ)T 2
5

)]

= 2A

T 3
+ 2CK

T 3
+ 2L

T 3
> 0 (35)

Since L > 0 and K > 0 by the hypothesis of Theorem 1 and Remark 1 respectively,
the Eq. (35) is valid.

Hence,
d2Z(T )

dT 2
> 0. (36)

The sufficient condition is satisfied, then we concludes that the total variable cost
Z(T ) is a convex function of T .

The EPQ is the sum of total demand during inventory build-up period, total
demand before deterioration sent in, total demand after deteriorated items, total
number of deteriorated items and total demand during shortage period.
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EPQ∗ = λ(T1) + λ(T2 − T1) + λ1(T3 − T2) + λ2(T4 − T3) + d(T3)

+ λ(T5 − T4) + λ(T − T5)

= (p − λ)

2
T 2 + (ap − λ)

2
(T2 − T1)

2 + (p − λ)T1(T2 − T1)

+
∫ T3

T2

(b1 + b2t + b3t
2)dt + (Q3 − λ2(T4 − T3))

+ 1

2
λ(T5 − T4)

2 + 1

2
(p − λ)(T − T5)

2

= (p − λ)

2
T 2 + (ap − λ)

2
(T2 − T1)

2 + (p − λ)T1(T2 − T1)

+ b1(T3 − T2) + b2
2

(T 2
3 − T 2

2 ) + b3
3

(T 3
3 − T 3

2 )

+
[
λ2

β
(eβ(T4−T3) − 1) − λ2(T4 − T3)

]
+ 1

2
λ(T5 − T4)

2

+ 1

2
(p − λ)(T − T5)

2. (37)

4 Numerical Experiments

We illustrate our proposed model by performing the following numerical experi-
ments. We use the parameter values in Table2 adopted from [1], and add the values
of parameters absent in their work (p, a, λ, cs , T4 and T5).

Table 2 Experiment parameters

Param. Value Param. Value

A N3300 per production run T1 0.19178 years

p 6000 units per production run T2 0.82192 years

a 1.2 T3 0.90411 years

λ 2000 units per unit time T4 0.92550 years

λ2 2100 units per unit time T5 0.94210 years

α 0.3 units per unit time b1 8400.

β 0.2 units per unit time b2 4

cs N80 per unit b3 3

C N1000 per unit
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4.1 Results

Upon Substituting the parameter values in Table2 in to Eqs. (23), (25), (33), and (37),
we obtained the values of shortages cost per production run, optimal total variable
cost per cycle length, the best cycle length and EPQ values respectively. The optimal
solutions obtained are shown in Table3.

Table 3 Optimal solution

Variable Value

Z N150,955.7128 per cycle

T 1.283142945 years

EPQ 5,664.4253 units per cycle

Sc N 58.8448 per cycle

Note that the values obtained for both EPQ = 5, 664.4253 and
Z = N150, 955.7128 from our proposed model are optimum to that obtained in
[1]. As such, our proposed model improves upon that proposed in [1].

4.2 Sensitivity Analysis

We perform sensitivity analysis on the solution obtained to the effect of making
changes in some model parameters over the obtained solutions.

i. Figure2 shows the effect of change in set-up cost A on the best cycle length T ,
total variable cost Z and EPQ. As the set-up cost A increases, the best cycle
length T ∗ , the total variable cost per unit time Z∗ and EPQ increase. Thus,
any change in set-up cost affects cycle length, the total variable cost and EPQ.
This means that a minimum set-up cost will minimise the total variable cost of
the inventory system.

ii. Figure3 shows the effect of change in production rate p on the best cycle length
T , total variable cost Z and EPQ. As the production rate p increases, the best
cycle length T ∗ decreases while the total variable cost Z∗ and EPQ increases
and the reverse scenario is the case when the production rate decreases. It is
clear that any adjustment of production rate has an impact on the best cycle
length, the total variable cost and EPQ.

iii. Figure4 shows the effect of change in deterioration rate β on the best cycle
length T , total variable cost Z and EPQ. As the deterioration rate β increases,
the total variable cost Z∗ increaseswhile both the best cycle length T ∗ and EPQ
decrease. Likewise, the situation reverses when β decreases. This means that
the total variable cost can be minimised by reducing the rate of deterioration.
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Fig. 2 Effect of change in set-up cost A on the optimal solutions

Fig. 3 Effect of change in production rate p on the optimal solutions
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Fig. 4 Effect of change in deterioration rate β on the optimal solutions

iv. Figure5 shows the effect of change in demand during inventory build-up period
λ on the best cycle length T , total variable cost Z and EPQ. As the demand
during inventory build-up period λ increases, the best cycle length T ∗ increases
while both the total variable cost Z∗ and EPQ decreases and vice versa
when the situation change negatively on λ. It is natural that an increase in
demand during production has an impact on cycle length, total variable cost
and EPQ.

v. Figure6 shows the effect of change in demand during deterioration period λ2

on the best cycle length T , total variable cost Z and EPQ. As the demand
during deterioration period λ2 increases, the total variable cost Z∗ drastically
decreases while the best cycle length T ∗ and EPQ slightly increases and
slightly decreases respectively when the demand decreases.

vi. Figure7 shows the effect of change in inventory carrying charge α on the best
cycle length T , total variable cost Z and EPQ. An increase in inventory carry-
ing charge α increases the best cycle length T ∗, the total variable cost Z∗ and
EPQ. This is expected as the total variable cost always increases if carrying
charge increases. Hence, the model needs long cycle length and EPQ in order
to reduce the total variable cost.

vii. Figure8 shows the effect of change in shortage cost of the unit item cs on the
best cycle length T , total variable cost Z and EPQ. As the shortage cost of the
unit item cs increases, the total variable cost Z∗ increases, while the best cycle
length T ∗ and EPQ decrease. Also, the case reverses when the shortage cost
of unit item decreases. Therefore, to reduce the variable cost, the model needs
long cycle length and increase in EPQ.
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Fig. 5 Effect of change in demand during inventory build-up period λ on the optimal solutions

Fig. 6 Effect of change in demand during deterioration period λ2 on the optimal solutions
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Fig. 7 Effect of change in inventory carrying charge α on the optimal solutions

Fig. 8 Effect of change in shortage cost of the unit item cs on the optimal solutions
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Fig. 9 Effect of change in production rate changing parameter a on the optimal solutions

viii. Figure9 shows the effect of change in production rate changing parameter a
on the best cycle length T , total variable cost Z and EPQ. As the production
rate changing parameter a increases, the best cycle length T ∗, the total variable
cost Z∗ and EPQ increase and vice versa. Based on the assumption on a,
production rate increases due to the increase in a, consequently EPQ and
cycle length increase.

5 Conclusion

In this paper, a practical production inventory model is developed in which condi-
tional production rate is implemented in a model adapted from the study [1]. The
present work deals with the problem of determining the optimal cycle length that
minimises the total variable cost and maximum EPQ for maximum profit of an
imperfect production model for delayed deteriorating items in which the inspec-
tion processes are not perfect. The system considered here allows shortages that are
fully backlogged. A theorem and two lemmas are presented to ensure the validity
of our assumptions and the sufficient condition for optimality. A numerical exam-
ple is presented for better illustration of the obtained theoretical results. Besides
solving the problem optimally, deep insights are also provided through sensitivity
analysis of the various parameters on the cycle length, total variable cost function
and economic production quantity. The approach in the present work can be further
extended to include even more complicated scenarios in inventory management by
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implementing same model with exponential deterioration rate and linearly decreas-
ing demand during deterioration period or considering similar model of two or more
variables.
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Binary Decision for Discretionary Lane
Changing by Time-Effects Factors

Md. Mijanoor Rahman, Mohd. Tahir Ismail, Ahmad Farhan Mohd Sadullah,
Noor Saifurina Nana Khurizan, and Majid Khan Majahar Ali

Abstract The vicinity of the on-ramp and off-ramp in the freeway road may expe-
rience high collisions in time-varying situations. The binary decision (lane changing
and lane keeping) is required in theDiscretionaryLaneChanging (DLC) by analysing
the time-impact factors. In this research, the time-effect factors are used for the binary
decision in the DLC, and the cumulative probability distribution functions of these
factors are used to demonstrate the influence on the lane changing. The odd ratios
of the binary logit model also show that the probability increases or decreases by
increasing time of some factors. The accuracy of the decision-making model is 84%
by using the Next Generation SIMulation (NGSIM) data. This model shall apply
to the decision of the DLC for the next generation of autonomous vehicles on the
freeway road.

Keywords Binary-decision · Logit-model · Odd-ratio · Time-effects factor · Next
generation simulation

1 Introduction

Lane changing (LC) is a very challenging and risky movement for the vehicle driver,
regardless of the human driver or the autonomous vehicle self driver. In order to
overcome these problems, the intended DLC driver requires more time to make a
binary decision (LC and lane keeping). This binary decision depends onmany factors
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that come frommicroscopic ormacroscopic trajectories.When the driver leaves from
main-lane to off-ramp, or merges from on-ramp to main-lane, it is called mandatory
LC. Due to the forceful and compulsory nature of driving, the DLC driver faces a
number of obstructive situations, and the greater disruption is caused in the vicinity of
the on-ramp in the congested traffic network [1]. Again, off-ramp vehicle movements
may also increase the density of vehicles on the main lane due to the driver’s lack of
awareness of the times and positions on off-ramp site.

A research study investigated that the on-ramp (merging) vehicle could create a
serious problem for the main lane driver [2]. In the previous research studies, the
logistic regression model was very commonly used to make the DLC decision by
usingmicroscopic andmacroscopic factorswhereas timewas amicroscopic factor. In
addition, other microscopic factors, such as velocity, acceleration, etc. change values
at different times.Only the length of the vehicle (vehicle class) is amacroscopic factor
that is the same value for any vehicle. All factors were combined with an equal time
interval. The decision of the LC drivers is therefore more influenced by certain time-
effects (changing by time) factors. The stop-and-go weaving traffic would result in
its acceleration and deceleration trajectories according to [3, 4].

The time-effect analysis to the time-dependent binary logistic regression model
was proposed for probabilistic decision-making in [5]. They usedmicroscopic factors
such as Subject Vehicle (SV) speed, Rear Vehicle (RV) speed and Front Vehicle (FV)
speed on the target lane, the gap between the SV and FV on the current lane, the gap
between the SV and FV on the target lane, the FV and the RV types affecting the
vehicle merging decisions. However, their model is used for the mandatory LC. In
addition, [6] suggested that decisions should be taken by the off-rampmerging driver
by analysing microscopic factors as unlike to time-effect analysis. In the literature,
however, a few studies have been conducted to discover controlled ramps merging
or leaving situations that create a hazard condition for DLC drivers. As a result,
there is still a gap in the analysis of time-dependent binary logistic regression with
time-varying effects in DLC decision near on-ramp and off-ramp.

2 Review of Related Literature

Most of the LC models were obtained by means of two different forms, such as LC
decision and execution. The rule-based LC decision model was invented in [7] for
urban roads using some factors such as traffic signals, traffic density and vehicle
obstruction. Some researchers then developed and used a rule-based model in some
traffic simulation software. The random utility-based LC models was identified in
[8], where the model considered three sequential situations, such as LC-decision,
LC-choice and LC-execution. In [9], the discretionary-based LC was modeled for
congested traffic driver.
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An integrated discrete choice and parameter estimation of LC models was
established in [10]. In the case of congested traffic, cooperation-based LC move-
ment between SV and RV on the target lane was developed to overcome the risk
situation. Based on driver characteristics such as aggressive or non-aggressive
behaviour, A cooperative LC model concept was proposed in [11]. The cooperative
LC model concept was also developed by using minimising overall braking induced
LC, see in [12]. Recently, some research studies have developed the risk-trajectory
of LC models assessment using the fault tree analysis [13], the partial binary tree
structure classifier [14] and the artificial neural networks [15].

LC models are categorised by the LC decision groups and traffic impact [16]. A
binary decision-based DLC model was proposed by using the gap and speed factors
in [17]. That model is used in TRANSMODELER software for LC prediction where
NGSIM dataset was employed to testing the model accuracy. Their main research
factors are SV speed, front gaps at left-lane and right-lane and off-ramp distance.
They included a time factor in this model, although time-effect factors are avoided.
They suggested that their model could be applied to an autonomous vehicle system.
The probabilistic merging behaviour without a time-dependent binary logistic model
was explored by using factors [18]. That model used factors such as the remaining
distance at the merging point, the merging-vehicle speed, the RV speed and the FV
speed at the target lane, the gap between the SV and the FV at the current lane, and
the gap between the SV and FV at the target lane.

TheLCprobabilitymodelwasproposed in [19], basedon relative velocity between
FV and SV, and a gap between FV and SV. From Fig. 1, the front-gap, SFg = FVp −
SVp − lSV , where lSV is length of SV. The other surrounding gaps are SRg, T Rg

and T Fg shown in this figure. The average speed of the NGSIM data set was 38.16
( f/s), and the traffic characteristics in theNGSIMdata setwere almost homogeneous
structure, where vehicle flows were smooth most of the time. The average front gap
in the current lane is 30 ft, and the average front gap in the target lane is 50 ft [19].

Fig. 1 A group of surrounding vehicles of LC vehicle
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A new time-dependent logistic regression model was explored for merging vehicles
using time-effect factors in [5], and added a number of other LC factors, such as
driver-behaviour, SV-speed, FV-speed and RV-speed at the target lane, front-gap at
the target lane and current lane, FV-types andRV-types at the target lane at thismodel.
However, the rear-gap of the target lane and the acceleration of the LC vehicle were
not shown.

LC binary decision for freeway off-ramp merging behaviour was explored by
using logistic-regression-model and likelihood-function (see in [6]). They used the
microscopic dynamical factors which are relative-gaps and relative-speeds, although
they did not include time-factor and time-effect factors. The prediction accuracy of
any model may show the importance of applications. Two probabilities distributions
(speed and density differences between adjacent lanes) as significant factors of the
binary logistic regression model was suggested for DLC drivers in the congested
traffic area [20]. These factors are only macroscopic data taken from a microscopic
NGSIM data set. The binary logistic model to accept or reject the gaps on the neigh-
boring lanes was employed in [21]. The microscopic exploration factors used were
very important for decision-making without a time interval.

In [22], the vehicle driver in the waved traffic area either accepts a gap or rejects
a gap that is a binary decision for LC. The binary logit decision model was adopted
for LC merging behavior from on-ramp using microscopic factors [23]. In [24], an
another binary logit model was used for an LC merging vehicle in a congested area
of traffic using a microscopic factor such as gap and macroscopic factors such as
density and flow rate. Some of the articles mentioned above used a logistic regres-
sion model without time-effect factors for LC and lane-merging decisions [20–24].
The binary logistic model was analysed by using the deep learning method for LC
decision-making in [25]. The decision on LC was categorised by two steps: the first
was the decision on LC and the second was the implementation of LC. In the LC
decision, the binary logistic regression model is used to accept and reject gaps by
analysing certain microscopic factors such as speed and gap of the surrounding vehi-
cles and speed of the LC vehicle, but time-effect factors have not been included in
the logistic regression model. This research work involves thirteen explanatory time-
depended factors in the logistic model for LC and lane keeping binary decisions.

3 Notation and Assumptions

Table1 shows the notation used in this paper.
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Table 1 Variable name and description

variable Description

y j
t The decision variables at time t , 0 or 1

SVv The speed of SV at time t , ( f/s)

FVv The speed of FV in the current lane at time t , ( f/s)

RVv The speed of RV in the current lane at time t , ( f/s)

T Fv The speed of the FV in the target lane at time t , ( f/s)

T Rv The speed of the RV in the target lane at time t , ( f/s)

SFg The longitudinal gap between the SV and FV in the current lane at time t , ( f )

SRg The longitudinal gap between the SV and RV in the current lane at time t , ( f )

T Rg The longitudinal gap between the FV and RV in the target lane at time t , ( f )

SVp The position of SV at time t , ( f )

T Rp The position of RV in target lane at time t , ( f )

SVa The acceleration of SV at time t , ( f/s2)

T Ra The acceleration of RV in target lane at time t , ( f/s2)

SVcl The length (class) of SV ( f )

4 Research Approach

In order to avoid crashes on the main lane, the driver sometimes passes through a
fixed location called an auxiliary lane. In some cases, the DLC process occurs: (a)
changing the desired trajectory; (b) passing the possible jam situations; (c) granting
permission to merge or leave the vehicles. The intended driver of the DLC takes
the decision by calculating certain factors. This study analyses the decision factors
for this DLC action. These are microscopic and macroscopic factors. Microscopic
factors observed are more significant for DLC, as time-varying effects are included
in these factors.

Figure2 shows the LC vehicle, entering vehicle and leaving vehicle in motion.
The SV counting times before LC are ti , where, i = 1, 2, 3, .... After starting LC,
the counting times are lct j , where, j = 1, 2, 3, .... When the vehicle completely
changes the lane, the time-counts are ti + lct j from the time ti and LC-time lct j . In
this work, it is considered that the drivers LC decision from main-lane-5 to main-
lane-4 process at every point measured by time. The driver can take the decision ten
times every second. Every factor, therefore, depends on ten times a second named
deci-second. At any time, t , the driver of the LC vehicle may make binary decisions:
(i) start the LC action from lane-5 to lane-4 (ii) continue driving on lane-5. Thismodel
consists of explanatory variables. These variables named time-dependent explanatory
factors can change the decision through repeated observations. These time-effects
factors give rise to a different LC decision from previous literature.
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Fig. 2 LC behavior flowchart

4.1 Binary Logistic Model

The binary logistic model is used to investigate the relationship between explanatory
and binary response variables. Thismodel depends on the odds ratio of the probability
of success and failure. The probability of success at the time t is the binary response
value 1 (after crossing the middle line of two lanes for LC action) and the probability
of failure at any time t is to continue driving at the main road as the binary value 0.
The given explanatory factors are used to determine the probability of the decision
of the response variable. Explanatory variables for the logistic regression model are
vehicle speed, FV and RV gap, and travel time during LC. The following equation
of binary logit model can be described by the probability of LC driver behaviours
that are time-dependent decisions. Let y j

t denotes the decision of the LC driver j
at time t . The probability of lane merging starting without time-effects variables is
expressed by the logit model:

Pi (y
j
t = 1) = 1/(1 + eϕ0+ϕk x jk );

j = 1, 2, 3, 4, . . . .N ; k = 1, 2, 3, 4, . . . .K . (1)

The probability of reject LC without time variable is expressed by the same model:

Pi (y
j
t = 0) = eϕ0+ϕk x jk/(1 + eϕ0+ϕk x jk );

j = 1, 2, 3, 4, . . . .N ; k = 1, 2, 3, 4, . . . .K . (2)

The driver’s binary decision may change at any time, when time is variable, then
the probability of start LC is expressed by the logit model shown in Eqs. (3) and (4),
namely,
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Pi (y
j
t = 1) = 1/(1 + eϕ0+ϕk x jk+ϕk+1t );

j = 1, 2, 3, 4, . . . .N ; k = 1, 2, 3, 4, . . . .K . (3)

Again, when, time is variable, then the probability of reject LC is expressed by the
same model:

Pi (y
j
t = 0) = eϕ0+ϕk x jk+ϕk+1t/(1 + eϕ0+ϕk x jk+ϕk+1t );

j = 1, 2, 3, 4, . . . .N ; k = 1, 2, 3, 4, . . . .K . (4)

and where, ϕk (k = 1, 2, 3, ...K ) are the coefficient of K − th influencing factors

and x jk is the influencing factors. And Pi
(
y j
t = 1

)
is the probability that leaving

vehicle j starts the action for LC to off-ramp at time t . The previous time can affect
the decision choice of the j−th leaving vehicle.

The important point is that the extra variable to the current logit model, the time
factor shown in the Eq. (3) and the Eq. (4) could exceed the overall time-adjustment
decision of the response with other influence factors. The time-dependent model can-
not explain precisely whether the time can be insignificant, or whether the model can
be over-fitted to include the time variable to influence factors. This model, therefore,
is unpredictable with reality.

4.2 Time-Varying Effect on Logistic Regression Model

The logistic regression model uses time-dependent explanatory variables to classify
time-varying effects on the response variable shown inEqs. (3) and (4). The important
point is that the value of the response variable depends on the time interval of the
relevant factors. If we use time variables such as Eqs. (3) and (4), the time variable
coefficient depends on the previous times. Then, the logistic model is over-fitted
to the decision factor, and since the current decision depends on the other variables
(current values) and timevariable (previousfixedvalue), itmust beunrealistic tomake
a decision using this model. In order to avoid over-fitting and include impractical
coefficients, this work uses another method, the time-dependent logistic regression
model, where the linear function of the time-effects of the explanatory variables is
presented. This model can therefore be expressed by

Pi (y
j
t = 1) = 1/(1 + e(ϕ0+ϕ01t)+(ϕk+ϕk1t)x jk );

j = 1, 2, 3, 4, . . . .N ; k = 1, 2, 3, 4, . . . .K . (5)

The probability of reject LC without time variable is expressed by the same model:

Pi (y
j
t = 0) = e(ϕ0+ϕ01t)+(ϕk+ϕk1t)x jk/(1 + e(ϕ0+ϕ01t)+(ϕk+ϕk1t)x jk );

j = 1, 2, 3, 4, . . . .N ; k = 1, 2, 3, 4, . . . .K . (6)
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where, N is the number of observations, and (ϕk + ϕk1t); (k = 1, 2, ..., K ) are the
time effects adjusted coefficients of the explanatory variables. If the influenced factor
is not time-effect then the value, ϕk1 = 0. The parameters, ϕk and ϕk1 are determined
by using the maximum log likelihood technique.

4.3 Maximum Log-Likelihood

The SV driver, j should either choose “y j
t = 1” or “y j

t = 0” at any time t, for DLC.
Once the SV, j chooses “y j

t = 1”, that is, the completion of the LC maneuver (i.e.,
fully entering the left lane), the decision of the LC driver ends at the time t + 1 and
then “y j

t = 1” at the next time interval. For LC vehicle, the observation total time
interval is t = 1 to t = Ti . The SV is supposed to complete the LC maneuver at the
t−th time. Then, the SV selects the choice of “y j

t = 0” during the time interval 1 to
(t − 1), and then “y j

t = 1” in next time interval (i.e., in the target lane) in the time
interval t = 0 to t = Ti , namely,

P(y j
t ′ = 1 | y j

t = 1,∀t ′ = t + 1, t + 2, ....., Ti , y
j
t" = 0,∀t" = 1, 2, ....., t, σn) = 1

The LC vehicle j has choice sequence expressed by the following statements: the
first (t − 1)th time decisions are zero, t th time decision is one, and (Ti − t)th time
decisions are one.

The probability of any driver’s LC decision depends on all observation of a partic-
ular decision of sequence, and the product of probabilities is expressed as the product
of all choice in the sequence. The probability of a particular decision of the LC driver
is as follows: Pj

{
choice sequencet

∣∣σn
} =

P(y jTi = 1 | y jt = 1, ∀t ′ = t + 1, t + 2, ....., Ti , y
j
t" = 0, ∀t" = 1, 2, ....., t, σn) ×

P(y jTi−1 = 1 | y jt = 1, ∀t ′ = t + 1, t + 2, ....., Ti , y
j
t" = 0, ∀t" = 1, 2, ....., t, σn) ×

...P(y jt = 1 | y jt" = 0, ∀t" = 1, 2, ....., t, σn) ×

...P(y j2 = 1 | y j1 = 0, σn).

= 1 × 1 × 1 × 1 × 1 × P(y jt = 1 | y jt" = 0, ∀t" = 1, 2, ....., t, σn) ×
t∏

t ′=1

P(y jt ′ = 0 | y jt" = 0, ∀t" = 1, 2, ....., t ′ − 1, σn)

= P(y jt = 1 | y jt" = 0, ∀t" = 1, 2, ....., t, σn) ×
t∏

t ′=1

P(y jt ′ = 0 | y jt" = 0, ∀t" = 1, 2, ....., t ′ − 1, σn)
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The LC maneuver of SV can be expressed by the probability of the choice sequence,
and the likelihood function for the LC vehicle is the sum of the all probabilities of
all sequences. So, the likelihood is given by

LK j =
Ti∑
t=1

Pj {choice sequencet }

= Pj {choice sequence1} + Pj {choice sequence2} + Pj {choice sequence3} + ...

+Pj {choice sequenceTi }

The log-likelihood function of all LC driver is

LLK =
K∑
j=1

log(LK j ) =
K∑
j=1

log
Ti∑
t=1

Pj {choice sequencet }

where, K is the total number of LC vehicles.

5 Data Collection and Processing

The US 101 (Hollywood Freeway), Los Angeles, California has a multi-lane road on
both sides as shown in Fig. 3. On one side, the off-ramp and on-ramp traffic system is
connected to the auxiliary lane and the auxiliary lane number at 6. Without this lane,
the other five lanes are used for highway vehicles, and the DLC scenarios occur in
those five lanes. Lane seven and lane eight are used for both on-ramp and off-ramp.
From on-ramp, the driver enters lane five using lane six and from off-ramp, the driver
exits lane five using lane six. When the driver goes from lane five to lane four, the
LC is called the DLC.

For NGSIM data, the eight cameras are arranged at the top of the high-raised
buildings, and the camera captured the vehicle trajectory by microscopy of all lanes
at a distance of more than six hundred meters road. These microscopic factors such
as vehicle plate number, global longitudinal and lateral positions, local longitudinal
position, global time, vehicle velocity and acceleration, vehicle lane position, FV and
RV numbers whereas, vehicle length is a macroscopic factor. These are all factors
were collected by using these cameras at 7.50 am to 8.05 am in the morning of 15
June 2005 [19, 26]. The time-intervals indicate the congestion of the road at that time.
This time is more congested than the other time. Each second, the vehicle trajectory
has ten data of all microscopic factors.

This open source data adopted more than one million rows and eighteen columns,
focusing on 2169 vehicle trajectories in 15min. Moreover, it is a big dataset wherein
the adopted trajectories are microscopic. This data captures a total of 103 DLC
scenarios from lane five to lane four at this time. Influenced factors are front gap and
rear gap at the current lane, front gap and rear gap at the target lane, SV velocity,
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Fig. 3 The data collection area, US 101 (Hollywood Freeway), Los Angeles, California [26] and
[19].

FV velocity at the current lane and RV velocity at the target lane. These factors are
separated by the time-dependent influenced factors respective current decision.

The LC decision of the driver from lane five to lane four was made before the LC
action, and the separate data of the driver’s decision depends on the trajectory for
all vehicles on lane five and this time starts from four seconds before the vehicle’s
middle-line crossing time. In four seconds, the driver wants to make LC and lane-
continuing binary decisions using LC current trajectories. So, the decision of the
driver depends on time. In this work, the maximum likelihood is applied to the
decision of the LC driver by using the time-dependent trajectory data for all LC
vehicles from lane five to lane four in those 15min. SinceNGSIMdata set completely
adoptsmanymicroscopic information onvehicle trajectories, very recent studies such
as [27–33] have used this data set for driver behaviour analysis. Again, this data set is
the most popular and open source data in traffic research, because it is a large data set
that includes many microscopic information [34]. Other data from the same source
(NGSIM) data that I-80 east-bound (north-bound), Emeryville, California data are
also frequently used in current research.
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(a) SV velocity (b) FV velocity

(c) RV velocity (d) TFV velocity

Fig. 4 The CPDF of current lane explanatory variables

5.1 Data Analysis

The binary response variable depends on some explanatory time-effects factors
explained in the Figs. 4 and 5 by the histograms of Cumulative Probability Distribu-
tion Functions (CPDF). Figure4a has shown that the LC vehicle changes the lane at
a starting velocity of 30 ( f/s) to a final velocity of 70 ( f/s). The cumulative proba-
bility of the lane merging increases smoothly when the velocity increases smoothly.
From the velocity 40 ( f/s) to 50 ( f/s), the cumulative probability increased more
than other intervals. As a result, more vehicles are changing the lane at this interval
for SVs velocities. Similarly, Figs. 4b, 4c, 5a and 5b, demonstrate an increased on
the cumulative provability from 35 ( f/s) to 50 ( f/s), 30 ( f/s) to 50 ( f/s), 30 ( f/s)
to 55 ( f/s) and 35 ( f/s) to 50 ( f/s) respectively. In these intervals, therefore, more
vehicles change the lane due to their respective factors. Again, the other two Figs. 4d
and 5d are shown for the gap between FV and SV on the current lane and FV and
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(a) TRV velocity (b) The acceleration of SV

(c) The acceleration of TRV (d) The length of SV

Fig. 5 The CPDF of target lane explanatory variables

SV on the target vehicle. The cumulative probability of a gap increased further by
20 ( f ) to 100 ( f ) from Fig. 4d, and 0 ( f ) to 75 ( f ) from Fig. 5d. Therefore, in these
intervals, more vehicles also change the lane.

6 Results and Discussion

Time-effects explanatory factors with linear function are involved in obtaining a log
odds of lane merging success. This study uses the MATLAB package “mnrfit” to
determine the probability of a lane merging that 29 data sets (2.9 s data) are used
separately in the logit model, each data set comprised 103 vehicle trajectories. Some-
times the p-values are lower than the significant level (considered <0.2) and again
few times the p-values are higher than the significant level (considered >0.2) for
each factor as the significant level 0.2 in [35]. Some important factors could not be
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Table 2 Used factors influence the LC decision

Variable Influenced without
time

Influenced by time Response of LC
probability by
increasing time

Constant 2.406 –0.4085 Decreasing

SVv –0.1045 0.0083 Increasing

FVv –0.0421 –0.0012 Decreasing

RVv 0.0185 –0.0005 Increasing

TFv –0.0064 0.0016 Decreasing

TRv 0.0419 –0.0009 Increasing

SFg 0.0057 –0.0003 Increasing

SRg 0.0077 0.0004 Increasing

TRg 0.0005 – No-effects

SVp 0.0010 – No-effects

TRp 0.0009 –0.0001 Decreasing

SVa –0.0302 0.0015 Increasing

TRa 0.0517 –0.0089 Decreasing

SVcl –0.0082 0.0043 Increasing

avoided in the model at which their significant level crossed the border according to
[35]. In addition, a very recent software package used the existing inferential statis-
tics were sometimes unable to predict the significant factor in which 110 row data
were tested in [36], although the significance of high-level data could be predicted.
Therefore, the identification of significant influence factors and some other statistical
model (t-statistics and confidence interval) for all factors at all times seem to be some
difficulties in this study. This limitation of this model may be overcome in future
research by the use of a further developed software package.

Table2 shows that the probability of lane merging is reduced over a constant term
by increasing the time. Some factors, such as SV velocity, SV front gap at current
lane and target lane, are not time-effect factors because these factors multiply by
the constant as shown in Table2. Other factors, such as the FV and RV velocities of
the current lane and the same vehicle velocities of the target lane, are time-impact
factors. Whereas, the factors of FV velocity and RV velocity at the current lane are
multiplied by negative time-effect coefficient values. For the negative coefficient
of the factors, the probabilities decrease with increasing time, and for the positive
coefficient of the factors the probabilities increase with increasing time. As a result,
the probability of FV velocity decreases at the current lane, but the probability of
RV velocity increases at the same lane. RV acceleration at the target lane reduces the
probability of merging, and the SV class increases the probability of merging. And
by increasing the time, the probability of FV velocity on the target lane increases
and the probability of RV velocity on the target lane decreases.
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6.1 Time Varying Effects at Lane Merging

Figure6a shows that the odd ratio for the SV velocity increases from below 1 to
above 1. Before 1.1 s, for this velocity, the probability of a lane merging is influenced
for unsuccess. In addition, after 1.1 s in the same figure, the probability of a lane
merging is influenced for success. So, by increasing the SV velocity, odd ratio is
increasing with increasing time. This velocity creates heterogeneous effects before
1.1 s and after 1.1 s. By increasing the SV velocity, the front gap decreases, and
the probability of a lane merging fails [37, 38]. The similar time-effect is shown in
Fig. 6d. Another time-effect is shown in Figs. 6b, 6c, 6e and 6f. In Fig. 6b, the odd
ratio for the FV velocity is decreasing from below 1 that indicates the probability
of merging is decreasing due to an increase in the front gap [38]. Respectively, in
Figs. 6c, 6e and 6f, the RV velocity, TRV velocity and front gap at current lane are
slightly time-effect as the odd ratios are slightly decreasing.

Afterwards, the another odd ratio from another factor, such as FV velocity at
the target lane shown in Fig. 6d, where it shows heterogeneous effects like as [5].
In this figure, the odd ratio increases from less than 1 to more than 1. So that, the
probabilities of lane merging success increase by increasing time. The Figs. 6b and
6c shown respectively that the probability of lane merging reduces if the FV velocity
increases, and the probability of lane merging increases if the RV velocity increases.
Like as [9, 39] studies, Figs. 6e and 6f show similar scenarios. The odd ratio slowly
decreases at Fig. 6f from upper 1 to lower 1 so that the probability of successful lane
merging decreases slowly by increasing time.

As above discussion, in Fig. 7a, the gap of SV and RV at current lane have few
positive time-effect as odd ratios are slowly increasing. Similarly, Fig. 7e shows
that the corresponding factor (SV acceleration) has few positive time-effect for LC
success. In addition, Figs. 7b and 7c show fixed effects that the odd ratios do not
increase or decrease by increasing time. In these cases, these factors do not influence
the probability of a lane merging success or failure by increasing time. So, these are
not time-effect factors. Furthermore, The Figs. 7d and 7f have negative time-effect
that they influence to LC unsuccess. The SV class also highly time-effect factor
shown in Fig. 8a.

6.2 Model Accuracy and Spatial Transferability

A DLC model based on binary decision was proposed in [17], where the accuracy
of LC prediction was 82.2% by using gaps and surrounding vehicle speeds. They
employed the NGSIM (US 101) data even the model was better than the TRANS-
MODELER software used gap acceptance model. They suggested that their model
might be applied to the autonomous vehicle system. Again, a time-effects logit model
was proposed in [5] for successful lane merging at a working zone with 83.7% accu-
racy. That study further compared theirmodel to a standard logisticmodelwith 81.6%
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(a) SV velocity (b) FV velocity

(c) RV velocity (d) TFV velocity

(e) TRV velocity (f) SV and FV gap

Fig. 6 The odd ratios of all explanatory factors with constant by time
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(a) SV and RV gap (b) TFV and TRV gap

(c) SV position (d) TRV position

(e) SV acceleration (f) TRV acceleration

Fig. 7 The odd ratios of all explanatory factors with constant by time
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Fig. 8 The odd ratios of all
explanatory factors with
constant by time

SV class

accuracy for successful lane merging. The 100 training vehicles and the 10 testing
vehicles extracted from NGSIM (US 101) data are used in this work. The findings
are that in 3 s, the accuracy of this model is 80% for LC decision-making. But after
1 to 3 s, the accuracy for the same decision is 87.5%. The driver can make decisions
before 2 s of the LC with an accuracy of 87.5% by using time-effects explanatory
factors. This accuracy may be improved by using other time-effect factors or driver
characters or weather conditions.

7 Conclusion

The autonomous vehicle onmain lane is aware for merging vehicle from the on-ramp
and leaving vehicle to the off-ramp. Every time, some vehicles come to merge on
main lane, and some vehicles exit from main lane. These circumstances created a
risk for all types of vehicles moving on lane 5 in NGSIM (US-101) dataset. Using
some influential variables, vehicles on lane five always try to avoid the collision
point by DLC. The gaps and speeds of surrounding vehicles are more important
explanatory factors for several previous studies to make decisions in these situations.
But the time factor as an influencing factor for LC decisions was not included in
numerous studies. Although, all of the factors used in previous studies were time-
dependent, only the time factor could not be responsible for other factors predicting
LC decisions [5, 35]. From the cumulative probability distribution functions of all
influencing factors, it is decided that the time-impact factors included in themodel can
identify and predict LC decisions. The time-effects of all influencing factors aremore
reliable and logical factors for predicting LC maneuver. Furthermore, the odd-ratios
of all time-effects influencing factors can explain the probabilities of lane merging
decisions at different times. The accuracy of this model included time-effect factors
is higher than the model without time-effect factors. The higher accuracy (84%)
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suggests that the autonomous vehicle can apply this model to predict and decide the
LC maneuver at on-ramp and off-ramp places.

References

1. Alia, Y., Zuduo, Z., Haque, M.M.: Connectivity’s impact on mandatory lane-changing
behaviour: evidences from a driving simulator study. Transp. Res. Part C Emerg. Technol.
93C, 292–309 (2018)

2. Wang, Y.,Wenjuan, E., Tang,W., Tian, D., Lu, G., Yu, G.: Automated on-rampmerging control
algorithm based on internet-connected vehicles. IET Intell. Transp. Syst. 7, 371–379 (2013).
https://doi.org/10.1049/iet-its.2011.0228

3. Oh, S., Yeo, H.: Impact of stop-and-go waves and lane changes on discharge rate in recovery
flow. Transp. Res. Part B 77, 88–102 (2015). https://doi.org/10.1016/j.trb.2015.03.017

4. Suh, J., Yeo, H.: An empirical study on the traffic state evolution and stop-and-go traffic
development on freeways. Transportmetrica A Transp. Sci. 12(1), 80–97 (2016). https://doi.
org/10.1080/23249935.2015.1101508

5. Weng, J., Li,G.,Yu,Y.: Time-dependent drivers’merging behaviormodel inwork zonemerging
areas. Transp. Res. Part C Emerg. Technol. 80, 409–422 (2017). https://doi.org/10.1016/j.trc.
2017.05.007

6. Zhang, L., Chen, C., Zhang, J., Fang, S., You, J., Guo, J.: Modeling lane-changing behavior in
freeway off-ramp areas from the Shanghai naturalistic driving study. J. Adv. Transp. (2018).
https://doi.org/10.1155/2018/8645709

7. Gipps, P.G.: A model for the structure of lane-changing decisions. Transp. Res. Part B 20,
403–414 (1986). https://doi.org/10.1016/0191-2615(86)90012-3

8. Ahmed, K.I.: Modeling Freeway Lane Changing Behavior. MIT, Cambridge (1996)
9. Ahmed, K.I.: Modelling Drivers’ Acceleration and Lane Changing behavior. MIT, Cambridge

(1999)
10. Toledo, T., Zohar, D.: Modeling duration of lane changes. Transp. Res. Rec. J. Transp. Res.

Board 1999, 71–78 (2007). https://doi.org/10.3141/1999-08
11. Hidas, P.: Modelling vehicle interactions in microscopic simulation of merging and weaving.

Transp. Res. Part C Emerg. Technol. 13, 37–62 (2005). https://doi.org/10.1016/j.trc.2004.12.
003

12. Kesting, A., Treiber, M., Helbing, D.: General lane-changing model MOBIL for car-following
models. Transp. Res. Rec. J. Transp. Res. Board 1999, 86–94 (2007). https://doi.org/10.3141/
1999-10

13. Park, H., Oh, C., Moon, J., Kim, S.: Development of a lane change risk index using vehicle
trajectory data. Accid. Anal. Prev. 110, 1–8 (2018). https://doi.org/10.1016/j.aap.2017.10.015

14. Zhang, L., Wang, S., Chen, C., Yang, M., She, X.: Modeling lane-change risk in urban express-
way off-ramp area based on naturalistic driving data. J. Test Eval., 48 (2020)

15. Wang, Y.: Prediction of Mandatory Lane Changing Behavior Using Artificial Neural Network
Model. McMaster University, Hamilton (2017)

16. Zheng, Z.: Recent developments and research needs in modeling lane changing. Transp. Res.
part B Methodol. 60, 561–565 (2014)

17. Balal, E., Long, R., Sarkodie-gyan, T.: A binary decisionmodel for discretionary lane changing
move based on fuzzy inference system. Transp. Res. Part C 67, 47–61 (2016). https://doi.org/
10.1016/j.trc.2016.02.009

18. Weng, J., Meng, Q.: Modeling speed-flow relationship and merging behavior in work zone
merging areas. Transp. Res. Part C Emerg. Technol. 19, 985–996 (2011). https://doi.org/10.
1016/j.trc.2011.05.001

19. Lee, J., Park, M., Yeo, H.: A probability model for discretionary lane changes in highways.
KSCE J. Civ. Eng. 20, 2938–2946 (2016). https://doi.org/10.1007/s12205-016-0382-z

https://doi.org/10.1049/iet-its.2011.0228
https://doi.org/10.1016/j.trb.2015.03.017
https://doi.org/10.1080/23249935.2015.1101508
https://doi.org/10.1080/23249935.2015.1101508
https://doi.org/10.1016/j.trc.2017.05.007
https://doi.org/10.1016/j.trc.2017.05.007
https://doi.org/10.1155/2018/8645709
https://doi.org/10.1016/0191-2615(86)90012-3
https://doi.org/10.3141/1999-08
https://doi.org/10.1016/j.trc.2004.12.003
https://doi.org/10.1016/j.trc.2004.12.003
https://doi.org/10.3141/1999-10
https://doi.org/10.3141/1999-10
https://doi.org/10.1016/j.aap.2017.10.015
https://doi.org/10.1016/j.trc.2016.02.009
https://doi.org/10.1016/j.trc.2016.02.009
https://doi.org/10.1016/j.trc.2011.05.001
https://doi.org/10.1016/j.trc.2011.05.001
https://doi.org/10.1007/s12205-016-0382-z


Time-Effects Discretionary Lane Changing Decision 423

20. Park, M., Jang, K., Lee, J., Yeo, H.: Logistic regression model for discretionary lane changing
under congested traffic. Transp. A Transp. Sci. 11, 333–344 (2015). https://doi.org/10.1080/
23249935.2014.994686

21. Li, G., Cheng, J.: Exploring the effects of traffic density on merging behavior. IEEE Access 7,
51608–51619 (2019). https://doi.org/10.1109/ACCESS.2019.2911302

22. Marczak, F., Daamen, W., Buisson, C.: Empirical analysis of lane changing behavior
at a freeway weaving section. Traffic Manag., 139–151 (2016). https://doi.org/10.1002/
9781119307822.ch10

23. Chu, T.D.,Miwa, T.,Morikawa, T.: Discrete choicemodels for gap acceptance at urban express-
way merge sections considering safety, road geometry, and traffic conditions. J. Transp. Eng.
143, 04017025 (2017). https://doi.org/10.1061/JTEPBS.0000053

24. Chu, K., Lee, M., Sunwoo, M.: Local path planning for off-road autonomous driving with
avoidance of static obstacles. IEEE Trans. Intell. Transp. Syst. 13, 1599–1616 (2012). https://
doi.org/10.1109/TITS.2012.2198214

25. Xie,D.F., Fang, Z.Z., Jia, B.,He, Z.:Adata-driven lane-changingmodel based on deep learning.
Transp. Res. Part C Emerg. Technol. 106, 41–60 (2019). https://doi.org/10.1016/j.trc.2019.07.
002

26. Huang, L., Guo, H., Zhang, R., Wang, H., Wu, J.: Capturing drivers’ lane changing behaviors
on operational level by data driven methods. IEEE Access 6, 57497–57506 (2018)

27. Jia, B., Yang, D., Zhang, X., Wu, Y., Guo, Q.: Car-following model considering the lane-
changing prevention effect and its stability analysis. Eur.Phys. J. B 93(8), 1–9 (2020)

28. Khakzar, M., Rakotonirainy, A., Bond, A., Dehkordi, S.G.: A dual learning model for vehicle
trajectory prediction. IEEE Access 8, 21897–21908 (2020)

29. Li, G., Fang, S., Ma, J., Cheng, J.: Modeling merging acceleration and deceleration behavior
based on gradient-boosting decision tree. J. Transp. Eng. Part A Syst. 146(7), 05020005 (2020)

30. Tang, L., Wang, H., Zhang, W., Mei, Z., Li, L.: Driver lane change intention recognition of
intelligent vehicle based on long short-termmemory network. IEEEAccess 8, 136898–136905
(2020)

31. Li, J., Huang, X., Wang, J., Mu, T.: Lane change behavior research based on NGSIM vehicle
trajectory data. In: 2020 Chinese Control And Decision Conference (CCDC), pp. 1865–1870.
IEEE (2020)

32. Zhang, S., Zhi, Y., He, R., Li, J.: Research on traffic vehicle behavior prediction method based
on game theory and HMM. IEEE Access 8, 30210–30222 (2020)

33. Zhu, M., Wang, Y., Pu, Z., Hu, J., Wang, X., Ke, R.: Safe, efficient, and comfortable velocity
control based on reinforcement learning for autonomous driving. Transp. Res. Part C Emerg.
Technol. 117, 102662 (2020)

34. Wan, Q., Peng, G., Li, Z., Inomata, F.H.T.: Spatiotemporal trajectory characteristic analysis
for traffic state transition prediction near expressway merge bottleneck. Transp. Res. Part C
Emerg. Technol. 117, 102682 (2020)

35. Weng, J., Du, G., Li, D., Yu, Y.: Time-varying mixed logit model for vehicle merging behavior
in work zone merging areas. Accid. Anal. Prev. 117, 328–339 (2018). https://doi.org/10.1016/
j.aap.2018.05.005

36. Vakhitova, Z.I., Alston-Knox, C.L.: Non-significant p-values? strategies to understand and
better determine the importance of effects and interactions in logistic regression. PloS one
13(11), e0205076 (2018)

37. Mathew, T.V., Velaga, N.R.: Lecture Notes in Civil Engineering. Springer (2017)
38. Patil, G.R., Sangole, J.P.: Behavior of two-wheelers at limited priority uncontrolled T-

intersections. IATSS Res. 40, 7–18 (2016). https://doi.org/10.1016/j.iatssr.2015.12.002
39. Lee, G.: Modeling Gap Acceptance at Freeway Merges. MIT, Cambridge (2006)

https://doi.org/10.1080/23249935.2014.994686
https://doi.org/10.1080/23249935.2014.994686
https://doi.org/10.1109/ACCESS.2019.2911302
https://doi.org/10.1002/9781119307822.ch10
https://doi.org/10.1002/9781119307822.ch10
https://doi.org/10.1061/JTEPBS.0000053
https://doi.org/10.1109/TITS.2012.2198214
https://doi.org/10.1109/TITS.2012.2198214
https://doi.org/10.1016/j.trc.2019.07.002
https://doi.org/10.1016/j.trc.2019.07.002
https://doi.org/10.1016/j.aap.2018.05.005
https://doi.org/10.1016/j.aap.2018.05.005
https://doi.org/10.1016/j.iatssr.2015.12.002


Lane Changing Effects on Surrounding
Vehicles by Incorporating the Risk
Factors

Md. Mijanoor Rahman, Mohd. Tahir Ismail, and Majid Khan Majahar Ali

Abstract The traffic simulation model includes Lane Changing (LC) trajectory that
should be able to provide traffic safety by informing the unknown driving trajectory.
Difficult types of hindrances such as deceleration, confusion for collision, expected
velocity, effects of LC action, etc. will impact LC driver behavior. This study extracts
the risk factors from real data and determines the influenced factors of risk perception-
based LC decision using a logistic model. Then the effects on these influenced factors
are investigated by comparing the before and after LC maneuvers for LC execution.
The logisticmodel provides the influenced factors by81.51%accuracyofLCdecision
using the testing dataset (30% of full dataset). The research has found that 20.07%
subject vehicle velocities increases for LC execution, and other risk factors such
as gaps likely decrease that suggested they are more risk to the collision after LC
execution. Therefore, this study is important for decreasing the traffic crash in LC
situation.
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1 Introduction

The unplanned Lane Changing (LC) behavior of vehicle drivers in urban roadways
influences traffic bottlenecks and increases traffic crashes. Generally, a driver’s deci-
sion in various hazard situations is the main cause of congestion [1], and merging
roadway is estimated the most crucial to high congestion [2]. The time cost of people
produced in congested urban traffic areas is more than 6.9 billion hours on the road
beside the purchasing cost of fuel is additional 3.1 billion gallons [3–5]. Besides, the
driver’s distraction, discomfort, and frustration are twisted from traffic congestion
and may result in fierce driving behavior [6].

Planned driver behavior is anticipated to resolve many transport problems and
provide comfort, safety, productivity, and flexibility during travel. These planned
vehicle movements are adopted either in macroscopic or microscopic factor analysis,
wherein the former addresses traffic flow, density, and average traffic speed and
the latter differentiates the vehicle’s trajectory based movements, such as position,
velocity, acceleration, gap and time headway [7]. The analysis of the microscopic
factor suggests that the driving system is flexible and safe for drivers.

In recent years, researchers developed a gap acceptance model included safety
factor, and proposed the distribution of trajectories [8]. That type of LC action pro-
vides more safety in congested traffic areas, thereby bringing more comfort when the
driver needs increased speed in the freeway road [9]. In that case, the Subject Vehicle
(SV) driver tends to identify the gap in the target lane. When the driver identifies the
gap at the target lane, the binary decision is applied (e.g. LC and non-LC decisions).
If the current gap is less than theminimum safety gap, the Target Rear Vehicle (TRV),
the driver had to decelerate to create a more safety gap, and then the SV driver may
change his current lane without the crash. In addition, if TRV does not decelerate in
the decision time, then the LC is a risk for SV. Therefore, the LC decision depends
on TRV’s deceleration to avoid the crash. The LC decision time of SV and gap at
target lane are shown in Fig. 1.

Fig. 1 Lane changing decision time and gap at target lane
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The LC decision and execution are continuous procedures for SV. After execution
of the LC maneuver, SV arrives at target lane where Target Front Vehicle (TFV) and
TRV are new front vehicle and rear vehicle respectively shown in the Fig. 1, and
new front and rear trajectories may be threatened for SV. Therefore, the comparative
trajectories information of before and after LC are crucially needed to understand
the effects of LC action for vehicle controlling system.

A few macroscopic-based analyses were developed to understand the LC effects
[10]. In other recent studies, the deceleration rate of TRV is used to find out the LC
safety decision using logistic regression model [11–13], whereas they avoided the
comparison of before and after LC maneuvers effects. The LC decision model was
developed in [14] using safety perception as a threshold value from the deceleration
of TRV. However, the effects of LC on before and after trajectories are not focused in
that work, although without comparison study, the negative effects of this maneuver
may not be decreased, whereas the LC maneuver occurs more traffic accident (see
in [14]).

2 Literature Review

The longitudinal driving behavior is a car following driving action, and the lateral
driving behavior is an LC driving action. The LC is a crucial matter in any traffic
system. The macroscopic LC model was pioneer research in 1961 to develop the
driver decision [15]. The first LC decision for vehicle drivers who face up the con-
flicting situation was proposed by Gipps [16]. That model protected various driving
risk situations in an urban roadway wherein the driver behavior was ruled by actions
such as keeping the lane or changing the lane. The rule-based LC decision using
microscopic factors was developed by Ahmed [17].

The velocity difference and gap factors were used to model the gap acceptance
decisionwhere these factors are collected to analyze bymicroscopic andmacroscopic
data [18, 19]. Before LC data were analyzed to validate that model. A macroscopic
factor such as the vehicle intensity-based LC model was addressed in [20]. That
model explored the effects on traffic flows wherein traffic bottleneck was increased
before LC. The LC action directly effects traffic flows and impact other surrounding
groups of vehicles at macroscopic effect [10, 22–25]. The limited real trajectory data
for traffic simulation is one of the limitations as the model is unable to use the before
and after LC data. Another data-based comparison method [10] used risk factors
such as velocity difference and gap duration. They argued existing LC analysis is
unable to explain the risk factor, and found that high-speed vehicle is affected and
hindered for LC.

Using statistical significance test, some research found the LC maneuver can
affect on immediate TRV as the aggressive driver moves more aggressively [26,
27]. They suggested that further research is needed for understanding the LC effects
on the surrounding vehicle dynamics. The effects of LC on surrounding vehicles
were addressed in [26] where it suggested to study more that is important for the
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accuracy of LC models. That study agreed that to explain the LC analysis (such as
a statistically fitting of the considered factors of after LC maneuver with collected
data) requires further research. The gap acceptance model using gap factors (lag and
lead gap) was proposed by [8, 28] wherein both factors are microscopic for before
and after LC. However, these factors effect decision-making when the driver tries to
change the lane as before LC action. Therefore, their models help predict the gaps as
well as risk factors according to vehicle trajectories, and it unable to compare these
risk factors before and after LC maneuver. In addition, the influenced factor used in
the gap acceptance model was unable to explain the risk after LC [29].

The risk factors were used to determine the LC decisionwhen factors are collected
beforeLCusing logisticmodel [12, 30].Recently, themicroscopic risk factors such as
surrounding gaps were analyzed in [31] where it suggested to make LC decision. The
microscopic risk factors were used in [32] that these factors are collected before LC.
The safety level was discovered by analyzing risk factors such as velocity difference,
gap, and agreed that LC is a risk driving behavior [33]. In the LC event, the subject
vehicle and surrounding vehicles have associated velocities. The research suggested
to develop the risk factor-based prediction model should implement using risk factor
that collected after LC maneuver. The decision model was developed in [34] where
microscopic safety gap as the risk factor is collected before LC. Therefore, the above-
mentioned microscopic LC decision model employed the risk factors only collected
before the LC decision, wherein this model could not be able to determine the factors
analysis those are collected after LC maneuver. The above-mentioned all literature
are summarized in Table1 wherein the gap of the literature is clearly focused.

In this study, the risk factors such as the velocity of SV and other vehicles such as
Rear vehicle (RV), front vehicle (FV), TRV and TFV, surrounding gaps are extracted
from real data. This study also determines the influenced factors of risk perception-
based LC decision using the logistic model where TRV deceleration trajectory is a
response variable. Then the effects of LC on these influenced factors are investigated
by comparing the trajectories wherein the descriptive statistical analysis, Levene’s-
test and T -test are employed to compare before and after LCmaneuvers of influenced
factors of LC decision.

3 Methodology

Lane changing decision depends on some influenced factors such as surrounding
gaps and relative velocities of surrounding vehicles’ and LC vehicle’s velocities.
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Table 1 Similar studies in the literature

Author BLC ALC Analysis Risk factor LCD Mac. E.

Mac. Mic. Velo. Gap

[15] � � �
[16] � � � � �
[17] � � � � �
[18] � � � � � �
[19] � � � � � �
[20] � � � � �
[23] � � � � �
[22] � � � � � �
[21] � � � �
[25] � � � � �
[27] � � � � � �
[26] � � � � �
[28] � � � � � �
[24] � � � � �
[8] � � � � �
[30] � � � � �
[13] � � � �
[10] � � � �
[29] � � � � � � �
[31] � � � � � �
[32] � � � �
[33] � �
[34] � � � �
[14] � � � �
BLC-Before LC; ALC-After LC; Mac-Macroscopic; Mic-Microscopic; Velo.-Velocity; LCD-LC
decision; Mac. E.-Macroscopic effects

3.1 Definition of Risk Factors

There are some risk factors such as surrounding gaps, time-headway and relative
velocities used in some previous studies. The Eq. (1) represents gap between two
vehicles, g.

g = pn−1 − pn − 1

2
(ln−1 + ln) (1)

where, pn−1 and pn are positions and ln−1 and ln are lengths of FVandSV respectively
where the vehicle lengths are excludedmotorcycle because the value of vehicle length
is more 3m (according to data). These variables are shown in the Fig. 2. These similar
approaches are applied for other surrounding vehicles.
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Fig. 2 Lane changing trajectories with surrounding vehicles

3.2 Binary Logistic Model

The binary logistic model is very popular to categorize the factors that influence
decision and execution. In that model, there are two parts of factors such as response
and influence factors, where the response factor generates from the influence factors.
Before LC, the driver continues the car-following trajectories, and after LC he/she
againmaintains the car-following trajectory. Therefore, the vehicle trajectory (before
LC or after LC) is a non-LC trajectory. The influenced factors are collected before
LC as LC decision factors and after LC factors are LC execution factors. Further, in
the logistic model, the risk factors and other factors are employed to determine the
effects for LC execution where the factors have significance in the LC decision and
execution. The Eqs. (2) and (3) are used to search the significant factors in which
they influenced the LC decision and execution by incorporating the risk factors. The
probability of LC decision (risk-free), Pi (y = 0) for vehicle i is used by the Eq. (2).

Pi (y = 0) = 1

1+ e
∑

ϕk xk
(2)

The probability of LC decision (risk), Pi (y = 1) for vehicle i is expressed by the
Eq. (2).

Pi (y = 1) = e
∑

ϕk xk

1+ e
∑

ϕk xk
(3)

where, y = 0 represents the risk-free LC decision, and y = 1 represents the risky
decision of LC execution. Again, where, ϕk (k = 0, 1, 2, 3, ...K ) is coefficient of
k−th influencing factor and xk are influence factors. All collected factors are used in
the Eqs. (2) and (3) as a logistic model to determine the probability of either risk-free
or risky decision. Further, this model provides the significantly influenced factors
are either before LC decision or after LC execution.
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4 Data Processing

A search algorithm reproducing-kernel-hilbert-space and non-parametric regression
fitting system was discovered for analyzing real trajectory data sets [35]. The vehicle
lateral and longitudinal positions during LC were nicely presented in [36]. They
haveworked onUS101NextGeneration Simulation (NGSIM) real trajectory data for
finding the optimization starting and ending points duringLC.AtLC time, the starting
and ending points are very important for the driver because every driverwants to avoid
collision with other drivers but worked only on real trajectory data, but not on any
specific model or maneuver. A human driver can maintain the LC maneuver without
any wireless connection among the drivers by only using optimization starting and
ending points.

NGSIM originally collected from US-101 (Hollywood freeway) and I-80 (Berke-
ley highway) roads [22]. Both roads are straight roads near the off-ramp and on-ramp.
There are five lanes on the main roads and the lane width is 3.5m in every road [9].
This dataset provides good information to explore the LC situations, and it is a more
prominent research dataset that could be utilized in any traffic research microscopi-
cally. TheNGSIMdata set is themost popular and open-source data in traffic research
[37], because it is a large dataset that included much microscopic information. The
dataset is also frequently used in current research. Again, this dataset is perfect data
to analyze the congested traffic area. The LC rate and duration can also be determined
by using the same dataset. The LC history from the NGSIM dataset can be collected,
and the simulation model data and the real trajectory data can be compared by using
the same dataset [38]. The NGSIM data dominate in the traffic research area [39],
and proposed the data-driven LC model and the gap acceptance model by using this
dataset.

The LC starting and ending points from NGSIM (US 101 and I-80) dataset were
determined by using reproducing-kernel-hilbert-space and non-parametric regres-
sion model with high accuracy [36]. There are 543 LC scenarios in the big data
implementation (a total of 543 groups, with each group have 5 vehicles and every
vehicle has 5 trajectorieswith 200 data per trajectory). So, overall, this studymanages
to implement our proposed model towards 2.715 million data. The five vehicles such
as SV, FV, RV, TFV and TRV belong in a group wherein every vehicle has velocity
and acceleration profiles, longitudinal and lateral positions, and vehicle length tra-
jectories. This dataset includes the LC starting and ending positions for SV where
before starting point represents before LC date and after ending point represents
after LC date. The LC duration depends on the starting and ending positions of the
vehicle trajectory. The average longitudinal velocity is to use for vehicle longitudinal
velocity.
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5 Result and Discussions

This study categorizes factors such as general factors (velocities of SV and RV)
and risk factors (gaps with surrounding vehicles) as mentioned in introduction. The
velocity as a General factor is directly extracted from data whereas risk factor is
calculated by using Eq. (1).

5.1 Descriptive Statistics and Variables’ Meaning

LC gap acceptance depends on some vehicle trajectory such as velocity and sur-
rounding gaps of SV used in some literature. Although, some previous studies used
trajectories as influenced factors and threshold value of critical gap size for LC deci-
sion, however these trajectories are being overlooked by driver before LC decision.
Table2 shows all decision variable are taken before LC, and used in binary logistic
model. Table2 also depicts the after LC trajectories as other variables are used to
determine the effects for LC decision by comparing the before LC decision and after

Table 2 Descriptive statistics and meaning of all used factors

Variable Definition Time Avg. Min. Max. STD

SVv SV average
velocity,
(m/s)

Before 8.32 0.23 16.80 3.33

After 9.24 0.64 24.62 4.27

SLVg Rear gap
between SV
and RV, (m)

Before 14.23 0.00 50.00 9.35

After 10.54 0.00 50.00 10.81

ST FVg Front gap
between SV
and TFV,
(m)

Before 16.26 1.19 80.00 13.77

After 17.33 0.00 80.00 17.75

ST RVg Rear gap
between SV
and TRV,
(m)

Before 13.66 0.00 50.00 9.30

After 16.95 0.00 50.00 11.16

T FRVg Gap
between
TFV and
TRV, (m)

Before 33.09 0.00 100.00 18.52

After 37.78 0.00 100.00 23.83

Avg.-Average value; Min.-Minimum value; Max.-Maximum value; STD-Standard deviation
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Table 3 Correlation coefficient of all factors used in logistic model

SVv SRVg ST FVg ST RVg T FRVg

SVv 1 0.376 0.295 0.138 0.264

SRVg 0.376 1 0.087 0.161 0.259

ST FVg 0.295 0.087 1 0.086 0.594

ST RVg 0.138 0.161 0.086 1 0.732

T FRVg 0.264 0.259 0.594 0.732 1

LC execution. All variables as factors adopted descriptive statistical values (average,
minimum and maximum values and standard division) shown in the Table2.

5.2 Correlation Analysis

A correlation analysis is performed for all factors in the dataset. The objective of the
correlation coefficient analysis is to study that the high correlation between every
paired factor may be excluded from the LC analysis, because high correlated factors
may create bias at the significance level in the logistic model. All factors used in the
correlation analysis have the same sample size and are paired before and after LC.
All correlation coefficients are determined by using the MATLAB package “corr”
are depicted in Table3. Most of the correlation coefficient values are significantly
different from 0, and most of the p-values of paired factors are less than 0.05. The
maximum correlation coefficient of each paired factors used in LC decision model is
0.732 for ST RVg and T FRVg in Table3. This value indicated that all factors used in
this study are not highly correlated and they do not create bias in the model. Besides,
the lowest value of the correlation coefficients in Table3 is 0.086. This small positive
value indicated that no factor has a high negative correlation and the used factors do
not create bias in the model like a highly correlated value.

5.3 Significance Testing of Factors by Logistic Model

Logistic model is using eqs. (2) and (3) to category the data according to response
variable. The used influenced variables as factors are either significant (p-value <

0.153) or insignificant (p-value > 0.153). Insignificant factor may provide a bias in
the parameter evaluations and statistical inferences [13]. In that case, the study uses
theMATLAB package “mnrfit” and “mnrval” to employ this model, and removes the
insignificant factors to increase the model accuracy in the testing dataset, although
for removing some insignificant factors (time-to-collision and time headway) from
the model, the accuracy is decreased in the training dataset. However, the accuracy
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Table 4 Result of logistic model

Factor Coefficient T -test p-value

Constant –0.548 –1.435 0.151

SVv –0.061 –1.43 0.153

SRVg 0.026 1.738 0.082

ST FVg –0.155 –2.891 0.004

ST RVg –0.142 –2.436 0.015

T FRVg 0.127 2.436 0.015

increasing is not an object of this study, because the significant factors influence
more in the response variable.

The significant factors are shown inTable4whereas the risk factors are the velocity
of SV, gaps between SV and RV, SV and TFV, SV and TRV, and TFV and TRV. These
five factors improve the model performance, although some other removed factors
which are insignificant improved the model performance as mentioned before. In
Table4, the higher positive value indicates the increased factor likely influences to
TRV decelerate trajectory as safety LC maneuver whereas a higher negative value
indicates the increased factor likely influences to TRV accelerate trajectory as risky
LC maneuver. Therefore, some factors associated with parameters adopt negative
values. However, in the training dataset, the LC situations are likely risky because
of negative parameter values.

This logistic model is used on 543 SVs for LC decision with surrounding groups
of vehicles, where 70% of these vehicles are training vehicles and the other 30%
vehicles are testing vehicles. The accuracy (81.51%) of thismodel obtain from testing
vehicles. Therefore, the used factors are highly influenced by the LC decision of SV.
The five factors significantly influenced the LC decision shown in Table4. Although
this study used many other factors in the logistic model but the other factors are
statistically insignificant where the p-values of the cut-in variable aremore than 0.20.
The threshold p-value is 0.20 (see in [13]) because the p-value of some variables
was might not be deleted for accuracy of the model.

5.4 Velocity Effects for LC

There are some surrounding vehicles that adopted velocities directly effect for LC
maneuver [27], here the study analyses the velocity of SV because it is influenced
factor of LC decision as risk-avoiding LC maneuver. Therefore, the comparative
analysis of SV velocity before and after LC depicts in some figures by drawing a
middle line. The down star sign in Fig. 3 generates from a vehicle by before and after
LC represents that the before LC velocity is more than after LC velocity. Similarly,
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Fig. 3 A group of surrounding vehicles of LC vehicle

the upper point also generated from a vehicle represents that after LC value is more
than before LC. This similar procedure was applied by [22, 23].

Figure3 represents the comparative analysis for the SV velocity, where the before
LC velocities are put vertically, and the after LC velocities are put horizontally, and
the middle red line separates the maximum velocities of before and after LC action.
From Fig. 3, 60.04% SVs increase the velocity after LC action, and 39.976% SV
decreases the velocity after LC action. Therefore, the SV velocity increasing is the
positive effect of LC, where the effect of LC may have positive or negative [40].

5.5 Surrounding Gaps for Subject Vehicle

The four gaps such as the rear gap in the current lane and front gap, rear gap, and
another gap of TFV andTRV at target lane are considered as surrounding gaps for SV.
The rear gap between SV and RV before and after LC in current lane shown in Fig. 4
where after LC, gap increases (62.98–28.91)% = 34.07%. Since, after LC, SV goes
to the target lane, so the increased gap gives RV more opportunity to increase speed,
and SV faces up the front gap in the target lane. In addition, Fig. 5 shows the gaps
between SV and TFV before and after LC maneuver wherein after LC 49.36% gaps
increase and 49.91% gaps decrease for LC maneuver. Since the difference between
these two gaps is very small so the effect is less too for LC.

Figure6 depicts the gaps of before and after LC execution between SV and TRV,
wherein after LC, (56.54–37.75)% = 18.89% gaps decrease for LC maneuver. Since
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Fig. 4 Rear gap at current lane

Fig. 5 Front gap at target lane

the 18.89% gaps decrease after LC. So, the LC effect on the rear gap at the target lane
is very high and the rear crash likely increases after LC because of target rear gap
decreased.Another fact is that the gap ofTFVandTRVat the target lane is equal to the
sumof the other twogaps (gap of SVandTFVandgapof SVandTRV) andSV length.
This gap is another significant factor in the logistic model used for LC decisions,
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Fig. 6 Rear gap at target lane

Fig. 7 Gap between TFV and TRV

and this factor is a less correlated factor with other factors. Interestingly, in Fig. 7,
the gap increases (53.04–40.70)% = 12.34% after LC. Therefore, the increasing gap
is a positive effect on LC action.
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Table 5 F-test result

SVv SRVg ST FVg ST RVg T FRVg

h 1 1 1 1 1

p-value 0.000 0.001 0.000 0.000 0.000

F-Stats 0.608 0.749 0.602 0.695 0.604

d f 1 542 542 542 542 542

d f 2 542 542 542 542 542

5.6 F-test: Result Analysis

The above section adopted comparisons between before and after LC trajectories
should be tested statistically where means and variances are either equal or unequal.
If variances of any two trajectories are unequal, then the means of these datasets have
to be tested to determine the comparisons of the significant differences between the
two trajectories. Therefore, Table5 shows the result of Levene’s-test used MATLAB
package “vartest2” to compare the variance every two samples of before and after
LC trajectories.

In this section, the effects of LC action are discussed according to before and after
LC trajectories. FromLevene’s-test in Table5, The value of F-Stats for every factor is
neither small nor bigger that represents the test is efficient, the all degree of freedom
(d f 1 and d f 2) is 542, and p-value is not more than 0.001. Therefore, the standard
deviations of the two datasets are not equal, and it is a significant difference between
the standard deviations of the two datasets. Therefore, this test concludes that the
average trajectories used in the decisionmodel after LCaction is significantly unequal
to the average trajectories used in the decision model before LC action whereas the
gap of SV and TFV are equal at these time.

5.7 T-test:

The Levene’s-test is for explaining the equality of variances, and the T -test is for
explaining themeandifferences for unequal variances.Both tests are discussed before
and after LC action in this section. Levene’s-test provides the conditions of equality
of variances, which means that this statistical test is used for checking, whether the
standard deviations of these twodatasets are significantly equal or not. The hypothesis
is that the used trajectories changed for LC action. The p value is 0.000. So, the null
hypothesis is rejected. The T -test used MATLAB package “testt2” shown result
in Table6 where Sd1 and Sd2 represent the unequal standard divisions of before
and after LC respectively, and the p-value is more than 0.05 for all factors except
one factor (gap of SV and TFV, ST FVg). The value of T -Stats for every factor is
neither small nor bigger that represents the test is efficient. So, the null hypothesis
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Table 6 T -test result

SVv SRVg ST FVg ST RVg T FRVg

h 1 1 0 1 1

p-value 0.000 0.000 0.266 0.000 0.000

Sd1 3.333 9.35 13.77 9.304 18.515

Sd2 4.275 10.806 17.745 11.164 23.832

T -Stats –3.945 6.028 –1.113 –5.287 –3.620

is accepted, and the averages of two datasets are significantly equal except for one
factor. That means, the group of all populations has a different mean and there is a
significant difference between these averages. So, lane changes give the significantly
improved velocities for SVs in this data.

6 Conclusion

Some researchers developed the simulationmodel for increasing traffic efficiency. To
increase traffic efficiency, this study determines the risk factors by using the logistic
model with an accuracy of 81.51% for the testing dataset. The explored risk factors
are SV velocity and some surrounding gaps that significantly influenced the LC
decision. Some surrounding vehicles of SV are directly affected for LC action, and
some vehicles could increase the velocities by this action [25]. Further, this study
has compared the SV trajectories and surrounding trajectories of each group. The
dataset has 543 groups of vehicles, and each group has 5 vehicles. We have also
associated the group vehicles’ velocities before and after LC action. And the SV
trajectories are compared with surrounding trajectories before and after LC action.
Figure3 gives the important information that 20% SV (LC vehicle) increases the
velocities by comparing with before and after LC action, that the results support by
some other research (see in [26, 41]). The hypothesis T -test has given important
information that the SV average velocity after LC action is significantly greater
than the SV average velocity before LC action. But, when we test the hypothesis of
surrounding gaps before LC with after LC action, wherein most of the gaps decrease
because of increasing the velocity of SV vehicle. The decreasing gaps may create a
crash between SV and other vehicles. Eventually, after LC action, only the average
velocities of SV have increased a very small value. The finding results from this study
depicts that, LC has effects to increase the LC vehicle velocity, and decrease some
surrounding gaps as risk factors. Future research may include further risk factors
to increase the accuracy of the LC decision model wherein the influenced factors
adopted simulation model that will provide a safe and efficient journey.
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