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Preface

Welcome to ChineseCSCW 2020, the 15th CCF Conference on Computer Supported
Cooperative Work and Social Computing.

ChineseCSCW 2020 was organized by the China Computer Federation (CCF),
co-hosted by the CCF Technical Committee on Cooperative Computing (CCF TCCC)
and the Shenzhen Artificial Intelligence and Data Science Institute (Longhua), and
supported by the CAS Institute of Automation and Shenzhen University. The theme
of the conference was Human-centered Collaborative Intelligence, which reflects the
emerging trend of the combination of artificial intelligence, human-system collabora-
tion, and AI-empowered applications.

ChineseCSCW (initially named CCSCW) is a highly reputable conference series on
computer supported cooperative work (CSCW) and social computing in China with a
long history. It aims at bridging Chinese and overseas CSCW researchers, practitioners,
and educators, with a particular focus on innovative models, theories, techniques,
algorithms, and methods, as well as domain-specific applications and systems, covering
both the technical and social aspects in CSCW and social computing. The conference
was initially held biennially, starting in 1998, and has been held annually since 2014.

This year, the conference received 137 submissions, and after a rigorous
double-blind peer review process, only 40 of them were eventually accepted as full
papers to be presented orally, resulting in an acceptance rate of 29%. The program also
included 15 short papers, which were presented as posters. In addition, the conference
featured six keynote speeches, seven high-level technical seminars, the 1st Chi-
neseCSCW Cup Big Data Challenge, and the Award Ceremony for the 10th
Anniversary of the Establishment of CCF TCCC. We are grateful to the distinguished
keynote speakers, Prof. Enhong Chen from the University of Science and Technology
of China, Prof. Bin Guo from the Northwestern Polytechnical University, Prof. Zhihui
Zhan from the South China University of Technology, Prof. Xin Yao from the Southern
University of Science and Technology, Prof. Yunjun Gao from Zhejiang University,
and Prof. Yong Li from Tsinghua University.

We hope that you have enjoyed ChineseCSCW 2020.

November 2020 Yong Tang
Dajun Zeng
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Selective Self-attention with BIO
Embeddings for Distant Supervision

Relation Extraction

Mingjie Tang and Bo Yang(B)

School of Computer Science and Engineering,
University of Electronic Science and Technology of China,

Chengdu 611731, Sichuan, China
yangbo@uestc.edu.cn

Abstract. Distant supervision method is proposed to label instances
automatically, which could operate relation extraction without human
annotations. However, the training data generated in this way intrinsi-
cally include massive noise. To alleviate this problem, attention mecha-
nism is employed by most prior works that achieves significant improve-
ments but could be still imcompetent for one-sentence bags which means
only one sentence within a bag. To this end, in this paper, we propose
a novel neural relation extraction method employing BIO embeddings
and a selective self-attention with fusion gate mechanism to fix the
aformentioned defects in previous attention methods. First, in addition
to commonly adopted embedding methods in input layer, we propose
to add BIO embeddings to enrich the input representation. Second, a
selective self-attention mechanism is proposed to capture context depen-
dency information and combined with PCNN via a Fusion Gate module
to enhance the representation of sentences. Experiments on the NYT
dataset demonstrate the effectiveness of our proposed methods and our
model achieves consistent improvements for relation extraction compared
to the state-of-the-art methods.

Keywords: Distant supervision relation extraction · One-sentence bag
problem · Selective self-attention · BIO embeddings

1 Introduction

Relation extraction, which aims at extracting ternary relations between entity
pairs in the given sentences, is a crucial task in natural language process-
ing (NLP) [1,2]. Conventional methods with supervised learning paradigm[4,5]
require large-scale manually labeled data, which is time-consuming and labor-
intensive. To this end, a distant supervision method [1] was proposed to over-
come the lack of labeled training data, which automatically generates the data
by aligning entities in knowledge bases (KBs). The assumption for distant super-
vision is that if a entity pair has a relation corresponding to the KBs, then all
sentences mentioning this entity pair hold that relation.
c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 3–16, 2021.
https://doi.org/10.1007/978-981-16-2540-4_1
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4 M. Tang and B. Yang

However, intuitively, it is inevitable that distant supervision suffers from
wrongly-labeled problem due to its strong assumption and the dataset created by
distant supervision can be seriously noisy [6,9]. In order to alleviate this problem,
a multi-instance learning (MIL) method was proposed [6] to be incorporated with
distant supervision. In MIL method, the dataset generated by distant supervision
is divided into bags where each bag consists of sentences involving the same entity
pair.

In recent years, many neural relation extraction in MIL methods with atten-
tion mechanism have been proposed to mitigate the influence of noisy data [2,10]
and achieved significant improvements. These proposed methods mainly focus
on the correctly labeled sentences in one bag and utilize them to train a robust
model. However, most of the bags in the distant supervision dataset (e.g. NYT
dataset [6]) are one-sentence, and more importantly, the one-sentence bag is
highly likely to be wrongly labeled. We investigate NYT dataset and find out
that about 80% of its training examples are one-sentence bags while up to 40% of
them are wrongly labeled, taking labeled sentences in NYT dataset for example
in Table 1. Actually, vanilla selective attention mechanism is vulnerable to such
situations and could hurt the model performance. Furthermore, we argue that
sentences with wrong label in a bag also contain implicitly useful information
for training model and are supposed to be well exploited.

Table 1. Two examples of one-sentence bag with correct and wrong label in distant
supervision respectively.

One-sentence bag Label Correct

In december, Brad Grey, the chairman of
Paramount Pictures, stood up and
greeted the celebrity-packed crowds

/business/person/company True

The theater has never been so popular, said
the actress Joanne Woodward, a
Westport resident who organized the
restoration effort

/people/person/place of birth False

Based on the above observations, we propose a Selective Self-Attention (SS-
Att) framework for distant supervision relation extraction in this paper. The
framework is composed of three ideas. First, motivated by the Neural Entity
Recognition (NER) task, we employ BIO (Beginning, Inside, Outside) embed-
ding approach to enrich the input representation. Second, a Selective Self-
attention mechanism is proposed to capture rich context dependency information
and combined with the widely-used piecewise CNN (PCNN) [11] via a Fusion
Gate module, which is leveraged to enhance the feature representation of sen-
tences and overcome the one-sentence bag problem. Moreover, similar to Ye et al.
[9], we devise a relation-aware attention mechanism that all relations are used
to calculate the relation-aware bag representations rather than the only rela-
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tion of each bag and wrongly-labeled bags are utilized to obtain rich bag-level
representations with this mechanism.

We evaluate our model on NYT (New York Time [6]) dataset, the experi-
ments and extensive ablation studies demonstrate the efficiency of our ideas and
experimental results show that compared with the state-of-the-art works, the
proposed methods achieve improvements for relation extraction.

2 Related Work

Many conventional methods with supervised learning paradigm [4,5] designed
hand-crafted features to train feature-based and kernel-based models, which
have high performance and better practicability. However, these methods require
large-scale manually labeled data which is hard to get. To address this issue, dis-
tant supervision was proposed [1] by automatically aligning plain texts toward
Freebase relational facts to generate relation label for entity pairs. However, it
is such a strong assumption that inevitably introduce the wrongly-labeled prob-
lem. Therefore, in order to alleviate such problem, a line of works [6,7] solve
distant supervision relation extraction with multi-instance learning method that
all sentences mentioning the same entity pair are taken into a bag.

In recent years, with the development of deep learning methods [8], many
deep neural networks have been developed for distant supervision relation extrac-
tion. Zeng et al. [11] proposed piecewise convolutional networks (PCNNs) to
extract feature representations from sentences and select the most reliable sen-
tence for bag representation. Lin et al. [2] adopt PCNNs as sentence encoder and
propose a selective attention mechanism to generate bag representation over
sentences. Liu et al. [3] propose a soft-label method to denoise the sentences.
Ye et al. [9] propose a intra-bag and inter-bag attention mechanism to extend
the sentence-level attention to bag-level. These methods all achieve significant
improvement in relation extraction, but they cannot handle the one-sentence
bag problem as a result of the drawback of vanilla selective attention.

To address the one-sentence bag problem, we propose a selective self-attention
mechanism with fusion gate which could capture rich context dependency infor-
mation and enhance the representation of sentences. Further, a BIO embeddings
method is proposed to enrich the input representation.

3 Methodology

In this section, we introduce the proposed SS-Att framework for distant supervi-
sion relation extraction. The framework of our method is shown in Fig. 1, which
consists of the following neural layers: input layer, encoder layer, fusion layer
and output layer.
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Fig. 1. The framework of our proposed SS-Att for distant supervision relation extrac-
tion

3.1 Input Layer

Besides commonly used word embeddings and position embeddings in previous
methods [2,11], we add extra BIO embeddings to input representations. Let
b = {s1, s2, . . . , sm} denote a bag of sentences which include the same entity pair,
and m is the number of sentences within this bag. Let si =

{
wi

1, w
i
2, . . . , w

i
n

}

denote the i-th sentence in a bag and n is its length, as well as the number of
words. Given a bag within a set of sentences, the input layer transforms all the
sentences into a matrix S, which includes word embeddings, position embeddings
and BIO embeddings of each word. The descriptions of the three embeddings
are as follows.

– Word Embeddings The word embeddings are pre-trained with word2vec
method [12] for each word. The dimension of word embeddings is dw.

– Position Embeddings We employ position embeddings [11] to represent the
relative distance between current word and target entity pair. Rich informa-
tion is captured by position embeddings which are mapped into two vectors
pij and qij of dp dimensions.

– BIO Embeddings We add BIO embeddings into our framework which
enhance the representation of the entity pairs. Specifically, if a word is the
start of an entity, we labeled this word as B, while the rest part of the entity as
I and other words as O. Then the BIO embeddings are obtained by looking up
a embedding table according to its label. The dimension of BIO embeddings
is db. Table 2 illustrates how to generate BIO labels.
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These three embeddings are concatenated for each word and then a sentence
is transformed into a matrix S = [w1,w2, . . . ,wn] as the input, where the word
representation wi ∈ R

dh , dh = dw + 2 ∗ dp + db.

Table 2. Illustration of BIO information for a given instance.

Sentence Possibilities for more conflict in Iran and elsewhere in the Middle East are adding to the surge .

Label O O O O O B O O O O B I O O O O O O

3.2 Encoder Layer

In encoder layer, we employ two modules, PCNN and our newly added Self-
Attention mechanism, to capture content feature and context dependency infor-
mation respectively.

Piecewise Convolutional Neural Network. PCNN has been proved its effi-
ciency by many baseline works [2,9] and integrated with our model. For sentence
si, the matrix S of input representation is input into a CNN with dc filters. Then
the output vectors of CNN are divided into three segments through a piecewise
max pooling [11], which extract features and filter information. Note that the
boundaries of segments are determined by the position of the entity pair. As
a result, we can obtain the representation of sentences U = [u1,u2, . . . ,um]
through PCNN, where ui ∈ R

3dc .

Self-attention Mechanism. Different from the self-attention mechanism pro-
posed by Vaswani et al. [13] which implements pairwise computation, we employ
the newly-promoted self-attention mechanism [14] to capture context depen-
dency by compressing the word-level representations into sentence-level repre-
sentations, which estimates the contribution of each word for context depen-
dency. Formally, for the sentence matrix S obtained in input layer, we calculate
attention weights in the following equations:

A = Ws2tanh(Ws1S + bs1) + bs2 (1)

K = softmax(A) (2)

where Ws1 , Ws2 ∈ R
dh×dh are both learnable parameters and K is attention

weights matrix. After that, we can calculate the self-attention result as

v =
∑

K � S (3)

where � indicates element-wise multiplication and
∑

is performed along sequen-
tial dimension. As a result, V = [v1,v2, . . . ,vm] is the representation of sen-
tences as well, which is employed as a complement to the corresponding PCNN-
resulting one and vi ∈ R

dh .
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3.3 Fusion Layer

Fusion layer aims to fusion vectors into a new vector selectively, which includes
two modules. One is fusion gate which dynamically select features between sen-
tence representations of PCNN and self-attention respectively while the other is
relation-aware attention which is leveraged to calculate all relation representa-
tion for one bag.

Fusion Gate. In order to combine the sentence representation together dynam-
ically, we devise a fusion gate mechanism referred to Li et al. [15]. Formally, we
input the sentence representation ui of PCNN and vi of self-attention into fusion
gate module and proceed with the following procedure:

α = sigmoid(λ · (Wg1U)) (4)

X(v) = tanh(Wg2V ) (5)

X = α · U + (1 − α) · X(v) (6)

where Wg1 ∈ R
3dc×3dc and Wg2 ∈ R

3dc×dh are both learnable parameters, λ is
used to control smoothness as a hyper-parameter, and X = [x1,x2, . . . ,xm] ∈
R

3dc×m is the representation of sentences within one bag.

Relation-Aware Attention. We argue that sentences with wrong label in a
bag also contain implicitly useful information for training model, thus, a relation-
aware attention mechanism is leveraged to handle these problem. Given the
representation of sentences within bag b and R ∈ R

3dc×r is a relation embedding
matrix initialized from the beginning where r is the number of relations.

To capture complete information for bag representations and address the
wrong-label issue, similar to Ye et al. [9], our approach calculates bag represen-
tations bk for bag b with all relations as

bk =
m∑

i=1

αkixi (7)

where k ∈ {1, 2, . . . , r} denotes the relation index and αki denotes the attention
weight between the i-th sentence in the bag and the k-th relation. Further, αki

is calculated as

αki =
exp(eki)∑m
j=1 exp(ekj)

(8)

where exp(eki) denotes similarity between the i-th sentence in the bag and the
k-th relation query. Simply, we employ a dot product on vectors to calculate the
similarity as

exp(eki) = rks�
i (9)

where rk denotes the k-th row in the relation embedding matrix R. As a result,
we can get the relation representation matrix B ∈ R

r×3dc composed by the bag
representation bk, where each row represent a relation representation of this
bag.
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3.4 Output Layer

In this layer, relation representation matrix B is used to predict the final rela-
tion under a series of transformation operations. First, a fully-connected layer
is leveraged on B that transform matrix B to a predicting matrix B′ ∈ R

r×r.
Second, B′ is compressed into a vector b′ ∈ R

r by extracting the main diagonal
element. Then, b′ is fed into a softmax function to predict the bag relation.
Formally,

p = softmax(C(FC(B))) ∈ R
r (10)

where C(·) denotes compressing operation and FC(·) denotes a fully-connected
layer respectively, and we also employ dropout strategy in fully-connected layer
to prevent overfitting.

3.5 Objective Function and Optimization

Same as the related research [2], the objective function is negative log-likelihood
loss, which is defined as

LNLL = − 1
|T |

|T |∑

l=1

log p(yi|bi; θ) (11)

where |T | indicates the number of bags in training set and yi indicates the label of
a bag while θ is the set of model parameters to be learned. We utilize mini-batch
stochastic gradient descent (SGD) strategy to minimize the objective function
and learn model parameters.

4 Experiments

In this section, firstly, we give a introduction of the dataset and evaluation
metrics. Then we specify training details and list our experimental parame-
ter settings. Further, we conduct experiments with our method regarding per-
formance compared with previous baselines and competitive methods. Besides,
ablation experiments and case study show that our SS-Att framework is effective
to extract context features and address one-sentence bag problem.

4.1 Dataset and Evaluation Metrics

We conduct experiments on a widely-used [9,16] dataset New York Times (NYT)
released by Riedel et al. [6] This dataset was generated by automatically aligning
Freebase with the New York Times corpus. There are 52 actual relations and a
special NA realation which means an entity pair with no relation. For training
set, it consists of 522,611 sentences, 281,270 entity pairs and 18,152 relation
facts while test set consists of 172,448 sentences, 96,678 entity pairs and 1950
relational facts.
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Following the existing studies [2,9], we evaluate our model in the held-out
evaluation. Specifically, Precision-recall (PR) curves, area under curve (AUC)
values and Precision@N (P@N) values are adopted as metrics for experiments.
Besides, in order to show the performance on processing one-sentence bag, the
accuracy of classification (Acc.) on not-NA sentences is calculated for illustra-
tion.

4.2 Training Details and Hyperparameters

For a fair comparison with baselines methods, most of the hyperparameters
follow the settings of prior works [2,11] and are listed in Table 3. We use 50-
dimensional word embeddings and 5-dimensional position embeddings released
by Lin et al. [2] as well as our 20-dimensional BIO embeddings for initialization.
The filters number of CNN dc is set to 230 and the window size of CNN is set to 3.
All the weight matrices are initialized with Xavier initialization while deviations
are initialized as constant zero. In output layer, we adopt dropout strategy for
regularization and set the drop probability as 0.5. We adopt a grid search method
to select optim learning rate λ among b = {0.5, 0.1, 0.05, 0.01, 0.001} and learning
rate is decayed to one tenth every 100,000 steps. Moreover, we adopt gradient
clip in training step following the Ye et al. [9], which is set to 0.5. And the
hyper-parameter λ in fusion gate is optimally set to 0.8.

Table 3. Hyperparameter Settings

Word Embedding Size 50

Position Embedding Size 5

BIO Embedding Size 20

CNN Filter Number 230

CNN Window Size 3

Dropout Probability 0.5

Learning Rate 0.1

Batch Size 50

Gradient Clip 50

λ 0.8

4.3 Overall Performance

Comparison with Baseline Methods. We compare our proposed methods
with previous baselines, which are briefly summarized as follows.

– Mintz [1] is a multi-class logistic regression model for distant supervision
which is used as a baseline for comparison.
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– MultiR [7] is a probabilistic graphical model using multi-instance learning
for distant supervision.

– MIMLRE [17] is a graphical model for multi-instance multi-label learning.
– PCNN+ATT [2] is a CNN model using sentence-level attention.
– PCNN+ATT+SL [3] is a CNN model adopting a soft label method to

mitigate the impact of wrongly-labeled problem.
– PCNN+BAG-ATT [9] is a CNN model using intra-bag attention and inter-

bag attention to cope with the sentence-level noise and bag-level noise respec-
tively which achieves a state-of-the-art performance.

PR Curves. Figure 2 shows the PR curves of our proposed SS-Att compared
with baselines mentioned above, where Mintz [1], MultiR [7] and MIMLRE [17]
are traditional feature-based methods, and Lin et al. [2], Liu et al. [3] and Ye
et al. [9] are PCNN-based ones. In order to be consistent with Ye et al. [9],
we also plot the curves with only the top 2000 points. From the results, we can
have the following observations: (1) All neural-based models outperform feature-
based models significantly which means features designed by human are limited
and cannot work well in noisy date environment. (2) Compared to the previous
state-of-the-art models, our model achieve a better performance consistently.

Fig. 2. PR curves of previous baselines and our model

AUC Values. Further, we report AUC values for a overall comparison in
Table 4. The empirical results show that our proposed method can achieve con-
siderable improvements compared with the state-of-the-art approaches and reach
a better performance on addressing one-sentence bag problem by employing BIO
embeddings and selective self-attention with fusion gate mechanism.
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Table 4. AUC values of previous baselines and our model, where PCNN+HATT and
PCNN+BAG-ATT are two models proposed in Han et al. [10] and Ye et al. [9] respec-
tively.

Model AUC

PCNN+HATT 0.42

PCNN+BAG-ATT 0.42

SS-Att 0.45

Top N Precision. Following Ye et al. [9], we compare our proposed SS-Att
with previous work mentioned above for top-N precision (P@N). P@N means
the the top N highest probabilities for the precision of the relation classification
results in the test set. We randomly select one sentence, two sentences and all
of them for each test entity pair to generate three test sets. We report the
results for the P@100, P@200, P@300 values and means of them on these three
test sets in Table 5. From the table we can see that: (1) Our proposed method
achieves higher P@N values than any other work which means SS-Att has a more
powerful capability to capture better semantic features. (2) Compare the results
between SS-Att w/o BIO and SS-Att w/o Self-Att, we can draw a conclusion that
BIO embeddings and self-attention mechanism both contribute to the model
performance while the improvement of self-attention is more significant. One
rational reason for that is self-attention mechanism is good at extracting context
dependency information and semantic features.

Table 5. P@N values in entity pairs for different number of test sentences.

Method One Two All

P@N(%) 100 200 300 Mean 100 200 300 Mean 100 200 300 Mean

PCNN+ATT (Lin et al. [2]) 73.3 69.2 60.8 67.8 77.2 71.6 66.1 71.6 76.2 73.1 67.4 72.2

PCNN+ATT+SL (Liu et al. [3]) 84.0 75.5 68.3 75.9 86.0 77.0 73.3 78.8 87.0 84.5 77.0 82.8

PCNN+HATT (Han et al. [10]) 84.0 76.0 69.7 76.6 85.0 76.0 72.7 77.9 88.0 79.5 75.3 80.9

PCNN+BAG-ATT (Ye et al. [9]) 86.8 77.6 73.9 79.4 91.2 79.2 75.4 81.9 91.8 84.0 78.7 84.8

SS-Att (ours) 86.9 78.1 74.2 79.7 91.3 82.5 76.3 83.3 93.0 86.5 78.6 86.0

SS-Att w/o BIO 86.0 76.0 72.0 77.9 91.1 81.5 78.0 83.5 93.0 85.0 78.2 85.4

SS-Att w/o Self-Att 83.0 74.0 70.3 75.7 91.2 81.5 75.6 82.7 91.2 82.5 78.3 84.0

SS-Att w/o ALL 78.9 72.8 67.5 73.0 84.8 76.2 72.5 77.8 86.8 83.0 74.9 81.5

Accuracy of Classification. For a further evaluation on the performance of
our model in addressing one-sentence bag problem, we conduct experiments on
the bags including only one sentence from training and test set of NYT, which
take up 80% of the original dataset. From the Table 6 we can know that the pro-
posed method do achieve a improvement on one-sentence problem compared to
the previous methods. Moreover, note that PCNN+ATT obtain a light decrease
on performance compared to PCNN, which confirms our opinion that vanilla
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attention mechanism may hurt the model performance in one-sentence bag sit-
uation.

Table 6. Result of training and testing on the bags including only one sentence from
NYT dataset for the AUC value and Accuracy on not-NA bags.

Model AUC Accuracy

PCNN 0.35 81%

PCNN+ATT 0.34 77%

SS-Att (ours) 0.42 87%

4.4 Ablation Study

In order to verify the effectiveness of each module in our SS-Att, we conduct
extensive ablation study. Specifically, SS-Att w/o Self-Att denotes removing the
self-attention mechanism with fusion gate, SS-Att w/o BIO denotes removing
BIO embeddings, and SS-Att w/o ALL denotes removing both self-attention and
BIO embeddings.

The P@N results of ablation study are listed in the bottom of Table 5 and
the corresponding AUC values are listed in Table 7 while PR-curves are shown
in Fig. 3. From the results, we find that BIO embeddings and self-attention both
contribute to the model performance while the improvement of self-attention
is more significant, which verifies the effectiveness of our proposed methods.
Moreover, by removing both of the two modules, the model performance degen-
erate sharply but still have a capability to make a correct prediction for distant
supervision relation extraction.

Table 7. Ablation study on AUC value.

Model AUC

SS-Att w/o Self-Att 0.40

SS-Att w/o BIO 0.43

SS-Att w/o ALL 0.38

SS-Att (ours) 0.45

4.5 Case Study

In Table 8, we show some examples for a case study, which illustrate the effec-
tiveness of BIO embeddings and self-attention mechanism with fusion gate.



14 M. Tang and B. Yang

Fig. 3. Performance comparison for ablation study on PR curves

First, for Bag 1 and Bag 2, we observe that the model will classify both Bag
1 and 2 into a wrong NA label without employing self-attention mechanism with
fusion gate. Further, for the result of Bag 1 we find that, even if self-attention
module is employed, the model still makes a wrong prediction because of the
lack of BIO embeddings, which demonstrates the effectiveness of the proposed
BIO embeddings.

Then we take two error cases in Bag 3 and Bag 4 for examples to further
verify the effectiveness of self-attention mechanism with fusion gate. The label

Table 8. A case study for one-sentence bags.

Bag Sentence Relation SS-Att(ours) w/o Self-Att w/o BIO

B1 But the greatest player produced

by guadeloupe was the stalwart

defender Marius Trésor, who

played for France in the 1978

and 1982 world cups

/people/person/nationality Correct Wrong Wrong

B2 ... at any of the sites and

pilgrimage headquarters, 1105-a

providence road, behind the

Maryland presbyterian church in

Towson

/location/location/contains Correct Wrong Correct

B3 According to glazer,

philadelphia’s Brian dawkins

and Jacksonville’s donovin

darius have trained at a mixed

martial arts gym

/people/person/place of birth Correct Wrong Correct

B4 Cardiff demanded when Von

Habsburg tracked the artist

down in Berlin

NA Correct Wrong Correct
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of these two bags are /people/person/place of birth and NA respectively, and
experimental result shows that the model is unable to make a correct prediction
without the support of self-attention. One possible reason for it is that due to
the lack of self-attention, the remaining modules cannot extract enough context
dependency information and obtain rich semantic features which are important
to one-sentence bags.

5 Conclusion

In this paper, we propose SS-Att framework to cope with the noisy one-sentence
bag problem in distant supervision relation extraction. First, we propose to add
BIO embeddings to enrich the input representation. Second, rich context depen-
dency information is captured by the proposed Selective Self-Attention, which
is combined with PCNN module via a gate mechanism named Fusion Gate to
enhance the feature representation of sentences and overcome the one-sentence
bag problem. Further, we employ relation-aware attention that calculate weights
for all relations dynamically to alleviate the noise in wrongly-labeled bags. Exper-
imental results on a widely-used dataset show that our model consistently out-
perform the performance of models using only vanilla selective attentions. In the
future, we would like to explore the direction about multi-label problem of rela-
tion extraction and further conduct experiments on multi-label loss functions.
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Service Clustering Method Based on Knowledge
Graph Representation Learning
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Abstract. With the changing of users’ requirements, the number of Web services
is growing rapidly. It has been a popular research field to discover the suitable
service accurately and quickly in service computing research. At present, most of
the Web services published on the Internet are described in natural language. This
trend is becoming more and more obvious. Existing service clustering methods
are not only limited to a specifically structured document but also rarely consider
the relationship between services into semantic information. In response to the
problemsmentioned above, this paper suggests a Service Clusteringmethod based
on Knowledge Graph Representation Learning (SCKGRL). This method firstly
crawled the services data fromProgrammableWeb.com, use natural language tools
to process the web services description document, and obtain the service function
information set. Secondly, we constructed the service knowledge graph by using
the service-related information, the triples are converted into vectors andminimize
the dimension of service feature vectors due to the knowledge representation
learning method. Finally, the services were clustered by the Louvain algorithm.
The experiments show that SCKGRL gives better performance compared with
other methods, such as LDA, VSM, WordNet, and Edit Distance, which provides
on-demand service more accurately.

Keywords: Service clustering · Semantic information · Knowledge graph ·
Representation learning

1 Introduction

Web services are applications or business logic that can be accessed using standard Inter-
net protocols. Since the mobile Internet, cloud computing, and SOA (Service-Oriented
Architecture) technologies are developing rapidly, the scale and type of services are
increases quickly. At the same time, service description languages are also diversified,
whether it is WSDL (Web Services Description Language), OWL-S (Ontology Web
Language for Services), or the very popular RESTful service that uses natural language
text to describe [1]. How to accurately locate the service that meets the user’s specific
business needs from the large number of service sets whose functional attribute dif-
ferences are difficult to define, and accurately and efficiently discover that meeting the
needs of the masses of users is a challenge in the research field of SOC.

The knowledge graph [2] is an open model of a knowledge domain for semantic
processing proposed by Google in 2012 [2]. The data storage of the knowledge graph is
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usually in the form of triples (h, r, t) to represent the different concepts in the physical
world and the interrelationship between concepts,where h represents the head entity and r
represents the relationship, t represents the tail entity. Knowledge is presented in the form
of graphs, thereby achieving the role of knowledge description. Researchers have found
that by combining and analyzing the relationship information between entities, they can
learn rich representation features and have achieved good results in search engines [3],
recommendation systems [4], and relationship mining [5]. Knowledge representation
learning has receivedwidespread attention [4–10], amongwhich theTransX seriesmodel
of knowledge representation learning based on the translation mechanism has become
a representative model [5–10].

In service clustering, clustering can gather similar services together. In the service
discovery stage or in the service recommendation stage, the search scope of the service
is narrowed to reduce the number of service matches. Related research confirmed that
by calculating functional similarity, clusteringWeb services into a certain fixed-function
category can improve the performance ofWeb service search engines [11–13]. Literature
[14] extracts key features that reflect service functions, quantifies key features, andfinally
clusters services into clusters of similar function sets for WSDL documents. Literature
[15] apply the LDA model to extract the hidden service function theme information of
the Web service, reduces dimensionality and encodes the topic information, and then
calculates the similarity between services for service clustering. Literature [16] considers
the division of services with similar functions into homogeneous service communities to
classify services. However, existing work generally has the following two shortcomings:

(1) The types of service documents for clustering are relatively single: such as WSDL
documents and OWL-S documents, and most of these services follow the SOAP
protocol, and less attention is paid to currently popular RESTful services.

(2) In our real world, Web services do not exist independently. They usually have a cer-
tain relationship and influence each other in a certain way (such as the relationship
of shared tags). The semantic relationship between these services is rarely fully
utilized.

In response to the problems summarized above, this paper suggests a service cluster-
ing method based on knowledge graph representation learning--SCKGRL. This method
applies knowledge graph technology to the field of service computing and enhances the
semantic descriptionbetween services. Firstly, extract all useful function information sets
in the service description through natural language technology. Secondly, combine the
functional information set of the service and other related service attributes to construct a
service knowledge graph. Then according to the representation learning method, Trans-
lating the triples into vectors to minimize the dimension of service feature vectors and
calculate the similarity of the service. Finally, they were clustered by the Louvain algo-
rithm. Experiments are performed on real service data sets on ProgrammableWeb.com,
and four different service similarity calculation methods are selected for assessment
experiments.
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2 Related Work

Service clustering can reduce the search scope of services, thereby improving the effi-
ciency of service discovery. At present, academia has carried out a lot of work and
achieved considerable research results. Literature [17] proposed a probabilistic topic
modelMR-LDA that considersmultipleWeb service relationships.Modeling through the
existence of mutual combination and sharing of tags betweenWeb services. This method
increases the relevant features between services to achieve the purpose of accurate clus-
tering. Literature [18] suggests that new attributes such as context can be extracted from
WSDL structured text to achieve aggregation of similar services. Literature [19] pro-
posed a method of clustering all words according to semantics based on the Word2vec
tool, and then when training the topic information of the service, the auxiliary effect of
the words belonging to the same cluster as the words in the service description document
is considered. Literature [11] proposed a domain service clustering model DSCM and
based on this model, clustered services subject-oriented, and organized services with
similar functions in specific domains into subject clusters. Literature [20] Taking into
account the unsatisfactory results of using traditionalmodelingmethods due to the sparse
service representation data, BTM can be used to learn the hidden topics in the entire ser-
vice description texts set, and the topic distribution of each text can be acquired through
inference, and then used K-Means algorithm performs clustering. Literature [21] uses
the machine learning model to acquire the synonym table in the description texts and
generate the domain feature word set to minimize the dimension of the service feature
vector, and cluster services in the same domain through the S-LDA model.

Most of the existing service clustering methods are not limited to specific service
document types such as WSDL documents or OWL-S. They lack attention to RESTful
style types and the rich semantic relationships between services are rarely used.

Through the analysis of the above related work, this paper suggests to apply the
knowledge graph related technology tomaximize the description of the semantic features
of the service, represented in the form of triples, and extract the functional information
set of the service from the service description through natural language technology as
a type of entity in the service knowledge graph, combining other related features of
the service, construct the knowledge graph. At the same time, after comparing differ-
ent dimensionality reduction techniques, we choose the translation model algorithm to
represent the service triples in the form of vectors, which greatly reduces the dimension
of service feature vectors, and the modular Louvain algorithm is used to group similar
services into one category.

3 SCKGRL Method

To improve service clustering performance, the SCKGRL method needs to preprocess
the collected service data set, extract the functional information set of the service from
the service description through natural language technology as a type of entity in the
service knowledge graph, combining other related attributes of the service, construct
the service knowledge graph. Then according to the representation learning method,
Translating the triples into vectors to minimize the dimension of service feature vectors,
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calculate the pairwise similarity between services, and apply the service similarity to the
Louvain algorithm to achieve service clustering. The data set for constructing the service
knowledge graph comes from real service data on PWeb. The following sections will
detail the main parts of the framework. Figure 1 shows the framework of the SCKGRL
method.

Fig. 1. The framework of SCKGRL

3.1 Service Function Information Set Extraction

We need to obtain the relevant attributes of the service as the corresponding service
entity to provide the required materials for constructing the service knowledge graph.
Service function information refers to the development of the description of the service
function characteristics from the perspective of user intent, but the user’s requirements
are difficult to obtain directly, and the service description document is mainly used to
explain and describe the service function so that users can quickly judge the service
Whether to meet its needs.

The structure of API is shown in Fig. 2, which contains information such as service
name, service tag, service category and service description. In order for this method
to work effectively, the functional information that can express the service needs to be
extracted from the service description as a type of entity.

Definition 1. (Service function information)SF= (Verb,Object),whereVerb represents
the execution action, Object represents the operation object.

For the service information described in natural language, this paper uses the open-
source tool Stanford Parser to analyze the service description, extract the set of dependen-
cies, and then directly and indirectly reason to obtain the core function information set
of the service. This tool is currently one of the more popular natural language processing
tools. Its functions include: (1) part-of-speech tagging; (2) Analyze grammatical rela-
tionships and generate a corresponding set of SD (Stanford Dependencies); (3) extract
grammatical structure; (4) tense reduction. The latest version of Stanford Parser con-
tains 50 SDs. Perform natural language processing on the service description, and use
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Fig. 2. The structure of API

Stanford Parser for grammatical analysis to obtain the SD set. Regarding SD, it can be
expressed as a two-tuple: sdType(governor, dependent), where governor represents the
dominant word, and dependent represents the dependent word. Each sentence will be
parsed to get the corresponding SD set. The SD set represents the relationship between
words in a sentence. For instance: “dobj(send, message)” represents that the dependency
between “send” and “message” is “dobj”, that is the verb-object relationship. “Send” is
the dominant word, and “message” is the object of “send”. For the obtained SD set, the
service information extraction involved in this paper is summarized in 4 situations after
comprehensive analysis:

(1) dobj(governor, dependent):
The structure of the dependency relationship of “dobj” refers to the verb-object
phrase, the governor part is directly converted to the Verb part of the function
information, and the dependent part is directly converted to the function information
Centralized Object part. For example, the sentence “AddToAny allows users to
share content with a single sharing button” contains the grammatical relationship
dobj(share, content), and directly generates the service function information as
(share, content) from the above dependency relationship.

(2) nsubjpass (governor, dependent):
The dependency of “nsubjpass” is expressed as a passive verb-object relationship,
that is, the dependency will only appear when the sentence contains the passive
voice. For this dependency, the governor part is directly converted to theVerb part in
the function information, and the dependent part is directly converted to the Object
part in the function information. For example, the sentence “Your photo will be
uploaded to the server.” contains the grammatical relationship nsubjpass(uploaded,
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photo), and the function information of the service can be directly extracted as
(uploaded, photo).

(3) prep_p&nsubj(governor, dependent) exist at the same time:
If the governor part in prep_p(governor, dependent) is the same as the governor
part in nsubj, you can directly convert the governor part in prep_p successfully the
Verb part and dependent part of the energy information are converted to the Object
part in the function information. Such as this sentence “The user can search for
movie information.” contains the grammatical relationship nsubj(search, user) and
prep_p(search, information), so service function information (search, information)
can be obtained.

(4) conj(governor, dependent):
The dependency of “conj” is a parallel relationship. There are business
actions{p(verb), p(object)} in the currently acquired SD set. If conj(p(verb), (depen-
dent)) exists, then there are parallel business actions {p(dependent), p(object)},
when conj(governor, p(object)) also exists, there will be parallel business actions
{p(verb), p(governor)}. For example, “This mashup allow you to share and col-
lect music.” can directly extract the service function information (share, music),
and then use the grammatical relationship conj(share, collect) to find the potential
service function information (collect, music).

The basic service function information extracted by the Stanford Parser tool only
contains two-tuples similar to the verb-object structure. For texts described in com-
plex and natural language, some service functions may be semantically incomplete. For
example, “The user can search for vintage shop.” we expect to extract the function infor-
mation (search, vintage shop), but according to the above four scenarios, the function
information (search, shop) will be generated. Therefore, the service function information
must be semantically extended.

The semantic extension of service function information is mainly for the noun part.
Although the modifiers of the noun part include qualifiers, adverbs, nouns, adjectives
and gerunds, we have analyzed a large number of texts and found that only nouns and
gerunds can affect the semantics of service function information. The nn grammati-
cal relationship in Stanford Parser represents the relationship between two nouns in a
sentence, so semantic expansion is carried out through nn grammar.

By referring to the above four types of function information set extraction types, the
specific extraction service function information set is as follows:
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Algorithm 1. function information extraction 
Input: SD set (from service description text) 
Output: Service function information collection useful in text NF
1. init(D) Initialize service function information set
2. FOR sd D:// Traverse all sd in set D
3.    IF(sd meets meet the above 4 situations between two words): 
4.      sf←create sd Create corresponding service function information
5. IF(sf Imperfect semantics): 
6.        esf←enrichSF(sd) Extended basic function information
7.    NF←esf// Save to function information collection
8. ELSE NF←sf
9. END IF
10. END IF
11. END FOR

3.2 Construct the Service Knowledge Graph

As a domain knowledge graph, the service knowledge graph has clear domain concepts,
terminology, and data, and the related concepts and scope are relatively controllable,
so it is suitable for top-down construction. The service knowledge graph constructed
in this section is mainly expressed in the form of triples to provide data materials for
subsequent knowledge representation learning.

By processing the service description document, we extracted the functional infor-
mation set of the service, combined with the relevant attributes of the service, and finally
determined the four types of entities of the service knowledge graph: API, Category,
Tag, and Function. The service knowledge graph is used to describe API the entity type
is the service information developed at the center, and three relationships are defined, as
follows:

(1) There is a belong_to relationship between API and Category, expressed as (API,
belong_to, Category);

(2) There is a label relationship between API and Tag, expressed as (API, label, Tag);
(3) There is a has relationship between API and Function, expressed as (API, has,

Function);

As shown in Fig. 3: Services may share common categories, tags, and functions.
Through the presentation of the service knowledge graph, the relationship between
services can be depicted to a great extent.

3.3 Service Knowledge Graph Representation Learning

Recently, the representation learning technology has been enthusiastically sought after in
various fields. This technology can accurately calculate the semantic connection between
objects in a vector space, thereby powerful solving the problem of data sparseness.
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Fig. 3. Simplified diagram of service knowledge graph

Knowledge representationmodels aremainly divided into neural networkmodels, tensor
models and translation models. Literature [6] proposed the translation model TransE
inspired by translation invariance. Since the knowledge graph based on the translation
model has a small amount of calculation and can effectively represent the semantic
knowledge base, this paper assists in calculating the similarity between service entities by
constructing a service knowledge graph. TransE has a good effectwhen dealingwith only
a single relationship between entities. However, when there are multiple relationships
between entities, the entities and relationships of TransE are embedded in the same
plane, which cannot accurately represent the multi-relationship model between entities.
Therefore, this paper adopts an improved translation model TransH, which can express
multiple relationships between entities.

Embedding Triples in Low-Dimensional Space. We convert the triples between enti-
ties and vectors through the translation model TransH, which greatly reduces the dimen-
sion of service feature vectors. The translation model TransEmaps the head vector to the
tail vector through the relation vector. By setting the values of the three, the relationship
between the three is true: h+ r − t ≈ 0, When the relationship between the three is not
established, its value should be great. However, in real life, a pair of entities may have
multiple relationships, and the translation model TransE cannot accurately reflect the
multiple relationships between entities. The emergence of the translation model TransH
improves the shortcomings of TransE. Figure 4 shows the TransH model.

TheTransHmodel in knowledge representation learning introduces amechanism that
projects onto the hyperplane of a specific relationship, so that entities can play different
roles in multiple-relationships. For a relation r, it is translated into a specific vector lr
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Fig. 4. TransH model

through the translation model transH, and the relation vector is placed on the specific
hyperplane lnr of the relation. Through this translation mechanism, the relationship and
the entity are divided into two parts, avoiding errors in the vector representation of the
entity due to multiple-relationships. For a triple, h and t are first mapped to lhr, ltr , on
the hyperplane lnr , Formulas (2) and (3) can connect lhr, ltr and lnr to the hyperplane.

The score function is described in Eq. (1):

d(lhr + lr, ltr) = ‖lhr + lr − ltr‖2 (1)

which can provide

lhr = lh − lTnr ∗ lh ∗ lnr (2)

ltr = lt − lTnr∗lt ∗ lnr (3)

d(lhr + lr, ltr) =
∥
∥
∥(lh − lTnr ∗ lh ∗ lnr) + lr − (lt − lTnr ∗ lt ∗ lnr)

∥
∥
∥
2

(4)

constraint condition:

∀h, t ∈ E, ‖lh‖2 ≤ 1, ‖lt‖2 ≤ 1 (5)

∀r ∈ R,

∣
∣
∣lTnr ∗ lr

∣
∣
∣/‖lr‖2 ≤ ε (6)

∀r ∈ R, ‖lr‖2 = 1 (7)

The loss function is described Eq. (8):
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L =
∑

(h,r,t)

∑

(h′,r,t′)∈k′
[

(λ + d(lh + lr , lt ) − d(lh′ + r, lt′ ))
]

+ + c
∑

e∈E ‖e‖2

+ c
∑

r∈R

[

(lTnr ∗ r)2

‖lr‖2
− ε2

]

(8)

Calculate the Similarity Between Service Entities. In this paper, the classification
standard of clustering is to judge the service distance based on the similarity between
services. The greater the similarity, the more similar the services and the closer the dis-
tance. On the contrary, the less similar the services. Calculating service similarity is one
of the very important steps of service clustering. Since TransH uses Euclidean distance
to calculate the loss function, this paper uses Euclidean distance to calculation the dis-
tance between entities. The distance between entities in space determines the degree of
similarity between entities. The entity similarity formula is described in Equation:

sim(A,B) = 1

‖A − B‖ + 1
(9)

Among them, A and B represent two service entity in low-dimensional space. It is
easy to deduced that the sim(A,B) is closer to 1, the closer the service entity A and
service entity B are in space, and the higher the similarity between the two services. On
the contrary, the lower the degree of similarity between the two services.

3.4 Louvain Clustering Algorithm Based on Service Similarity

The essence of service clustering is to classify services with similar properties into the
same class. The services in each aggregated category have the same characteristics as
much as possible, and the characteristic difference between different aggregated cate-
gories is as large as possible. The Louvain algorithm is a community discovery algorithm
for social network mining. It is an algorithm based on multi-level optimization modu-
larity. Louvain algorithm has the advantages of fast and accurate, and is considered to
be one of the best performing community discovery algorithms.

We use the Louvain algorithm to cluster the calculated service pairwise similarity
values to obtain the clustering results. We treat each service as a separate node, and the
similarity between the two services is used as the weight of the connected edge.

The calculation formula of Louvain algorithm is:

Q = 1

2m
∗

∑
[

Ai,j − ki ∗ kj
2m

]

∗ δ(Ci,Cj) (10)

Among them, m is the total number of service pairwise similarities, Ai,j represents
the edge weight between service i and j, ki represents the sum of the weights of all
connected edges that point to service i, kj is same ki. Ci is the cluster number of service
i. The δ(Ci,Cj) function means that if the services i and j are in the same cluster, the
return value is 1, otherwise it returns 0.

In the process of clustering using Louvain algorithm, for each service i, try to assign
i to the cluster where each neighbor service is located and calculate the modularity
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increment �Q before and after the assignment. The simplified calculation formula is as
follows:

�Q = ki,in −
∑

tot ∗ki
m

(11)

Among them, ki,in represents the sum of the weights of services and service i in
cluster C.

∑
tot represents the sum of the weights of the edges connected by the service

entities of cluster C, ki represents the sum of the weights of the connected edges of
service i.

For any service i, calculate the change �Q of the modularity value after merging it
into the adjacent cluster, and merge it into the cluster with the largest value of �Q. If
the calculation result is negative, the cluster of i will not be changed. When all services
cannot be moved, it means that the classification has reached the optimal state and the
algorithm ends.

Output service clustering results.

4 Experimental Analysis

4.1 Data Set Description

In order to show the specific implementation process of the method in this paper and
verify its effectiveness, in November 2018, we crawled the information of 18536 API
services from the PWeb. Including service name, description information, tag, category
and other information. In the crawled data, there are 903 APIs with the category “Tools”,
and the category “Background” contains only 1 API. Therefore, the top ten web services
with the largest number of categories are selected, and a total of 5580 web services are
used for the experiment. The detailed API distribution is shown in Table 1.

Table 1. API in top 10 categories

Category Amount Category Amount

Tools 903 Enterprise 515

Financial 786 Social 492

Messaging 609 Mapping 428

eCommerce 557 Science 381

Payments 545 Government 364

4.2 Evaluation Criteria

In the experimental evaluation phase, we select accuracy, recall, purity and compre-
hensive evaluation index F1 are used for evaluation. Among them, the accuracy rate
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indicates the probability that all services that are classified into the same cluster should
be classified into the cluster, and the recall rate indicates that all services that are clus-
tered into the same cluster account for all the services that should be clustered into the
cluster account for all the proportion of clusters that should be clustered. F1 reflects
the comprehensive performance of the method. The detailed calculation formula is as
follows:

P = succ(ci)

succ(ci) + mispl(ci)
(12)

R = succ(ci)

succ(ci) + missed (ci)
(13)

Pu(ci) = 1

ni
∗ maxj(n

j
i) (14)

purity =
k

∑

i=1

ni
n
Pu(ci) (15)

F1 = 2 ∗ P ∗ R

P + R
(16)

Among them: P is the accuracy rate, R is the recall rate, succ(ci) is the number of
API successfully clustered into category ci, missed (ci) is the number of services that
should have been clustered into but were incorrectly clustered into other categories, ni
is the number of API services in category ci, n

j
i refers to the number of API successfully

classified into category ci in j categories, Pu is the clustering purity of each topic cluster,
purity is the average cluster purity of all clusters.

4.3 Comparison Method

Choose the following method to compare with the SCKGRL method.

(1) LDA method. This method uses LDA topic analysis to calculate the similarity of
the description texts, and use the Louvain algorithm to cluster the services.

(2) WordNet method. This method calculates service similarity by usingWordNet tool.
WordNet is a large-scale English thesaurus, which is associatedwith vocabulary and
semantics, which is convenient for calculating similarity. Finally, use the Louvain
algorithm for clustering.

(3) VSM method. The VSM is used to calculate the similarity of the description texts,
and the Louvain algorithm is used to cluster.

(4) ED (Edit Distance)method. Thismethod is amethod of calculating string similarity.
The ED method is used to calculate the similarity of description texts, and use the
Louvain algorithm for clustering.

(5) The SCKGRL method. Firstly, construct the service knowledge graph. Then use
the translation model TransH algorithm to translating the triples into vectors to
minimize the dimension of service feature vectors and calculate the similarity.
Finally, use the Louvain algorithm for clustering.
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4.4 Clustering Performance Comparison

For verifying the effectiveness of the SCKGRL method, we selected the LDA method,
the WordNet method, the VSM method and the ED method to conduct comparative
experiments. The four methods were used to compare the service similarity index cal-
culated by knowledge graph technology. The Louvain community discovery algorithm
is used to cluster services.

Fig. 5. Comparison of purity, precision, recall, and F1 of each method

It can be clearly seen from Fig. 5 that the purity, precision, recall and comprehensive
evaluation index F1 of the SCKGRL method are the highest. Compared with the ED
method, the VSM method, the LDA method and the WordNet method, the F1 obtained
by this method is increased by 332%, 326%, 341%, 44.2% respectively, this method
can effectively improve the service clustering effect. The LDA method, ED method and
VSM method are not particularly good clustering effects on the data set in this paper.
This may be due to the distribution of service similarity values being too dense, resulting
in too tight edges in the entire graph network, and the degree of discrimination is not
particularly large, which affects the clustering effect.
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5 Conclusions and Prospects

For the existing shortcomings of service clustering methods, we presented a service
clustering method SCKGRL, which combines knowledge graph technology with ser-
vice computing to enhance the semantic description between services. Using natural
language processing technology to process the web services description document, and
obtain the service function information set. Then, we constructed the service knowledge
graph by using the service-related information, and the triples are converted into vectors
and minimize the dimension of service feature vectors due to the knowledge represen-
tation learning method. Finally, the services were clustered by the Louvain algorithm.
Experiments are performed on real service data sets, and four different service similarity
calculation methods are selected for comparison experiments. The experimental show
that the service similarity calculated after enhancing the semantic description between
services can provides on-demand service more accurately.

Since the semantic relationship between services and services is more complicated
in actual situations, our service knowledge graph only constructs some of the entities
and relationships, which leads to some shortcomings in the experiment in this paper.
We will further improve it. The specific work includes: (1) We will expand the scale
of the service knowledge graph, increase other related attributes of the service, and the
competition and cooperation relationship between services and services, and further
improve the semantic description between services by adding features. (2) Consider
using knowledge representation to learn more translation models to select the most
suitable algorithm for service clustering to transform low-dimensional vectors.
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Abstract. Convention emergence is an effective strategy to solve the
coordination problem in Multiagent systems (MASs). To achieve coordi-
nation of the system, it is important to investigate how rapidly synthe-
size an ideal convention through repeated local interactions and learning
among agents. Many methods have been proposed to generate conven-
tion, but it is difficulty to deal with the effectiveness of small-world net-
works and the efficiency of convergence speed. In addition, there is still
the limitation of local observation of agents, which affects the learning
in the MASs. This paper presents a novel learning strategy to acceler-
ate the emergence of convention based on a Multiple-Local information
table (ML-table), which integrates Local information table (L-table) col-
lected from neighbors. Extensive agent-based simulations verify that our
algorithm outperforms the advanced algorithms in terms of convergence
efficiency and robustness in various networks.

Keywords: Multiagent systems (MASs) · Convention emergence ·
Multiple-local Information

1 Introduction

MASs [14] is composed of a certain number of individuals that can perceive the
environment and respond accordingly to the environment based on the received
information. Simultaneously a lot of computing networks, which have a certain
spatial topology in distributed environments can be regarded as MASs. In MASs,
by encouraging agents to choose the same action with mostly acceptable, the
coordination problem of the MASs can be effectively solved. The emergence of
the same action is called a convention, and the process of emergence is called
a convention emergence. Convention likes a public constraint which plays an
important role in real life by regulating the action of people. People driving on
the same side of the road can be considered as a convention in traffic regulations.
In short, because of the existence of the convention, the interaction among agents
will be coordinated smoothly, which fundamentally ensuring the coordination
between agents and the operation of MASs.
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Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 32–45, 2021.
https://doi.org/10.1007/978-981-16-2540-4_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_3&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_3


An Efficient Framework of Convention Emergence 33

How to effectively and quickly form a convention is a key issue in MASs.
Until now, there has been two main ways to address the issue of the emergence of
the convention: top-down (centralization) [1,11], bottom-up (autonomous agent
interaction) [16,24,27,28]. The top-down approach through manager enables
global regulation of the action, which is selection of controlled agents and then
build up a convention among them. The bottom-up focuses on repeated local
interactive learning among agents to develop a convention. However, in the dis-
tributed multiagent interaction environment, to achieve centralization, each con-
trolled agent needs to interact with the manager, which requires a very reliable
connection. Once the manager fails, it will cause the entire MASs paralysis,
which is a great challenge to the robustness of the distributed networks. In con-
trast, the independent interaction among agents method is only through interact
with its neighbors and changes its state according to the state of the interactive
agent, therefore, it provides a reliable communication link that will not affect
the entire MASs due to some failures. It is important to study what mechanisms
can promote the convention to form in an ideal direction through local interac-
tions among agents, which is important to ensure effective coordination between
agents.

Reinforcement learning approaches [2,8,12,16,24,26,27] have proved that it
can promote the convention emergence in distributed system. Although these
studies provide some simple and general insights into the emergence of conven-
tion without centralization [28], the interaction protocols and learning settings
in these studies are too simplified. Firstly, in MASs, each agent usually only
observes and interacts with the partially observed (in a given network, an agent
usually can only observe and interact with neighbors), but the response strate-
gies of other agents are changing along with time, which causes the environment
of MASs is dynamic and unpredictable, which causes the learning process of an
agent may frequently fluctuate with local observation. How to integrate the local
observation information of each agent into reliable Multiple-Local information
among agents becomes very important. Secondly, most of the existing advanced
algorithms are not suitable for all complex networks. Many algorithms cannot
form a convention in small-world networks. However, the relationship between
agents is usually controlled by some complex relationships [5]. It is also con-
sidered that the topology of complex networks is the basis for determining the
emergence of the convention. Based on research on the convention emergence in
a particular network structure is not sufficient to represent complex realities. It
is necessary to conduct research on all complex network structures and propose
an algorithm that will be robust. Above all shows that reinforcement learning is
still insufficient in the study of the convention emergence.

So, in this paper, to overcome this limitation, we propose a Multiple-Local
table learning (Multiple-L) strategy. Firstly, we propose L-table, which repre-
sents the neighbors’ information that each agent can directly observe in the
current interaction episode. Then, with the observation mechanism [6], agents
obtain and collect the L-tables of neighbors. Simultaneously, we propose a strat-
egy in which the agent only interacts with the neighbors to integrate the collected
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ML-tables, it increases the information of observed area and improves the esti-
mation of available action of agents. This strategy contributes to the robustness
of various networks and accelerates the learning process of coordination game.
So the effectiveness and efficiency in convention emergence is well solved. This
paper also investigates how some key parameters such as the number of avail-
able action, population size, and network topology affect the emergence of the
convention. The results of the experiments show that the strategy proposed
can quickly and effectively reduce the convention formation time under various
network structures. Simultaneously, experiments prove the necessity of commu-
nicating the proposed L-table.

This paper is organized as follows. In Sect. 2, we will introduce the related
work of the research problem formed by the convention. Section 3 elaborates
on the algorithm proposed in this paper, explaining some basic definitions and
experimental settings. Section 4 shows our results are compared with existing
methods. Section 5 includes conclusions and prospects for the future.

2 Related Work

The study on the convention emergence has received a lot of attention in MASs.
Shoham and Tennenholtz [17] introduced the problem of convention emergence
into MASs. They proposed four basic types of policy update rules and showed
the external majority (EM) strategy performed best. Subsequently, they first
modeled the agent’s interaction process as the coordinated game [18]. Sen and
Airia proposed social learning [16] framework, it shows that convention can be
formed in a network where agents are randomly connected. The local interaction
between each pair of agents is modeled as the standard form of a two-player game
and the convention corresponds to a uniform Nash equilibrium of the coordinated
game. However, their social learning framework was based on the assumption of
random interaction, without considering the underlying topology, which may
not accurately reflect the actual interaction with the real world. Later, many
papers [15,20,21] subsequently expanded the interaction mode between agents
and evaluated heterogeneity by using more realistic and more complex networks.
However, they are still slow in the speed of convention emergence.

Yu et al. [28] proposed collective learning framework imitates interpersonal
relationships with a certain degree of the society, where people usually collect
opinions of their friends before making final decision, based on majority vote.
This framework assumes each episode of interaction, agent integrates all the
actions provided by the neighbors based on the learning experience to determine
the optimal action of the coordination game. Although they have studied the
convention emergence in many complex networks, they have only verified in a
few small size networks through experiments. When MASs has a large number of
agents or its network topology is small-world (especially the reconnect probabil-
ity is less than 0.1), no convention will emerge, and as described in [20], contrary
to the appear a consistent convention, different sub-conventions coexist in the
MASs. However, Yu et al. did not consider the relationship about each agent.
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Based on this, Mihaylov et al. [10] proposed the Win-Stay Lose-probabilistic-
Shift (WSLpS) based on the inspiration of cooperative games, which is applied
in wireless sensor networks to solve coordination problems. It is proposed that
when the agent successfully interacts with the interactive agents, then the agent
maintains the current action. On the contrary, if losing, agent has a probabil-
ity to decide whether to update the current action to the interactive agents’
action. The biggest difficulty is that if the agent chooses to update action but
due to treating them equally, and then may face choose difficulty and result in
blindness. As in the paper [10], when the available action number exceeds 5, the
MASs cannot form a convention, so it proposes Win-Stay Lose-Learn (WSLL),
by combining the advantages of reinforcement learning and WSLpS, proposing
a new judgment with win or lose. However, when the action space exceeds 20,
the speed of convention emergence becomes significantly slow.

In a particular network topology, each agent using reinforcement learning to
reach convention can only observe and interact with its neighbors, and other
agents in the network will have a certain impact on the learning environment.
Agents take actions to be based on its local observation of the global environ-
ment [4], it will lead to the instability of agent action along with the process of
convention emergence. Not only various complex networks are possibly existing
in the real world, but a lot of algorithms failing to a convention in the small-
world networks which easily reach sub-convention. At the same time, On paper
[7], when the agent collects neighbor action, through introducing extra median
payoff based on the proportion of the action of a current agent, thereby acceler-
ating the convention emergence. The proportion of each action in the neighbors
can directly lead to changes in the environment of the current agent, simul-
taneously the selection of its current action. However, it only considered the
currently action taken by the current agent in the neighbors. Based on this, the
core idea of the algorithm in this paper is to introduce additional communication
to reduce the locality of the agent action due to local observation of the global
environment [9], communicating the Local information table proposed in this
paper, at the beginning, it contains the proportion of all available actions and
then updates with iteration, which expands the scope of communication with
neighbors, effectively using the local observation information about the agent to
accelerate the convention emergence.

3 Preliminaries and Method

Before introducing the proposed algorithm, we first give some basic concepts
and describe scenario of this paper.

3.1 Coordination Problem and Basic Concepts

Definition 1. (Convention) The social law that constrains the action of the
agents to a specific strategy is called the (social) convention [19].
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In previous studies, social conventions (i.e., when all or at least majority)
agents in a society follow the same action, it is considered that a limit has been
established on the set of available actions to agents and usually modeled as a
pure coordinated game (Table 1). The convention usually corresponds to a Nash
equilibrium [25], which all agents choose the same action, this abstraction covers
many practical scenarios. A typical example is the ‘traffic rules’ scenario. When
driving on the road, ‘walking to the right’ or ‘walking to the left’ all can be
regarded as a convention.

Table 1. Two-person pure coordination game

Action 1 Action 2

Action 1 1, 1 −1, −1

Action 2 −1, −1 1, 1

3.2 Interaction Model

Considering a population of agents, each agent is connected based on the static
network topology. In each episode t, each agent chooses all neighbors to interact.
The interaction model of MASs is the undirected graph, G = (V,E), where G
describes the network topology, V and E respectively indicate the set of nodes
and the edges between nodes. Particularly, when (vi, vj) ∈ E, then vi, vj are
called neighbors. And nei(i) is the set of the neighbors of agent i, i.e., nei(i) =
{Vj |(vi, vj) ∈ E}. Four classic representative complex network structures are
considered, respectively random networks, small-world networks [23], scale-free
networks [3] and ring networks.

3.3 Multiple-L Strategy

Figure 1 shows the overall framework of our strategy. Specifically, in a complex
network, Multiple-L uses the following steps to reach convention. At the begin-
ning, each agent i creates a Local information table L0-table by collecting its
best-response action against each of its neighbors. Then, in the next rounds of
interaction, each agent i using the idea of consensus algorithm thoughts to esti-
mate Lt-table transform a Multiple-Local table ((ML-table), where improves the
similarity of local information among agents i and its neighbors, and it serves
as the basis for agent i making decisions in the coordination game. Finally, with
reinforcement learning iterative updating it and simultaneously send it back to
Lt-table. Algorithm 1 describes the overall description of the Multiple-L strategy.

Local Information (Lt-table). The proposed Lt-table for each agent i is
iterative updating over time. In particular, it is calculated as follows:

Lt =
{

L0 t = 0
MLt−1 t �= 0 (1)



An Efficient Framework of Convention Emergence 37

Fig. 1. Overview of the process (ML)-table information strategy

At beginning, each agent i collect the best-response action of each neighbor, and
then compute the proportion of these in available action among neighbors, which
compose its own State-table, as S-table:{P (a1), P (a2), ..., P (am)}, where the
proportion as follows:

P (a) =
N(a)

N(nei(i))
(2)

where a represent a specific action, N(a) is the sum of the current action in
neighbors, and N(nei(i)) is the number of neighbors with agent i. Intuitively,
in Fig. 2, assuming it has five agents, five available actions with ABCDE. The
corresponding actions of the agents in time t is A,A,B,C,D. Agent3 have three
neighbors, namely agent1, agent2 and agent4. When Agent3 collect the action
about neighbors obtain corresponding actions are AAC, Similarly agent4 gets
BD. S-table of Agent3 is shown in Table 2 and Agent4 is Table 3. Other agents
obtain the S-table in a similar way.

Fig. 2. A simple example of a networks diagram

Table 2. S-table of Agent3

Agent3 A B C D E

P(a) 2
3

0 1
3

0 0

Table 3. S-table of Agent4

Agent3 A B C D E

P(a) 2
3

0 1
3

0 0
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Then, each agent collects S-table of each neighbor through observation mech-

anism [6] obtaining L0-table: {Si, Sj1 , Sj2 ..., Sjn}, which is the probability of
agent i and the rest are the probability of its neighbors with the available action.

Multiple-Local Information Table (MLt-table). To solve the problem of
the local observation information in the agent learning process, each agent i com-
pute a weighted MLt-table replaces the previous Lt-table to evaluate actions by
majority vote [13]. Formally, supposing that each agent i can observe the infor-
mation of their neighbors’ Lt-table: {Lt−1

i , Lt−1
j,1 , Lt−1

j,2 , ..., Lt−1
j,n }. Distributed

subsystems rely on neighbor information to determine the dynamic behavior
of the system [29], so that the subsystems tend to be similar with a common
concern. Specifically in our work, we use the Lt-table as a variable of common
concern between agents and propose a way of evaluating Lt-table in adjustment
process to compute MLt-table. ML′-table: {L′

a1
, L′

a2
, ..., L′

am
} is the difference

between agent i and its neighbors with the same action am in time t − 1, and
then, we get the weighted difference of agent i and its neighbors, agenti according
to following obtain MLt-table:

MLt
i = Lt−1

i +
∑

j∈nei(i)

Uij

[
Lt−1
j − Lt−1

i

]
(3)

where Uij reflects the relative importance of neighbor j in agent i′s neigh-
borhood, namely the correlation degree between i and j. One way [22] to define
Uij using the connectivity between agents as follows:

Uij =
degree(j)

totalDegree
(4)
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where totalDegree is the sum of the degree of the agent i and all the neighbors
of the agent i. It is determined by the connection degree of each agent to connect
with other agents, so it reflects the degree of influence on other agents. Uij is
used as a criterion for considering the neighbor correlation when synthesizing
the Lt-table of neighbors under local learning. MLt

i is used to determine the
agent’s action a∗ with the maximum payoff under state s from its own ML-
value function:

a∗
i = arg maxaMLt

i(s, a) (5)

During each episode, agents use the ε − greedy strategy to choose the action
with the highest evaluated value under the current state, which is defined as
follows:

ai ←
{

a∗
i with probability 1 − ε

a random action with probability ε
(6)

If there exist multiple actions with the highest evaluated value, one of them
is selected randomly.

ML-Value Function Update. Lastly, based on reinforcement learning, agent
updates the MLt′

value of its current action a as follows:

MLt
i(a) = MLt

i(a) × (1 − α) + α × payoff (7)

Where α is a constant of [0,1], payoff is the payoff of an agent interacting
with its neighbor and the updated value of the MLt table is used as a reference
table for Lt-table when each agent communicates at time t.

4 Simulation Studies

This section presents the simulation studies. First, giving the basic settings of the
simulation, and then present the results and analysis by evaluating the proposed
strategy in a number of different settings.

4.1 Simulation Setup

Our goal in this paper is to address the failure of convention emergence in small-
World networks, so the default setting is small-world networks, which is com-
posed of 100 agents and the average node degree is set to 10, the available actions
is 10. 90% is the standard for the emergence of the convention. The experiment
round is 1000 (part of the experimental results only show part of the number of
rounds for convenience of comparison). To eliminate as many random factors as
possible to interfere with the experimental results, each experiment was repeated
500 times. It includes two evaluation indicators for the experiment. The first one
is the frequency of the convention emergence in 500 experiments, if frequency
is less than half, we call the convention progress is failure. Another is the time
required to reach convention, which is an average of 500 times.
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Three algorithms are comparisons, respectively Q-Learning, Collective Learn-
ing (CL), Win-Stay Lose-learn (WSLL), specific parameters as follows (The
parameters set in the comparison algorithm follow the optimal parameter set-
tings in previous work):

Q-Learning (Q): The learning rate α is set to 0.3, using the ε exploration
method, and the exploration probability is 0.1.

Collective Learning (CL): The learning rate α is set to 0.3, the average voting
method is adopted as the integration strategy, the exploration method adopts
the ε exploration method, and the exploration rate γ is 0.1.

Win-Stay Lose-Learn (WSLL): The learning rate α in the Bellman equation
is 0.3, the exploration rate ε is 0.1, and the state threshold γ is 0.5.

Multiple-L (ML): α value, which is set like the previous study’s setting, we
set is 0.3.

4.2 Simulation Result

Agents Converged Convention (ACC). Figure 3(a) and Fig. 3(b) respec-
tively represents the process of the percentage with ACC during time step for
Q, CL, WSLL and ML in small-world networks and random networks (Because
of Q and CL cannot converge in small-world networks, we also shows the dynam-
ics of convention emergence in random networks). We obtain that whether in
small-world networks or in random networks, ML converges the fastest, espe-
cially improves the convergence time by 85% with WSLL is in small network.
Due to the existence of sub-networks in small-world networks, ML not only saves
the information of neighbors, but also integrates the L-table of neighbors and
then becomes ML-table, which is more effective, thus accelerating the conven-
tion emergence (Regular and BA networks are omitted here, because they are
similar with random networks).

(a) small-world networks (b) random networks

Fig. 3. Comparison of ACC
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Action Space. Figure 4 shows the times to convention by changing the number
of available action to 5, 10, 20, and 50 in small-world networks, X-axis and Y -axis
respectively represent different algorithms and times. The top line, the middle
line and the bottom line correspond to the maximum, average and minimum
times for convention needed. Since Q and CL algorithms conventions failed in
the small-world network, omitted here. Due to ML taking full advantage of the
neighbor table L-table, achieve consistently when synthetic ML- table, which is
helpful to choose game action, thus accelerating the formation of the convention,
while WSLL merely learns from current action and makes a decision, It is easy
to result in randomness, so it has a slow convergence speed.

action=5 action=10

action=20 action=50

Fig. 4. Comparison of efficiency over action space

Population Size. Figure 5 shows the comparative experiments with different
agents’ numbers 100, 300, 500, 1000 in a random network (because other algo-
rithms in small world networks cannot converge, there shows the result in random
networks). The numerical meaning of the figure is like the Action space. Due to
the introduction of the L-table, the speed of ML convergence has improved by
at least 80%. L-table contains information about neighbors and merges these,
at the same time, increasing the scope of observation information and helpful
to chooses the best-response action. It can also be seen that the population size
has little effect on each algorithm, but by comparing the maximum time and
minimum time of the convention emergence of each algorithm, it can be seen
that our algorithm is the most stable, so it is the least sensitive to size. This
shows that ML is most suitable for large multiagent networks.
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size=100 size=300

size=500 size=1000

Fig. 5. Comparison of efficiency over different population size

Network Topology. Table 4 shows the average time and standard deviation
when 90% of agents choose the convention in different network topology. In
all networks, it’s obvious that the performance of ML strategy is better than
the other three algorithms. The reason is that agent adjust L-table. L-table
expands the scope of its observation, making full use of the local observation
information and accelerating the convention emergence. Therefore ML improves
the convergence time reach 90% comparing with WSLL in small-world networks.
Besides, Q and CL are failed in small-world networks, which is owe to easily reach
sub-convention, agents may have more time or even be unable reach convention.

Table 4. The performance of Multiple-L in different networks

Random
(p =0.1)

Small
World
(k=10,
p= 0.1)

BA
(γ =3)

Regular
(k=5)

t std t std t std t std

Q 132.8 110.9 � � 215.4 157 283.4 218.2

CL 69.81 56.3 � � 98.9 99.3 154.7 135.7

WSLL 47.27 8.7 146.4 95.4 59.7 16.7 291.4 211.7

ML 5.25 1.8 12.3 4.2 5.3 1.9 9.08 2.6
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Communicating Tables. Finally, Fig. 6 shows the necessity of exchanging
information with the Lt-table is verified. Because the convergence speed of Q-
table is slow which used to make decisions in reinforcement learning algorithm.
Giving a comparison about communicating with Lt-table and Q-table (The other
experimental steps and settings are the same as this paper algorithm expect
communicated table, i.e., Q-table instead of Lt-table.):

Fig. 6. Comparison of convergence over communicating different table

5 Conclusion and Future Work

In this paper, our goal is to design a framework for making full use of local
action information that evolves convention emergence. By increasing the inter-
agent communication mechanism, proposes the necessity of communicating the
L-table, and proposes to convert the L-table into a ML-table. The Multiple-L
has been experimentally proved that, it can be able to accelerate the emergence
of a stable convention to a large space, Multiple-L is robust enough, simultane-
ously with preferable effectiveness and efficiency. In the future, we will consider
comparing the Language coordination (larger action space and considering accu-
racy) with other algorithms.
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Abstract. Wiki-based application, such as Wikipedia, uses collective
intelligence to build encyclopedias collaboratively. Most wiki-based appli-
cations currently adopt centralized system architectures. Although some
work has studied the problem that centralized architectures are unreli-
able, existing implementations still face some challenges, such as non-
disclosure, non-transparency and insecurity. Recently, blockchain has
gained extensive attention due to its irreversibility, consensus mechanism
and decentralization. We propose a novel blockchain-based wiki frame-
work named WikiChain, which provides decentralized, fair, efficient and
collaborative knowledge management. Additionally, we present the work-
flow of WikiChain by smart contracts and adopt IPFS to store large-scale
data. Finally, we implement a prototype on Ethereum and evaluate the
efficiency of WikiChain. The experimental results show the utility and
scalability of WikiChain.

Keywords: Wiki · Wikipedia · Blockchain · Smart contract

1 Introduction

Wikipedia is a multi-lingual encyclopaedic knowledge base created and main-
tained collaboratively by the intelligence of crowds based on the Wiki technol-
ogy. Current wiki engines, including those used by Wikipedia, are based on a
centralized architecture that typically consists of a web application containing all
services, and a central database where all data resides in [1]. Existing works have
addressed some issues on the centralized technical architecture of Wikipedia. For
example, lots of requests on centralized servers result in the efficiency decrease
of Wikipedia [1].

Some studies have proposed solutions to the problems of the existing cen-
tralized architecture. DistriWik [2] and UniWiki [3] were proposed to provide
scalable and reliable wiki engines. A Wiki system composed of decentralized
nodes was proposed to balance the traffic load in [1]. Although these studies have
optimized Wikipedia, Wikipedia still faces many problems. Because Wikipedia
c© Springer Nature Singapore Pte Ltd. 2021
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currently relies on a single centralized implementation, this approach is vulner-
able to network attacks or failures, resulting in service outages [4]. The rules
governing the operation of the Wikipedia system are not transparent. The sys-
tem often removes a lot of contents, and these articles are deleted and no longer
available [5]. Wikipedia’s criteria for assessing contents on the web are unclear
and unfair, and many of their terms are bureaucratic [6]. Some contents cannot
be determined with respect to its source and whether it infringes copyright. It is
difficult to confirm the copyright owner of some entries after many people mod-
ify them together [7]. Wikipedia relies on the intelligence of crowds to create
and edit entries, and currently relies on creators to collaborate spontaneously
on editing articles. Therefore, a more effective incentive mechanism is needed to
supplement Wikipedia, so that people can actively participate in high-quality
article creation [8]. Wikipedia is free to change, resulting in uneven levels of
quality [9,10].

As a novel decentralized technology solution, blockchain has the following
advantages to solve above problems:

1. Blockchain is based on a decentralized database. Each node has a complete
copy of the data, which can solve problems such as DDoS network attacks
faced by centralized technical solutions.

2. Wikipedia’s operating rules can be published on the blockchain in the form
of smart contracts, which are transparent and automatically executed.

3. Once the article is published to the blockchain, it cannot be deleted. In this
way, the complete editing history can be kept and the owner of the article can
be identified according to the history, and the infringement can be traced.

4. Blockchain provides native token incentives.
5. Agreements can be reached on the revised articles based on the consensus

protocol of blockchain, and only content that meets certain standards will be
approved and published on the website.

Thus, we are motivated to design a blockchain-based decentralized wiki
framework which is reliable, efficient, fair and autonomous. Based on blockchain
technology, this wiki framework can provide stable network services, copyright
protection, transparent and autonomous management and native token-based
incentive mechanism. We think that our work is the first complete work that
combines Wiki and blockchain, which presents a new paradigm for large-scale
collaborative applications of knowledge management based on blockchain. Imple-
mentation of this decentralized wiki framework is a novel and challenging work.
We have to solve two important issues. First, the operation of blockchain-based
wiki is based on Turing-complete smart contracts. We need to clarify the oper-
ations and types of smart contracts, including how users can participate in the
framework, the rules of framework operation and how to contribute contents, etc.
Second, blockchain-based wiki needs to store a large amount of data, but the
current blockchain system cannot store such magnitude of data, so the interac-
tion scheme between a large-scale data storage and the blockchain system needs
to be clarified.
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The major contributions of our work are represented as follows:

• Based on the blockchain and IPFS protocol, we propose a decentralized wiki
framework named WikiChain. WikiChain is built upon the application mod-
ule, blockchain module and storage module to provide robust, fair, efficient
and collaborative knowledge management.

• We describe important operations of WikiChain in the form of smart con-
tracts. These smart contracts include User Register, Publish Contents, Entry
Verify, Vote Proposal, Contents Revert and Query. We implement a proto-
type of WikiChain on Ethereum test net and evaluate the system overhead
to demonstrate the performance of WikiChain.

The rest of this paper is organized as follows. In Sect. 2, we present the related
work about blockchain and Wikipedia. In Sect. 3, we present the system model
and evaluate the prototype of WikiChain in Sect. 4. Finally, we conclude and
analyze the future work of this paper in Sect. 5.

2 Related Work

2.1 Blockchain in the Knowledge Management

The blockchain is considered as the infrastructure of decentralized applications
in the new era. Smart contracts allow complex decentralized collaborative appli-
cations to be implemented on the blockchain. There have been many studies that
combine blockchain with communities and knowledge management. Steemit is
a blockchain-based community which is built upon the underlying blockchain
called steem. Steemit encourages users to generate high-quality contents through
the token incentive mechanism of the blockchain, which is a very good case of
knowledge sharing based on the blockchain [11]. Xu et al. implemented a social
network Decentralized Application (DApp) based on Ethereum, which utilized
blockchain to solve the service availability problem of traditional centralized
communities [12]. Antorweep et al. proposed Ushare, a user-centric blockchain
community that was democratic [13]. In terms of collaborative knowledge man-
agement, with the advent of the big data, large-scale knowledge base is difficult
to share and store. Wang et al. proposed a knowledge management model com-
bined with blockchain, which realized a decentralized and transparent knowledge
sharing and management framework [14]. The construction of knowledge graph
has always been a critical problem. Akhavan et al. used a blockchain-based
crowdsourcing system to construct the knowledge graph, which improved the
data quality of the knowledge graph [15].

2.2 Decentralized Wikipedia

Wikipedia is a multi-lingual encyclopedia collaborative project based on Wiki
technology. There were some studies about the decentralized Wikipedia. Urdane-
tad et al. designed a decentralized Wiki system in a collaborative approach,
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which mainly utilized multiple nodes to carry Wiki data and achieved traffic
load balancing on the centralized system [1]. Arazy et al. found that increasing
the size and diversity of the author group can improve the quality of Wiki content
[16]. Forte et al. explored the concept of self-governance in Wikipedia, and gave
a detailed description of autonomous organizations in Wikipedia [17]. There are
still many flaws in the above mentioned works. We adopt blockchain to design
a decentralized wiki framework and provide a novel schema for collaborative
knowledge management.

3 System Model

3.1 Overview of WikiChain

Fig. 1. Overview of WikiChain

In Fig. 1, we present the composition of WikiChain which includes 3 modules,
i.e. application module, blockchain module and storage module. Figure 1 only
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lists the core operations of the system. In fact, any module in WikiChain is
pluggable and the architecture is very flexible. Anyone can develop their own
DApp and interact with smart contracts and data on the blockchain. WikiChain
can be built on public blockchain or permissioned blockchain according to actual
scenarios and requirements.

3.1.1 Application Module
The application module is the top layer of this framework that provides services
directly to users. Its role is to complete a series of services required for system
processing and realize the communication between the application module and
the blockchain module. This module provides interface for users to register,
publish and modify entries, etc. Application module calls the blockchain module
to invoke corresponding smart contracts.

3.1.2 Blockchain Module
The blockchain module is mainly responsible for the implementation of smart
contracts and transactions consensus. It links the operation of the application
module to data storage. In general, this module deals with transactions in the
network to reach consensus and records the global status information that has
been confirmed. Meanwhile, smart contracts including User Register, Publish
Contents, Entry Verify, Contents Revert and Query are executed on all nodes in
the blockchain network.

3.1.3 Storage Module
The storage module provides large-scale data storage for WikiChain. Due to the
limited block capacity in the blockchain, We cannot store large-scale data on
the blockchain. Thus, a distributed file storage module is built by using IPFS
file transfer protocol. Large-scale data can be stored on the IPFS network. As
a file system, IPFS can store pictures, videos and other large files, which can
greatly make up for the problem of expensive storage space and difficult capacity
expansion of blockchain. Beyond that, there is an inherent ability to withstand
DDoS attacks that makes the network more secure and the data more secure,
because all storage access is spread across different nodes. The security, reliabil-
ity, irreversibility of blockchain and the efficient distributed storage of IPFS can
be integrated into a new ecology. This module mainly works for querying entries
and tracing history in WikiChain.

3.2 Smart Contracts of WikiChain

In this section, we present the detailed workflow and implementation of smart
contracts. WikiChain consists of six smart contracts which are illustrated below.

3.2.1 User Register Smart Contract
Users can generate a public-private key pair representing the identity of the
user. However, numerous identities are generated randomly, which makes the
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voting mechanism invalid. Users will vote to approve proposals in WikiChain.
In order to prevent Sybil attack, each unique identity of the user is associated
with some tokens. The user registers through the global user register smart con-
tract (URSC) and stores the ID of users and their corresponding token. Users
with fewer tokens have lower voting power, and users often do not register mul-
tiple identities to disperse valuable tokens, while those with lower token values
have lower voting power. Unlike the traditional centralized system, this system
does not store any privacy information of users. Users need a certain amount of
deposit to register as authorized account, The system will associate the user’s
identity with the token information. A proposal list containing its articles will be
initialized for each user, so that users can query their own historical operations.
Detailed implementation of URSC is presented as follows:

Register(user):
require $deposit(msg.value) >= guaranty
$lock(guaranty) of user
initialize the proposal list of user
initialize the vote list of user

3.2.2 Publish Contents Smart Contract
Through the publish contents smart contract (PCSC), users publish contents of
the corresponding entry to IPFS in the storage module to get the IPFS hash of
the content. The hash value will be used in the subsequent proposal vote process,
and the user will publish the hash value to the chain. The user can initiate a
proposal for the entry and specify a time limit. For creating entries, the time limit
is small, so new entries can be added to wiki as soon as possible. For updating
entries, the time limit is long, the purpose is to receive more people’s feedback
and vote in a longer time, making the editing of the entry more authoritative.
Detailed implementation of PCSC is presented as follows:

Publish Entry(user, entry, hash, timelock, token):
require $checkAuthority(msg.sender)
require $getBalance(msg.sender) >= token
add proposal to global proposal store
initialize empty vote list of proposal
add proposal to proposal list of user
return proposal.id

3.2.3 Entry Verify Smart Contract
The global entry verify smart contract (EVSC) will generate a voting list for the
entry and issue an event so that the application layer can receive the proposal,
and the application layer can look up all the proposals currently in progress.
After the proposal takes effect, other users can vote. After the time limit has
passed, the proposer can initiate the finalization through the global contract to
determine whether his proposal has passed or not. All this will be automatically
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executed through EVSC. If the proposal is passed, the IPFS hash associated
with the entry will be updated, and the proposer and voters will be rewarded.
The rules for checking whether a proposal is valid are configurable and flexibly
defined. Detailed implementation of EVSC is presented as follows:

Entry Verify(user, proposalId):
require $checkAuthority(msg.sender)
require msg.sender = proposal.sender
get proposal by proposalId
require now >= proposal.timelock
if $checkVoteRes(proposal):

$updateGlobalWiki(proposal.entry, proposal.hash)
transfer reward to proposal.sender
transfer reward to voters

else:
transfer token of agree voters to global

3.2.4 Vote Proposal Smart Contract
After a proposal takes effect, users can vote on the proposal via vote proposal
smart contract (VPSC). The system will lock the token when the user applies
for the proposal. If the user has enough tokens, the vote will take effect and
be added to the voting list of the proposal and the user’s voting list. Detailed
implementation of VPSC is presented as follows:

Vote Proposal(user, proposalId, token, agree):
require $checkAuthority(msg.sender)
require $getBalance(msg.sender) >= token
$lock(token) of user
add vote(msg.sender, token, agree) to proposal
add vote to vote list of user

3.2.5 Contents Revert Smart Contract
In order to prevent some incorrect and inaccurate information, WikiChain pro-
vides the ability to roll back the entry through contents revert smart contract
(CRSC). Similarly, users can initiate a proposal. The process is similar to the
previous step. If the proposal is approved, WikiChain should automatically roll
back the entry to the specific version. All versions of a entry will be stored on the
blockchain to form an IPFS hash list, which can be traced back to the correct
version approved by most people. Detailed implementation of CRSC is presented
as follows:

Contents Revert (user, entry, hash, token, timelock):
require $checkAuthority(msg.sender)
require $getBalance(msg.sender) >= token.
add proposal to global proposal store
initialize empty vote list of proposal
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add proposal to proposal list of user
return proposal.id

Revert Verify (user, proposalId):
require $checkAuthority(msg.sender)
require msg.sender = proposal.sender
get proposal by proposalId
require now >= proposal.timelock
if $checkVoteRes(proposal):

get last version hash of the entry
revertGlobalWiki(proposal.entry, hash)
transfer reward to proposal.sender
transfer reward to voters

else:
transfer token of agree voters to global

3.2.6 Query Wiki Smart Contract
The most important thing in WikiChain is the query function. WikiChain stores
the IPFS hash corresponding to all Wiki entries. Similarly, WikiChain provides
the Wiki query to users through the query wiki smart contract (QWSC). Users
can enter an entry, and DApp will automatically obtain the contents of relevant
entries through IPFS and return them to users. At the same time, the user can
query all historical versions of the entry and all proposal information. QWSC
automatically queries the version, then users can use IPFS hash to query wiki in
the off-chain context. Detailed implementation of QWSC is presented as follows:

Query Entry(text, version):
require $checkAuthority(msg.sender)
require version >= earliest version
hash = $queryWiki(text, version)
ipfs cat hash as <ipfs-path>

4 Evaluation and Analysis

4.1 System Design

We implement a system prototype of WikiChain and smart contracts of work-
flow on Ethereum which is the most popular blockchain platform. With the
development of consensus algorithms, many blockchain systems can reach thou-
sands TPS nowadays. The implementation of WikiChain can be based on any
blockchain system that supports Turing-complete smart contracts. The evolution
of the underlying blockchain can greatly improve the performance of WikiChain.
Then, we evaluate the time cost and gas consumption of WikiChain. WikiChain
provides users with the interface which is developed by Web3 SDK shown in
Fig. 2. Users can publish, edit and revert entries through this interface. This
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Fig. 2. User interface of WikiChain

interface accepts user input and provides parameters for smart contracts for
blockchain modules. Smart contracts required for system operation are imple-
mented by Soliditiy. Solidity is an object-oriented language for smart contracts
running on the Ethereum Virtual Machine (EVM) and its syntax is similar to
Javascript. Any operation involving Ethereum, whether it’s a simple transaction
or a smart contract, requires a certain amount of gas. Gas is the consumption
unit of calculation that measures the amount of computation required to per-
form certain operations in Ethereum. The smallest unit of measurement for gas
is wei [18].

This DApp monitors all operations on WikiChain. On the leftmost side of the
interface, users can find generated proposals on WikiChain, the category of the
proposal, and the votes that have been received. The current state of the entry
and staking allow users to choose whether to vote on this entry. Users can search
for wiki entry that they are interested in by keywords. Then all information and
sources of the entry will be displayed on the interface. Based on the traceability
function provided by WikiChain, users can easily view the historical versions of
this entry.

4.2 System Overhead

We evaluate the time cost and gas consumption of WikiChain by implementing
URSC, PCSC, EVSC, CRSC and QSC on Ethereum. We take the core oper-
ations including Registry, Vote, Verify and Query as examples to evaluate the
overhead of WikiChain. The operation numbers of Registry, Vote, Verify and
Query increase by 20. Furthermore, the gas price is set as 2 × 109 wei.
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Fig. 3. Time cost of WikiChain

As shown in Fig. 3, when the number of operations is less than 60, the time
cost of each operation keeps a slow growth trend with the number of operations.
However, when the number of operations is greater than 60, the time cost of
Registry and vote increases sharply. We take Vote as an example. When there
60 Vote operations in WikiChain, the time cost is 31237.47ms. When there are
80 Vote operations in WikiChain, the time cost is 141563.39ms. We find the time
cost of Verify and Query does not show dramatic increases, because these two
operations do not need consensus from WikiChain. Thus, the time cost depends
on whether operation needs consensus and how quickly WikiChain processes
corresponding requests.

Fig. 4. Gas consumption of WikiChain

As shown in Fig. 4, We study the gas consumption of different core operations.
As mentioned above, the query operation does not require the consensus process
of the blockchain, and the view function does not really change any data on the
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blockchain, so the consumption is zero. We verified the consumption of processing
proposals that received different numbers of votes. Verify needs to iterate through
vote lists, so gas consumption grows as the number of Votes increases. The time
cost and gas consumption has shown the feasibility and scalability of WikiChain.
Since the price of ETH is still relatively high at present, gas consumption needs
to be optimized in the future.

With the development of high-performance consensus algorithms, many sys-
tems based on the blockchain can reach thousands of TPS nowadays. WikiChain
can be implemented on any blockchain that support Turing-complete smart con-
tracts. The evolution of the underlying blockchain can greatly improve the per-
formance of WikiChain.

5 Conclusion and Future Work

In this paper, we propose a blockchain-based decentralized Wiki framework.
This framework is designed to realize a reliable, fair, transparent and efficient
Wiki-based system. We implement the workflow of WikiChain based on smart
contracts. To provide data storage capacity of blockchain-based Wiki framework,
we turned to the IPFS protocol for storing a large amount of data. Finally,
we implement this framework on Ethereum test net and evaluate the system
overhead.

This work is a preliminary attempt to transform wiki system by combing
blockchain technology and there are still many problems to be studied in the
future. Wiki-based systems aim to form a collaborative editing knowledge base
with the help of decentralized and individual wisdom. Malicious behaviors can
be avoided by reasonable incentive mechanisms in wiki systems. Thus, how to
design an efficient blockchain-based incentive mechanism to motivate people to
contribute contents is a significant challenge.
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Abstract. Aiming at the problems of unreasonable distribution routes in the cur-
rent logistics distribution field, without considering the impact of real-time road
conditions, and the inability to reduce the impact on the timeliness of distribu-
tion, this paper proposes a dynamic vehicle distribution path optimization method
based on the collaboration of cloud, edge and end devices. This method considers
the requirements of demand points for the delivery time and considers the changes
in road traffic conditions caused by random road traffic incidents. Combining the
characteristics of vehicle speed and time penalty cost in the vehicle delivery pro-
cess establishes a logistics delivery vehicle path optimization model. Solve it and
optimize it with the A* algorithm and dynamic schedule. This method collects
road condition data in real-time through terminal equipment, evaluates and judges
road conditions at the edge, and makes real-time adjustments to the distribution
plan made in advance at the cloud data center. Through simulation experiments on
application examples, the vehicle path optimizationmethod proposed in this paper
that considers real-time road conditions changes and the optimization method that
does not consider road conditions are compared and analyzed, verifying the effec-
tiveness of this method. Experimental results show that this method can reduce
distribution costs, reduce distribution time, and reduce the impact of changes in
road conditions on the distribution results.

Keywords: Dynamic vehicle path optimization · Cloud-side-end collaboration ·
A* algorithm · Delivery time

1 Introduction

With the rapid development of cloud computing, the Internet of Things, and e-commerce,
combining logistics and distribution with new technologies such as cloud computing
technology, Internet of Things technology, and intelligent transportation technology,
experts and scholars have proposed a cloud distribution model that is different from
the traditional logistics distribution model [1]. The cloud distribution model solves the
problem that the traditional logistics distributionmodel is difficult to adapt to the needs of
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modern logistics distribution. However, with the rapid increase in the number of various
types of mobile devices and their computing needs, the traditional cloud computing
centralized processing model with cloud data centers as the core faces problems such as
large network transmission delays, high data transmission costs, and computing security
and privacy risks,which cannot be effective. Tomeet the needs ofmobile users, especially
users who need an instant response, for computing services. Cloud-side collaboration
provides a new way to solve this problem.

As people have higher and higher requirements for the timeliness of logistics and
distribution, how to ensure that various logistics and distribution tasks are completed
on time and effectively save distribution costs is one of the key issues that the current
logistics and transportation industry urgently needs to solve [2]. Through the analysis
of the various links of vehicle delivery, the vehicle delivery path is optimized, and at the
same time, considering that the road condition changes and other uncertain factors may
affect the punctuality of the delivery vehicle, the delivery path is dynamically adjusted
after the delivery vehicle starts. Optimization to reduce the impact of road conditions,
weather and other factors on the timeliness of the overall distribution is an important
method to improve the efficiency of logistics distribution and reduce the overall cost of
distribution.

In recent years, domestic and foreign scholars have conducted a lot of research on
the optimization of vehicle distribution routes. At present, there are two types of accurate
optimization algorithms and heuristic optimization algorithms to solve the optimization
problems of vehicle distribution routes. In the literature [3], Ma et al. constructed a well-
adaptive adaptive ant colony algorithm to solve the vehicle path optimization problem.
This method has low requirements for initial values, but the solution time is longer.
Literature [4] uses a genetic algorithm to solve the vehicle routing problem, and the
experimental results show that the genetic algorithm has a more obvious improvement
effect on the solution. In the literature [5], Wang et al. built a multi-objective model
for the logistics vehicle routing problem with time windows and designed two meth-
ods of multi-objective local search and multi-objective optimization algorithms such as
decomposition and crossover to solve the problem. The modeling of the method is more
complicated and the solution time is long. In the process of logistics and distribution,
many factors affect the effectiveness of distribution. Under the mutual influence of var-
ious factors, it is easy to cause untimely distribution, delay delivery time, affect normal
production, etc., according to real-time road conditions, make a reasonable pre-planned
distribution path Real-time adjustment is necessary. Reference [6] uses D* algorithm
to improve the A* algorithm; Reference [7] proposes a dynamic travel timetable for
roads in the road network for the dynamic travel time calculation of roads, and each is
recorded in the table. The travel time of each time segment of the road segment, and
thus the method for calculating the travel time required by the vehicle to pass the road
segment.

Although previous studies on this issue have achieved a lot of results, there are many
constraints and uncertainties in actual problems. The comprehensive consideration of
dynamic uncertain factors such as traffic, weather, and road conditions require further
study. Based on this, this paper proposes a dynamic vehicle delivery route optimization
method based on the collaboration of cloud (cloud data center), edge (edge server), and
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end (terminal equipment) considering the impact of changes in road conditions. In this
paper, the goal is tominimize the delivery cost, minimize the delivery time, andminimize
the impact of road conditions on delivery, introduce a soft time window penalty function
to establish a vehicle path optimizationmodel; use genetic algorithmswith elite retention
strategies to solve the vehicle distribution path optimization model. And combined with
the A* algorithm and dynamic schedule to dynamically adjust and optimize it, reduce
the impact of real-time road conditions on the logistics delivery time, and improve the
overall satisfaction of the delivery. The experimental results show that this method can
achieve better optimization results, while improving the efficiency of vehicle delivery,
while reducing the impact of uncertain factors on the delivery results, to achieve the
purpose of reducing logistics delivery costs.

2 Model Building

2.1 Problem Description

The vehicle routing optimization problem studied in this paper is the closed vehicle
routing problem of a single distribution center corresponding to multiple demand points
basedon real-time road condition informationof simulation.This articlefirst generates an
initial optimization plan based on the known information such as the location information
of the demand point, the demand of each demand point and the required delivery time
window, the type and number of vehicles owned by the distribution center, and when
the dynamic information occurs, the initial path planning local adjustments and updates
are made on the plan, and fast and efficient solving algorithms are designed to meet
the requirements of real-time calculations. The specific description is as follows: the
logistics distribution center needs to complete the distribution task to the demand point,
deploy several delivery vehicles in the distribution center, make initial optimization
for the different demand of each demand point, formulate a suitable distribution plan,
and arrange the vehicles at the specified time Complete the distribution task within the
internal; then combined with the time series of real-time road condition information
generated by the simulation, the unreasonable partial route is dynamically adjusted
and optimized until all the logistics distribution tasks are completed. The vehicles are
delivered one by one according to the established route and return to the distribution
center after the delivery is completed. One vehicle can complete the logistics distribution
tasks of multiple demand points, but the total demand of all passing demand points
does not exceed the maximum load capacity of a single-vehicle of this type of delivery
vehicle, and one demand point can only be delivered by one vehicle. Logistics delivery
tasks need to be delivered within the time window specified by the demand point. Early
or late arrivals will generate penalty values based on time. The logistics distribution
vehicle path optimization problem studied in this paper requires that a reasonable vehicle
distribution path be formulated according to the demand at the demand point and real-
time road condition information, to reduce the distribution cost and delivery time in the
logistics distribution process, and reduce the impact of road conditions on the overall
distribution.
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2.2 Dynamic Vehicle Distribution Path Optimization

The route optimization problem of logistics distribution vehicles studied in this paper
is aimed at minimizing the cost and time of distribution and minimizing the impact of
changes in road conditions on distribution. It is a multi-objective optimization problem.
This article is based on the vehicle path optimization plan that has beenmade in the cloud
data center after the vehicle departs from the distribution center, according to the road
traffic flow, road traffic incidents, weather conditions, and other real-time road condition
change information sensed from the edge computing device, Make a judgment on the
road traffic conditions, if you continue to complete the delivery according to the original
route, it will have a greater impact on the delivery cost, then adjust and optimize the
current route. When this paper adopts the method of combining the A* algorithm and
dynamic travel schedule to adjust and optimize the original vehicle path planning plan
in real-time, on this basis, analyze the delivery time and delivery cost, and establish
a dynamic vehicle path optimization model. The network architecture diagram of the
vehicle path planning method based on the cloud-side-end collaboration proposed in
this paper is shown below.

MEC
Server Vehicle

Road
Side Unit

RSUMEC
Server

Vehicle 3

Vehicle 1

Vehicle 2

Remote Cloud

Fig. 1. Vehicle path planning architecture based on cloud - side collaboration

As shown in Fig. 1, the overall logistics distribution area is divided into several areas
according to the coverage of edge computing nodes. In the coverage area of each edge
computing device, the terminal device perceives the road condition change information
in the area and uploads the data to the edge server for processing. The edge server makes
a judgment on the road condition change. If an event occurs at a certain moment, Road
traffic conditions are affected, and the next delivery point that the delivery vehicle will
go to will pass through this road section, the delivery path of the delivery vehicle will be
adjusted at the edge according to the improved A* algorithm, and a partial adjustment
will be made The new distribution route plan is sent to the terminal vehicle.
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2.3 Total Delivery Cost

In the problem of this article, it is necessary to compare the total cost of distribution
required to complete the overall distribution task in three cases to test the effectiveness of
the method proposed in this article. First, the total cost of the distribution plan obtained
by using a genetic algorithm to plan the distribution path of the vehicle is recorded as
Cost0; then after the distribution is started, the distribution path in the initial optimization
stage is dynamically adjusted according to the changes in the road conditions obtained
by the simulation. Adjusted, the total cost of distribution to complete all distribution
tasks is recorded as Cost1; finally, the total cost of distribution that does not deal with
changes in road conditions and still distributes according to the original plan is recorded
as Cost2.

Situation One
First, Cost0 is mainly composed of three parts of cost, calculated as follows.

Cost0 = TC + PC + σ1 × VN (1)

Where, TC represents the transportation cost of vehicles, of which transportation
fuel consumption accounts for the largest proportion. Besides, it also includes vehicle
maintenance costs. The transportation cost of a certain distribution path is proportional
to the length of the path; PC represents the time window penalty cost; the demand point
has certain requirements for the logistics delivery time. If the requirements are exceeded,
the delivery plan needs to be punished; VN represents the number of vehicles required to
complete the delivery task, and σ 1 represents the unit cost required to arrange a vehicle.

TC =
K∑

k=1

N∑

i=0

N∑

j=0,j �=i

cijdijxijk (2)

PC =
K∑

k=1

N∑

i=0

(a ∗ wik + b ∗ max[0, (tik − li)]) (3)

VN =
K∑

k=1

N∑

j=0

x0jk (4)

Where cij represents the unit transportation cost between demand point i and demand
point j, dij represents the distance between demand point i and demand point j, the value
of xijk is 0 or 1, and the value 1 means that vehicle k is from demand point i go to demand
point j after leaving, otherwise, the value is 0. a, b represents the delivery time window
penalty coefficient, wik represents the waiting time of vehicle k at demand point i, tik
represents the time when delivery vehicle k arrives at demand point i, and li represents
the latest service time window of demand point i. The value of x0jk is 0 or 1. When its
value is 1, it means that the vehicle k departs from the distribution center 0 to the demand
point j.



Dynamic Vehicle Distribution Path Optimization 63

Situation Two
Compared with Cost0, Cost1 mainly increases the additional cost of adjusting the route,
which is composed of the following parts.

Cost1 = TC + PC + σ1 × VN + EC + σ2 × gn(i) (5)

Where, EC represents the additional distribution cost due to changes in road con-
ditions; gn(i) represents the overall time required to complete the real-time adjustment
of the distribution path, and σ2 represents the unit time cost of processing in the edge
computing environment.

EC = de

K∑

k=1

(tback − tdept)k (6)

Where tdept represents the time when the vehicle leaves the logistics distribution
center, tback represents the time when the vehicle returns to the distribution center after
completing the delivery task, and de represents the unit time cost of delayed delivery.

After the vehicle departs from the distribution center, in the process of completing its
established logistics and distribution tasks according to the initial planning plan, if some
emergencies occur, the transit time of some roads in the planning planwill change, which
will affect the “The path planning made under the assumption that the transit time is
proportional to the path length has a great impact, resulting in the delivery task cannot be
completed under the time window constraint. Therefore, after starting the delivery, it is
necessary to consider the impact of real-time road conditions on the planned delivery plan
and make real-time processing and judgments on the road condition change information
at the edge, and then dynamically adjust the original plan to ensure the completion of
the overall delivery The task process will not be greatly affected due to changes in road
conditions, and further ensure the economy and timeliness of logistics distribution.

With the development of edge computing and intelligent transportation technology,
various information can be processed in time and the results can be directly transmitted
to the destination vehicle [8–10]. Use simulated random events to occur in chronological
order for simulation: set up several types of events with different degrees of influence,
adjust the transit time of the road, and generate a series of events with time parameters
that can trigger changes in the transit time of the road. To simulate real-time changes in
road conditions during the logistics distribution process.

In the edge computing environment, from processing real-time road condition
changes to adjusting the current distribution plan, refer to the process of sending com-
puting tasks in the computing offloading model proposed in [11]. The time gn(i) spent
in the whole process is as follows Model calculation.

gn(i) =
M∑

m=1

N∑

n′=1

Fm
n (i) · Qn′

n (i) · (1 − Fm
n′ (i)) · ωn

λV2V
· (θn,n′ + 1)

+
M∑

m=1

Fm
n (i) · ωn

λV2V
+

M∑

m=1

Fm
n (i) · ln

un · p + ω′
n

λV2I

(7)
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Where, if vn is within the range of dm, Fm
n(i) takes the value 0, otherwise it takes the

value 1.ωn represents the data volume of the calculation task being transmitted, and λV2V
and λV2I respectively represent the data transmission rate based on V2V technology and
V2I technology.

Situation Three
If we don’t respond to the change of road conditions and continue to complete the
distribution according to the original route planning, the final total cost of distribution
Cost2 is mainly composed of four parts.

Cost2 = TC + PC + σ1 × VN + EC (8)

In this case, because the road conditions will randomly change after the delivery
starts, there is a risk that the vehicle will not be able to reach the delivery point according
to the scheduled time during the delivery process, which will affect the delivery schedule
and increase the delivery cost.

3 Algorithm Design

The vehicle path planning problem is a typical NP-hard problem. In the dynamic vehicle
path planning method based on cloud-side-end collaboration proposed in this paper,
the solution to this problem is as follows. First, before the start of the distribution,
according to the demand at the demand point and the time window requirements, the
genetic algorithm is used in the cloud to plan for the overall vehicle distribution plan.
Then, according to the time sequence, a series of road events are generated to simulate
the random changes of road traffic conditions in real situations. After the vehicle starts
delivery from the distribution center, it senses changes in road conditions through the
edge devices installed on the roadside, and runs the improved A* algorithm on the edge
server according to the changes in road conditions, and adjusts the affected delivery
routes in time. And send the adjusted delivery route to the delivery vehicle terminal.

3.1 Dynamic Passage Schedule

The occurrence of a road event will affect the travel time of roads in the area, thereby
forming a dynamically changing road traffic situation. In this article, we use the form
of a dynamic travel schedule to express this dynamic change of road conditions. Record
the travel time of the road at the current moment and the predicted value of the travel
time in the future several times in the table [12].

From the delivery start time t0, the following period is divided into several paragraphs
of length ΔT and these paragraphs are numbered respectively until all vehicles have
completed the delivery task. After all the road sections in the delivery area are numbered
in sequence, Tij is used to represent the transit time of road section i in time period j.

When the road conditions change, the edge server will determine whether the current
delivery route needs to be changed according to the road condition information provided
by the edge device, and if necessary, re-plan the route. The optimized path may contain



Dynamic Vehicle Distribution Path Optimization 65

multiple road segments, which are numbered 1, 2, 3, … k,…. Use [tk , tk ′] to represent
the transit time Tk of the vehicle passing through the section k, then Tk = tk ′−tk . It may
take multiple time periods for vehicles to pass through the road section k, and these time
periods are corresponding to the transit times T′

k1, T′
k2, T′

k3,…

3.2 Use Improved A* Algorithm for Dynamic Optimization Solution

As a heuristic search algorithm, the A* algorithm is widely used to find the shortest path
between two points. In the method proposed in this article, we combine the A* algorithm
with the dynamic travel schedule. After obtaining the calculation method for the travel
time of the vehicle through section k, the traditional A* algorithm can be adjusted to
search for the dynamic optimization path.

Based on the above definition, the main steps of the method proposed in this article
can be described by Algorithm 1. In addition, other parts of the traditional A* algorithm
do not need to be changed.

Algorithm 1. Improved A*
Input: OP: Original path planning scheme

CE: Set of simulation generated change events
DPI: Set of demand point location information

Output: Optimized overall path planning scheme
01: while delivery task not completed do
02:   {if road event occurs then  
03:      Determine event type;
04:      Update DTS; 
05:      if the affected road section on the sub-rout then
06:        FindLeastCostPath (xi, xj, DTS)
07:        Send Rupdate to the vehicle and the cloud;
08:        Caculate total time cost gn(i);
09:     else       
10:       Rupdate = NULL;
11:   } 
12: Calculate the time consumption of the optimized solution by the 
cost model;
13: Calculate the cost of the optimized solution by the cost model;

4 Experimental Simulation and Result Analysis

In order to verify the effectiveness of the method proposed in this paper, t this paper
takes the distribution demand data provided by the enterprise as an example, establishes
a logistics distribution vehicle routing model, and adopts the dynamic vehicle routing
optimization algorithm based on cloud-side-end collaboration proposed in this paper to
solve the problem. The experiment uses the windows 7 operating system; the memory
is 8.0 GB; and the IntelliJ IDEA 2020.1.2 x64 software is used for simulation.

4.1 Simulation Settings

During the simulation experiment, we set the experimental parameters reasonably
according to the actual situation. The resources possessed by the distribution center
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are as follows: the distribution center has two different types of vehicles, I and II, with a
maximum load of 500 kg for type I and 400 kg for type II vehicles, the number of which
is 11 and 2 respectively. A total of 80 distribution points needs to be completed, and the
relative position of each distribution point is known. To simplify the problem, suppose
that the time window requirements of all delivery points are unified to 11:00–12:00.
Correspondingly, we set the soft time windows of the delivery points to 10:30–11:00
and 12:00–12:30. In the soft time window, the demand point can accept the delivery
vehicle for delivery, but there will be a time window penalty (ie a and b in the previous
article), and the time window coefficients are set to 5.0 and 1.1 respectively. By consult-
ing relevant information, we set the unit distance cost and unit time cost of the delivery
vehicle to 6.3 yuan/km and 36 yuan/h, respectively.

We divide the overall distribution area into 1 km*1 km square sub-areas. For each
road event that occurs in time series, let it randomly affect the transit time of roads in
certain sub-regions. Each sub-area has an RSU, which is responsible for monitoring the
road conditions in the area and communicating with the delivery vehicles in the area. The
data transmission rates based on V2V technology and V2I technology are respectively
set as λV2V = 1 Gb/s and λV2V = 600 Mb/s.

4.2 Analysis of Results

Based on the known distribution resources of the distribution center and the location
coordinates of each demand point, demand and time window constraints, this article
first uses a certain multi-objective vehicle path planning method in the cloud to plan and
complete the overall logistics before starting the distribution. The vehicle delivery path of
the delivery task.Basedon the distributionplanplannedby the cloud, the distributionpath
is dynamically adjusted in real time according to the actual situation in the distribution
process.

After the delivery vehicle starts to deliver according to the initial optimization plan,
the real-time changes of the road conditions in the actual situation are simulated by
simulating changes in road conditions. Then through the terminal equipment to perceive
changes in road conditions, the road conditions change data is transmitted to the edge
server in the area, the data is processed in time at the edge, and the improvedA* algorithm
is used for the local delivery path that needs to be adjusted. Respond to events that affect
road transit time caused by time, and dynamically adjust local distribution routes until
the final distribution task is completed.

After starting the delivery, according to the real-time road condition change infor-
mation of the simulation, the vehicle delivery plan made in the cloud is adjusted in real
time, and the path adjustment situation of the vehicle delivery plan is shown in Table
1. In the table, the underlined number of the newly added delivery point indicates the
adjustment of the access sequence of the original delivery route.

Figure 2 describes the adjustment of the delivery order of sub-route 1 in Table 1. In
the figure, a closed loop represents the driving route of the vehicle that completes the
demand point delivery task on the route. The lines of different colors represent the route
according to the vehicle in a certain section of the route. The real-time road conditions
of the location, and the adjustments made to this segment of the driving path. When the
delivery vehicle departs from the distribution center 0, the pre-planned delivery sequence
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Table 1. Adjustment of sub-route delivery order

Sub-route Adjust according to road conditions Delivery order of demand point

Sub-route 1 Original path 0-78-72-46-28-42-64-34-0

Adjustment 0-78-72-53-46-28-42-64-34-0

0-78-72-53-46-28-42-12-14-64-34-0

Sub-route 2 Original path 0-29-53-35-44-55-12-0

Adjustment 0-29-49-53-35-44-55-12-0

0-29-49-53-35-44-55-16-12-0

Sub-route 3 Original path 0-57-17-25-10-51-38-0

Adjustment 0-33-57-17-25-10-51-38-0

0-33-57-17-25-9-10-51-38-0

0-33-57-17-25-9-10-51-35-38-0

Sub-route 4 Original path 0-73-33-3-65-58-0

Adjustment 0-73-45-33-3-65-58-0

0-73-45-33-43-3-65-58-0

0-73-45-33-43-60-3-65-58-0

Sub-route 5 Original path 0-41-1-19-54-27-11-0

Adjustment 0-41-47-1-19-54-27-11-0

0-41-47-1-19-54-27-5-11-0

Sub-route 6 Original path 0-76-4-31-2-63-0

Adjustment 0-76-78-4-31-2-63-0

Sub-route 7 Original path 0-26-37-32-77-79-52-0

Adjustment 0-48-26-37-32-77-79-52-0

0-48-26-37-32-45-77-79-52-0

0-48-26-37-32-45-77-79-15-73-52-0

Sub-route 8 Original path 0-22-9-61-69-43-15-49-0

Adjustment 0-22-12-9-61-69-43-15-49-0

0-22-12-9-75-59-61-69-43-15-49-0

Sub-route 9 Original path 0-47-80-39-67-60-21-74-0

Adjustment 0-47-1-80-39-67-60-21-74-0

0-47-1-80-19-39-67-60-21-74-0

0-47-1-80-19-39-67-77-60-21-74-0

(continued)
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Table 1. (continued)

Sub-route Adjust according to road conditions Delivery order of demand point

Sub-route 10 Original path 0-36-59-50-40-62-68-0

Adjustment 0-36-59-73-15-50-40-62-68-0

0-36-59-73-15-50-40-57-9-62-68-0

Sub-route 11 Original path 0-13-24-30-18-7-56-0

Adjustment 0-13-24-20-30-18-7-56-0

0-13-24-20-30-5-18-7-56-0

Sub-route 12 Original path 0-75-71-6-5-23-66-0

Adjustment 0-75-40-71-6-5-23-66-0

0-75-40-71-6-30-5-23-66-0

Sub-route 13 Original path 0-48-8-14-20-70-45-16-0

Adjustment 0-48-26-8-14-20-70-45-16-0

0-48-26-8-22-14-20-70-45-16-0

0-48-26-8-22-14-20-64-70-45-16-0

is 78, 72, 46, 28, 42, 64, 34. When the delivery task of the demand point 72 is completed
and the demand point 46 is ready, There is an event that affects road traffic in the area
where demand point 46 is located. TheA* algorithm and the dynamic schedule of nearby
paths are used to optimize and adjust. The change of driving route first passes through
demand point 53 and then goes to demand point 46. Compared with Going forward
according to the original planned route can reduce the waiting time in the middle and
reduce the impact on the time to reach the delivery point 46; adopt the same processing
method to adjust the driving route from demand point 42 to demand point 64 to route
demand point 12, 14 and then reach the demand point 64.

When the vehicle completes its scheduled logistics and distribution tasks in accor-
dance with the initial planning plan, taking into account the road conditions will occur,
which will lead to changes in the transit time of some roads in the planning plan, result-
ing in the delivery tasks not being restricted by the time window carry out. By randomly
generating road condition change events with time series, the dynamic traffic sched-
ule of roads in the distribution area is correspondingly generated, thereby simulating
the dynamic changes of road conditions. The distribution plan obtained using genetic
algorithm (Contrast), the improved A* algorithm (improved A*) is used to optimize
and adjust the sub-route driving route according to changes in road conditions, and the
impact on the original distribution plan due to changes in road conditions (GA) is added.
Consider, in the above three cases, the delivery cost of each sub-route is compared.

In Fig. 3, the total distribution cost of completing the overall distribution task under
three conditions is compared. By Fig. 3 according to the results of the experiment it
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Fig. 2. Adjustment of sub-route 1 delivery order (Color figure online)
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is concluded that the final distribution scheme is available, in the dynamic program-
ming experiment, compared with no account of changes in real-time traffic distribu-
tion scheme, dynamic adjustment the total costs of the distribution scheme of the path
declined from 4838.2 to 4651.6, down by 3.8%, show that the experimental results in
the optimization improvement, thus verified the algorithm of this paper is the multi-
objective vehicle routing with time windows has certain feasibility and effectiveness of
the optimization problem.

5 Conclusion

Aiming at the problems of unreasonable distribution routes in the current logistics distri-
bution field, without considering the impact of real-time road conditions, and inability to
reduce the impact on the timeliness of distribution, this paper proposes a dynamic vehi-
cle distribution route optimization method based on cloud-side-end collaboration. This
method considers the requirements of the demand point for delivery time, and considers
the changes in road traffic conditions caused by random road traffic incidents. Com-
bining the characteristics of vehicle speed and time penalty cost in the vehicle delivery
process, establishes a logistics delivery vehicle path optimization model. Solve it and
optimize it with improved A* algorithm and dynamic schedule. The method collects
road condition data in real time through terminal equipment, evaluates and judges road
conditions at the edge, and makes real-time adjustments to the distribution plan made in
advance at the cloud data center. Through simulation experiments of application exam-
ples, the vehicle path optimization method proposed in this paper considering real-time
road conditions changes and the optimization method without road conditions are com-
pared and analyzed, verifying the effectiveness of this method. The experimental results
show that the method proposed in this paper has good effects in reducing distribution
costs, reducing distribution time, and reducing the impact of changes in road conditions
on the distribution results. The proposed algorithm has good application prospects.

Acknowledgment. This work was supported by the National Key Research and Development
Project of China (No. 2018YFB1702600, 2018YFB1702602), National Natural Science Founda-
tion of China (No. 61402167, 61772193, 61872139), Hunan Provincial Natural Science Foun-
dation of China (No. 2017JJ4036, 2018JJ2139), and Research Foundation of Hunan Provincial
Education Department of China (No. 17K033, 19A174).

References

1. Nowicka, K.: Smart city logistics on cloud computing model. Procedia Soc. Behav. Sci. 151,
266–281 (2014)

2. Song, L.: Research on intelligent path planning algorithm for logistics distribution vehicles
in low-carbon cities. J. Adv. Oxid. Technol. 21(2), 602–609 (2018)

3. Ma, C., Hao, W., He, R., et al.: Distribution path robust optimization of electric vehicle with
multiple distribution centers. PLoS One 13(3), 189–205 (2018)

4. Zhang, X., Liu, H., Li, D., et al.: Study on VRP in express distribution based on genetic
algorithm. Logist. Technol. 32(05), 263–267 (2013)



Dynamic Vehicle Distribution Path Optimization 71

5. Wang, J.,Ying, Z.,Yong,W., et al.:Multiobjective vehicle routing problemswith simultaneous
delivery and pickup and time windows: formulation, instances and algorithms. IEEE Trans.
Cybern. 46(3), 582–594 (2016)

6. Sui, Y., Chen, X., Liu, B.: D-star Lite algorithm and its experimental study on dynamic path
planning. Microcomput. Appl. 34(7), 16–19 (2015)

7. Su, Y., Yan, K.: Study of the method to search dynamic optimum route for vehicle navigation
system. Syst. Eng. 18(4), 32–37 (2000)

8. Omoniwa, B., Hussain, R., Javed, M.A., et al.: Fog/edge computing-based IoT (FECIoT):
architecture, applications, and research issues. IEEE Internet Things J. 6(3), 4118–4149
(2019)

9. Zhou, H., Xu, W., Chen, J., et al.: Evolutionary V2X technologies toward the internet of
vehicles: challenges and opportunities. Proc. IEEE 108(2), 308–323 (2020)

10. Liao, C., Shou, G., Liu, Y., et al.: Intelligent traffic accident detection system based on mobile
edge computing. In: IEEE International Conference on Computer and Communications
(ICCC) (2018)

11. Xu, X., Xue, Y., Qi, L., et al.: An edge computing-enabled computation offloading method
with privacy preservation for internet of connected vehicles. Future Gener. Comput. Syst.
96(JUL.), 89–100 (2019)

12. Liu, B., Chen, X., Chen, Z.: A dynamic multi-route plan algorithm based on A* algorithm.
Microcomput. Appl. 35(04), 17–19+26 (2016)



CLENet: A Context and Location
Enhanced Transformer Network
for Target-Oriented Sentiment

Classification

Chao Yang(B) , Hefeng Zhang , Jing Hou , and Bin Jiang

College of Computer Science and Electronic Engineering, Hunan University,
Lushan Road (S), Yuelu District, Changsha, China

{yangchaoedu,houjing,jiangbin}@hnu.edu.cn, hefengzhang@yeah.net

Abstract. Target-oriented sentiment classification seeks to predict the
sentiment polarity of a target in a given text. Previous approaches mainly
focus on LSTM-attention structure, but practice shows that LSTM and
attention mechanism can not correctly identify and classify partial nega-
tion relations and multi-target scenarios on limited datasets. This paper
proposes a context and location enhanced transformer network that
improves both the modeling of negation relations and its classification
accuracy on multi-target scenarios. Experimental results on SemEval
2014 and Twitter datasets confirm the effectiveness of our model.

Keywords: Self-attention · Location enhancement · Multi-target
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1 Introduction

Recently, sentiment analysis has become one of the most popular research areas
in Natural Language Processing (NLP). Extensive applications are also found
in information retrieval, data mining, intelligent recommender system, question
answering and so on [4]. Traditional sentiment analysis is usually a sentence-
level or document-level task that aims to find the overall sentiment related to
one entity in a sentence or document. For the targets of the entity, if we want to
determine the sentiment they express, the general sentiment analysis fails to meet
this task, target-oriented sentiment classification is raised for this task. Target-
oriented sentiment classification seeks to make inferences about the sentiment
polarity (e.g. neutral, negative, positive) of each target in the text [8].

One of the challenges of target-oriented sentiment classification is how to
effectively model the modification relationship between words. For example, the
difficulty in modeling negation relations is that negation modifiers can reverse
the sentiment polarities and some negation modifiers have more complicated lin-
guistic rules. Besides, it is also very difficult to identify the negation modifiers,
such as “not”, “little/few”, “barely”, “seldom” and so on. In target-oriented
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sentiment classification task, most works utilize LSTM as encoder to extract
the dependencies between words [1,5,6,10,16], while some models use the word
embedding layer as an encoder to reduce time consumption [11]. However, the
word embedding layer encodes context on the basis of the bag-of-words assump-
tion, which makes it difficult for the model to identify the negation modifiers, the
degree modifiers, and the irony modifiers and so on. Theoretically, LSTM models
words according to word order by a recursive structure, which can characterize
the modification relationship between words, but LSTM does not achieve the
expected effect. Qian et al. [9] argued that the introduction of grammar rules can
improve the performance of the model and demonstrated that LSTM is deficient
in modeling grammatical relationships. This paper argues that LSTM cannot
fully pick up the modification relationship among words on limited datasets due
to complex memory and gate mechanisms.

In order to solve the problem that the LSTM-attention structure cannot cor-
rectly identify and classify partial negation relations and multi-target scenarios
on limited datasets, this paper proposes a context and location enhanced trans-
former network (CLENet). CLENet introduces the self-attention mechanism and
a convolutional layer for modeling the relationship among the current word and
local context words and then utilizes the traditional attention mechanism for
extracting the interactive features of context and target for classification. Specif-
ically, the encoding process is that CLENet first calculates the semantic corre-
lation between the central word and the surrounding words based on the self-
attention mechanism and obtains the context representation of the central word.
Then, CLENet models the modification relationship between the central word
and the local context based on a convolutional layer. So the encoder is named
self local attention encoder which can find neighbor words that are more seman-
tically correlated with the central word. Compared to the word embedding layer,
the self local attention encoder can effectively capture the modification relations
between central words and local context words by self-attention mechanisms
and convolution operations. Compared to LSTM, the self-local-attention encoder
adopts a simple mechanism to consider only the modification relations between
local context words without considering long-distance dependencies based on his-
torical information. Experiments show that the self-local-attention encoder has
better performance in modeling the modification relations of the local context.

The situation where multiple targets with different sentiment polarities
appear in one sentence is the most complex. Attention mechanism is used to
extract context related to target, but models solely built on attention mecha-
nism perform poorly on multi-target scenarios. Specifically, attention networks
typically utilize alignment functions to retrieve opinion modifiers that are seman-
tically related to the current target from the global context. This paper argues
that it is difficult for alignment functions to distinguish different opinion mod-
ifiers of multiple targets based on semantic relevance, which causes the model
to introduce sentiment features of other targets when inferring the sentiment
polarity of the current target, resulting in poor performance of the model on
multi-target scenarios.
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Usually the opinion modifiers appear near the target, that is, a context word
nearer to the current target should be more significant for making inferences
about the sentiment polarity of the current target. Relative location information
enables the model to focus on opinion modifiers that are closer to the current
target, which has become an important method to improve the poor performance
of the model on multi-target scenarios. Based on the above ideas, many methods
have been derived. Chen et al. [1] weighted relative location information to the
context for generating target-specific context representation. Experiments show
that location information is beneficial in improving the performance of the model,
especially the predictive ability of the model on multi-target scenarios. On this
basis, this paper proposes a simple strategy to fuse location information into the
attention layer, which aims at improving the performance of the model and the
predictive ability of the model on multi-target scenarios. This strategy directly
fuses the location information into the final attention alignment score, which
enables the model to focus more on context that are closer to target.

2 Related Works

Target-oriented sentiment classification differs from general sentiment classifica-
tion. Multiple targets could occur in one sentence for this task, and each target
has associated words modifying it. In judging the sentiment of current target,
additional targets and associated words will be noises. Therefore, it is difficult
to establish the connection among context and target for this task. In order to
deal with this difficulty, many approaches have been proposed.

The early methods [3,14] for target-oriented sentiment classification task are
methods based on machine learning, which mainly relies on manually designed
features and utilizes context that are closely associated with target to charac-
terize the relationship among context and target. Features designed according
to the context near the target consider only local dependencies and ignore the
global context, which limits the effectiveness of features. Usually models leverage
syntax parsing tools to account for long-distance dependencies between target
and context, but the performance of syntax parsing tools is degraded by trans-
ferring, which interferes with the extraction of related features.

Boosted by the development of deep learning techniques, many deep learning-
based approaches for target-oriented sentiment classification have been proposed.
Tang et al. [10] used two LSTMs to model two clauses. The clause before the last
target word was input into the first LSTM forward and the clause after the first
target word was input into the other LSTM backward, and finally the coding
features of the two LSTMs were used for classification. Zhang et al. [19] utilized
GRNN (Gated RNN) to model the context and leveraged the gate mechanism
to determine the importance of two clauses for inferring the sentiment of target.

Following the application of attention mechanisms in machine translation
successfully, many methods adopt recurrent neural network as encoder and
exploit attention mechanism for generating target-specific context features.
Wang et al. [16] proposed an attention-based LSTM network. Ma et al. [5] pro-
posed IAN which learned the interactive features of context and target through
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two parallel attention networks and then connected them to make predictions.
Yang et al. [18] proposed a coattention mechanism and alternatively learned the
effective features of context and target based on a memory network architecture.
Tang et al. [12] proposed an algorithm built on the attention mechanism to auto-
matically mine attention supervision information and retrained the model based
on this information to further learn the sentiment connection between words.

Some works obtain better context representation by stacking attention lay-
ers. Tang et al. [11] utilized the average of target as target vector and adopted
a memory network architecture built on the attention mechanism for acquiring
more reasonable features from the context. The model accumulated the histor-
ically computed features into a memory vector and continuously modified the
attention weight of each context word based on the memory vector to extract
more effective context features. On this basis, Chen et al. [1] adopted Bi-GRU
to model context and target to obtain nonlinear relationship between words and
utilized a GRU-like gate structure to control historical memory.

Ma et al. [6] argued that common sense as an external knowledge can improve
the performance of the model, so they proposed Sentic-LSTM based on LSTM
which regarded the related concepts of the current word as common sense and
input them into the model and then modelled the relationship among target
and context by a hierarchical attention mechanism. Wang et al. [15] proposed a
CRF-based semantic segmentation attention mechanism to learn the structured
feature representation. They utilized CRF to label the importance of each word
for classification and finally captured phrase structural features for classification.
Xue et al. [17] proposed a model based on convolutional neural network and
designed a new gate mechanism for target-oriented sentiment classification, and
the model showed very competitive performance.

3 Model Architecture

The overall framework of CLENet as shown in Fig. 1.

3.1 Self local attention Encoder

As shown in Fig. 2, the self local attention encoder includes three layers: the word
embedding layer seeks to map each context word into a word vector; the self local
attention layer captures important local context words on the basis of the self-
attention mechanism; the transform layer converts the sentiment semantic space
of the word into a semantic space modified by the context.

Assuming that the window size in the self local attention encoder is set
to 3, a sentence s of length n needs to be padded with <pad> so that
the final coded sequence is of the same length as the sentence, that is,
s= [w<pad>, w1, w2, w3, . . . , wn, w<pad>]. Coding process can be divided into
three steps according to the encoder structure:
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Fig. 1. Overall framework of CLENet

Fig. 2. Self local attention encoder with window size set to 3

First, the encoder transforms each word into a vector via the word embed-
ding layer to obtain the sentence representation Ec = [e<pad>, e1, e2, e3, ..., en,
e<pad>].

Secondly, the encoder calculates the alignment score between the current
word and other local words based on the attention mechanism.

We declare an alignment function that computes the semantic correlation
between the current word vector ei and other word vector ew in the window.

f
(
ei, ew

)
= tanh

(
Wt

[
ei; ew

]
+ b

)
(1)

Assuming the size of the window is 3, the alignment scores between the word
wi and the word wi−1 or the word wi+1 are as follows:

ai−1 =
exp

(
f

(
ei−1, ei

))

exp (f (ei−1, ei)) + exp (f (ei, ei+1))
(2)

ai+1 =
exp

(
f

(
ei, ei+1

))

exp (f (ei−1, ei)) + exp (f (ei, ei+1))
(3)
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The context representation C = [c1, c2, c3, . . . , cn] of all words can be
obtained from the alignment score.

ci = ai−1e
i−1 + ai+1e

i+1 (4)

Finally, Ec and C are fed into a convolutional layer of kernel size 2. The final
sequence encoding vector is H = [h1, h2, h3, . . . , hn].

hi = tanh
(
Wh

[
ei; ci

]
+ b

)
(5)

where Wh is a d × 2d weight matrix, d is the number of the convolution kernel.

3.2 Attention Layer

We initialize the target t = [wt
1, wt

2, wt
3, . . . , wt

m] to obtain its matrix repre-
sentation Et = [et1, et2, et3, . . . , etm] and then utilize the average of Et as the
target representation Tr. After that, we calculate the alignment score among the
target and the encoding vector of each context word hi and normalize them and
then obtain the context features Cr by weight accumulation.

Tr =
m∑

i=1

eit/m (6)

f (Tr, hi) = tanh (Wa [Tr;hi] + b) (7)

αi =
exp (f (Tr, hi))∑n
j=1 exp (f (Tr, hj))

(8)

Cr =
n∑

i=1

αihi (9)

3.3 Location Enhancement Layer

First, one variable Di is defined for measuring the relative location information
between the word wi and the target. As an example, for the sentence “The key-
board is too slick.” and the target “keyboard”. The distance between “keyboard”
and “slick” is 3.

Then, We define Wi as the relative position of the word wi:

Wi = 1 − |len − Di|
len

(10)

where len means length of the sentence.
The location prior information and the context-level attention network are

integrated, which utilizes Wi to directly constrain αi:

Ri = Wiαi (11)
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αi =
Ri∑n
i=1 Ri

(12)

3.4 Classifier and Loss Function

In this paper, the softmax layer acts as a sentiment classifier. To begin with,
we utilize a linear function to map the feature vector Cr to an l-dimensional
classification space. l represents quantity of sentiment categories.

x = WxCr + bx (13)

Then, we utilize the softmax function for calculating the probability that
the current feature vector falls into each sentiment category:

pi =
exp (xi)

∑l
j=1 exp (xj)

(14)

Finally, the final loss is obtained by the cross entropy loss function:

L = −
l∑

i=1

yi log (pi) (15)

4 Experiments

4.1 Datasets and Parameters

Datasets: We conduct experiments on SemEval 2014 Task4 [8] and Twitter [2]
to verify the usefulness of our model. In Table 1, the SemEval 2014 dataset
consists of two types of comments, i.e., Restaurant and Laptop. The reviews are
marked as having three sentiment polarities: negative, positive and neutral.

Parameters: We use the 300-dimensional Glove vectors for initializing the word
embeddings which are trained from web data and the vocabulary size is 1.9M [7].
All out-of-vocabulary words and all weights are randomly generated by the stan-
dard distribution U(0.01, 0.01), and all biases are set to zeros. We train the model
with a SGD optimizer, and the learning rate is set to 0.01.

4.2 Compared Methods

To justify the effectiveness of our model, we compared it with the following
methods.

Majority: It assigns the largest sentiment polarity in the training set to each
sample in the test set.
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Table 1. Statistics of SemEval 2014 and Twitter datasets

Dataset Positive Neutral Negative

Train Test Train Test Train Test

Restaurant 2164 728 637 196 807 196

Laptop 994 341 464 196 870 128

Twitter 1561 173 3127 346 1560 173

LSTM: It models the context using one LSTM network and uses the aver-
age of all hidden states as final representation for predicting the category of
sentiment [16].
TD-LSTM: It models two clauses through two LSTM networks [10].
AE-LSTM: It is a attention-based LSTM network [16].
ATAE-LSTM: It is an extension of AE-LSTM and adds target embedding
to the input of the model [16].
AF-LSTM: It models target and context by a convolutional layer and a
attention layer [13].
IAN: It uses two attention networks to learn interactive features between the
context and target in parallel [5].
MemNet: It extracts the context features based on the recurrent attention
mechanism in the deep memory network [11].
GCN: It extracts context features and target features based on CNN and
then uses Gated Units to extract sentiment features for classification [17].
Coattention-MemNet: It learns crucial features alternately from aspects
and contexts through an iteration mechanism [18].

All models and their classification accuracy are shown in Table 2. The data
in Table 2 mainly comes from Yang et al. [18], Chen et al. [1] and Ma et al. [5].

CLENet achieves 0.2%, 0.6% and 0.6% accuracy improvements on Restau-
rant, Laptop and Twitter datasets compared with IAN. Compared with AE-
LSTM, CLENet achieves 2.8% and 3.8% accuracy improvements on Restaurant
and Laptop datasets. Compared with MemNet, CLENet achieves 0.3%, 1.9%
and 1.9% accuracy improvements on Restaurant, Laptop and Twitter datasets.
Compared with GCN, CLENet achieves 1.4% and 2.2% accuracy improvements
on Restaurant, Laptop datasets. The above analysis shows that the encoder
proposed in this paper is very effective.

Besides, CLENet achieves approximately 0.3% accuracy improvements on
three datasets after considering location information. This proves that the
method of fusing location information proposed in this paper is effective.
Compared with Coattention-MemNet, CLENet+Location achieves 0.1% and
0.3% accuracy improvements on Laptop and Twitter datasets. Coattention-
MemNet outperforms CLENet+Location on Restaurant dataset probably
because Coattention-MemNet performs multiple feature extraction operations
based on the memory network architecture to extract better sentiment features.
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Table 2. The classification accuracy of different methods

Model Restaurant Laptop Twitter

Majority 0.535 0.650 0.500

LSTM 0.743 0.665 0.665

TD-LSTM 0.756 0.681 0.666

AE-LSTM 0.762 0.689 –

ATAE-LSTM 0.772 0.687 –

AF-LSTM 0.754 0.688 –

MemNet 0.787 0.708 0.685

IAN 0.788 0.721 0.698

GCN 0.776 0.695 –

Coattention-MemNet 0.797 0.729 0.705

CLENet (windows=3) 0.790 0.727 0.704

CLENet+Location(windows=3) 0.794 0.730 0.708

4.3 Effective Modeling of Modification Relationships

Coding Effect Comparisons. So as to confirm the effectiveness of CLENet,
we devise two comparison models, which are versions that replace the encoder in
CLENet with the word embedding layer or LSTM. This paper also sets different
window sizes for the self local attention encoder to explore the importance of
the window size. Table 3 provides the classification accuracy of three models.

Table 3. The classification accuracy of models with different encoders

Encoder/dataset Restaurant Laptop Twitter

Word embedding+attention 0.763 0.699 0.681

LSTM+attention 0.775 0.712 0.692

CLENet (windows=3) 0.790 0.727 0.704

CLENet (windows=5) 0.793 0.730 0.707

As we can see from Table 3, the model with the LSTM encoder achieves
0.8%, 1.3% and 1.1% accuracy improvements on Restaurant, Laptop and Twitter
datasets compared with the model with the word embedding layer, which proves
that LSTM could learn some modification relationships between words. CLENet
outperforms LSTM over about 1.5% on three datasets, which proves that the
self local attention encoder could learn more complex modification relationships
between words and it is very effective for target-oriented sentiment classification.

CLENet with a window size of 5 outperforms CLENet with a window size of
3 over about 0.3%, which arises from the fact that increasing the window size
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could increase the field of the self-attention mechanism to extract modification
relationships between words over a wider range. Changing the size of the window
did not significantly improve accuracy, which may be due to the fact that most
valid modification relationships are limited to three words or less.

Case Study. As can be seen from Table 4, the model based on the word embed-
ding layer performs poorly on three sentences, which proves that the model
predicts the sentiment polarities only according to the semantics of word vectors
and cannot correctly analyze the modification relationship between words. The
model based on LSTM cannot make correct predictions on the third sentence,
which proves that LSTM cannot effectively model irony modification relation-
ships. The model based on the self local attention encoder makes correct predic-
tions on three sentences, which proves that our proposed encoder can effectively
model the modification relationship between words compared to LSTM.

Table 4. Some test examples and predictions of the different models

Sample sentence/encoder Word embed-
ding+attention

LSTM+attention CLENet

1. Did not enjoy the new Windows
8 and touchscreen functions

False True True

2. I trust the people at Go Sushi, it
never disappoints

False True True

3. The staff should be a bit more
friendly

False False True

Weight Visualization Analysis. First, to prove the effectiveness of CLENet,
we visualize the attention weight distribution of the two sentences. Sentence1 is
“I trust the people at Go Sushi, it never disappoints.” and the target is “people”.
Sentence2 is “The staff should be a bit more friendly.” and the target is “staff”.

From Table 5 and Table 6, it can be seen that the attention layer assigns
more weight to opinion phrases, such as “I trust” and “it never disappoints.”
in sentence1 as well as “staff should be” and “bit more friendly” in sentence2,
which proves that the attention layer can pay attention to the opinion phrases
and then use them for classification.

Table 5. The attention weight distribution of the sentence1

I trust the people at Go Sushi , it never disappoints .

0.04 0.09 0.04 0.03 0.03 0.06 0.06 0.03 0.10 0.22 0.22 0.09
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Table 6. The attention weight distribution of the sentence2

The staff should be a bit more friendly .

0.02 0.18 0.18 0.05 0.03 0.18 0.22 0.12 0.02

Secondly, in order to verify that self local attention layer is able to model
the correlation between the current word and local other words, we take “it
never disappoints.” and “a bit more friendly.” as examples and visualize the
attention weights of some context words according to a window of size 3, and
the corresponding central words include “never”, “disappoints”, “bit”, “more”,
and “friendly”. The results are shown in Table 7.

From the first row in Table 7, the alignment score between “never” and “it”
is 0.20 and the alignment score between “never” and “disappoints” is 0.80, which
shows that the encoder believes that “disappoints” has a closer semantic correla-
tion with “never” compared to “it” and also shows that “never” is more suitable
for modifying “disappoints”. Similarly, the second row of the table shows that
“disappoints” has a closer semantic correlation with “never” compared to “.”.
The above analysis proves that the self local attention layer can capture the local
context closely related to the semantic of the current word.

From the third to fifth rows in Table 7, we can see that “bit” has a closer
semantic correlation with “more”, “more” has the same semantic correlation with
“bit” and “friendly”, “friendly” has a closer semantic correlation with “more”.
Therefore, the encoder could correctly model the modification relationship of “bit
more friendly” and infer its irony tendency to make correct sentiment prediction.

Table 7. Weight distribution based on the self local attention layer

Central word wi/context wi−1 wi+1

never 0.20 0.80

disappoints 0.85 0.15

bit 0.31 0.69

more 0.50 0.50

friendly 0.73 0.27

The above two experimental results show that CLENet can capture impor-
tant opinion phrases by the attention layer and capture important local context
by the self local attention layer, including negative words and sentiment words,
as well as extract modification relationship between local context words.

4.4 Analysis of Location Information

Experiment Results. It is evident from Table 8 that the model using the word
embedding layer or LSTM utilizes location information to achieve about 2% and
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1% accuracy improvements, which proves that it is very effective to use location
information as priori information and integrate it into the attention network.

CLENet utilizes location information to achieve about 0.4% accuracy
improvement on the three datasets, which proves that the method of fusing loca-
tion information proposed in this paper can effectively improve the performance
of attention mechanism for target-oriented sentiment classification.

Table 8. The classification accuracy of the model with location information

Model/dataset Restaurant Laptop Twitter

Word embedding+attention 0.763 0.699 0.681

Word embedding+attention+Location 0.785 0.720 0.694

LSTM+attention 0.775 0.712 0.692

LSTM+attention+Location 0.780 0.724 0.695

CLENet (windows=3) 0.790 0.727 0.704

CLENet+Location (windows=3) 0.794 0.730 0.708

CLENet (windows=5) 0.793 0.730 0.707

CLENet+Location (windows=5) 0.795 0.734 0.710

Case Study. For verifying if the location fusion method presented by this paper
can capture the sentiment features around the target, we design CLENet with
location information. Table 9 presents the prediction results from the model for
6 sample sentences and the context that the model focuses on. Any row in the
Table 9 contains a sentence and two triads. The targets are bolded. The triad
is composed of target, label, prediction and words with higher weight (>0.1) in
the sentence. P, O and N indicate positive, neutral and negative.

In the first sentence, the model would pay attention to the opinion words
“great” and “dreadful” for different targets. Different from the traditional atten-
tion mechanism, we introduce location information to constrain attention weight.
On this basis, for the target “food”, the model would assign a higher weight
(0.29) to “great” and assign a lower weight (0.13) to “dreadful”. For the tar-
get “service”, the model would assign a higher weight (0.25) to “dreadful” and
assign a lower weight (0.16) to “great”.

Based on sentences 2, 3, and 4, we find that the model could focus on the
more important target words. For example, “selection” in “beer selection” has a
closer semantic correlation with “great”, “staff” in “staff members” has a closer
semantic correlation with “friendly”, and “experience” in “dining experience”
has a closer semantic correlation with “worst”. The analysis proves that CLENet
with location information is very effective for extracting key target words.

Sentence 5 involves three targets, and the locations and sentiment tendencies
of three targets are different. Among them, “waitress” is negative, and “food”
and “wine” are neutral. The model makes correct predictions for the target
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Table 9. Some test examples and predictions of CLENet with location information

Sample sentence Targets, predictions and opinion phrases

1. Great food but the service was
dreadful!

(food, P
√

, Great dreadful) (service, N
√

,
Great dreadful)

2. Great beer selection too,
something like 50 beers

(beer selection, P
√

, Great beer
selection too) (beers, O

√
, too something

beers)

3. The staff members are extremely
friendly and even replaced my drink
once when I dropped it outside

(staff members, P
√

, extremely friendly)
(drink, O

√
, even replaced drink)

4. Probably my worst dining
experience in new york, and I’m a
former waiter so I know what I’m
talking about

(dining experience, N
√

, worst) (waiter,
O

√
, former talking)

5. Our waitress had apparently never
tried any of the food, and there was
no one to recommend any wine

(waitress, N
√

, apparently never tried)
(food, O

√
, tried any one) (wine, O

√
, no

one recommend any)

6. Disappointingly, their wonderful
Saketini has been taken off the bar
menu

(Saketini, P
√

, Disappointingly wonderful
Saketini) (bar menu, N×, been taken off)

“waitress” because the model could pay attention to the opinion words around
“waitress”, including “apparently”, “never” and “tried”. For the target “food”,
the model could concern the neutral words surrounding the target, including
“tried”, “any” and “one” and ignores “apparently” and “never”, which proves
that the location information can guide the attention network to learn the bound-
aries of relative locations and automatically avoid the interference of distant
words. Similarly, the model could also make correct prediction for the target
“wine”. Sentence 5 proves that CLENet with location information can improve
the performance of the model on multi-target scenarios.

We found that introducing location information does not always make cor-
rect predictions. For instance, with respect to the target “bar menu” in sentence
6, the model requires an understanding of the semantic relationship of the entire
sentence in order to make a correct prediction. However, the model introduces
location information to limit the view to “been taken off” and ignores “disap-
pointingly”, which causes the model to make incorrect prediction.

5 Conclusion and Future Work

First, this paper designs a new self local attention encoder for target-oriented
sentiment classification built on the self-attention mechanism. The encoder mod-
els the correlation between local context words using the attention mechanism
and convolutional layer. It can be seen from the experimental results that the
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encoder can effectively model the modification relationship between words. Sec-
ondly, this paper proposes a simple method to incorporate location information
into the attention mechanism. This method uses the relative location informa-
tion among context words and target as weights to limit the attention network,
which makes the attention network to give higher weight to the opinion words
surrounding the target. The experimental results prove the usefulness of the
location information. The visualization results indicate that the model with the
location information can concern the opinion words surrounding the target and
achieve the accuracy improvement on the multi-target scenarios.

As the existing attention mechanism and LSTM-based models fail to classify
sentences depending on syntactical structures, for future work, we intend to
design an unsupervised model based on the unsupervised corpus to encode the
potential dependencies in the sentence and enable the model to understand the
semantic relationship of the sentence according to the linguistic rules.
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Abstract. In the top-k recommendation method, the average precision
rate of recommendation results is an important metrics that can be used
to measure the precision of a recommendation. However, the average
precision rate can only reflect the overall effect of the recommendation
results, and not the reflect the recommendation effect of individual users.
Therefore, the individual precision of the recommendation results is often
low or 0. In addition, coverage and diversity metrics are often ignored
in top-k recommendation methods, thus reducing the mining capability
of long-tail items. Therefore, users with a precision rate of 0 can get nei-
ther accurate recommendation results nor novel results. For users with
low levels of accuracy, recommending long-tail items that meet users’
preferences is more conducive to mining users’ interest preferences than
recommending hot items for them. To solve the above-mentioned prob-
lems, this paper proposes a long-tail items recommendation framework
focusing on low precision rate users and provides an auxiliary recom-
mendation module in the recall module of the framework. The auxiliary
recommendation module contains three methods (based on the mini-
mum association value between items, based on the maximum associa-
tion value between items, and the long-tail items-based diversified meth-
ods) to improve the recommendation results of low precision rate users.
Experiments on Movielens 1M and Movielens ml-latest-small datasets
show that the proposed long-tail items recommendation framework can
improve the coverage and diversity as well as the precision of recommen-
dations.

Keywords: Item association · Diversity · Long-tail items · Top-k
recommendation

1 Introduction

With the era of the rapid growth of information, people no longer rely on tradi-
tional paper media to obtain information, and more often seek to obtain infor-
mation from network media. Users not only rely on search engines to retrieve
information but can also receive possible information of interest through active
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recommendations by websites. Goldberg [6] proposed the recommendation sys-
tem in 1992. Now, it is widely used in various fields, such as e-commerce, tourism,
news, and movies. The collaborative filtering method [6] is a landmark method in
the field of recommendation systems, and many methods are also developed on
this basis. Collaborative filtering methods include nearest neighbor-based meth-
ods and model-based methods [1]. Among the nearest neighbor-based methods,
the representative ones are UserCF (User-Based Collaborative Filtering) [15] and
ItemCF (Item-Based Collaborative Filtering) [16]. The top-k recommendation
method mainly uses the neighbor-based recommendation method. Top-k recom-
mendation refers to the recommendation of k items that users may be interested
in. The accuracy metric of the top-k recommendation method includes preci-
sion, recall, and the F1-Measure metric [7]. However, these metrics all evaluate
the average effect of the recommendation results, ignore the recommendation
precision of each user in the top-k recommendation method. For example, if the
recommended result’s average precision rate is 0.3, some users’ precision rate is
1 (i.e., All predictions are correct), while some users’ precision rate may only be
0.1. In addition, some users’ precision rate is 0 (i.e., All predictions are wrong).
Taking UserCF and ItemCF methods as examples, 10 items are recommended
for all users on the Movielens 1M [9] dataset. The distribution of the correct
number of items recommended for each user is shown in Fig. 1.

Fig. 1. Quantity distribution of correct items in recommendation results

As can be seen from Fig. 1, in UserCF and ItemCF’s recommendation results,
the numbers of users with 0 correct items are 566 and 977, while the numbers
of users with 1 correct items are 987 and 1143. Due to the uneven distribution
of the precision of each user’s recommendation result, UserCF and ItemCF’s
average precision metrics are 0.328 and 0.2937, respectively. In the UserCF and
ItemCF methods, some users’ recommendation results have all correct items.
Thus, the UserCF and ItemCF methods are helpful for users with all correct
items, but the recommendation results of this method are still unsatisfactory for
users with a low precision rate. Besides, due to the sparsity of user rating data,
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there is also a phenomenon of low coverage and diversity in the recommendation
results for the UserCF and ItemCF methods [17] (i.e., The mining ability of
long-tail items is not good). Although the existing recommendation methods
combine machine learning, deep learning, and other methods, it is difficult for
any recommendation method to make the recommended items for each user
correct or the precision rate of the recommendation results evenly distributed.
There are two main factors involved in a low individual precision rate in the
recommendation results. On one hand, the data are sparse; On the other hand,
the objective function of the methods is the design from the perspectives of
the average precision rate and recall rate. The precision rate of individual users
obtained in each recommendation method is different, so it is hard to improve
the precision rate of individuals by using only one recommendation method.
To solve the above problems, this paper proposes the addition of an auxiliary
recommendation module to the recall module in the recommendation framework.
The auxiliary recommendation module contains three methods to improve the
recommendation results of users with a low precision rate.

This paper proposes a long-tail items recommendation framework focusing
on low precision rate users. The main contributions are as follows:

– This paper analyzes the phenomenon of a low precision rate in the recom-
mendation results.

– This paper proposes a long-tail recommendation framework focusing on low
precision rate users.

– This paper adds an auxiliary recommendation module to the proposed frame-
work. Using the auxiliary module, this paper designs three methods to
improve the recommendation results of low precision rate users.

– Extensive experimental results show that the auxiliary recommendation mod-
ule in the recommendation framework is effective.

2 Related Work

The paper proposed the long-tail recommendation framework focusing on the
low precision rate users. The phenomenon of low precision rate users can also
be regarded as a kind of cold-start problem. Thus, this section introduces the
research progress of the cold-start and long-tail recommendation problem.

2.1 Cold-Start Problem

The cold-start problem [4] refers to low precision rate recommendations due to
sparse data. In recent years, the main methods used in cold-start research were to
supplement sparse data with third-party data [12,14] and to improve the similar-
ity calculation method used between items [2]. Reference [12] proposes the use of
social network data and user comment data to make up for the sparse problem in
the existing data and implements recommendations based on the GCN (Graph
Convolutional Network) model. The cold-start user in [12] refers to users with
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less interaction data between the user and the item. Reference [2] proposes to
improve the cold-start problem by using the similarity calculation method based
on an item’s genre in the collaborative filtering method. Experimental results
show that the proposed method is better than using the similarity calculation
methods such as cosine similarity and the Jaccard coefficient in ItemCF. Refer-
ence [14] proposes a matrix decomposition method based on the LOD (Linked
Open Data) similarity calculation. Movielens 20M and Netflix 20M datasets
are respectively retrieved from the corresponding DBpedia knowledge base to
retrieve the corresponding information on items in [14]. Experiments show that
the LOD similarity calculation method proposed in [14] is superior to the sin-
gular value decomposition (SVD) and SVD++ methods. Although the above
methods can alleviate the cold-start phenomenon, the problem of low precision
rate users in the recommendation results is still not considered in these methods.
In this paper, an auxiliary recommendation module is added to the recommen-
dation framework to improve the recommendation results of users with a low
precision rate.

2.2 Long-Tail Items Recommendation

The long-tail items recommendation problem [17] is also a method that can be
used to solve the issue related to diversity in recommendation results. For exam-
ple, reference [11] proposed an RNN (recurrent neural network)-based method
to improve the diversity of sequence recommendations by using long-tail items.
In recent research papers, long-tail recommendation methods are have mainly
included graph-based methods [10,13,17] and multi-objective functions [8]. Ref-
erence [17] proposed a long-tail items recommendation method based on a bipar-
tite graph. The proposed methods include a Hitting Time-based recommenda-
tion method, an Absorting-Time-based recommendation method, an information
entropy-based recommendation method, and a latent dirichlet allocation (LDA)-
based [3] recommendation method. Experiments showed that the LDA-based
recommendation method is better than other methods in terms of the diver-
sity metric. Based on reference [17], reference [10] proposed a tripartite graph
and Markov-process based to implement a long-tail items recommendation. The
experimental results show that the proposed method is superior to the Hit-
ting Time recommendation method and the Absorbing Time recommendation
method in reference [17]. Reference [13], based on references [10,17], proposed
the use of an extended tripartite graph method to implement the long-tail items
recommendation. The item genres were used to split into single genres of repre-
sentation methods from composite genres. For example, if the genres of the movie
A are Action and Comedy, then using composite genres, they are represented
as {(Action, Comedy), A}, and using single genres, they are represented as
{Action, A},{Comedy, A}. From the perspective of graph representation, when
using composite genres presentation, there is one edge between the item’s genres
and the item, and now there are two edges. Reference [8] used the multi-objective
function to realize the recommendation of long-tail items, thus increasing the
diversity of the recommendation results. Additionally, reference [5] proposed the
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method of using a knowledge-graph to improve the diversity of the recommended
methods at the International Conference on Research and Development in Infor-
mation Retrieval (SIGIR) in 2020. The long-tail items recommendation problem
is a double-edged sword. If the recommendation rate of long-tail items is greatly
increased, the precision rate of the recommendation results will decrease. In this
paper, a large number of non-repeated recommended items were added for users
with low precision rate, which can not only improve the experience of users with
a low precision rate but also improve the coverage rate of recommended items.

3 Recommendation Framework and Methods

This section will introduce the long-tail items recommendation framework and
the functions of the modules in the framework.

3.1 Long-Tail Items Recommendation Framework

The proposed recommendation framework includes four modules: a data process-
ing module, a recommendation method module, a recall module, and a recom-
mendation list generation module. The structure of the recommendation frame-
work is shown in Fig. 2. As can be seen from Fig. 2, the data processing module
contains two tasks. One task is to count the rating times of each item in the
dataset, and the other task is to calculate the correlation relationships between
items. In the data processing module, all the results obtained from the above two
tasks are saved to the file to reduce the time spent on subsequent recommen-
dations. In the recommendation method module, the methods use the classic
UserCF and ItemCF methods in the top-k recommendation. Since the efficiency
of the auxiliary recommendation module is mainly verified in this paper, only
the widely used methods are selected. In addition, the design of the recommen-
dation method module is flexible and adds additional methods or models based
on recommended requirements. The recall module contains two sub-modules:
one module is used to recall users according to the specified precision rate, and
the other module (auxiliary recommendation module) is used to improve the
recommendation results of users with a low precision rate. The recommendation
list generates module in three steps: 1) the recommendation results obtained in
the recommendation method module merge with the recommendation results
obtained in the recall module, 2) the results are arranged in descending order
according to the rating number of the items (using the rating data file obtained in
the data processing module), and 3) the results are returned to the target users.
The following section focuses on the functions of the data processing module and
the recall module and the methods involved in their use.

Data Processing Module. According to the framework given in Fig. 2, the
data processing module obtains two files to save relevant data according to the
input dataset.
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Fig. 2. Long-tail items recommendation framework

(1) Statistics of the rating times of items: the items and the rating times are
expressed in the form of a tuple. For example, {item, times}, where item
represents the item’s ID and times represents the rating times of item.

(2) Statistics of association values between items: the association between every
two items is expressed by triples, for example, {A, B, 2} means that after
selecting item A, the number of times item B is selected is 2. this is equivalent
to representing the associations between items as a weighted directed graph.
Assuming there are five items A,B,C,D,E, the relationships among them
are as shown in the figure. As can be seen from Fig. 3, the triplet of the
relationship between these five items can be expressed as {A, B, 2}, {B, A,
4}, {B, C, 3}, {C, B, 1}, {C, D, 3}, {D, C, 4},{D, E, 5}, {E, D, 3}, {E,
A, 1},{A, E, 4}. If the rating data of users and items are newly added, the
associated values in the items can also be directly updated in the file.

Recall Module. The recall module is the core part of the recommendation
framework. It consists of a recall method module and an auxiliary recommenda-
tion module.

(1) The recall method module: the results for the recommendation method mod-
ule recall are determined by using the individual precision rate (see Eq. 1).
For example, the individual precision is set to 0 and all users with a precision
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Fig. 3. Relationships among items

rate of 0 are recalled from the recommendation method module. Then, the
recalled users pass into the auxiliary module.

IndividualPrecision =
hit

L ∗ 1.0
(1)

where hit denotes the correct number of items recommended in the recom-
mendation list, and L represents the length of the recommendation list.

(2) The auxiliary recommendation module: this proposes three methods: (based
on the minimum association value between items, based on the maximum
association value between items, and the long-tail items-based diversified
methods). The minimum association value between items refers to selecting
the item with the smallest edge weight value among the two items, For
example, for B and E associated with A in Fig. 3, the selected B is the
minimum association value of the A. On the contrary, if E is selected, it is
the maximum association value of the A. The maximum association value
method contains a large number of items with more rating times, while
the minimum association value method contains a large number of items
with less rating times (i.e., long-tail items). Taking the method of using the
maximum association value between items as an example, the following text
introduces how to improve the recommendation results of low precision rate
users. The improvement process includes the following three steps:
– Get the top N items with the highest rating among the rating items of

users with low precision rate. Here, N is the same length as the recom-
mendation list (L).

– According to the obtained N items, find the items with the largest or
smallest association value for each item in the item association table. Get
the item with the largest association value, as shown in Eq. 2.

xi = arg max
i

p(y|xi) (2)

where p(y|xi) represents the quantity of the item y is associated with xi,
and xi is the obtained item. If the item with the smallest association value
needs to be obtained, this can be done using as Eq. 3.

xi = arg min
i

p(y|xi) (3)
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– According to the item association table, add items to the recommen-
dation list for low precision rate users. This paper recalls users with a
precision rate of 0, so recalled users’ recommendation list will replace this
completely.

Add the item with the maximum association value to users with low precision
rate, and the algorithm is as follows.

LowerPrecisionDict represents the dictionary of low precision rate users
obtained from the recall method module, and N represents the same number of
items as the length of the recommendation list (L). UserRatingArray denotes
the user’s rating of items (i.e., The user’s rating table of items in the dataset) and
is represented as a triple, i.e., {user, item, rating}, where user represents the
user’s ID, item represents the item’s ID, and rating represents the rating value.
ItemsAssociateArray represents the item association value obtained from the
data processing module and is represented as a triple. ListDict is the recom-
mended list data returned by this method and is represented as a dictionary, i.e.,
{user:{item1, item2,... itemn}}, where user represents the user’s ID and itemn

represents the item’s ID.

Algorithm 1. Add the item with the maximum associated value to the users’
recommendation list
Input: Variables: LowerPrecisionDict,N,UserRatingArray, ItemsAssociateArray
Output: ListDict
1: for user in LowerPrecisionDict do
2: if user in UserRatingArray then
3: Arrange the items rated by the user in descending order of rating value
4: Add the user and their corresponding top N items to tempdict
5: end if
6: end for
7: for user in tempdict do
8: items = tempdict[user]
9: for item in items do

10: if item in ItemsAssociateArray then
11: using Equation 2, obtain the item with the maximum association value

among items.
12: Add the item to ListDict[user]
13: end if
14: end for
15: end for
16: return ListDict

When adding an item to the recommendation list in line 12 of the Algo-
rithm1, it is also necessary to determine whether the item exists in the rec-
ommendation list, and if so, it is should use Eq. 2 continue to find the next
associated item. Similar to Algorithm1, the method of adding the minimum
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association value between items to users with low precision rate only replaces
Eq. 2 to Eq. 3 in Line 11 of the Algorithm1.

In the auxiliary recommendation module, the long-tail items-based diversity
method is used to enable users with low precision rate to receive more diverse
recommendations, rather than just being recommend related items. The long-tail
items refer to items with fewer ratings times. The items with the same associated
values are arranged in ascending order according to the rating times, and long-
tail items are preferentially added to users’ recommendation list. In addition,
when adding items to the recommendation list, the algorithm judged whether
the items are already in the recommendation list of all current low precision
rate users. If so, the search continues for the next item, and so on. The long-tail
items-based diversified method will recommend most of the items in the dataset.
In the following research, we will provide personalized recommendation results
for users in fine grains according to the characteristics of the items themselves.

4 Experiments

5 Experiment Environment and Dataset

Experimental environment: the operating system was Windows 10, the CPU was
Intel Core i5-4690K@3.5 GHz, and the memory size was 16 GB. The development
platform was VSCode and the programming language was Python 3.6.4.

Dataset: MovieLens 1M and the Movielens ml-latest-small dataset [9] were
used in the experiment. Since only rating data were used in the experiment and
other auxiliary information of items were not needed, only selected datasets in
the movie field were used in the experiment. The Movielens 1M dataset contains
rating data from 6040 users for 3883 movies, and each user has rating records
for at least 20 movies. The Movielens ml-test-small dataset contains rating data
from 610 users for 9724 movies, and each user has items rated for at least 20
movies.

5.1 Evaluation Metrics

This experiment used the Precision, Recall, Diversity, and Coverage metrics to
evaluate the proposed framework. The equations used to determine Precision
and Recall are shown in Eq. 4 and 5.

Precision =
∑

u |R(u) ∩ T (u)|
∑

u |R(u)| (4)

Recall =
∑

u |R(u) ∩ T (u)|
∑

u |T (u)| (5)

where R(u) represents the set of items recommended for user u, and T (u) rep-
resents the set of items rated by user u on the test set. The equations for the
diversity and coverage metrics are shown in Eq. 6 and 7.
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Diversity =
|⋃u∈U R(u)|

|T | (6)

where T represents the total number of recommended items, and T is the product
of the length of the user’s recommended list and the number of users (including
repeat items).

Coverage =
|⋃u∈U R(u)|

|I| (7)

where I represents the total number of items in the dataset.

5.2 Results and Analysis

The comparison methods used in this experiment were as follows.

– UserCF: User-based collaborative filtering method [15]
– ItemCF: Item-based collaborative filtering method [16]
– UserCF+Associationmax: Used to adopt the maximum association value

methods to improve the UserCF method’s recommendation result
– UserCF+Associationmin: Used to adopt the minimum association value

methods to improve the UserCF method’s recommendation result
– UserCF+Associationmax+Diversity: The UserCF+Associationmax com-

bined with long-tail items-based diversity method
– UserCF+Associationmin+Diversity: The UserCF+Associationmin combined

with long-tail items-based diversity method
– ItemCF+Associationmax: Used to adopt the maximum association value

methods to improve the ItemCF method’s recommendation result
– ItemCF+Associationmin: Used to adopt the minimum association value

methods to improve ItemCF method’s recommendation result
– ItemCF+Associationmax+Diversity: The ItemCF + Associationmax com-

bined with long-tail items-based diversity method
– ItemCF+Associationmin+Diversity: The ItemCF + Associationmin com-

bined with long-tail items-based diversity method

Parameter Settings: The target users were all 6040 users (Movielens 1M) and
610 users (Movielens ml-latest-small) in the dataset; The ratio of the training set
to the test set was 7:3. Improved users in the auxiliary recommendation module
were users with a precision rate of 0 in the UserCF and ItemCF methods. The
recommended list lengths (L) were set to 1 and 3. The number of nearest neigh-
bors for the UserCF was 40; The number of nearest neighbors for the ItemCF
was 50. The results shown in bold in the table represent the best values for each
evaluation metric.

The experiment results for the Precision, Recall, Coverage, and Diversity
metrics in the Movielens 1M dataset are shown in Table 1 and Table 2.

From Table 1 and Table 2, it can be seen that the experimental results for the
UserCF and ItemCF methods improve after using the methods in the auxiliary



Long-Tail Items Recommendation Framework 97

Table 1. Experimental results on Movielens 1M dataset (the recommend method mod-
ule uses UserCF)

Method L Precision Recall Coverage Diversity

UserCF 1 0.5267 0.0106 0.0966 0.0586

3 0.4834 0.0292 0.1505 0.0304

UserCF+Associationmax 1 0.5563 0.0112 0.0776 0.0470

3 0.4883 0.0295 0.1507 0.0305

UserCF+Associationmin 1 0.5440 0.0109 0.0830 0.0503

3 0.4906 0.0296 0.1510 0.0305

UserCF+Associationmax+Diversity 1 0.5392 0.0109 0.7711 0.4674

3 0.4866 0.0294 0.9335 0.1890

UserCF+Associationmin+Diversity 1 0.5336 0.0108 0.7826 0.4743

3 0.4849 0.0293 0.9476 0.1914

Table 2. Experimental results on Movielens 1M dataset (the recommend method mod-
ule uses ItemCF)

Method L Precision Recall Coverage Diversity

ItemCF 1 0.4939 0.0099 0.0494 0.0299

3 0.4515 0.0273 0.0803 0.0162

ItemCF+Associationmax 1 0.5214 0.0105 0.0415 0.0252

3 0.4574 0.0276 0.0803 0.0162

ItemCF+Associationmin 1 0.5129 0.0103 0.0492 0.0298

3 0.4600 0.0278 0.0828 0.0167

ItemCF+Associationmax+Diversity 1 0.5053 0.0102 0.8274 0.5015

3 0.4547 0.0275 0.9751 0.1970

ItemCF+Associationmin+Diversity 1 0.4993 0.0101 0.8350 0.5061

3 0.4530 0.0274 0.9788 0.1961

recommendation module, which shows that the auxiliary recommendation mod-
ule is an effective part of in the recommendation framework. For the Precision
and Recall metrics, UserCF + Associationmax and ItemCF + Associationmax

have the best effects when the recommended list length is 1, while UserCF +
Associationminand ItemCF + Associationmin have the best effects when the
recommended list length is 3. This shows that in this dataset, users with low
precision rate (precision rate is 0), the majority of items selected in the test set
with fewer rating times. For the Coverage and Diversity metrics, the UserCF +
Associationmin+ Diversity method has the best effect when the length of the
recommendation list (L) is 1 or 3, and the coverage reached 0.9788.

The experimental results for the Movielens ml-test-small dataset are shown
in Table 3 and Table 4.
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Table 3. Experimental results for the Movielens ml-test-small dataset (the recommend
method module uses UserCF)

Method L Precision Recall Coverage Diversity

UserCF 1 0.4540 0.0091 0.0094 0.0132

3 0.3995 0.0241 0.0148 0.0689

UserCF+Associationmax 1 0.4803 0.0097 0.0099 0.1377

3 0.4093 0.0247 0.0170 0.0790

UserCF+Associationmin 1 0.4721 0.0095 0.0318 0.4426

3 0.4038 0.0244 0.0519 0.2410

UserCF+Associationmax+Diversity 1 0.4705 0.0095 0.0412 0.5738

3 0.4093 0.0247 0.0747 0.3464

UserCF+Associationmin+Diversity 1 0.4770 0.0096 0.0413 0.5754

3 0.4027 0.0243 0.0809 0.3754

Table 4. Experimental results for the Movielens ml-test-small dataset (the recommend
method module uses ItemCF)

Method L Precision Recall Coverage Diversity

ItemCF 1 0.4016 0.0080 0.0143 0.1984

3 0.3479 0.0211 0.0274 0.1984

ItemCF+Associationmax 1 0.4328 0.0087 0.0090 0.1246

3 0.3579 0.0216 0.0190 0.0880

ItemCF+Associationmin 1 0.4148 0.0083 0.0325 0.4525

3 0.3536 0.0213 0.0555 0.2574

ItemCF+Associationmax+Diversity 1 0.4262 0.0086 0.0449 0.6246

3 0.3667 0.0221 0.0835 0.3874

ItemCF+Associationmin+Diversity 1 0.4148 0.0083 0.0482 0.6705

3 0.3546 0.0214 0.0893 0.4142

From the experimental results in Table 3 and Table 4, it can be seen that
similar to the test results for the MovieLens 1M dataset, the method using the
auxiliary recommendation module is better than UserCF and ItemCF meth-
ods, which once again shows that the auxiliary recommendation module is an
effective part of in the recommendation framework. For the Coverage and Diver-
sity metrics, the UserCF + Associationmin+ Diversity method is also the best
when the recommended list length (L) is 1 or 3. However, for the Precision and
Recall tests, UserCF+Associationmax method has the best effect when the rec-
ommended list length (L) is 1 or 3. This shows that in this dataset, for users
with low precision rate (precision rate is 0), the majority of items have been
rated more times in the test set.
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6 Conclusion

To address the phenomenon of low precision rate in recommendation results,
this paper proposes a long-tail items recommendation framework focusing on
users with low precision rate. The proposed framework includes a data process-
ing module, a recommendation method module, a recall module, and a recom-
mendation list generation module. The recall module in this framework is the
core of the whole framework. In the recall module, the corresponding users are
recalled according to their individual precision rates, and then the recommenda-
tion results are improved for users with low precision rate through the auxiliary
recommendation module. Experiments showed an obvious influence of the aux-
iliary recommendation module used in the framework on the recommendation
results. Thus, the auxiliary recommendation module is effective. In follow-up
work, we will continue to study the use of a third-party knowledge base to
improve the personalized recommendation of users with low precision rate.
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Abstract. Microtask crowdsourcing has become an appealing approach
to collecting large-scale high-quality labeled data across a wide range of
domains. As the crowd workers may be unreliable, the most fundamen-
tal question is how to aggregate the noisy annotations provided by these
potentially unreliable workers. Although various factors such as worker
reliability and task features are considered in the literature, they are not
meaningfully combined in a unified and consistent framework. In this
work, we propose a semi-crowdsourced deep generative approach called
S-DARFC which combines Bayesian graphical models and deep learn-
ing techniques and unifies factors including the worker reliability, task
features, task clustering structure, and semi-crowdsourcing. Graphical
models are good at finding a structure that is interpretable and gener-
alizes to new tasks easily and deep learning techniques are able to learn
a flexible representation of complex high-dimensional unstructured data
(e.g., task features). Extensive experiments based on six real-world tasks
including text and image classification demonstrate the effectiveness of
our proposed approach.

Keywords: Crowdsourcing · Learning from crowds · Deep generative
models

1 Introduction

Microtask crowdsourcing has emerged as a cost-effective approach to harness-
ing the collective efforts of large crowds to complete huge amounts of dividable
microtasks in parallel. These microtasks, such as image tagging and sentence
translation, are often too repetitive and time-consuming for individuals to com-
plete [9]; they are also challenging for computers because they often rely on
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humans’ cognitive ability [26]. The unique features of such microtasks make
crowdsourcing a particularly suitable and effective solution. In general, large
amounts of microtasks are posted by task requesters on some web-based crowd-
sourcing platforms (e.g., Amazon Mechanical Turk); crowd workers complete
the tasks voluntarily or for a small amount of payment; finally, the results are
aggregated and delivered back to the task requesters. The immediate, cheap,
and elastic workforce supply in such microtask crowdsourcing systems makes it
possible to complete a huge amount of dividable microtasks at low cost and with
high throughput [26].

Despite the promise, significant challenges remain when combining crowd
efforts. The difficulty mainly stems from the potential low reliability of crowd
workers. Actually, they may be unreliably for various reasons. They usually have
different levels of competence and dedication [12]. Because the microtasks are
often tedious and repetitive, unintentional mistakes are also inevitable [11]. Some
malicious workers even disobey the task rules provided by the requesters [8].
Hence, a fundamental challenge is how to aggregate the annotations provided
by a set of potentially unreliable crowd workers (i.e., learning from crowds).
When simple aggregation strategies such as Majority Voting (MV) are used, the
obtained performance may be insufficient to meet the actual business needs.

Previous studies have proposed various models to address the above fun-
damental challenge. They can be divided into two major categories based on
whether the task features are taken into account. In the first category, the pro-
posed models only exploit noisy labels provided by the crowd workers [29]. Most
algorithms consider workers’ reliability and adopt a probabilistic framework
because the relationships among the ground truth labels, noisy labels, and the
worker reliability can be described by a probabilistic procedure [13,16]. With the
flexibility of probabilistic models, various other factors besides worker reliability
are incorporated into the models to further improve the performance, including
task difficulty [13,26] and grouping of workers [16,22]. In the second category,
the truth inference algorithm also learns a predictive classifier that predicts the
ground truth labels based on the task features and in turn helps estimate the
ground truth labels. Intuitively, the ground truth labels should be related to
the task features, and hence considering the task features will be helpful in the
aggregation. In the early work along this research stream, two representative
examples for the classifier are logistic regression [1,18] and topic models [19,23].
Inspired by the success of deep neural networks in learning complicated non-
linear transformation across various applications [30], recent research has started
using deep neural networks to model the relationship between task features and
ground truth labels [7,21].

Although various factors such as worker reliability and task features are
considered in the literature, they are not meaningfully combined in a unified
and consistent framework. First, existing literature often considers only a sub-
set of factors. For example, as previously mentioned, many existing approaches
ignore the potential usefulness of task features [13,16]. Second, various factors
are often combined in a heuristic manner. Although the overall framework is
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often probabilistic, most studies lack a probabilistic interpretation when they
incorporate task features into the model [7,29]. In this work, we propose a
semi-crowdsourced deep generative approach called S-DARFC which unifies fac-
tors including the worker reliability, task features, task clustering structure, and
semi-crowdsourcing. Our approach is a probabilistic framework which combines
Bayesian graphical models and deep learning techniques. Graphical models are
good at finding a structure that is interpretable and generalizes to new tasks
easily and deep learning techniques are able to learn a flexible representation
of complex high-dimensional unstructured data (e.g., task features). Our app-
roach is compared with the state-of-the-art benchmark models on six real-world
binary tasks including text and image classification. The results demonstrate the
effectiveness of our proposed approach.

2 Method

2.1 Problem Formulation

We first formulate our research scenario. We consider a typical scenario in crowd
labeling where task requesters utilize the online crowdsourcing markets (e.g.,
AMT, CrowdFlower) to collect the ground truth labels of a set of tasks. Like
previous literature, we focus on the most frequently used and representative
binary labeling task because such tasks are often the building blocks of many
other complex tasks [26]. In Sect. 2.3, we show that our approach can be easily
extended to the multi-class setting.

Suppose the task requesters want to collect labels for N instances in which
the feature of the i-th instance is represented as a vector oi ∈ R

d. Limited by
the budget, each task is usually assigned to only several workers (typically three
to five) on the crowdsourcing platform. Assume there are J workers in total.
Let yi,j ∈ {0, 1, null} represent the annotations of the i-th instance provided by
the j-th worker. Here yi,j = null means the i-th instance is not annotated by
the j-th worker. Given the above input, the goal of this annotation aggregation
problem is to infer the ground truth of each instance, denoted by z ∈ {0, 1}N .

2.2 Motivating Example

We use an illustrative example to motivate the technical insights behind our
proposed approach. Let’s assume we want to label six tweets based on whether
the authors have the intention to purchase an iPhone, as shown in Fig. 1. The first
three tweets are associated with positive labels and the remaining with negative
labels. Seven workers with varying reliability annotate the tweets: two reliable
workers who provide labels with high accuracy (100.0% and 83.3% respectively),
three normal workers whose annotations are mostly correct (accuracy 66.7%),
and two random workers with the accuracy being 50.0% and 33.3% respectively.
If we use the simple heuristic method Majority Voting (MV), i.e., the label is
positive only if at least half of the received annotations are positive, the accuracy
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Fig. 1. An illustrative example

of the aggregated results is 66.7%, which will be far from being satisfactory in
real-world business applications.

Let’s consider a counterfactual scenario where we know the worker’s relia-
bility in advance. We can use only the annotations from the reliable workers or
simply ignore the random workers; then, applying the majority voting algorithm
will generate the correct ground truth. This counterfactual analysis indicates
that knowing worker reliability is potentially helpful in ground truth estimation.
In the literature, worker reliability has been intensively used to improve the
performance of annotation aggregation. Intuitively, it makes sense to estimate
each worker’s reliability and assign fewer weights to annotations provided by
less reliable workers [26]. Hence, we propose to consider worker reliability in this
work.

Some recent studies start considering incorporating the task features into
the algorithm [7,23,29]. The intuition is that the ground truth labels are associ-
ated with the task features and building a predictive classifier can offer valuable
information. This idea can be demonstrated by the illustrative example in Fig. 1.
Using MV, we are able to recover the ground truth of the first two sentences
with high confidence as they both receive 6 positive labels out of 7. Although
the estimated label for the third sentence is wrong, we are not confident with
this estimation because the number of received negative labels (i.e., 4) is close to
the decision boundary (i.e., 3.5). We notice that the first three sentences are all
positive and share a similar sentence pattern, i.e., want or need an iPhone. This
motivates us to train a predictive classifier which captures this pattern. Given
that there are already 3 out of 7 workers providing positive labels, we are likely
to correct the results of MV and regard the third sentence as positive. Hence, in
this research, we propose to consider task features.

Another way to utilize the task features is clustering instances into groups
based on some intrinsic characteristics. Although each task is different, they
might be similar to each other if represented in a latent space and form groups.
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The instances of the same group are supposed to share the same label [29]. For
example, in Fig. 1, although theses sentences are syntactically different, they
can be semantically clustered into several clusters. The first three sentences
form a group as they all directly express the author’s intention to purchase a
new iPhone. Assuming such clustering information is available, applying the
simple MV algorithm to this cluster will yield a positive prediction. Similarly,
the fourth and fifth sentences fall into the same group as they all indicate the
authors currently own an iPhone which is doing well, and MV will predict this
cluster as negative. As a result, we correctly recover the ground truth labels of
all instances even if we apply the simple MV strategy. Hence, we propose to use
the task clustering structure in this work.

Both considering task features and considering task clustering heavily rely
on learning a good task representation. Considering task features requires us to
build a predictive classifier, in which case a good task representation will improve
the predictive performance. Task clustering assumes that tasks of the same group
are similar in the latent representation space. Motivated by the success of semi-
supervised learning [24], we propose to use an extra set of unannotated instances
to facilitate representation learning. Following the previous literature on semi-
crowdsourced clustering [15,28], we similarly name such a technique as semi-
crowdsourced learning and use it in the reported work.

2.3 A Semi-crowdsourced Deep Generative Model: S-DARFC

Combining the aforementioned factors (i.e., worker reliability, task features,
task clustering structure, and semi-crowdsourcing) requires our model to handle
structured relationships and unstructured data simultaneously. The relation-
ships among the ground truth labels, noisy labels, and the worker reliability are
structured; the task features are unstructured data when text and images are
involved. To combine these factors in a unified and consistent framework, we
propose a deep generative model. Our approach combines Bayesian graphical
models and deep learning techniques where graphical models allow us to model
structured relationships and the deep leaning techniques allow us to depict the
complex non-linear relationships between unstructured task features and the
ground truth labels.

We first introduce the model considering all factors except semi-
crowdsourcing. The proposed model is called Deep Aggregation model with
worker Reliability, task Features, and task Clustering (DARFC). This gener-
ative model is composed of two components: the annotation component handles
the labeling behaviors of the workers and describes how the observed annotations
(i.e., y) are generated; the feature component defines the generative process of
the instance features (i.e., o). In the following, we take instance i as an example
and introduce the details of each component.

To exploit the potential clustering structure, the DARFC model groups
instances into clusters such that instances of the same group share the instance
property (i.e., group truth labels and latent representations). The observed anno-
tations depend on the ground truth labels and the observed instance features
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depend on the latent representations. Hence, in both components, the gener-
ation of the observed data (i.e., oi ∈ R

D or {0, 1}D and yi ∈ {0, 1, null}J is
conditioned on the underlying cluster assignment ci of instance i. Specifically,
let K denote the number of clusters. For each instance, we have a correspond-
ing latent cluster assignment ci ∈ {1, 2, . . . ,K}. It indicates which latent cluster
the instance i comes from and is drawn from a categorical distribution over
{1, 2, . . . ,K} with mixing coefficient ω. Formally, the conditional distribution of
ci follows

ci ∼ Categorical(ω), (1)

where ω satisfies ω ∈ [0, 1]K and
∑K

k=1 ωk = 1.
In the annotation component, conditioned on ci, we first draw ground truth

label zi from the corresponding Bernoulli distribution:

zi ∼ Bernoulli (λci) . (2)

As previously mentioned, in a crowdsourcing scenario, each worker may be
unreliable for various reasons. We adopt the widely-used two-coin assumption
for modeling each worker’s labeling behavior [13,18]. Specifically, worker j has
a two-by-two confusion matrix Mj with sensitivity αj = p(yi,j = 1 | zi = 1)
and specificity βj = p(yi,j = 0 | zi = 0). When the ground truth label is one,
worker j provides a correct annotation with probability αj ; otherwise, worker j
annotates correctly with specificity βj . Formally,

yi,j ∼ Bernoulli (αj)
zi Bernoulli (1 − βj)

1−zi . (3)

To explicitly write down the likelihood of the annotations y, we define Ii,j =
1(yi,j �= null). Hence,

p(y | z,α,β) =
N∏

i=1

J∏

j=1

(
Bernoulli (αj)

zi Bernoulli (1 − βj)
1−zi

)Ii,j
(4)

The second component (i.e., feature component) is a combination of vari-
ational autoencoder (VAE) and Gaussian mixture [2,14]. For each data point
oi, we have a corresponding latent variable xi, which is sampled from a mix-
ture of multivariate Gaussian distribution. Specifically, depending on the cluster
assignment ci, the latent representation xi follows

xi ∼ N (μci ,Σci) . (5)

The decoding term p(oi | xi, γ) follows a multivariate Gaussian distribu-
tion (in case of real-valued data) or multivariate Bernoulli distribution (in case
of binary data) whose parameters are calculated from flexible neural networks
parameterized by γ. For example, when the data is real-valued (i.e., oi ∈ R

D),
oi is generated as follows:

oi ∼ N (
μγ (xi) ,diag

(
σ2

γ (xi)
))

. (6)
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When the data is binary (i.e., oi ∈ R
D), oi ∼ Bernoulli (μγ (xi)).

Finally, following previous probabilistic Bayesian modeling literature [4,27],
we place conjugate Beta, Dirichlet, and Normal-Inverse-Wishart (NIW) priors
over Bernoulli, Categorical, and multivariate Gaussian distributions respectively.
The graphical model representation of DARFC is presented in Fig. 2. The priors
are not listed for clarity.

Fig. 2. Graphical representation of the DARFC model

The DARFC model can be extended by introducing an extra set of instances
without annotations (denoted as o(s)

i , i ∈ {1, 2, . . . , N (s)}) to facilitate a better
hidden representation learning. The extended model is called Semi-crowdsourced
DARFC (i.e., S-DARFC). The generative process of o(s)

i is similar to the one of
oi:

c
(s)
i ∼ Categorical(ω) (7)

x(s)
i ∼ N

(
μ

c
(s)
i

,Σ
c
(s)
i

)
(8)

o(s)
i ∼ N

(
μγ

(
x(s)

i

)
,diag

(
σ2

γ

(
x(s)

i

)))
(9)

Given the flexibility of our Bayesian probabilistic approach, it is straight-
forward to extend previous models to multi-class settings. In this case, the
ground truth labels zi may take one of multiple potential values. We only need
to replace all probabilistic distributions related to zi with their multivariate
variants. Specifically, if involved in the generative process, Bernoulli and Beta
distributions should be replaced with Categorical and Dirichlet distributions
respectively. Take the S-ARFC model as an example, zi follows a Categori-
cal distribution; λk follows a Dirichlet distribution. The two-by-two confusion
matrix is also extended to its multivariate version where the k-th row of the
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matrix measures the probability of providing each label when the ground truth
label is k [13]. Each row follows a Dirichlet distribution and the annotations y
is generated based on a Categorical distribution.

2.4 Model Inference

The goal of the model inference is to compute the posteriors of the latent vari-
ables, primarily the ground truth label of each instance (i.e.,z), conditioning on
the observable data y and x. However, this conditional density is intractable
for exact inference [25]. We take a mean-field variational inference approach for
approximate inference [3]. In the following, we use DARFC an example.

Following the same set of notations in Sect. 2.3, the overall joint distribution
of all hidden and observed variables takes the form:

p(y,o, c,x, z,θ; γ) = p(λ)p(ω)p(α)p(β)p(μ,Σ)
·p(c | ω)p(z | λ, c)p(x | μ,Σ, c)p(o | x; γ)p(y | z,α,β).

(10)

For convenience, we denote the global variables as Θ = {λ,ω,μ,Σ,α,β}.
Our learning objective is to maximize the marginal likelihood of observed data o
and annotations y. By assuming a fully factorized mean-field variational family Q
over the latent variables {c,x, z,Θ}, this objective is lower-bounded by evidence
lower bound (ELBO) [3]. In our case, the ELBO can be written as:

log p(o,y) ≥ L[q(c)q(z)q(x)q(Θ); γ]

� Eq(c)q(z)q(x)q(θ)

[

log
p(y,o, c,x, z,θ; γ)
q(c)q(z)q(x)q(θ)

]
(11)

We are unable to directly use the variational message passing because of
the non-conjugate p(o | x; γ) term. Inspired by the structured variational
autoencoders [10], we introduce a recognition network r(oi;φ) to enable fast
amortized inference and allow the inference algorithm to leverage conjugacy
structure. Specifically, we first assume all mean-field distributions are in the
same exponential family and denote their corresponding natural parameters as
ηθ, θ ∈ {c, z,x} ∪ Θ. With such an assumption, the ELBO can be written as:

L[q(c)q(z)q(x)q(Θ); γ] � L [ηc,ηz,ηx,ηθ ; γ] . (12)

To enable a conjugate structure, we replace the non-conjugate likelihood
p(o | x; γ) in the original ELBO with a conjugate term ψ(x | o;φ), which is
defined as

ψ (xi;oi, φ) = 〈r (oi;φ) , t (xi)〉 . (13)

In the above formula, the recognition network r (oi;φ) is some parameterized
class of functions and t (xi) is the sufficient statistic of xi. Hence, we obtain the
following surrogate objective
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L̃ [ηc,ηz,ηx,ηθ ;φ]

� Eq(c)q(z)q(x)q(θ)

[

log
p(c,x, z,Θ) exp{ψ(x;o,φ)}p(y | z,α,β)

q(c)q(z)q(x)q(Θ)

]

.
(14)

Note that this surrogate objective has a conjugate form as the varia-
tional inference objective for a conjugate observation model, we can derive
the local and global optimizers for each variational parameter (i.e., ηc,ηz,ηx,
and ηΘ ) in closed form. By using a block coordinate ascent algorithm which
updates variational parameters iteratively, we can find a local partial optimizer(
η∗

ci(φ),η∗
xi

(φ),η∗
zi

(φ),η∗
Θ (φ)

)
of L̃ w.r.t. (ηc,ηz,ηx,ηΘ ) given fixed φ. By plug-

ging them back into L [ηc,ηz,ηx,ηΘ ; γ], the final object J (γ, φ) is

J (γ, φ) � L [
η∗

ci(φ),η∗
xi

(φ),η∗
zi

(φ),η∗
θ (φ); γ

]
, (15)

which is a lower bound of the optimized variational inference objective [10],
i.e., maxηc,ηz,ηx,ηθ

L [ηc,ηz,ηx,ηΘ ; γ] . Hence, by maximizing J (γ, φ) using
gradient-based optimization, we are maximizing a lower bound on the model log
evidence log p(o,y). Following previous literature, the gradients of the objective
J (γ, φ) w.r.t. γ and φ can be obtained by using the reparameterization trick [14].

3 Empirical Evaluations

3.1 Experimental Design

We compare our proposed model S-DARFC with the state-of-the-art benchmark
models on six real-world binary tasks, including text and image classification.
The data statistics are shown in Table 1 where Ann., GT, Pos., and Neg. means
annotations, ground truth, positive, and negative respectively. Label cardinality
refers to the average number of received annotations per instance.

Table 1. Data statistics

Task Dataset # Instances
(# with Ann.)

# Ann. Label
cardinality

# Workers # Instances
with GT

# Pos./# Neg.

Text RT 10,662 (4,999) 27,746 5.55 203 10,662 1

FL 10,801 (3,487) 20,335 5.83 102 903 0.36

iPhone 7,531 (4,333) 21,889 5.05 133 1,372 0.77

Image Bill 6,033 (3,016) 15,080 5 356 6,033 0.80

Shape 6,033 (3,016) 15,080 5 360 6,033 0.80

Throat 6,033 (3,016) 15,080 5 316 6,033 0.80

Rotten Tomatoes (RT) contains movie reviews from the Rotten Tomatoes
website and was labeled for sentiment polarity classification [17]. 27, 746 crowd
annotations from 203 AMT workers were collected for 4, 999 reviews [20]. FL
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(FOREO Luna) and iPhone are two datasets collected from Twitter for prod-
uct purchase intention mining. The products for these two datasets are FOREO
Luna facial cleanser and iPhone 7 respectively. Each tweet is labeled based on
whether the author of the tweet shows the intention to purchase a specific prod-
uct [6]. To obtain a set of tweets with ground truth for evaluating the methods,
two of the authors dedicatedly label a small set of randomly sampled tweets. The
Cohen’s Kappa scores for FL and iPhone are 0.941 and 0.926 respectively, sug-
gesting very excellent inter-annotator reliability. The annotations for these two
datasets are collected from the Amazon Mechanical Turk. For all sentences in
the text classification task, we pre-train its textual feature by applying Google’s
Bidirectional Encoder Representations from Transformers (BERT) and obtain a
vector of size 768 [5].

The image classification datasets are extracted from a larger public dataset
Caltech-UCSD Birds 200, which contains several tasks to label binary local char-
acteristics for 6,033 bird images [29]. We use three of them in our experiment:
Bill, Shape, and Throat. The labels are whether the bill shape is all-purse or not,
whether the shape is perching-like or not, and whether the throat is black or not
respectively. To use these datasets for evaluating the semi-crowdsourcing, we
keep annotations for only half of the images (i.e., 3, 016) and treat the remain-
ing 3, 017 images as instances without annotations. Last, for each image, we use
287 local attributes as object features [29].

For comparison with our proposed models, we select several state-of-the-art
benchmark models from recent literature. Majority Voting (MV) is the most
frequently used benchmark, which predicts the label as positive if at least half of
the received annotations are positive [26]. As a representative model using the
probabilistic approach, iBCC models each worker’s reliability with a confusion
matrix and estimates the model parameters with the Expectation-Maximization
(EM) algorithm [13]. Recent literature starts considering task features to further
improve the performance of annotation aggregation. BCCwords models the gen-
eration of sentences using a topic model [23]. However, this only works when the
task is in the form of sentences. CrowdDeepAE (CDAE) [7] and Deep Clustering
Aggregation Model (DCAM) [29] are two deep generative models that utilize
deep learning to model the complex non-linear relationship between instance
features and task labels. Compared with CDAE, DCAM also considers the clus-
tering structure among tasks. Our method differs from these benchmark models
in that it simultaneously considers all factors including worker reliability, task
features, task clustering, and semi-crowdsourcing design, whereas the benchmark
models only incorporate some of the factors. In addition, S-DARFC is a con-
sistent probabilistic framework where the relationship between variables has a
probabilistic interpretation.

As our dataset are slightly skewed (see Table 1), we choose ROC AUC and
F1 score as the major metrics. We impose weak priors over all Bayesian priors
and set the number of cluster (i.e., K) as 200. The dimension of the latent data
representation (i.e., d) is set as 40. The encoder and the decoder are instan-
tiated using a fully connected structure with each layer followed by a batch
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normalization layer. To examine the robustness of each model to label cardinality
and make our approach practically applicable, we randomly sample annotations
with the sampling rate varying from 0.6 to 1. Last, all methods were evaluated
for 10 runs with a different randomization seed in each run.

3.2 Experimental Results

For all methods, we vary the annotation sample rate from 0.6 to 1 and use line
charts to compare the performance across metrics ROC AUC and F1 score. The
results are reported in Fig. 3 and Fig. 4 respectively. In text classification tasks,
S-DARFC performs comparably to (when evaluated by ROC AUC) or slightly
better than (when evaluated by F1 score) DCAM and BCCwords. They are
followed by CDAE, iBCC, and MV. In image classification tasks, our proposed
model S-DARFC consistently outperforms all other benchmark models with sig-
nificant margin. Overall, the performance of all methods is in the following order:
S-DARFC > DCAM > CDAE > iBCC > MV1. The performance gap between
S-DARFC and DCAM is mainly due to the consideration of semi-crowdsourced
learning. DCAM performs better than CDAE because it also takes into account
the task clustering structure. CDAE performs better than iBCC because iBCC
completely ignore the task features. The performance gap between iBCC and
MV is mainly attributed to modeling of worker reliability. Note that, when com-
paring these models, the underlying factors considered are one of the major
reasons; the performance gap may also stems from the difference of the adopted
framework.

(a) RT (b) FL (c) iPhone

(d) Bill (e) Shape (f) Throat

Fig. 3. Comparison with benchmark models (ROC AUC as metric)

1 BCCwords is not included because it only works in text classification datasets.
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(a) RT (b) FL (c) iPhone

(d) Bill (e) Shape (f) Throat

Fig. 4. Comparison with benchmark models (F1 score as metric)

In addition, when less annotations are used, the performance of all methods
decreases as expected. However, the performance gap between our model S-
DARFC and the benchmark models tends to increase as each instance receives
fewer annotations. This indicates our method is less vulnerable to the number
of received annotations. This makes our approach more practically applicable
because in real-world scenarios, we only collect a limited amount of annotations
(e.g., 3 to 5) for each task.

4 Conclusion

Crowd intelligence has been widely explored in recent years from various aspects
such as effort aggregation [26] and crowd motivation [31]. This paper focuses on
the microtask crowdsourcing scenario and proposes a semi-crowdsourced deep
generative approach called S-DARFC to solve the problem of learning from crowd
labeling. We empirically evaluate our approach using six real-world tasks includ-
ing text and image classifications. The experimental results indicate the superior-
ity of our framework in comparison with the state-of-the-art benchmark models.
Our research has both methodological and practical value. Methodologically, we
provide an example of how to combine deep learning and graphical models in
a unified framework. Both deep learning techniques and graphical models hold
unique advantages for modeling real-world problems [10]. Integrating these two
can combine their complementary strengths and fits a broader range of appli-
cations. Practically, our proposed framework serves as a cost-effective approach
for aggregating crowd efforts. As our empirical evaluation shows, our framework
significantly outperforms the state-of-the-art methods in the literature. Such per-
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formance gaps will immediately translate into large differences in cost because
businesses usually rely on data collection daily [26].
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Abstract. With the development ofmedia technology, data types that cluster anal-
ysis needs to face become more and more complicated. One of the more typical
problems is the clustering of multi-view data sets. Existing clustering methods are
difficult to handle such datawell. To remedy this deficiency, amulti-viewweighted
kernel fuzzy clustering method with collaborative evident and concealed views
(MV-Co-KFCM) is put forward. To begin with, the hidden shared information is
extracted from several different views of the data set by means of non-negative
matrix factorization, then applied to this iterative process of clustering. This not
only takes advantage of the difference information in distinct views, but also uti-
lizes the consistency knowledge in distinct views. This pre-processing algorithm
of extracting hidden information frommultiple views (EHI-MV) is obtained. Fur-
thermore, in order to coordinate different views during the iteration, a weight is
distributed. In addition, so as to regulate the weight adaptively, shannon entropy
regularization term is also introduced. Entropy can bemaximized as far as possible
by minimizing the objective function, thus MV-Co-KFCM algorithm is proposed.
Facing 5 multi-view databases and comparing with 6 current leading algorithms,
it is found that the algorithm which we put forward is more excellent as for 5
clustering validity indexes.

Keywords: Fuzzy clustering · Collaboration · Multi-view data · Clustering
validity index

1 Introduction

In the early days, cluster analysis mainly refers to hard clustering algorithms. Hard clus-
tering algorithms rigorously classify data information objects into a certain category,
which is an either-or optimization algorithm. The membership degree of the hard clus-
tering algorithm can only have two values: 0 and 1. An object can only belong to a
certain class or not belong to a certain class. Recently, Rodriguez and Laio proposed a
clustering algorithm RLM [1] that quickly finds the highest relative density, which is a
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typical hard clustering algorithm. However, this hard division method cannot fully meet
the needs in the actual application process.

In addition to hard clustering, another key clustering method is fuzzy clustering.
Among many fuzzy clustering algorithms, the fuzzy c-means (FCM) algorithm [2] is
undoubtedly the classical one. According to the iterative update of the minimization of
the objective function, FCM can easily measure the membership of the clustering cen-
ter and each data information target. Subsequently, many scholars proposed improved
algorithms for FCM. Krishnapuram and Keller [3] clearly proposes a possible fuzzy
clustering method PCM, which eliminates the constraint on membership degree in the
FCM algorithm, thereby reducing the noise points and outliers in the data information.
However, it is well known that the PCM optimization algorithm can easily cause cluster
consistency problems during the entire operation. Pal et al. [4] closely combines the
possibility value and the degree of membership, and clearly proposes a new possibility
fuzzy clustering algorithm PFCM, which eliminates the clustering consistency prob-
lem of the PCM optimization algorithm. In [5], the kernel function was introduced into
the whole process of clustering, using kernel distance instead of Euclidean distance for
calculation, and clearly proposed the kernel-based fuzzy clustering algorithm KFCM.
Zhou and Chen came up with a fuzzy clustering method EWFCM established on weight
feature entropy [6], and introduced a feature weight matrix W to represent the weights
of different features. Yang and Nataliani put forward a novel fuzzy clustering algorithm
FRFCM with feature reduction [7] established on attribute weight entropy. However,
although EWFCM and FRFCM realize the selection of features in the process of clus-
tering, they still have trouble in the initialization of cluster centers and being easily
affected by noise points.

In the midst of growing development of media technology, the types of information
that cluster analysis needs to face have become more complex and diverse. Under such
circumstances, the existing cluster analysis methods are difficult to adapt to the complex
situation, and many problems inevitably arise. Among them, a more typical problem
is the problem of data sets of multi-view. The emergence of multi-view information is
an inevitable result of the rapid advancement of human technology and data collection
methods.

For example, for a web page, how can we identify a web page? We can identify it
by the content information contained in the web page itself, such as the text, images and
other information in the web page. Another way is to identify it through the information
contained in the hyperlinks connected to this web page. In this way, for the data object
of a web page, it has two views composed of different characteristic data: one is a view
composed of a feature set describing the content data of a web page, and the other is a
feature of hyperlink data. View composed of collections. Generally speaking, the feature
data of these two different views differ greatly.

For a multi-view data set, its data can be indicated as X = {
X 1,X 2, · · · ,X k

}
.

Thereinto the k-th visual view is denoted as a matrix X k = ⌊xk1, xk2, · · · xkN
⌋ ∈ Rmk×N .

N indicates the quantity of features of the k-th view. For traditional single-view-oriented
clustering algorithms, they cannot distinguish the differences between different views.
Taking video data as an example, its image information is used as a view, and its audio
information is used as a view. The characteristic attributes of the two different views are
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very different. According to the traditional single-view-oriented clustering algorithm,we
need an algorithm that can properly process image information and audio information
at the same time, which is difficult to achieve. Therefore, using single-view-oriented
clustering algorithms to process multi-view data usually cannot achieve good results.
Therefore, the multi-view clustering problem has turn into a significant study issue.

Scholars have put forward various methods to deal with multi-view clustering issues.
In [8], a multi-view clustering algorithm using non-negative matrix factorization is put
forward. And then it uses a clustering algorithm to cluster the clusters immediately.
In [9], a novel multi-view clustering algorithm using non-negative matrix factorization
(NMF) via resemblance constraint was put forward.

However, although these attribute characteristics of different views in a multi-view
data set may be very different, they are after all descriptions of the same data object from
different perspectives. Therefore, there is hidden shared information between different
views. Therefore, there are both essential topics when learning multi-view data:

1) How can we take full advantage of the difference knowledge among distinct views
in the data set?

2) Howcanwe fully findout and use this hidden consistency information amongdistinct
views?

Above algorithms provide a lot of practical solutions to the problem for multi-view
clustering, but a number of algorithms only pay attention to the evident knowledge in
the evident views, and neglect the concealed point shared among the evident views. At
the same time, a lot of other clustering algorithms of multi-view only pays attention to
and mine the shared concealed lore of distinct views. As a matter of fact, the shared
concealed lore and the specific information in distinct evident views both should be
attached importance to. In the research of multi-view clustering algorithm, it’s a hard
problem to apply shared lore with specific information productively.

To this end, we come up with a multi-view weighted kernel fuzzy clustering algo-
rithm using collaborative visible and hidden views (MV-Co-KFCM). The method fully
considers the differences between different visible views in the data, and considers the
concealed knowledge shared among distinct views in same data set. By comparing with
six related algorithms, the effect of the proposed algorithm is verified.

2 NMF

NMF [10] can be seen as a dimensionality reducing technique employed in pattern
recognition, image engineering and other fields. The dimensionality of non-negative data
sets can be cut back by NMF. Provided a non-negative data set X = [x1, x2, · · · xN ], the
NMF can gain two non-negativematrix factorsW ∈ Rm×r+ andH ∈ Rr×N+ , andX ≈ WH .
Here r represents dimensionality reduction, and W indicates the base matrix and H
indicates the coefficient matrix. Consequently, we can regard NMF as the optimization
issue:

min
W ,H

‖X − WH‖2 among themW > 0, H > 0 (1)
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Here we assume that the noise obeys Gaussian distribution, then the maximum
likelihood function can be obtained:

L(W ,H )=
∏

i,j

1√
2πσij

exp

(

− E2
ij

2σij

)

=
∏

i,j

1√
2πσij

exp(−
(
Xij − (WH )ij

)2

2σij
). (2)

In virtue of the largest logarithm likelihood formula, the log likelihood formula can
be obtained:

ln L(W ,H ) =
∑

i,j

ln
1√
2πσij

− 1

2σij

∑

i,j

(
Xij − (WH )ij

)2 (3)

Assuming that the variance of the noise of each data point is the same, then to
maximize the value of the likelihood function, it’s only necessary to optimize the value
of the next function:

J (W ,H ) = −1

2

∑

i,j

(
Xij − (WH )ij

)2 (4)

Because of (WH )ij =∑
k
WikHkj,

∂(WH )ij

∂Wik
= Hkj (5)

Then we can get:

∂J (W ,H )

∂Wik
=
∑

j

[−Hkj
(
Xij − (WH )ij

)]

= −(
∑

j

XijHkj −
∑

j

Hkj(WH )ij) = −(
(
XHT

)

ik
−
(
WHHT

)

ik
) (6)

In the same way, we can get:

∂J (W ,H )

∂Hkj
= −(

(
WTV

)

kj
−
(
WTWH

)

kj
) (7)

Next, we can iterateW and H through the gradient descent algorithm:

Wik = Wik − α1

[
−(
(
XHT

)

ik
−
(
WHHT

)

ik
)
]

(8)

Hkj = Hkj − α2

[
−(
(
WTX

)

kj
−
(
WTWH

)

kj
)

]
(9)

Here, we select:

α1 = Wik(
WHHT

)
ik

(10)
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α2 = Hkj(
WTWH

)
kj

(11)

Substituting formulas (10) and (11) into formulas (8) and (9), we can finally get the
iterative formulas of W and H :

Wik = Wik ·
(
XHT

)
ik(

WHHT
)
ik

(12)

Hkj = Hkj ·
(
WTX

)
kj(

WTWH
)
kj

(13)

Recently, NMF has been widely applied in cluster analysis. For instance, for the term
document matrix, a document grouping method based on NMF is proposed [11].

3 Core Algorithm

3.1 Multi-view Clustering of Visible and Hidden View Collaboration

For multi-view data, it can be reasonably assumed that a concealed view data is shared
by distinct evident views, and data of distinct evident views can be constructed from the
shared concealed view.

Provided a multi-view data set X = {
X 1,X 2, · · ·XK

}
,the k-th evident view is

expressed as a matrix X k = [
xk1, x

k
2, · · · xkN

] ∈ Rmk×N , where N is the quantity of
samples, K indicates the quantity of evident views, and mk represents the quantity of
attributes of the k-th evident view. Because the factors in X k are possible to be negative,
in order to adopt NMF technology, we standardize X k for the factors in X k to be non-
negative. H = [h1, h2 · · · , hN ] ∈ Rr×N represents the multi-view data set in the shared
concealed space, andWk ∈ Rmk×r denotes the mapping matrix that maps the concealed
space data to the k-th evident view. By solving the following optimization problems, we
can receive the mapping matrix and concealed view:

O =
K∑

k=1

qk
∥∥∥X k − WkH

∥∥∥
2 + λ

K∑

k=1

qk ln qk (14)

The constraints are: Wk ,H ≥ 0,
K∑

k=1
qk = 1, 0 ≤ qk ≤ 1 .

The q = [
q1, q2, . . . qK

]
is a vector of weights, qk corresponds to the k-th visual

view, λ ≥ 0 indicates the regularization coefficient. The former item represents the
experience loss of NMF. The latter item stands for the adaptive weight of the visual view
using the maximum entropy mechanism.

It can be resolved by iterative optimization. We divided resolving process divided
into three steps:

Firstly, optimizing Wk when fixing H and q.
Secondly, optimizing H when fixing Wk and q.
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Finally, optimizing q when fixing H and Wk .
Here are the details. First, we optimize the value of Wk when fixing H and q, then

the issue can be transformed into:

min
Wk

K∑

k=1

qk
∥∥∥X k − WkH

∥∥∥
2 + λ

K∑

k=1

qk ln qk (15)

For any Wk , since H and q are fixed, (15) can be changed into:

min
Wk

∥∥∥X k − WkH
∥∥∥
2

(16)

Through NMF, we can get the formula ofWk :

(
Wk
)

i,r
=
[ (

X kHT
)
i,r(

WkHHT
)
i,r

](
Wk
)

i,r
(17)

Then, we optimize the value of H by fixing q and Wk . Under these circumstances,
the formula (18) can be obtained:

min
H

K∑

k=1

qk
∥∥∥X k − WkH

∥∥∥
2 + λ

K∑

k=1

qk ln qk (18)

Construct the objective function:

J
(
Wk ,H

)
=

K∑

k=1

qk ·
∑

i,j

(
X k
ij −

(
WkH

)

ij

)2

+ λ

K∑

k=1

qk ln qk (19)

Because of
(
WkH

)
ij = ∑

r

(
Wk

irHrj
)
, and

∂
(
WkH

)
ij

∂Hrj
= Wk

ir , the partial derivative of

the objective function can be obtained:

∂J
(
Wk ,H

)

∂Hrj
=

K∑

k=1

qk · 2 · [−([
(
Wk
)T

X k ]rj − [
(
Wk
)T

WkH ]rj)] (20)

After this, the value of H is iterated through the gradient descent method:

Hrj = Hrj − α · 2 ·
[

−
K∑

k=1

qk ·[
(
Wk
)T

X k ]rj +
K∑

k=1

qk ·[
(
Wk
)T

WkH ]rj
]

(21)

Here, we set the value of α:

α = 1

2
· Hrj

K∑

k=1
qk ·[
(
Wk
)T
WkH ]rj

(22)
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Substituting it into (21) can get the iterative formula:

Hrj =

K∑

k=1
qk ·[
(
Wk
)T
X k ]rj

K∑

k=1
qk ·[
(
Wk
)T
WkH ]rj

· Hrj (23)

Finally, we optimize the value of q by fixing H and Wk . Lagrangian function is
constructed by Lagrangian multiplier method:

L =
K∑

k=1

qk
∥∥∥X k − WkH

∥∥∥
2 + λ

K∑

k=1

qk ln qk − η

(
K∑

k=1

qk − 1

)

(24)

Then we can get:

∂L

∂qk
=
∥∥∥X k − WkH

∥∥∥
2 + λ(ln qk + 1) − η = 0 (25)

After derivation:

qk = exp

(
η − λ

λ
−
∥∥X k − WkH

∥∥2

λ

)

= exp

(
η − λ

λ

)
· exp

(

−
∥∥X k − WkH

∥∥2

λ

)

(26)

Because of the constraint
K∑

k=1
qk = 1 in (14), we can get:

exp

(
η − λ

λ

)
= 1

K∑

k=1
exp

(
−‖X k−WkH‖2

λ

) (27)

Substituting formula (27) into (26), the iterative formula can be obtained:

ql = exp

(

−
∥∥X k − WkH

∥∥2

λ

)/
K∑

l=1

exp

(

−
∥∥X l − WlH

∥∥2

λ

)

(28)

So far, the derivation on extracting hidden information from multiple views has all
ended. Next we will give the specific EHI-MV (extracting hidden information from
multiple views) algorithm steps:



122 Y. Tang et al.

3.2 MV-Co-kFCM Algorithm

Provided a multi-view data set X = {
X 1,X 2, . . . ,XK

}
, we are able to get the con-

cealed view data among the evident view via the EHI-MV method. According to the
collaboration of visible and concealed views, we put forward a weighted kernel function
clustering algorithm after introducing the kernel function, namely the MV-Co-KFCM
algorithm. Its objective function is characterized:

J
(
U ,V , Ṽ ,w

)
= β

C∑

i=1

N∑

j=1

umij
∥∥φ(hj) − φ(ṽi)

∥∥
2

+ (1 − β)

K∑

k=1

wk

C∑

i=1

N∑

j=1

umij

∥∥∥φ(xkj ) − φ(vki )
∥∥∥

2

+ η

K∑

k=1

wk lnwk (29)
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The restrictions involved specifically include the following aspects: H >

0,
C∑

i=1
uij = 1,

K∑

k=1
wk = 1, 0 ≤ wk ≤ 1, uij ∈ [0, 1], 1 < j < N . U is the member-

shipmatrix of sizeC×N ,V = {V 1,V 2, . . . ,VK
}
represents the cluster center of a set of

K evident data,Vk = [vk1, vk2, . . . , vkC
]
is the cluster centermatrix of the k-th evident data,

vki denotes the i-th cluster of the k-th evident data. Class center. Ṽ = [
ṽ1, ṽ2, . . . , ṽC

]

represent the cluster center matrix of the concealed data, ṽi is the i-th cluster center of
the evident data. H = [h1, h2, · · · hN ] indicates the shared concealed data of K visible
views. wk is the weight of the k-th evident view, which is similar to the degree of mem-
bership, and the viewweight also is required to satisfy the constraint that the sum is 1. So
as to adaptively regulate the weights, (29) also adopts the Shannon entropy. Assuming
that the weights of all evident view data can be regarded as a probability distribution, we

have that Shannon’s entropy can be indicated as −
K∑

k=1
wk lnwk , and by minimizing the

objective function, the entropy can be maximized as much as possible. η is employed to
manage the effect of the Shannon entropy during clustering.

The Lagrangian function is generated by

L = J
(
U ,V , Ṽ ,w

)
+ λ

(

1 −
C∑

i=1

uij

)

+ α

(

1 −
K∑

k=1

wk

)

(30)

First, by taking the partial derivative of the membership matrix, we can get:

∂L

∂uij
= βmum−1

ij

∥∥φ(hj) − φ(ṽi)
∥∥2 + (1 − β)

K∑

k=1

wkmu
m−1
ij

∥∥∥φ(xkj ) − φ(vki )
∥∥∥
2 − λ = 0

(31)

Then we have

uij = λ1/m−1

(
β · m · ∥∥φ(hj) − φ(ṽi)

∥∥2 + (1 − β) ·
K∑

k=1
wk · m ·

∥∥∥φ(xkj ) − φ(vki )
∥∥∥
2
)1/m−1

(32)

From the constraint conditions, one has

C∑

i=1

uij = 1 (33)

and then

λ1/m−1 = 1

/ C∑

i=1

1
(

β · m · ∥∥φ(hj) − φ(ṽi)
∥∥2 + (1 − β) ·

K∑

k=1
wk · m ·

∥∥∥φ(xkj ) − φ(vki )

∥∥∥
2
)1/m−1

(34)

Substituting (34) into (32), we can get
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uij = 1

/ C∑

s=1

(

β · m · ∥∥φ(hj) − φ(ṽi)
∥∥2 + (1 − β) ·

K∑

k=1
wk · m ·

∥∥∥φ(xkj ) − φ(vki )

∥∥∥
2
)1/m−1

(

β · m · ∥∥φ(hj) − φ(ṽs)
∥∥2 + (1 − β) ·

K∑

k=1
wk · m ·

∥∥∥φ(xkj ) − φ(vks )

∥∥∥
2
)1/m−1

(35)

Then, by taking the partial derivative of the view weight, one has:

∂L

∂wk
= (1 − β) ·

C∑

i=1

N∑

j=1

umij

∥∥∥φ(xkj ) − φ(vki )
∥∥∥
2 + η(lnwk + 1) − α = 0 (36)

After deduction, we can obtain:

K∑

k=1

wk = exp

(
α − η

η

)
·

K∑

k=1

exp

⎛

⎜⎜⎜⎜
⎝

−(1 − β) ·
C∑

i=1

N∑

j=1
umij

∥∥∥φ(xkj ) − φ(vki )
∥∥∥
2

η

⎞

⎟⎟⎟⎟
⎠

= 1

(37)

Combing (37) with (36), we can get the iterative formula of wk :

wk =
exp(−(1−β)

η

C∑

i=1

N∑

j=1
umij

∥∥∥φ(xkj ) − φ(vki )
∥∥∥
2
)

K∑

h=1
exp(−(1−β)

η

C∑

i=1

N∑

j=1
umij

∥∥∥φ(xhj ) − φ(vhi )
∥∥∥
2
)

(38)

After that, by obtaining the partial derivative of the cluster center vki of the visual
view, here we introduce the Gaussian kernel function for calculation, namely:

∥∥∥φ(xkj ) − φ(vki )
∥∥∥
2 = 2 − 2 · K

(
xkj , v

k
i

)
= 2 − 2 · exp

⎛

⎜
⎝

(
xkj − vki

)2

2 · σ 2

⎞

⎟
⎠ (39)

Then we can get:

∂L

∂vki
= (1 − β) · wk ·

N∑

j=1

umij · (−2) · exp
⎛

⎜
⎝

(
xkj − vki

)2

2 · σ 2

⎞

⎟
⎠ ·

(
xkj − vki

)

σ 2 = 0 (40)
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Derivation can be:

(1 − β) · wk ·
N∑

j=1

umij · (−2) · exp
⎛

⎜
⎝

(
xkj − vki

)2

2 · σ 2

⎞

⎟
⎠ · xkj

σ 2

= (1 − β) · wk ·
N∑

j=1

umij · (−2) · exp
⎛

⎜
⎝

(
xkj − vki

)2

2 · σ 2

⎞

⎟
⎠

vki
σ 2

(41)

The formula of vki can be obtained as:

vkj =

N∑

j=1
umij · exp(

(
xkj −vki

)2

2σ 2 ) · xkj
N∑

j=1
umij · exp(

(
xkj −vki

)2

2σ 2 )

(42)

Finally, we get for ṽi of the hidden view:

∂L

∂ ṽi
= β

N∑

j=1

umij · (−2) · exp
((

hj − ṽi
)2

2 · σ 2

)

·
(
hj − ṽi

)

σ 2 = 0 (43)

To sum up, we can obtain:

ṽi =

N∑

j=1
umij · exp( (hj−ṽi)

2

2·σ 2 ) · hj
N∑

j=1
umij · exp( (hj−ṽi)

2

2·σ 2 )

(44)

So far, the iterative formulas for each variable of the algorithm have been derived.
The operation flow of this algorithm is described below.
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4 Experiment and Analysis

Here we use 5 multi-view data sets to experimentally evaluate the clustering effect of the
algorithm. These 5 data sets come from the UCI repository. They are Multiple Features,
Image Segmentation, Dermatology, Forest Type and Water Treatment Plant, which are
multi-feature data sets, image segmentation data sets, dermatology data sets, forest type
data sets, and water treatment plant data sets. Each data set contains two different views.

At the same time, we also compared with the previous 6 algorithms: FCM, KFCM,
RLM, VFCM, EWFCM, FRFCM. The platform used in the experiment is Window 10
system and the programming language is Matlab2013b.
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Using 5 evaluation indicators ACC, CH, NMI, EARI, XB [12]. The first four are the
bigger the better, and the fifth XB index is the smaller the better. The XB(-) in the table
here means that the smaller the better. In addition, EARI and XB are indicators specifi-
cally for fuzzy algorithms, where RLM is hard clustering, and there is no corresponding
value. The results obtained are demonstrated from Table 1, 2, 3, 4 and Table 5.

Table 1. Experimental results of Multiple Features data set

FCM KFCM RLM V-FCM EWFCM FRFCM MV-Co-KFCM

ACC 0.3370 0.5469 0.5965 0.6267 0.6533 0.6793 0.8972

CH 2.5782 3.1379 3.8730 4.1723 5.6377 7.8784 10.3354

NMI 0.1680 0.2163 0.2389 0.2179 0.3591 0.5398 0.8231

EARI 0.2389 0.3876 – 0.4237 0.4751 0.4838 0.9156

XB(-) 1.8426 0.9257 – 0.8216 0.7910 0.7379 0.1636

Table 2. Experimental results of Image Segmentation data set

FCM KFCM RLM V-FCM EWFCM FRFCM MV-Co-KFCM

ACC 0.1979 0.2335 0.2754 0.3582 0.3887 0.5183 0.8293

CH 0.0795 1.026 2.3840 2.4283 2.9372 3.7273 9.4739

NMI 0.2669 0.4473 0.5839 0.5993 0.6739 0.7383 0.9976

EARI 0.3969 0.5641 – 0.7342 0.8129 0.8539 0.9585

XB(-) 2.6758 1.8683 – 1.6238 0.9672 0.9373 0.2836

Table 3. Experimental results of Dermatology data set

FCM KFCM RLM V-FCM EWFCM FRFCM MV-Co-KFCM

ACC 0.3844 0.3942 0.4083 0.4768 0.4910 0.5937 0.8705

CH 1.6304 1.7263 3.9375 5.2364 9.2430 15.9634 23.7451

NMI 0.4652 0.5677 0.7054 0.7344 0.7511 0.7635 0.9233

EARI 0.2326 0.3731 – 0.5308 0.5632 0.7878 0.9953

XB(-) 3.4590 2.8323 – 2.3901 2.3465 1.7692 0.5981

The strong points of the proposed algorithm are mainly reflected:

1) It’s glaringly obvious from the above consequents that the MV-Co-KFCM algo-
rithm performs best on ACC, CH, NMI, EARI and XB in 5 multi-view data sets.
Experiments illustrate that the effect of MV-Co-KFCM is greater than the other six
comparison algorithms.
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Table 4. Experimental results of Forest Type data set

FCM KFCM RLM V-FCM EWFCM FRFCM MV-Co-KFCM

ACC 0.1530 0.1623 0.3256 0.5020 0.5291 0.5802 0.9133

CH 15.5675 32.4543 39.2489 57.9363 59.8535 63.2369 82.3500

NMI 0.1390 0.2277 0.2535 0.3506 0.7487 0.8426 0.9135

EARI 0.3522 0.3809 – 0.4374 0.4399 0.5818 0.9033

XB(-) 5.0374 3.3923 – 3.2856 1.7454 1.3555 0.2929

Table 5. Experimental results of Water Treatment Plant data set

FCM KFCM RLM V-FCM EWFCM FRFCM MV-Co-KFCM

ACC 0.3290 0.3302 0.4273 0.4701 0.5921 0.5995 0.9312

CH 12.3499 15.2570 18.0887 19.9442 20.0371 26.9373 38.1923

NMI 0.1023 0.1930 0.2288 0.2475 0.2825 0.3972 0.7799

EARI 0.3598 0.4290 – 0.6367 0.6922 0.8800 0.9255

XB(-) 6.3433 4.8947 – 4.3066 2.6805 0.9932 0.0830

2) For 6 clustering algorithms oriented to single view, such as FCM, the test results
show that simply directly combining different views to form data for clustering
cannot obtain satisfactory results.

3) This article uses NMF to extract hidden shared information from multiple different
views of the data set, and then applies it to the iterative process of clustering. In this
way, we not only utilize the difference lore among distinct views in the multi-view
data set, but also take full advantage of the consistency information in the distinct
views. All this is embodied in the previous EHI-MV algorithm.

4) In MV-Co-KFCM, in order to coordinate different views in the iterative process, we
assign a weight wk to each view. Of course, the view weight also needs to meet the
constraint condition of 1. So as to adaptively regulate theweight of each evident view,
a Shannon entropy regularization term is also introduced. Assuming that the weights
of all evident views can be regarded as a probability distribution. By minimizing the
objective function, the entropy can be maximized as much as possible.

5 Summary and Outlook

Weput forward amulti-viewweighted kernel fuzzy clustering algorithmMV-Co-KFCM
that synergizes visible and hidden views.

Firstly, the non-negative matrix is decomposed as the kernel, and the hidden shared
information is extracted from multiple different views of the data set, and then it is
applied to the iterative process of clustering. This not only takes full advantage of the
distinct knowledge among distinct views in the multi-view data set, but also employ the
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consistency information in the different views. It is embodied in the previous EHI-MV
preprocessing algorithm.

Secondly, in order to coordinate different views in the iterative process, a weight is
allocated to each view, and the view weight needs to meet the constraint condition that
the sum is 1.

Thirdly, so as to adaptively regulate the weight, the Shannon entropy is also intro-
duced. By minimizing the objective function, the entropy can be maximized as much as
possible, thus establishing the core algorithm of this article. Namely the MV-Co-KFCM
algorithm.

Lastly, facing 5 multi-view databases, it’s clear to see from the experimental conse-
quent that the MV-Co-KFCM algorithm which we put forward performs best in ACC,
CH, NMI, EARI and XB, notably greater than the other 6 comparison algorithms.

In future research, we try to combine fuzzy clustering and heterogeneous implication
logical reasoning, and use logical reasoning as the internal drive to establish a new
collaborative clustering algorithm.
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Abstract. In the recent years, information diffusion and strategy interaction on
the multiplex networks have been greatly researched. Some significant progresses
came at stochastic spreading models. However, the influences of individuals’ trust
on strategy interaction and cooperation evolutionwere generally overlooked.Actu-
ally, in real social networks, the different trust levels of individuals are important
factors in the information diffusion.Here,wewill play some strategy games among
individuals, as well as communities or groups in the weighted multiplex networks,
to explore the effect of individuals’ trust on strategy interaction and cooperation
evolution. Each individual uses a cache to storage certain length of previous strat-
egy status, which indicates the individual’s trust degree on the strategy. When
consecutive identical cooperation strategies occur in the individual’s cache, and
exceed the certain threshold of strategy memory length, the cooperation strategy
will be adopted in next interlayer and intralayer interactions, so as to explore com-
munity level diffusion. The results show that the individuals’ trust levels highly
affect the strategy interaction and cooperation evolution in multiplex networks.
The cache length of consecutive identical cooperation strategy is also the key
parameter for information diffusion, and the tight degrees between different lay-
ers of networks together. This work will be helpful to understand cooperation
dynamic and evolution in weighted multiplex networks.

Keywords: Trust · Information diffusion · Strategy interaction

1 Introduction

Nowadays, the wild varieties of information have been spreading on all diversified social
networks, such as epidemics, opinions, innovation, gossips and so on. Some researchers
focus on the cascade and threshold models [1–3], and try to understand these processes
and mechanisms of information diffusion in social networks. Specially, the evolutionary
game theories are generally used tomodel individual’s strategy interactions and diffusion
with social dilemmas on multiplex networks [4–6], so as to explore the individuals’
strategy behaviors and cooperation spreadmechanism, as well as communities or groups
of sub-networks [7–10].

There aremany significant progresses in studying of information spreading and coop-
eration evolution in multiplex networks. Damon C. [11] focused on the spread of health

© Springer Nature Singapore Pte Ltd. 2021
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behavior and investigated the effects of different network structures. They artificially
structured several online groups and communities, and found that the health behavior
spread faster and farther in clustered-lattice networks than in random networks. F.C.
Santos et al. [12] studied evolution games on different types of graphs and incorporated
heterogeneity of the individuals. The graphs covered from single-scale to scale-free
graphs. They showed that the cooperative behavior of long-term easily counteracted the
defective behavior of short-term for all social dilemmas, by increasing heterogeneity of
cooperation. They also showed how cooperative behavior depends on the complicating
individuals’ relationship in scale-free network. The topological structures of network
that may affect the cooperation evolution have been also deeply investigated in [13–18].
Moreover, many recent works studied information diffusion for different contents on
real-world social networks [19–26], and finding influential nodes for information diffu-
sion in the independent cascade model [27–29]. It is an important step that identifying
the most influential spread leaders in a social network, towards optimizing available use
of resources and ensuring the more efficient information diffusion. Maksim Kitsak et al.
[30] showed that the best spreaders or the most influential spreaders are not necessarily
the most central or highly connected individuals. They found that individuals locating
in the core of network are the most influential spread leaders, which could be identified
by the k-shell decomposition analysis. They also considered cross-layer spreaders and
their distances that determine the spreading extent, simultaneously. However, most of
existing works about information diffusion generally overlooked the impact of rational
decision of individuals on the outcome of the cooperation evolution process. Actually,
in real social networks, individuals may change their interaction strategy and behavior
during the information diffusion process according to some factors, such as whether the
information is important, whether the neighbor individuals are trustable, individuals’
social position and influence force, and so on.

In this work, we will investigate how individuals’ trust influence the extent of coop-
eration evolution in the weighted multiplex networks, and how the different trust degrees
of individuals determine the groups’ interactions behavior and cooperation evolution in
intralayer and interlayer networks, so as to explore community level diffusion. Here, the
degrees and levels of trust give expression to the strategy memory span of individuals’
cache. The evolutionary games are modeled as the trustable and un-trustable interac-
tions. The strategy interactions are performed between individuals not only in intralayer
network, but also in interlayer network. Two classical games are modeled as the strategy
interactions, Prisoner’s Dilemma (PD) and Snowdrift Game (SG) [31, 32]. The infor-
mation diffusion is abstracted as a modified version of the threshold model [13]. We try
to explore the cooperation evolution of information spread in multiplex networks and
considered different strategy cache lengths and different social positions of individuals.
The results show that the individuals’ trust levels highly affect the strategy interaction
and cooperation evolution in multiplex networks. The cache length of consecutive iden-
tical cooperation strategy is also important parameter for the information diffusion, and
the tight degrees between different layers of networks together.
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2 Proposed Method

Here, a two-layered multiplex network is considered, which consists of network C1 and
C2 with weighted values. For each of individual, the sum of weighted values of linked
edges is regarded as its social position and its influence force. There are some connected
edges between different individuals from different networks, which compose as inter-
layer network. The strategy interactions happen on between each pair of individuals in
interlayer and intralayer of networks, by playing game PD and SG [32].

In the games, two kinds of strategieswould be adopted, cooperators (C) and defectors
(D). The two-layered networks are randomly generated, including weighted values of
all edges and the individuals’ link degrees. According to individuals’ social position and
influence force, each individual is classified into authority group or non-authority group.
After each interaction with linked neighbor from interlayer and intralayer network,
an individual will obtain the payoffs. Meanwhile, the ranks of each strategy will be
calculated in different groups. Specially, the impact forces and reactive forces of different
strategies, whether from several groups or from individuals, are considered in each
interaction simultaneously. An individual will accept the strategy from certain intralayer
group with probability parameter β, or adopt the strategy from the linked interlayer
neighbor with probabilistic parameter a. Each individual has a cache storing certain
length of previous strategy status, and the memory length of strategy values indicates
different degrees of trust on information spread. The strategies of individuals will be
continually updated after each intralayer and interlayer interaction. When consecutive
identical cooperation strategies in the individual’s cache exceed the setting threshold,
the strategy C will be adopted in next interactions. In this way, the evolution process of
cooperation diffusion in the weighted multiplex networks is explored.

2.1 The Duplex Network with Weighted Values

Firstly, a two-layered weighted multiplex network is randomly generated. Two layer
networks are defined as C1 = <A, EA,WA, KA> and C2 = <B, EB,WB, KB>, respec-
tively. A = {a1, a2, …, am} indicates the set of individuals with number m in C1.
∀(
ai, aj

) ∈ EA ⇒ ∀E(
ai, aj

) ∈ WA, that means there exist an edge with interaction

weight value between node ai and aj, where
(
wa
ij = wa

ji

)
∈ WA. In addition, ∀ki ∈ KA

denotes the link degree of individual ai. Similarly, ∀(
bi, bj

) ∈ EB ⇒
(
wb
ij = wb

ji

)
∈ WB.

Subsequently, the interlayer network is defined as DPS = <C1, C2, EC1C2, WC1C2,
KDPS>, where EC1C2 is the set of interlayer linked edges,WC1C2 is the set of weighted
values of interlayer linked edges, and KDPS denotes the average value of link degrees
among interlayer linked individuals in multi-layer networks.

2.2 The Groups’ Classification

The individual’s trust mostly depends on the social position and influence force of the
opposite side. Here, the social position of individual i is defined:

SPC1
i =

∑
∀(ai,aj)∈EA w

a
ij∑m

i=1
∑

∀(ai,aj)∈EA w
a
ij
. (1)
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If SPC1
i > SPC1

j , it indicates that individual i has bigger strategy impact force
than individual j. Then, we can calculate the average value of social positions for all
individuals in network C1:

1

m

∑m

i=1
SPC1

i = 1

m
. (2)

We divide the sub-network C1 into two groups, the authority group and the non-
authority group. The authority group consists of those individuals with bigger SP than
average value. The SPs of individuals in the non-authority group are smaller than average
SP.

In network C1, GC1 and GC1 represent the authority group with high SP and the
non-authority group with low SP respectively. We have GC1 = {

ai|SPC1
i > 1

m

}
, and

GC1 = A − GC1. Similarly, we also have GC2 and GC2.
Meanwhile, each individual in GC1 would impose strategy impact on target individ-

uals to some extent. Therefore, it is necessary to calculate the impact distance between
individual and either of groups.

Let d(a, u) represents the shortest weighted path from individual a to u, |G|means the
number of individuals inG. Then, we can define the impact distance between individual
a and authority group G:

{
if a ∈ G, DaG = 1

(|G|−1)×∑
u∈G,u �=a SPu

∑
u∈{G−a} (SPu × d(a, u))

if a /∈ G, DaG = 1
|G|×∑

u∈G SPu

∑
u∈G (SPu × d(a, u)) (3)

Where, d(a, u) can be calculated by using the graph theory’s Dijkstra’s algorithm.
Similarly, we can also obtain the impact distance DaG in sub-network.

2.3 Payoffs of Individual and Ranks of Strategy

The goal of strategy interaction between two individuals is to obtain maximal payoff in
games PD and SG. As mentioned above, the payoffs of an individual i will be gotten
from intralayer and interlayer interactions with other individual j:

{
Intralayer: ∑<ki>

j=1 Pij = Pi1

Interlayer: ∑<kC1C2>
j=1 Pij = Pi2

. (4)

Here, 〈ki〉 is the linked degree parameter of individual i in intralayer network, while
〈kC1C2〉 is the average link degree of interlayer linked neighbors between sub-network
C1 and C2. Pij is the obtained payoff of individual i by interacting with j. Then, after
the intralayer and interlayer interaction, the total payoff of individual i is:

Pi = αPi1 + (1 − α)Pi2 (5)

Where, α is a crucial parameter reflected the degree of link ties between two sub-
networks. Obviously, the close interlayer interaction relation between two sub-networks
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means that parameter α is smaller. Specially, when α = 1, it denotes that two sub-
networks have not any interlayer interaction relations, which means two independent
sub-networks.

The strategy C and D will be adopted by all of individuals in the two groups. Let GS

denotes the set of individuals with strategy S in the authority groupG, and Pu represents
the obtained interaction payoffs of individual u. Then, we can calculate the rank of
strategy S in G:

∀S, Rank(S) =
∑

u∈GS
SPu × Pu (6)

Where S = {C,D}. Similarly, we can also obtain the rank of strategy S in G:
Rank

(
S
) = ∑

u∈GS
SPu ×Pu. Therefore, four kinds of ranks in one sub-network can be

calculated, according to different strategies and different groups. Each of ranks in each
sub-network should be calculated at each step of intralayer and interlayer interaction.

2.4 Strategy Impact Force in Groups

In information diffusion, the strategy of an individual will be highly affected from the
different groups with different SP. Here, we define a function to denote the impact force
of group G by imposing strategy S to individual a:

IFG
S→a = f

(
σ1Rank(S)

σ2DaG

)
= f

(
σ1

∑
u∈GS

(SPu × Pu)

σ2
(
1/

(|G| × ∑
u∈G SPu

)) × ∑
u∈G(SPu × d(a, u))

)

(7)

Where, function f increasesmonotonously. σ1 and σ2 adjust their relative importance
grades. It should be noted that |G| = |G|−1 when individual a ∈ G. Since S = {C,D},
according to above definition, we have also four kinds of strategy impact forces from
different groups and different strategy respectively, e.g., IFG

C→a, IF
G
D→a, IF

G
C→a, and

IFG
D→a. Obviously, we also consider the weak strategy impact from the non-authority

group, simultaneously.
In addition, although the reactive forces of strategies from an individual to each

group are weak, we cannot neglect its influence, because the individual sometimes may
obtain greater payoffs in each of interactions. Hence, the reactive force of individual a
by imposing strategy S to group G is given:

RFG
a→S = g

(
SPa × Pa

1/|GS | × ∑
u∈GS

(SPu × Pu)

)

(8)

Here, function g also increases monotonously. Similarly, according to above
definition, RFG

a→C , RF
G
a→D, RF

G
a→C and RFG

a→D, can be calculated respectively.

2.5 Strategy Diffusion in Interlayer and Intralayer Interactions

As for the strategy diffusion in interlayer interactions, the parameter (1 − α) is still
used to describe the adopted and updated probability of the strategies from other layer
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network. It means that an individual would either accept the strategy of different group
in intralayer network with the probability α, or accept the strategy of its linked neighbor
in interlayer network with probability (1 − α), after once strategy interaction.

For the latter, the linked neighbor j in interlayer networkwith theMaximum SPj×Pj,
will be choose in neighbors of number 〈kC1C2〉. Further, if SPi × Pi < SPj × Pj, and
Si �= Sj, then individual i will finally adopts its current strategy with the probability as
follows:

∏

i→j
(t) = SPj × Pj(t) − SPi × Pi(t)

Max
(
ki, kj

) × (Max(1,T ) − Min(0, S))
(9)

Where, t represents the interaction moment, while T and S are key parameters of
game PD and SG in interlayer interaction.

For the former, when an individual is ready to adopt the strategy of certain group in
intralayer network with the probability α, some factors need to be considered simultane-
ously in strategy diffusions, such as four kinds of impact forces from different groups in
intralayer network (IFG

C→a, IF
G
D→a, IF

G
C→a, and IF

G
D→a) and four kinds of reactive forces

from individual itself (RFG
a→C , RF

G
a→D, RF

G
a→C and RFG

a→D). In general, individual a
will be inclined to accept the strategy C from groupG, when IFG

C→a is bigger or RF
G
a→C

is smaller. Here, we use the rate of IFG
C→a and RFG

a→C to describe the tendency that

individual a adopts C of G. Similarly, IFG
D→a/RF

G
a→D is used to describe the tendency

that individual a adopts D of G. Meanwhile, we use the probability β to measure the
impact degree of two different groups from intralyer to the individual. It means that,
individual a would either adopt the strategy of group G with the probability β, or accept
the strategy of group G with the probability (1 − β). Therefore, at next time t + 1, the
strategy Sa(t + 1) that individual a will adopt can be given as follows respectively.

Sa(t + 1) =
{
SGC , if IFG

C→a/RF
G
a→C ≥ IFG

D→a/RF
G
a→D

SGD , otherwise
(10)

Sa(t + 1) =
{
SGC , if IFG

C→a/RF
G
a→C ≥ IFG

D→a/RF
G
a→D

SGD , otherwise
(11)

Where, SGC means the strategy C of G, while SGD denotes the strategy D of G.

2.6 Performance Criterion

In order to measure the strategy diffusion degree in the whole multiplex networks, the
density of cooperators at time t is given as follows:

c(t) = 1

Nl

∑Nl

l=1
cl(t) = 1

2
×

(
1

m

∑m

i=1
SAi (t) + 1

n

∑n

i=1
SBi (t)

)
(12)

Here, Nl is the layer number of networks. SAi (t) represents the sum of strategy value
that individual i in sub-network A obtains at time t. The value of strategy C is supposed
for 1, while D is supposed for 0.
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As mentioned above, each individual has a cache with certain length, as to storage
its own previous strategy values. The length of consecutive identical strategy C in the
cache stands for different trust levels of individuals on information diffusion. When the
individual’s strategy is about to update, the above formula 10 and 11 will be revised.
If consecutive identical cooperation strategies in individual’s cache exceed the setting
threshold, the strategyCwill be adopted by the individual in next interactions.Otherwise,
the update of strategy will still conform to the formula 10 and 11. Here, the parameter
ML is used to indicate the strategy memory span of individual, so as to evaluate the
influence of trust. In this way, the evolution process of cooperation diffusion in the
weighted multi-layered networks is explored, and the impact of trust in the information
diffusion is further reconsidered.

3 Experimental Result and Analysis

In this work, two kinds of classical evolutionary games (PD and SG) are played, and
the intralayer and interlayer interactions of strategy diffusion in the weighted multiplex
networks are analyzed. Two kinds of strategies would be adopted in each interaction, C
or D. The games PD and SG are defined by four parameters. The relative ordering and
the range of specified values of four parameters are described and set, as shown in Table
1.

Table 1. The range of four parameters for PD and SG

PD C D SG C D

C R = 1 S ∈ [−1, 0] C R = 1 S ∈ [0, 1][0, 1]
D T ∈ [1, 2] P = 0 D T ∈ [1, 2] P = 0

In experiment, parameters T and S increase 0.1step by step in their ranges of val-
ues respectively, as to ensure accuracy. For each pair of T and S, 1000 two-layered
weighted networks consisting of 1000 individuals are generated randomly, including
their interlayer networks. For each of duplex networks, the strategy updates occurring in
interlayer and intralayer interactions will be executed 5000 times. Finally, the average
densities of C are calculated corresponding to each region pair of T and S. Meanwhile,
the individual’s different strategy memory lengths (ML) are analyzed.

The cooperation diffusion and evolution in different games owing to the impact of
strategy ML is shown in Fig. 1. For the game SG, it is obvious that the densities of
C decreases in some regions significantly, e.g. S ∈ [0, 0.3] and T ∈ [1.5, 2], when
the strategy ML gradually increases. However, there are little impacts of strategy ML
in other regions, as Panel 1 shows. When the game PD is played, the influence of
individuals’ trust mainly focuses on smaller strategy ML values. It is apparent that the
coverage proportion of cooperators C is more than 50 percent in some regions, e.g.
S ∈ [−1,−0.5] and T ∈ [1, 1.5], when strategy ML is 2.
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Panel 1

Panel 2

Fig. 1. For each region pair of T and S, 1000 random weighted duplex networks are generated.
The average densities of C and corresponding to different strategy ML are shown as cooperation
diffusion for game SG (Panel 1) and PD (Panel 2), when the parameter a is 0.9.

As showed in the Fig. 1, we can find that the average density distributions of C are
at comparatively low level for game PD. However, the impact of individuals’ trust on
cooperation diffusion in the game PD is more lager than in game SG, because of its
smaller densities of C. In order to obtain the higher densities of C in game PD, the
strategy ML should take small value.

In order to investigate the impacts combined interlayer interaction tight degree a
and strategy ML of caches on the cooperation densities of C, some experiments are
also executed. When the game SG is played, the combined impacts on the cooperation
density of C are shown in Fig. 2. We can find that the bigger interlayer tight parameter
a and the smaller strategy ML will be obvious to obtain the higher densities of C. When
the strategy ML of caches is fixed, the tighter the interlayer interaction between two
networks is, the faster the cooperation diffusion is. Meanwhile, under certain interlayer
interaction parameter a, the smaller the strategy ML is, the bigger the densities of C are.
This illustrates that the trust levels of individuals highly impact the cooperation evolution
to some extent, and the individuals’ trust degree plays an important role on information
diffusion. From the Fig. 2, it is easy to be found when strategy ML is 2, the density of C
achieves a maximum value. It is based on one fact that all of next interaction strategies
will continuously adopt C, only if the pervious interaction strategy is C. Specially, the
impact of individuals’ trust will be not considered in information diffusionwhen strategy
ML is 1.

When the game PD is played, the combined impacts on the cooperation density of
C are shown in Fig. 3. From the Fig. 3, we can find that the average densities of C are
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Fig. 2. A case study on the combined impacts of the individuals’ trust and interlayer interaction
tight on (1 − α)(1 − α) densities of C, when S = 0.2 and T = 1.2 for SG, and the tight degree
a are 0.1 (blue), 0.5 (green), 0.9 (red), respectively (Color figure online).

Fig. 3. A case study on the combined impacts of the individuals’ trust and interlayer interaction
tight on (1 − α)(1 − α)(1 − α) densities of C, when S = −0.8 and T = 1.2 for PD, and the tight
degree a are 0.1 (green), 0.5 (red), 0.9 (blue), respectively (Color figure online).

comparatively lower than those obtained in SG game as a whole. The average densities
of C are less than 0.4 in most of regions under certain interlayer interaction parameter
a. Therefore, it seems to be more important that a good strategy ML is selected. Just
like game SG, the smaller strategy ML and the bigger interaction tight parameter a
will obtain the bigger density of C. Similarly, when strategy ML is 2, the density of C
achieves a maximum value. In addition, there are not obvious difference on density of
C when α is 0.9 and 0.1 respectively. It means the impacts of interlayer interaction on
cooperation evolution are relatively less in game PD than in game SG. When the game
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PD is played, the strategy ML and intralayer interaction are two important factors for
cooperation diffusion.

Finally, since each of two-layered multiplex networks with weighted values and the
relations between each individual are all generated randomly, we will also calculate the
credible intervals and credible degrees for the cooperation densities in some region pairs,
as to verify the confidence degrees of results. On the basis of above method, we firstly
obtain 1000 sample sets of cooperation densities for each typical region pairs when the
game SG is played, and interlayer and intralayer strategy interactions are performed
for thousands of times. Then we can calculate the mean and standard deviation for
cooperation densities C, and obtain the credible intervals of cooperation densities C for
each selected typical region pair under the setting credible level. Here, we set the strategy
ML for 2, the confidence level for 90%. The interlayer interaction parameter a is also set
for 0.1 and 0.9. The credible intervals of cooperation densities C are obtained for some
selected region pairs.

Our results show that there are the high cooperation densities ofC and high incredible
intervals of C in the typical region pairs of S ∈ [0, 0.3] and T ∈ [1.5, 2] when the game
SG is played. In these regions, there are higher cooperation densities of C when α = 0.1
than α = 0.9. It indicates that the impacts of individuals’ trust are more effective in
intralayer interaction than in interlayer interaction for these regions. In addition, the
densities of cooperation C in most of region pairs are at comparatively low levels for
game PD as a whole, despite the high confidence level.

4 Conclusion

In this work, we investigated how individuals’ trust impacts on cooperation evolution
in the weighted multiplex networks, and how the different trust levels of individuals
determine the strategy behavior in intralayer and interlayer interactions, so as to explore
the information diffusion in social multiplex networks.

The evolutionary games are modeled as the trustable and un-trustable interactions,
and the strategy interactions happen in interlayer and intralayer of networks by playing
game SG and PD. Here, each individual uses a cache to storage certain length of previ-
ous strategy status, which indicates the individual’s trust degree on the strategy. When
consecutive identical cooperation strategies occur in the individual’s cache, and exceed
the setting certain threshold of strategy memory length, the cooperation strategy C will
be accepted in next intralayer and interlayer interactions.

We imitated the real-world social networks asmuch as possible, and considered some
factors affecting individual’s strategy behavior and interaction, such as the trust degrees
among individuals, the social positions of individuals, the impacts of social groups, the
interlayer relation tight degrees of sub-networks, and so on. The results show that the
individuals’ trust levels highly impact the strategy interaction and cooperation evolution
in the weighted multiplex networks. The impact of individuals’ trust on cooperation
diffusion in the game PD is more lager than in game SG, while the impact of interlayer
tight degrees on cooperation evolution is relatively less in game PD than in game SG. The
cooperation diffusion depends on the memory lengths of individuals with consecutive
identical cooperation strategies to a great extent. This work will be helpful to understand
cooperation dynamic and evolution process in weighted multiplex networks.
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Abstract. In regard to how to find the ideal result of reasoning mech-
anism, the standard of the largest entropy can offer its proper interpre-
tation. Inspired by this observation, the intuitionistic entropy-induced
symmetric implicational (IESI) algorithm is put forward in this study,
and then extend it to the corresponding cooperative reasoning version.
To begin with, the new IESI standards are given, which are improved
versions of the previous symmetric implicational standard. Thenceforth,
the inherent characteristics of result of the IESI algorithm are analyzed.
In addition, unified results of such algorithm are given, and the fuzzy
system via the IESI algorithm is constructed and analyzed. Lastly, its
cooperative reasoning version is proposed for multiple inputs and multi-
ple rules, while the corresponding optimal solutions are also gained.

Keywords: Fuzzy inference · Symmetric implicational method ·
Intuitionistic fuzzy set · Fuzzy system.

1 Introduction

The crucial issues of fuzzy inference [1] are characterized as below:

FMP: focusing on C −→ D and C∗, achieve D∗, (1)

FMT: focusing on C −→ D and D∗, achieve C∗. (2)

Hereinto C,C∗ belong to FZY (X) (FZY (X) represents the collection of whole
fuzzy subsets of X) and D,D∗ ∈ FZY (Y ). To find the solutions for FMP and
FMT, the CRI (compositional rule of inference) algorithm has been the classical
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strategy, in which an operator called fuzzy implication ↪→ was utilized. There-
after, the triple I algorithm was established [2]. Its basic target was to hunt for
the appropriate D∗ ∈ FZY (Y ) (or C∗ ∈ FZY (X)) making

(C(c) ↪→ D(d)) ↪→ (C∗(c) ↪→ D∗(d)) (3)

acquire its largest value for all c ∈ X, d ∈ Y . Following that, the fuzzy entropy
triple I algorithm [3] was proposed. Such idea offered a novel choice for the
optimal result of the triple I algorithm.

The triple I algorithm created a huge amount of research enthusiasm [4–
6]. It was verified that the triple I algorithm had a large amount of wonderful
properties e.g., strict logic basis. Nevertheless it was imperfect from the angle of
fuzzy systems (see [7]).

Tang and Yang generalized the core quintessence of the triple I algorithm
and adjusted (3) to the next structure [8]:

(C(c) ↪→a D(d)) ↪→b (C∗(c) ↪→a D∗(d)). (4)

Notice that double fuzzy implications ↪→a, ↪→b are employed. The strategy
induced by (4) was referred to as the symmetric implicational algorithm. In
[9], a special case of symmetric implicational algorithm was put forward and
researched. The standard of maximum entropy is able to afford an ideal expla-
nation to choose the optimal solution of symmetric implicational algorithm. In
[10], the entropy-based symmetric implicational algorithm was put forward.

Following the research of fuzzy sets, the classical fuzzy sets were developed
into intuitionistic fuzzy sets, which had a much stronger ability to describe
things. As a result, in this study we incorporate such entropy-based symmetric
implicational algorithm into the intuitionistic fuzzy environment, and further
come up with the intuitionistic entropy-induced symmetric implicational (IESI)
algorithm, and then extend it to the intuitionistic entropy-induced cooperative
symmetric implicational (IECSI) algorithm.

The innovation of this paper is embodied in the next aspects. First of all, new
maximum fuzzy entropy is proposed in the symmetric implicational structure,
and then the intuitionistic entropy-induced symmetric implicational algorithm
of fuzzy inference is put forward. Furthermore, its cooperative reasoning version
is proposed for multiple inputs and multiple rules. Lastly, unified solutions of
proposed algorithms are gained revolving around some kinds of implications.

2 Preliminaries

The related definitions of t-norm, t-conorm, fuzzy implicationremaining, R-
implication, (S, N)-implication please refer to [10].

Definition 1 ([11]). An intuitionistic fuzzy set (IFS) on Q is referred to as

C = {< q, πC(q), τC(q) > | q ∈ Q}.
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Thereinto πC : Q → [0, 1], τC : Q → [0, 1] and

0 ≤ πC(q) + τC(q) ≤ 1 (q ∈ Q).

πC(q) and τC(q) represent a membership function and a non-membership func-
tion of q to C, in turn. Evidently C can be denoted by:

C(q) = (c, d), 0 ≤ c + d ≤ 1, c, d ∈ [0, 1], q ∈ Q.

IFSs expands the value of normal fuzzy sets from [0, 1] to

L∗ = {(c, d) ∈ [0, 1]2 | c + d ≤ 1}.

When πC(q) = 1 − τC(q) (q ∈ Q), IFSs degrade into fuzzy sets. We use
IV F (Q) to signify the set of all IFSs in Q.

Let p, q ∈ L∗, p = (p1, p2), and q = (q1, q2). A partial order on L∗ is charac-
terized as below:

p ≤PO q if and only if p1 ≤ q1, p2 ≥ q2.

Evidently,

p ∧ q = (p1 ∧ q1, p2 ∨ q2), p ∨ q = (p1 ∨ q1, p2 ∧ q2).

0∗ = (0, 1) and 1∗ = (1, 0) are the least and maximal ones of L∗, in turn.
Here different arithmetic operations TL, SL are provided on L∗ as bellow:

TL(p, q) = (T (p1, q1),S(p2, q2)), (5)

SL(p, q) = (S(p1, q1), T (p2, q2)), (6)

Thereinto S is the dual t-conorm for T .

Proposition 1 ([12]). Suppose that S is a right-continuous t-conorm. There is
an operation M (viz., the S-coresiduum) on [0, 1] letting that (S,M) establish
a co-remaining pair, viz.,

x ≤ S(y, w) ⇐⇒ M(x,w) ≤ y,

and M is determined by

M(c, d) = ∧{w | c ≤ S(w, d)}, c, d, w ∈ [0, 1]. (7)

Definition 2 ([12]). I,S,M are referred to as correlative operators of t-norm
T if (T , I) is an remaining pair, (S,M) is a co-remaining pair, meanwhile S is
the dual t-conorm of the t-norm T .

Definition 3. When a mapping IL from L∗ × L∗ to L∗ possesses:
(L1’): IL(c, d) is decreasing for c,
(L2’): IL(c, d) is increasing for d,
(L3’): IL(1∗, 0∗) = 0∗, IL(1∗, 1∗) = 1∗ together with IL(0∗, 0∗) = 1∗,
then IL is under the title of an intuitionistic fuzzy implication (IFI).
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The definitions of an intuitionistic t-norm induced by a left-continuous T ,
intuitionistic remaining pair and its properties please refer to [12].

Proposition 2 ([12]). Suppose that TL is an intuitionistic t-norm, while
(TL, IL) is an intuitionistic remaining pair, then one has

(i) IL(c, d) = 1∗ ⇐⇒ c ≤PO d;
(ii) w ≤PO IL(c, d) ⇐⇒ c ≤PO IL(w, d);
(iii) IL(w, IL(c, d)) ⇐⇒ IL(c, IL(w, d));
(iv) IL(1∗, d) = d;
(v) IL(d,∧i∈Ici) = ∧i∈IIL(d, ci);
(vi) ∨i∈IIL(ci, d) = ∧i∈IIL(ci, d);
(vii) IL(c, d) is antitone in x and isotone in d.

Here w, c, d, ci ∈ L∗.

Definition 4 ([11]). E is an intuitionistic fuzzy entropy if it meets the following
conditions:

i) E(C) = 0 ⇔ C is a crisp set;
ii) E(C) = 1 ⇔ πC(c) = τC(c) for any c ∈ X;
iii) E(C) = E(C ′), in which C ′ is a complementary set of C.
iv) E(C) ≤ E(D) if C is less fuzzy than D, viz., πC(c) ≤ πD(c) and τC(c) ≥

τD(c) for τD(c) ≥ πD(c); or πC(c) ≥ πD(c) and τC(c) ≤ τD(c) for πD(c) ≥
τD(c) for any c ∈ X.

3 Intuitionistic Entropy-Induced Symmetric
Implicational Algorithm for FMP

In the intuitionistic fuzzy environment, (4) is changed into

IL2(IL1(C(x),D(y)), IL1(C∗(x),D∗(y))). (8)

Thereinto, IL1, IL2 are two IFIs.
Focusing on FMP (1) in intuitionistic fuzzy environment, from the main idea

of intuitionistic entropy-induced symmetric implicational (IESI) algorithm, the
standard is given:

IESI Standard for FMP: The perfect result D∗ of FMP is the intuitionistic
fuzzy set having the maximal intuitionistic fuzzy entropy letting (8) achieve its
maximal value.

Because the IESI inference way is an better of the symmetric implicational
mechnism, such standard increase the symmetric implicational standard for FMP
in [8,10].

Definition 5. Let C,C∗ ∈ IV F (X), D ∈ IV F (Y ), if A∗ makes (8) to achieve
its maximal case for all x ∈ X, y ∈ Y . For such situation, A∗ goes by the name
of a foundational P-IESI result.
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Definition 6. If C,C∗ ∈ IV F (X), D ∈ IV F (Y ), and IG is the collection of
any foundational P-IESI results, and A∗ has the maximal intuitionistic fuzzy
entropy in IG, then A∗ goes by the name of an official P-IESI result.

Suppose that the maximal value of (8) for FMP at (x, y) is IMAX(x, y).

Proposition 3. IMAX(x, y) = 1∗.

Proof. By virtue of the characteristics what IFIs possess, one has

IL1(C∗(x),D∗(y)) ≤PO IL1(C∗(x), 1∗)

and
IMAX(x, y) ≤PO IL2(IL1(C(x),D(y)), IL1(C∗(x), 1∗)).

Moreover, (L5’) is valid for IL1, IL2, which implies that IMAX(x, y) = 1∗. �

Theorem 1. If IL1, IL2 are two remaining IFIs generated from left-continuous
t-norms T1, T2, and TL1, TL2 are the operators remaining to IL1, IL2, then the
official P-IESI result are (y ∈ Y ):

D∗(y) = (
1
2
,
1
2
) ∨ sup

x∈X
{TL1(C∗(x), TL2(IL1(C(x),D(y)), IMAX(x, y)))}.(9)

Proof. Above all, we mark (y ∈ Y )

J∗(y) = sup
x∈X

{TL1(C∗(x), TL2(IL1(C(x),D(y)), IMAX(x, y)))}.

From J∗, it deduces that

TL1(C∗(x), TL2(IL1(C(x),D(y)), IMAX(x, y))) ≤PO J∗(y).

Because (TL1, IL1) and (TL2, IL2) are remaining pairs, one has

TL2(IL1(C(x),D(y)), IMAX(x, y)) ≤PO IL1(C∗(x), J∗(y))

and
IMAX(x, y) ≤PO IL2(IL1(C(x),D(y)), IL1(C∗(x), J∗(y))).

Thus we obtain

IL2(IL1(C(x),D(y)), IL1(C∗(x), J∗(y))) = IMAX(x, y).

For this reason, J∗ ∈ IG and J∗ is a foundational P-IESI result.
In addition, suppose Q ∈ IV F (Y ), and

IL2(IL1(C(x),D(y)), IL1(C∗(x), Q(y))) = IMAX(x, y) (x ∈ X, y ∈ Y ).

Taking into account (TL1, IL1) and (TL2, IL2) are remaining pairs, it follows that

TL2(IL1(C(x),D(y)), IMAX(x, y)) ≤PO IL1(C∗(x), Q(y)).
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It implies

TL1(C∗(x), TL2(IL1(C(x),D(y)), IMAX(x, y))) ≤PO Q(y).

For this reason, Q(y) is embodied as a higher boundary of

{TL1(C∗(x), TL2(IL1(C(x),D(y)), IMAX(x, y))) | x ∈ X}, y ∈ Y.

By the structure of J∗, we obtain that J∗(y) ≤PO Y (y) (y ∈ Y ). For this reason,
J∗ is the smallest one of IG.

Lastly, from (9), it implies that

D∗ = (
1
2
,
1
2
) ∨ J∗.

Then J∗(y) ≤PO D∗(y) (y ∈ Y ). It is evident to know that D∗ is also a founda-
tional P-IESI result, and hence D∗ ∈ IG.

Let D0 be any element in IG. Evidently J∗(y) ≤PO D0(y) (y ∈ Y ).
If

J∗(y) ≤PO D0(y) ≤PO (
1
2
,
1
2
)

or
J∗(y) ≤PO (

1
2
,
1
2
) ≤PO D0(y),

then D∗(y) = (12 , 1
2 ). Then (y ∈ Y )

E(D∗) = 1 ≥ E(D0)

and thus D∗ has largest entropy in IG by virtue of Definition 4.
If

(
1
2
,
1
2
) ≤PO J∗(y) ≤PO D0(y),

then D∗(y) = J∗(y) (y ∈ Y ). So

E(D0) ≤ E(D∗)

in the light of Definition 4.
Together one has

E(D∗) ≥ E(D0).

All in all, D∗ as (9) is the official P-IESI result. �

Theorem 2. If IL1, IL2 are two remaining IFIs generated by left-continuous
t-norms T1, T2, and TL1, TL2 are the functions remaining to IL1, IL2, then the
official P-IESI result are (y ∈ Y ):

D∗(y) = (
1
2
,
1
2
) ∨ sup

x∈X
{TL1(C∗(x), TL2(IL1(C(x),D(y)), 1∗))}. (10)

Proof. From Proposition 3, (9) can also be written as (10). �
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Theorem 2 shows the fuzzy inference process from the intuitionistic fuzzy set
C∗ to D∗ by the intuitionistic entropy-induced symmetric implicational algo-
rithm. In practice, we need fuzzy systems to make fuzzy inference practical.
A fuzzy system incorporates fuzzy inference, fuzzier and defuzzier. The most
common strategies are the singleton fuzzier and centroid defuzzier.

First of all, we convert the intuitionistic fuzzy number p∗ into a singleton
intuitionistic fuzzy set

C∗(x) =
{

1∗, x = x∗

0∗, x �= x∗ .

In addition, we carry on fuzzy inference with the intuitionistic entropy-induced
symmetric implicational algorithm to obtain intuitionistic fuzzy set D∗. Finally,
we put to adopt centroid defuzzier to obtain

w∗ =
∫
Y

wD∗(w)dw
/ ∫

Y

D∗(w)dw.

Hence, there is
w∗ = Φ(x∗)

for arbitrary input, and then a single-input single-output (SISO for short) fuzzy
system is established.

But, the centroid defuzzier does not make sense if

D∗(w) ≡ 0.

To overcome this problem, for such case we make use of the defuzzier of mean
from the largest, which employs

hgt = {w ∈ Y | D∗(w) = sup
w∈Y

D∗(w)}

and then
w∗ =

∫
hgt

wdw/

∫
hgt

dw.

4 Intuitionistic Entropy-Induced Cooperative Symmetric
Implicational Algorithm

In this section, we extend the intuitionistic entropy-induced symmetric impli-
cational algorithm extended to the intuitionistic entropy-induced cooperative
symmetric implicational (IECSI) algorithm.

To begin with, we show the inference strategy for the situation of multiple-
input single-output (MISO).

The case of (1) is only for SISO. In reality, however, the situation of MISO
is more common. Now we discuss the situation of double-input single-output
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(DISO), which is able to be obviously extended to the MISO case. FMP (1) for
DISO is transformed into the next structure:

Aiming at
Rule: C1, C2 implies D

and input C∗
1 , C∗

2

—————————————————
Obtain D∗

(11)

in which C1, C
∗
1 ∈ FZY (X1), C2, C

∗
2 ∈ FZY (X2), and D,D∗ ∈ FZY (Y ).

In [13], the hierarchical inference strategy was considered for the CRI algo-
rithm, which possessed a lot of superiorities, especially operation efficiency. Anal-
ogously, we introduce hierarchical inference idea to the intuitionistic entropy-
induced symmetric implicational algorithm, which incorporates two phases:

(i) Focusing on C2 ⇒ D and C∗
2 , by using the intuitionistic entropy-induced

symmetric implicational algorithm, we can achieve D1 from Theorem 2 (y ∈ Y ):

D1(y) = (
1
2
,
1
2
) ∨ sup

x2∈X2

{TL1(C∗
2 (x2), TL2(IL1(C2(x2),D(y)), 1∗))}. (12)

(ii) Aiming at C1 ⇒ D1 and C∗
1 , by employing the intuitionistic entropy-

induced symmetric implicational algorithm, we lastly obtain the result D∗ (y ∈
Y ):

D∗(y) = (
1
2
,
1
2
) ∨ sup

x1∈X1

{TL1(C∗
1 (x1), TL2(IL1(C1(x1),D1(y)), 1∗))}.

= (
1
2
,
1
2
) ∨ sup

x1∈X1

{
TL1(C∗

1 (x1), TL2(IL1(C1(x1),

(
1
2
,
1
2
) ∨ sup

x2∈X2

{TL1(C∗
2 (x2), TL2(IL1(C2(x2),D(y)), 1∗))}), 1∗))

}
.

(13)

Furthermore, we give the cooperative inference mechanism and we call it the
intuitionistic entropy-induced cooperative symmetric implicational algorithm.

When we face multiple rules, (11) is transformed into the following situation
(here two rules are empolyed):

Aiming at
Rule 1 : C11, C12 implies D1

Rule 2 : C21, C22 implies D2

and input C∗
1 , C∗

2

———————————————————–
Obtain D∗

(14)

in which C11, C21, C
∗
1 ∈ FZY (X1), C12, C22, C

∗
2 ∈ FZY (X2), and D1,D2,D

∗ ∈
FZY (Y ). We can use C1 = C11 ∨ C21, C2 = C12 ∨ C22, D = D1 ∨ D2. Then the
case (14) is changed into (11).
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But this is the simpler case. More generally, many rules are used as follows:

Aiming at
Rule 1 : C11, C12 implies D1

Rule 2 : C21, C22 implies D2

· · · · · · , · · · implies · · ·
Rule m : Cm1, Cm2 implies Dm

and input C∗
1 , C∗

2

———————————————————–
Obtain D∗

(15)

in which C11, C21, · · · , Cm1, C
∗
1 ∈ FZY (X1), C12, C22, · · · , Cm2, C

∗
2 ∈

FZY (X2), and D1,D2, · · · ,Dm,D∗ ∈ FZY (Y ).
The basic processing mode of cooperative inference is as follows. First, the

general inference tasks are grouped into respective relatively separated sub-tasks,
and then these sub-tasks are proceeded separately, and lastly the intermediate
results are aggregated into the total results.

The task decomposition here is obtained by describing the attributes of the
antecedents of rules, and the process is realized by using fuzzy clustering algo-
rithm, which takes the high similarity within the class and low similarity between
the classes as the basic principle of division. The fuzzy C-means clustering algo-
rithm [14] is adopted to form the required clustering results. The obtained clus-
tering results are used as the basis for the division of collaborative tasks. For
examples, suppose that there are 12 rules, then after maybe Rules 1–4 belong to
the first class, Rules 5–9 belong to the second class, Rules 10–12 belong to the
third class.

Then the results of each sub-task are compounded. Suppose that r classes
are obtained by the FCM algorithm, and that the reasoning results obtained
respectively are D∗

1 ,D
∗
2 , · · · ,D∗

r , then we employ D∗ = ∨i=1,2,··· ,rD∗
i to get the

final results.

5 Intuitionistic Entropy-Induced Symmetric
Implicational Algorithm for FMT

In view of FMT (2) in intuitionistic fuzzy environment, from the main struc-
ture of the intuitionistic entropy-induced symmetric implicational algorithm, we
provide the next standard:

IESI Standard for FMT: The ideal result C∗ of FMT is the intuitionistic fuzzy
set having the largest intuitionistic fuzzy entropy letting (8) attain its largest
value.

Obviously such IESI standard enhances the symmetric implicational standard
for FMT in [8,10].
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Definition 7. Let C ∈ IV F (X), D,D∗ ∈ IV F (Y ), if C∗ (in IV F (X)) makes
(8) achieve the maximal cases for x ∈ X, y ∈ Y , then C∗ is referred to as a
foundational T-IESI result.

Definition 8. If C ∈ IV F (X), D,D∗ ∈ IV F (Y ), and IH is the series of any
foundational T-IESI results, and C∗ possesses the biggest intuitionistic fuzzy
entropy in IH, then C∗ goes by the name of an official T-IESI result.

Suppose that the maximum of (8) for FMT at (x, y) is IMAXT(x, y).

Proposition 4. IMAXT(x, y) = 1∗.

Proof. By the properties of IFIs, we have

IL1(C∗(x),D∗(y)) ≤PO IL1(0∗,D∗(y))

and
IMAXT(x, y) ≤PO IL2(IL1(C(x),D(y)), IL1(0∗,D∗(y))).

Furthermore, (L4’) and (L5’) work for IL1, IL2, which results in that

IMAXT(x, y) = 1∗.

�

Theorem 3. If IL1, IL2 are remaining IFIs generated from left-continuous t-
norms T1, T2, and TL1, TL2 are the functions remaining to IL1, IL2, then the
official T-IESI result are (x ∈ X):

C∗(x) = (
1
2
,
1
2
) ∧ inf

y∈Y
{IL1(TL2(IL1(C(x),D(y)), IMAXT(x, y)),D∗(y))}.(16)

Proof. Above all, we sign (x ∈ X)

J∗(x) = inf
y∈Y

{IL1(TL2(IL1(C(x),D(y)), IMAXT(x, y)),D∗(y))}.

From J∗, one has

J∗(x) ≤PO IL1(TL2(IL1(C(x),D(y)), IMAXT(x, y)),D∗(y)).

Since (TL1, IL1) and (TL2, IL2) are remaining pairs, it follows from Proposi-
tion 2(ii) that

TL2(IL1(C(x),D(y)), IMAXT(x, y)) ≤PO IL1(J∗(x),D∗(y))

and
IMAXT(x, y) ≤PO IL2(IL1(C(x),D(y)), IL1(J∗(x),D∗(y))).

Hence we gain (x ∈ X, y ∈ Y )

IL2(IL1(C(x),D(y)), IL1(J∗(x),D∗(y))) = IMAXT(x, y).



152 Y. Tang et al.

As a result, J∗ ∈ IH and J∗ is a foundational T-IESI result.
Thereafter, suppose Q∗ ∈ IV F (X) and

IL2(IL1(C(x),D(y)), IL1(Q∗(x),D∗(y))) = IMAXT(x, y),

x ∈ X, y ∈ Y . Taking into account that (TL1, IL1) and (TL2, IL2) are remaining
pairs, from Proposition 2(ii), we obtain that

TL2(IL1(C(x),D(y)), IMAXT(x, y)) ≤PO IL1(Q∗(x),D∗(y))

and then

Q∗(x) ≤PO IL1(TL2(IL1(C(x),D(y)), IMAXT(x, y)),D∗(y)).

In consequence, Q∗(x) is expressed as a lower margin of

{IL1(TL2(IL1(C(x),D(y)), IMAXT(x, y)),D∗(y)) | y ∈ Y }, x ∈ X.

We find from the structure of J∗ that (x ∈ X)

X∗(x) ≤PO J∗(x).

Therefore, J∗ is the largest one of IH.
Finally, it follows from (16) that

C∗ = (
1
2
,
1
2
) ∧ J∗.

Then C∗(x) ≤PO J∗(x) (x ∈ X). It is obviously to know that C∗ is also a
foundational T-IESI result, and hence C∗ ∈ IH.

Let C0 be any element in IH. Evidently C0(x) ≤PO J∗(x) (x ∈ X).
If

(
1
2
,
1
2
) ≤PO C0(x) ≤PO J∗(x)

or
C0(x) ≤PO (

1
2
,
1
2
) ≤PO J∗(x),

then C∗(x) = (12 , 1
2 ) (x ∈ X). Then E(C∗) = 1 ≥ E(C0) and thus C∗ has largest

entropy in IH according to Definition 4.
If

C0(x) ≤PO J∗(x) ≤PO (
1
2
,
1
2
),

then C∗(x) = J∗(x) (x ∈ X). So E(C0) ≤ E(C∗) by virtue of Definition 4.
All at once we obtain

E(C∗) ≥ E(C0).

In conclusion, C∗ as (16) is the official T-IESI result. �
Theorem 4. If IL1, IL2 are remaining IFIs generated from left-continuous t-
norms T1, T2, and TL1, TL2 are the operators remaining to IL1, IL2, then the
official T-IESI result are (x ∈ X):

C∗(x) = (
1
2
,
1
2
) ∧ inf

y∈Y
{IL1(TL2(IL1(C(x),D(y)), 1∗),D∗(y))}. (17)

Proof. In line with Proposition 4, (16) can also be depicted as (17). �
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6 Conclusions

We come up with the intuitionistic entropy-induced symmetric implicational
algorithm and extend it to the intuitionistic entropy-induced cooperative sym-
metric implicational algorithm. Above all, the IESI standard are proposed, which
is applied to FMP and FMT, and it is an improvement on the previous symmet-
ric implicational standard. In addition, the basic properties of solutions of the
intuitionistic entropy-induced symmetric implicational algorithm are discussed,
and then optimal unified solutions of the proposed method are gained for FMP
and FMT, which are based upon some characteristics which intuitionistic fuzzy
implications possess. Lastly, its cooperative reasoning version is proposed for
multiple inputs and multiple rules, while the corresponding optimal solutions
are also found.

In the future, we will investigate a more appropriate fuzzy clustering algo-
rithm to better adapt to the cooperative segmentation of fuzzy rules. And, we
will put into use the proposed fuzzy inference method in the fields of affective
computing together with machine learning.
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Abstract. Task allocation and incentive mechanism are two main research chal-
lenges of the mobile crowdsensing system (MCS). Most previous researches
commonly focus on sensing users’ selection while ignoring the concurrency and
spatial-temporal attributes of different tasks performed in the real environment.
With the dynamic changes of the opportunity MCS context, the assurance data
quality and accuracy tend to be controversial under the heterogeneous characteris-
tics of tasks. To solve this problem, we first elaborate and model the key concepts
of the task’s spatial-temporal attributes and sensing user mobility attributes, and
then propose a novel framework with two fine-grained algorithms incorporating
deep reinforcement learning, named DQN-TAIM. By observing the state of the
MCS context, DQN-TAIM enriches and accumulates with more decision transi-
tions, which can learn continuously and maximize the cumulative benefits of the
platform from the interaction between users and the MCS environment. Finally,
we evaluate the proposed method using a real-world data set, then compare and
summarize it with a benchmark algorithm. The results confirm that DQN-TAIM
has made excellent results and outperforms the benchmark method under various
settings.

Keywords: Mobile crowdsensing · Opportunity sensing · Spatial-temporal
attributes · Deep reinforcement learning · Cumulative benefits

1 Introduction and Related Work

In recent years, with the continuous development of IoT, MCS has become a univer-
sal sensing and computation technology, which has shown great potential in sensing
large-scale areas using embedded sensing mobile devices. In the urban environment,
surveillance applications that need the sensing data of multi-source tasks to infer useful
information are increased progressively. The MCS platform can publish a set of multi-
source heterogeneous demands, and recruit workers to execute self-correlation sensing
tasks, which has great commercial prospect. For example, Waze [1] and GreenGPS [2]
are used to collect road traffic information, DietSensor [3] is used to share and track
users’ diet and nutrition, and NoiseTube [4] is used to monitor sound pollution.
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In several MCS applications, the platform has the requirement for the high quality
of the sensing data. To satisfy the requirement, a common approach is to select dif-
ferent users to perform tasks in a certain sensing area during each sensing cycle for
multiple data samples. To stimulate and recruit users with mobile devices to participate
in perception activities, platforms usually provide users with rewards to compensate
for their sensing costs or risks of privacy exposure [5]. Therefore, designing a reason-
able incentive strategy that helps maintain the platform’s profitable market sustainably
is central to state-of-the-art studies. Many outstanding scholars have proposed various
incentive mechanisms based on the greedy concept to optimize the utility of the plat-
form [6–8]. However, in real scenarios, the context of the MCS environment is changing
dynamically, including the spatial-temporal attribute context of the task and the quality
of service (QoS) context. The literature [9] proposed a user allocation algorithm based
on a greedy strategy to improve the balance of user coverage with temporal and spatial
changes. C. Bassem [10] proposed user mobility prediction and coordination schemes
based on the real-time spatial-temporal attributes of tasks. As stated above, data quality
and user incentive cost are the two main and opposing issues in MCS. Therefore, how
to provide task allocation strategies that can meet the dynamic changes of context for
maximizing platform benefits is the central issue that this article focuses on.

In the scenario of opportunity sensing, users register on the MCS platform to obtain
sensing qualifications. After the platform assigns tasks to them, users will unconsciously
perform perception tasks through constant movement. Considering the probabilistic
nature of users passing through different perceptual regions, the probability is included
in the platform utility calculation. To guarantee the accuracy of sensing data, multiple
users are assigned to independently collect the sensing data of the same area. Turning
now to the prediction of individual mobility, we have the following intuitions. When
the training data is sparse, the individual’s movement trajectory is difficult to predict
[11]. However, the mobility pattern of users has certain hidden characteristics. More
specifically, individuals’ movement trajectories are usually related to daily commuting,
and regular users have a high probability to perform tasks in the historical perception
area.

More discussion about mobility prediction can be found in this recently published
article. Y.Hu pointed out thatmany optimization algorithms are based on the premise that
the platform has a fixed and sufficient history movement trajectory, which is unrealistic
in the real world [12]. We do not deny that there is such a possibility, but in actual
application scenarios, newly registered users need a certain period of training essential
sensing skills and accumulate experience [13]. After their experience value reaches the
requirement of the platform, workers can be selected for real sensing tasks. During the
training period, the platform can obtain enough historical movement trajectory through
GPS. Although there is a risk of exposing privacy by their movement trajectories, the
relation between the MCS platform and sensing users is a two-way choice. After all, the
platform will reward users based on their sensing performance.

Due to the ability to learn the best strategy from the interaction between the subject
and the environment, deep learning (DL) and reinforcement learning (RL) have become
popular methods for solving optimization problems. In the literature [14], the author
proposed a perceptual vehicle selection algorithm based on deep reinforcement learn-
ing, which selects multiple vehicles to perform sensing tasks according to the selection
strategy. Literature [15] uses deep reinforcement learning to allocate different resources
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to the crowd in fog computing. To summarize, reinforcement learning has strong appli-
cation potential in the domain of MCS [16], and it also has unlimited research value
academically.

The main contributions of this paper are summarized as follows:

• We first elaborate on the key issues that need to be solved in the current MCS appli-
cation and proposed a system framework to solve the spatial-temporal correlation of
the sensing task in the real MCS environment.

• Our proposed method DQN-TAIM incorporates the latest technological advances:
deep Q-learning, which uses the powerful feature representation capabilities of neural
networks as an approximate representation function of the state value. To maximize
the cumulative benefits brought to the platform in the interaction between users and
the environment, our DQN agent observes the context state of the environment and
intelligently distributes tasks to users.

• We implement the proposed algorithmwith the real dataset, then compare and summa-
rize it with a benchmark algorithm. The results show that our DQN-TAIM algorithm
has brought excellent benefits to the platform in the simulation experiment.

2 Preliminary and System Definition

In this part, the definitions of sensing users and tasks’ attribution are given in the first
place. Next, we elaborate on the system framework with the spatial-temporal coverage.
To better describe and express, the common symbols are listed in Table 1.

Table 1. Symbols for system attributes

Symbols Explanations

W = {wi} Sensing-user pool

T = {ti} Sensing-task pool

Region = {regi} Sensing regions

Cycle =
{
cyki

}
Sensing cycle where wk is in

Pay(wi) wk’s payment

Cov(ti) t′i s sensing coverage
CRi,j Cycle-region pair (cyi, regi)

WCRu,i,j Chosen worker-cycle-region pair

MCS is a wide-area and spatial-temporal sensing network formed by large-scale
users by constantmovement.Moreover, the sensing tasks are complex and diverse, which
are executed concurrently by sensing workers in different sensing cycles and regions.
Therefore, we divide the sensing area into multiple subareas, where users can perform
sensing activities during different sensing cycle. We give the definitions of sensing users
and tasks down below respectively.
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2.1 Sensing Worker Model

Definition 1 (Sensing Workers). Sensing users are the resource users who register on
the MCS platform. Each of them can perform different tasks according to the condition
their sensing equipment. Additionally, users who carry devices in sensing subregions can
execute passively sensing andget corresponding rewards after the centralized distribution
and scheduling of the platform.

Since building a reasonable user incentive model helps fair competition among par-
ticipants, as well as promoting the sustainability and development of the MCS platform.
We follow the universal labor incentive model that suggests that workers can get more
pay for more work done. The incentive reward of wu in cyi is formulated as follows:

Payi(wu) = P0 + P1 ∗ (N − 1), (1)

where N is the total number of tasks performed by wu in cyi. P0 is the basic reward
for recruiting users, and P1 is the ratio reward relative to N, usually P1 < P0.

The platform follows a centralized design, which collects the historical trajectory
of the worker in the target subregions, and predicts the user’s mobility model in the
same CRi,j. Moreover, the platform optimizes the target selection based on the predicted
results, thereby maximizing the subregion sensing coverage. When the user connects
to the signal tower where regi is located, the platform will push the assigned tasks to
the workers. The probability that the worker wu connects to the subarea at least once in
CRi,j is formulated as follows [17]:

proi,j(wu) = 1 − e−λu,i,j , (2)

where λu,i,j is the average number of connections to CRi,j’s signal towers 7 days
ago.

2.2 Sensing Task Model

Definition 2 (Sensing Tasks). We define the task set as T = {t1, t2, t3, ..., tn}, each task
has spatial-temporal coverage requirements in different CRi,j. Furthermore, the feature
of spatial-temporal attributes is composed of multiple fine granularity sensing cycles and
subregions. Our work aims to maximize the average Covi(T ) of all the sensing regions
in cyi. The calculation formula for the coverage rate of task tn is:

Covi(tn) = 1

γ

∑
regj∈Reg

STi,j(tn) ∗ pi,j(tn), (3)

pi,j(tn) = 1 −
∏

wu∈WCR

(
1 − prou,i,j

)
, (4)

where γ is the number of all subareas, and STi,j(tn) is the sensing times of tn inCRi,j.
WCRu,i,j is the worker-cycle-region pair which is selected by our DQN agent. pi,j(tn) is
the sensing probability of task tn in CRi,j, which is determined by users in WCRu,i,j.
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Fig. 1. (a) Cube structure to introduce the solution. (b) Decision model of our proposed algorithm
DQN-TAIM.

The utility of the MCS platform in cyi is calculated as follows:

Utility =
∑

tn∈T Covi(tn) − α ∗
∑

WCRu,i,j
Payi,j(wu), (5)

where α is set to 0.1 which is used for the balance between sensing coverage and
users’ payment.

To better introduce the WCR assignment solution, we abstract the problem into a
three-dimensional model, as shown in Fig. 1(a). It is known that tasks can be executed
by multiple sensing workers SW in multiple sensing regions SR. We aim to achieve the
optimal platform utility during all sensing cycle SC. A selection WCRu,i,j means that
the lattice

(
wu, cyi, regj

)
in the cube structure is set to 1. Therefore, the task assignment

problem in our scenario is equivalent to optimally fill triple cube lattices with 0 or 1
[18]. It is not feasible to use the traditional brute force search due to time and space
complexity is too high to complete. Therefore, an outstanding approximation algorithm
is required to calculate within polynomial time.

3 Method Overview

In this part, we further explain how to combine deep reinforcement learning with MCS.
The purpose of using DQN agents is to find an optimal state-action strategy to maximize
accumulated platform utility.

3.1 Definition of System Components

Definition 3 (System State). The combination of DQN and MCS can be regarded as
how to maximize the cumulative long-term utility of the MCS platform. In this way,
the platform can obtain relatively the best benefits with the lower sensing payment.
According to the spatial-temporal properties of the task, we use the average sensing
coverage probability of each task in all subregions to represent the system state. When
Covi(tn) meets the spatial-temporal coverage requirement of Req(tn), Covi(tn) will no
longer increase, and the corresponding status item of the task is converted to 1, as shown
in the following formula. Through the above method, the DQN agent tends to select
tasks that do not meet the perceived requirements in the next iteration to get the total
utility increased.

S[n] =
{
1, Covi(tn) ≥ Req(tn)
0, else

. (6)



160 Z. Jiang and W. Tan

Definition 4 (Action Space). The action space contains all the possible decisions dur-
ing the interaction between the DQN agent and the MCS environment. To verify the
validity of the model, we propose the worker-oriented selector (WOS) model and the
worker-region oriented selector (WROS) model.

Algorithm 1 DQN-Based Task allocation Strategy and Incentive Mechanism 
Initialization: step = 0, learn_step = 0, = [0, 0, 0, … , 0], done = False, WCR = [] 
Input: W, T
Output: the maximum utility,  

1: Initialize DQN with random weights θ 
2: While True do
3:    Get a random number x between 0 and 1 
4:    If x >= 
5:       Choose ( ) 
6:    Else 
7:       Choose an action randomly and  
8:    End If 
9:    s’, reward, done = WOS/WROS(a) 

10:    Store (s, a, reward, s’) in replay memory 
11:    s = s’, step++ 
12:    If step >= LEARN_COUNTER && step % 2 == 0 
13:       Randomly sample a minibatch of transition 
14:       ( ) 
15:       Perform gradient descent on loss function 
16:       learn_step ++ 
17:       If learn_step % REPLACE_COUNTER 
18:          Update parameters of  
19:       End If 
20:    End If 
21:    If done == True 
22:       Return the maximum utility of this cycle 
23:    End If 
24: End While 

In the WOS model, the action space is n sensing users. When the worker is selected,
all tasks satisfying the condition of the worker’s device will be performed in all the
perceptive regions he participates in. If the platform has already selected some perceptive
users, the chosen probability in the same cyi is 0. According to the temporal and spatial
attributes of tasks, we further propose a more fine-grained decision scheme. In WROS,
the behavioral decision space is the Cartesian product for workers and their participating
sensing regions denoted asWRu,j, which can approach the global optimal through fine-
grained allocation and combination.
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Definition 5 (Reward). As soon as a decision is made, our DQN agent will receive an
immediate reward and the next state by MCS environment as feedback. In each sensing
cycle, wemake a choice iteratively until the utility of the current cyclemeets the platform
utility requirement. The reward is initialized to 0 and returns 1 when the platform utility
requirement is satisfied.

3.2 Details of the Decision Model

The decision-making process is divided into two stages. The first stage starts before the
sensing cycle, our MCS platform calculates the user’s sensing probability of all sensing
regions by his historical movement trajectory.

In the second stage, before the start of the formal cycle, the DQN agent first conducts
exploration and trains the decision model with the return reward. The task will not
be assigned during exploration. Then, the latest decision model will make a choice
iteratively until the utility of the current cycle meets the platform utility requirement.
Due to the combination of system states is various,we corporate neural network functions
to approximate the value of states and behaviors. The value function Q(s, a; θ) takes
the current state vector as input, then outputs the value of different actions. Through
continuously learning, our DQN agent adjusts the value of the parameter θ to conform
to the final state value based on the decision strategy.

Algorithm 2 WOS/WROS Pseudo Code 
Initialization: SU = {}, reward = 0
Input: s, action, W, T
Output: s’, reward, done

1: Get ’s sensing cells and sensing tasks
2: Foreach  in sensing tasks 
3:   Add  in [ ]
4: Calculate payment of  via (1) 
5: Foreach  in T 
6:   Calculate coverage of  via (3) 
7:   If ( ) ( )  
8:      [ ] = 1 
9: Calculate utility of this cycle via (5) 

10: If utility >= DEMAND 
11:   done = True 
12:   reward = 1
13: Return s’, reward, done 

The DQN-Strategy algorithm takes advantage of experience replay (ER) to imple-
ment the convergence of the system state value function [19]. The DQN agent selects
an action at according to the current state matrix st by the ε-greedy strategy, and receive
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an immediate reward and the next state s′. Then stores the experience of the state tran-
sition

(
s, a, reward , s′

)
into the memory storage. DQN is a kind of off-policy learning

method, which can not only learn the experience in the current sensing cycle, but also
the experience in the past cycle. Moreover, when the capacity of the memory storage is
large enough, a certain number of state transition experiences are randomly extracted for
learning, which disrupts the correlation between experiences and makes the learning of
agents more efficient. In addition to ER, fixed Q-Target is also a disruptive mechanism.
It constructs two neural networks with the same structure but different parameters. The
neural network ofQ estimation has the latest parameters,whileQprediction’s parameters
are outdated.

Qtarget = reward + λmaxa′Q
(
s′, a′; θ ′), (7)

where s′ is the parameter to the value network of the last upgrade. The reward is set to
1 when the platform utility satisfies the target DEMAND. λ is the attenuation coefficient
of the long-term reward, usually in the range of [0, 1].

There are two parameters in the input layer, one is the current system state, and the
other is the value of Q-Target. The error value is obtained by subtracting Q-Target from
the estimated value, which is used for parameter promotion through backpropagation,
as shown in the following formula.

Q(s, a; θ) = Q(s, a; θ) + α
(
Qtarget − Q(s, a; θ)

)
, (8)

where α is the learning ratio for upgrade θ . When the learning count reaches
REPLACE_COUNTE, DQN will update the network parameters by the minibatch gra-
dient descent, and replace the Q prediction’s parameters with the latest one. Details can
be found in Algorithm 1 and 2.

4 Experiment Result

In this section, we evaluate the effectiveness of theDQN-TAIMusing real signal tracking
data sets. Firstly, we introduced the background of the dataset, the benchmark algorithm,
and parameter settings. Then, the evaluation results of WOS and WROS versus the
benchmark algorithm are presented and compared in detail.

4.1 Dataset and Simulation Settings

The Called Detail Records (CDR) were collected and maintained by the Semantics and
Knowledge Innovation Lab from the City of Milan and the Province of Trentino in Italy
in 2014. Users interact through SMS or phone call [20]. When the signal tower collects
such information, a CDR record will be generated to record the user’s information,
interaction time, and the service area. We select the service data within two weeks,
including the 20 hot service areas which are divided into 235m×235m. The data in the
first week is used as the user’s historical trajectory, and the second week’s data is used
for model training and decision-making. Moreover, we divide the day into 10 sensing
cycles of one hour each, starting at 8 a.m.
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The benchmark is the EBRA algorithm [21], which selects the user-task pair by the
greedy strategy in each iteration. Since the system framework is different from DQN-
TAIM, here we only compare the spatial-temporal coverage and the platform utility
within the same sensing cycle.

Through trial and error, we select the parameter with the optimal performance. In
the exploration stage, the initial value of ε is set to 0.8. With the improvement of model
performance, the value of ε is increased in the continuous iteration which indicates the
randomness of selection was gradually reduced. In the decision-making stage, ε will be
fixed at 0.9 as the model can make correct decisions. In formula (1), we set p0 to be
5 and p1 to be 1, and specify the maximum number of task samples to be 5. Besides,
Req(tn) is set to 4. The number of user’s ability of tasks follows the Poisson distribution,
ranging from 1 to 5. The Learning rate of Q function is 0.1, α is 0.9. The structure of
the neural network is set to an input layer, two hidden layers, and an output layer. For
initialization, θ is between 0 and 0.3 by random, bias is set to 0.1. At last, the storage of
ER is 2000.

4.2 Numerical Results

Fig. 2. The trend of task coverage, users’ payment and platform utility during the same sensing
cycle.

We first set 100 perception users, 20 perception tasks, and selected about 5000 CDR
data. The WOS decision model trained in the exploratory stage was used to make deci-
sions iteratively without the stopping conditions. Task Coverage is the average spatial-
temporal coverage of the total tasks.AsFig. 2 shows, through the standardization process,
these three types of data move forward to a mutually restrictive relationship in the graph.
In other words, when the average coverage of the tasks changes from the rising stage
to the smoothing stage, the platform utility begins to decline gradually due to users’
increasing payment, which shows that our system model accords with the practical
circumstances.
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Fig. 3. The performance of three algorithms in task coverage and average sensing time.

In this experiment, we randomly select four tasks to track and record their sensing
process. Figure 3(a) shows the average task coverage of all sensing areas in the same
sensing cycle for these tasks, and Fig. 3(b) shows the average sensing times of tasks under
the condition that the platform utility meets the demand.What makes us confident is that
among the three incentive mechanisms including WROS, WOS, and EBRA, WROS has
achieved the best performance in both indicators. WROS can achieve the same spatial-
temporal coverage with a small number of workers, which means the platform has a
fewer cost. The hidden reason is that WROS provides a more fine-grained and more
comprehensive task selection scheme than WOS so that the model can further converge
to the best parameters during training, and relatively close to the best solution to the
optimal solution. By contrast, the EBRA algorithm that is based on the greedy strategy
tends to fall into the local optimum. After WROSmakes the decision in current episode,
it also incorporates the long-term reward into the calculation index according to meet
the dynamic change MCS environment, which can approach the global optimum to the
greatest extent.

Figure 4 shows the platform utility of different incentive mechanisms when the total
task coverage requirement is 80 from 11:00 am to 12:00 am. The benefit of the platform
increases with more sensing workers because it brings higher sensing probability and
more choices.However,when the number of users increases from150 to 250, the increase
of platform utility is less significant. It is because when the number of users is more than
150, they are already in a relatively saturated state for 20 perception areas. Therefore,
platform utility will be relatively stable. When encountering this situation, the platform
can add more sensing tasks or expand the perception area. Both method will bring
significant improvements to the platform’s utility. In general, WROS is 13% higher than
WOS in platform utility and about 54% higher than EBRA. WROS has achieved higher
overall performance in real data sets.

5 Conclusion

In this paper, we study a novel incentive mechanism DQN-TAIM to solve the spatial-
temporal coverage problem of sensing tasks and maximize the utility of the opportunity
MCS platform. Specifically, we proposed a task allocation strategy based on deep rein-
forcement learning, which aims to maximize the cumulative benefits of the platform by
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Fig. 4. The platform utility of different incentive mechanisms in the same sensing cycle.

intelligently distributing tasks to users. The simulation that is based on a real dataset
confirms the effectiveness and efficiency of our proposed problem-solving approach.
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Dynamic Key-Value Gated Recurrent Network
for Knowledge Tracing
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Abstract. Knowledge tracing model is one of the important research fields to
realize personalized intelligent education. The focus of the model is to trace stu-
dents’ knowledge mastery from the records of students’ answering performance.
However, the existing knowledge tracing models don’t consider the problems of
students’ knowledge application ability and forgetting rules. Based on the exter-
nal memory mechanism of Dynamic Key-Value Memory Networks (DKVMN),
this paper proposes a knowledge tracing model based on a dynamic key-value
gated recurrent network (DKVGRU), which designs a knowledge update network
inspired the idea ofGatedRecurrent Unit (GRU). DKVGRUcalculates the propor-
tion of concepts students apply and measures the degree of forgetting of learned
concepts, which traces the knowledge state of each concept well. In this paper,
the area under the receiver operating characteristic curve (AUC) of the prediction
result is used as an evaluation indicator. The performance of DKVGRU is higher
than DKVMN on four public datasets.

Keywords: Knowledge tracing · Deep learning · Data mining · Intelligent
education system · Student evaluation

1 Introduction

Nowadays, online learning platform realizes the acquisition of high-quality learning
resources without the constraints of time and space. Students can flexibly study on
computers and mobile terminals, and can independently arrange study plans and tasks.
Because of this, millions of students are learning a variety of courses through online
learning platforms. However, there are many obstacles in online learning platform for
the supervision of students and the provision of personalized learning guidance due to
the large number of learners. In terms of providing personalized guidance, it is very
important to evaluate students’ knowledge state for online learning platform, which is
also an important research topic in the field of intelligent education [1].

Knowledge tracing (KT) is a widely used model for predicting students’ knowledge
state in intelligent online learning platform [2]. KT can model the interaction process
between students and exercises based on the students’ past exercise records to trace
students’ knowledge state dynamically [3]. The goal of KT can be described as: given
the interaction sequence of past exercises of a student X = x1, x2, . . . , xt , KT acquires
the knowledge state of the student, which is used to predict the probability of the correct
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Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 169–183, 2021.
https://doi.org/10.1007/978-981-16-2540-4_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_13&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_13


170 B. Xie et al.

answer to the next exercise. The input xt = (qt, at) contains the exercise qt and the
actual answer at [4].

UsingKTmodel, online learning platforms not only customize learningmaterials for
students based on the knowledge state of students, but also provide to students and teach-
ers with feedback reports. Therefore, students reasonably allocate their study schedules
tomaximize their learning efficiency, and teachers can timely adjust appropriate teaching
plans and schemes.

At present, the traditional KT model and the deep learning-based KT model are
two kinds of models provided in the field of knowledge tracing. Among the traditional
knowledge tracing models, the most typical one is Bayesian Knowledge Tracing (BKT)
[5], which models each concept state separately. Therefore, BKT is limited to capture
the correlations between different concepts, which ineffectively simulates the knowledge
state transition between complex concepts. Researchers further applied deep learning
to KT task and proposed Deep Knowledge Tracing (DKT) [6]. Compared with BKT,
DKT uses a hidden state to sum up the knowledge state of all concepts. Considering
correlations between multiple concepts, DKT delivers a better simulation in students’
knowledge state. But DKT can’t pinpoint which concepts a student has mastered like
BKT. Consequently, DKT has its weakness in indicating the certain concept that students
grasp or not. Combining the advantages of the BKT and DKT, DKVMN uses external
memory to store the student’s knowledge state [7], and its prediction performance is
better than BKT and DKT.

However, existing KT models ignore two aspects in simulating the changes in stu-
dents’ knowledge states. Firstly, in the aspect of knowledge application, students apply
different concepts according to their knowledge states for the same exercise. Secondly,
according to the Ebbinghaus forgetting curve [8], the process of forgetting is not uni-
form. Students forget the knowledge they have just learned from the exercises very fast,
but the knowledge they have learned before is slow. Existing models have limits in
distinguishing the degree of forgetting the learned knowledge.

Based on the external memorymechanism of DKVMN, this paper designed a knowl-
edge update network inspired by the idea of GRU’s gating mechanism [9], and proposed
a knowledge tracing model based on Dynamic Key-Value Gated Recurrent Network
(DKVGRU). In the huge exercise data,DKVGRUuses theKey-Valuematrix ofDKVMN
to explore the relationship between exercises and underlying concepts, while tracing the
knowledge state of a certain concept. We provided two knowledge gates for simulating
the change of students’ knowledge states. The knowledge application gate calculates
the proportion of knowledge concepts applied by students in solving exercises, and the
knowledge forgetting gate measures the forgetting degree of the learned knowledge.

2 Related Work

There are two main types of KT models. One is the traditional KT model, the other is
the KT model based on deep learning. In this chapter, we first introduce BKT, DKT and
DKVMN. Besides, DKVGRU is inspired by the gating mechanism, and this chapter also
introduces Recurrent Neural Network (RNN) [10] and its variants, which can capture
long-term sequence data relations.



Dynamic Key-Value Gated Recurrent Network for Knowledge Tracing 171

2.1 Bayesian Knowledge Tracing

BKT is the most commonly used among traditional KT models, which was introduced
in the field of intelligent education by Corbett and Anderson and used to intelligent
tutoring systems in 1995 [11]. BKT assumes that each concept is independent of each
other and students have only two states for each concept: mastered or not mastered. As
shown in Fig. 1, BKT uses Hidden Markov Model (HMM) to model a certain concept
separately, and updates the state of a concept with the help of two learning parameters
and two performance parameters. The original BKT assumes students do not forget
knowledge in learning, which is obviously against students’ regular learning pattern
[12]. And researchers have proposed several aspects to optimize BKT from forgetting
parameters [13], exercise difficulty [14], personalized parameters [15], emotions [16],
etc.

K K K

Q Q Q

P(L0)
P(T) P(T)

P(G)
P(S)

P(L0):Initial Knowledge 
P(T): Learning Probability
P(G): Guess Probability
P(S): Slip Probability 

K:Knowledge Node
Q:Question Node

Fig. 1. The architecture of BKT

2.2 Deep Learning-Based Knowledge Tracing

In 2015, Piech et al. firstly applied deep learning to KT tasks and proposed DKT based
on RNN and Long Short-Term Memory (LSTM) [17]. As illustrated in Fig. 2, DKT
can represent the student’s continuous knowledge state using a high-dimensional hidden
state. And without the manual annotation, DKT can automatically discover the rela-
tionship between concepts from exercises. Using the forgetting gate of LSTM, DKT
can simulate the knowledge forgetting that occurs in the learning process. Khajah et al.
proved that the advantage of DKT lies in the ability to make good use of some statistical
rules in data, which BKT cannot use [18]. Yeung et al. added a regularization term to the
loss function to solve two problems of DKT: inaccuracy and instability [19]. Xiong et al.
believe that DKT is a potential KT method if more features can be modeled, such as
student abilities, learning time, and exercise difficulty [20]. And many variations were
raised by adding dynamic student classification [21], side information [22] and other
features [23] into DKT.

The Memory Augmented Neural Network (MANN) [24] uses an external memory
module to store information,whichhas a stronger information storage capacity thanusing
a high-dimensional hidden state. And MANN can rewrite local information through the
external memory mechanism. Different from the general MANN which uses a simple
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Fig. 2. The architecture of DKT based on RNN

memory matrix or two static memory matrices [25], DKVMN utilizes the key-value
matrix to store all concepts and the knowledge state of each concept. The key matrix is
used to calculate the correlation between exercises and concepts, and the value matrix
is used to read and write the knowledge state of each concept. Ha et al. [26] optimized
DKVMN from knowledge growth and regularization.

2.3 Recurrent Neural Network

For sequence data, researchers use RNN to obtain data relationships in general. How-
ever, RNN cannot effectively capture long-term sequence data relationships because of
its structural defects. And Hochreiter et al. proposed LSTM to solve the problem of
long-term in 1997, which used three gates to effectively deal with long-term and short-
term dependence. And Cho et al. proposed GRU by optimizing the structure of LSTM in
2014, which not only guarantees model performance but also improves model training
efficiency [27]. GRU uses two gates to determine which information needs to be mem-
orized, forgotten, and output respectively, which effectively achieve long-term tracing
of information. As shown in Fig. 3, the reset gate generates the weight to decide how
much historical information is used according to the input information, and the update
gate is used to generate the proportion of historical memory and current memory in new
memories.

3 Model

DKVGRU can be divided into three parts: correlation weight, read process and write
process, which are represented in Fig. 4. Correlationweight represents theweight of each
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Fig. 3. The architecture of GRU

Fig. 4. In the framework of DKVGRU, the green part is write process we designed. The blue and
purple parts are correlation weight and read process, which refer to DKVMN.

concept contained in the exercise. Read process can read the student’s current memory,
which is used to predict students’ performance of a new exercise. And write process
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is used to update the student’s memory state after answering a exercise. Correlation
weight and read process refer to DKVMN. The correlation weight, read process and
write process are described in Sect. 3.2, 3.3, and 3.4.

3.1 Related Definitions

Given a student’s past interaction sequence of exercises X = x1, x2, . . . , xt−1, our task
is to obtain the student’s current knowledge state according to the student’s interaction
sequence and predict students’ performance of the next exercise. The interaction tuple
xt = (qt, at) represents the student’s answer to the exercise qt , where at is 1 means the
answer is correct and 0 means wrong.

Table 1. Symbols

Symbols Explanation

X The past exercise sequence of a student: x1, x2, …, xt−1

E Number of exercises

N Number of concepts contained in the exercises

K Key matrix, which is used to store all concepts

V Value matrix, which is used to dynamically store the state of each concept

Ṽ Knowledge growth matrix, which stores the knowledge growth of students after
answering one exercise

D Knowledge application matrix, which stores the proportion of each concept used by
students for a certain exercise

e Exercise vector

c Exercise interaction vector

w Correlation weight

Z Knowledge application gate, which calculates the proportion of concepts used in an
exercise

U Knowledge forgetting gate, which measures the forgetting degree of the learned
knowledge

A Exercise embedding matrix

B Interaction embedding matrix

; The operation of Concatenating two vectors or two matrices

As illustrated in Table 1, the definition of various symbols used in the model is
described. The N represents the number of concepts, and the key matrix K(N × dk )
stores these concepts. Besides, the knowledge state of each concept is stored in the value
matrix V (N × dv).



Dynamic Key-Value Gated Recurrent Network for Knowledge Tracing 175

3.2 Correlation Weight

Each exercise contains multiple concepts. The exercise qt is firstly mapped into a vector
e ∈ Rdk by an embedding matrix A ∈ Rdk . The correlation weight wt ∈ RN is computed
by taking the softmax activation of the inner product between et and each ki of the key
matrix K = (k1, k2, . . . , kN ):

wt = Softmax
(
et · KT

)
. (1)

ki is the key memory slot which is used to store the ith concept. And wt measures
the correlation weight between this exercise and concepts.

3.3 Read Process

The probability of answering qt correctly needs to consider two factors: the student’s
current knowledge state and exercise difficulty. Above all, wt is multiplied by the each
vi of the value matrix V = (v1, v2, . . . , vN ), which is to get the read content vector
rt ∈ Rdv :

rt = wt · Vt . (2)

vi is the value memory slot which is used to store the state of the ith concept. And
the read content rt is regarded as the student’s overall mastery of qt .

Then considering that the difficulty of qt , the exercise vector et passes through the
fully connect layer and Tanh function to get the difficulty vector dt ∈ Rdk :

dt = Tanh(et · W1 + b1), (3)

Tanh(x) = 1 − e−2x

1 + e−2x , (4)

and Wi and bi are the weight and bias of the full connect layer.
The summary vector ft is obtained after concatenating the read content vector rt and

the difficulty vector dt :

ft = Tanh([rt; dt] · W2 + b2). (5)

Finally, the probability pt is computed from the summary vector ft :

pt = Sigmoid(ft · W3 + b3), (6)

Sigmoid(x) = 1

1 + e−x . (7)

And Sigmoid function makes the probability pt between 0 to 1.
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3.4 Write Process

The knowledge state of each concept are updated after the student answering the exercise
qt . The interaction tuple xt = (qt, at) is turned into a number by yt = qt + at ∗E, which
yt represents the student’s interactive information. And yt is converted into an interaction
vector ct ∈ Rdv by an embedding matrix B ∈ RE×dv . Considering that students apply
knowledge to exercise according to their knowledge state, we adds the interaction vector
ct and each value memory slot vi of the value matrix Vt , and pass the result through the
fully connect layer and an activation function to obtain the knowledge application gate
Zt ∈ RN×dv :

Ct = Concat(ct, ct, . . . , ct), (8)

Zt = Sigmoid([Vt + Ct] · Wz + bz). (9)

Zt is used to calculate the proportion of concepts used in an exercise. The application
knowledge state Dt ∈ RN×dv is obtained by using Zt to weight the value matrix Vt :

Dt = Zt ∗ Vt . (10)

Then, we concatenate the interaction vector ct and each di of the value matrix Dt =
(d1, d2, . . . , dN ) to get the knowledge growth matrix Ṽt ∈ RN×dv :

Ṽt = Tanh([Dt;Ct] · Wr + br). (11)

For the purpose of measuring student’s forgetting degrees, We adds the interaction
vector ct and each value memory slot vi of the value matrix Vt to obtain the knowledge
forgetting gate Ut ∈ RN×dv :

Ut = Sigmoid([Vt + Ct] · Wu + bu). (12)

Each concept state of the value matrix Vt is updated by Ut . (1 − Ut) ∗ Vt repre-
sents the unforgettable part of the previous knowledge state, and Ut ∗ Ṽt represents the
unforgettable part of the knowledge gained from this exercise. And Vt+1 means the new
student’s knowledge state.

Vt+1 = (1 − Ut) ∗ Vt + Ut ∗ Ṽt . (13)

3.5 Optimization Process

The optimization goal of our model is that the predicted probability pt is close to the
student’s answer at , that is to minimize the cross entropy loss L.

L = −
∑

t
at log(pt) + (1 − at) log(1 − pt). (14)
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4 Experiments

4.1 Datasets

There are several datasets to test the performance of models in Table 2, including
Statics2011, ASSISTments2009, ASSISTments2015 and ASSISTment Challenge. And
these datasets come from real online learning systems.

(1) Statics2011: This dataset has 1,223 exercise tags and 189,297 interaction records of
333 students, which comes from an engineering mechanics course of a university.

Table 2. Dataset statistics

Datasets Students Exercise tags Records

Statics2011 333 1,223 189,297

ASSISTments2009 4,151 110 325,637

ASSISTments2015 19,840 100 683,801

ASSISTment Challenge 686 102 942,816

(2) ASSISTments2009: This dataset contains 110 exercise tags and 325,637 interac-
tions records for 4,151 students, which comes from the ASSISTment education
platform in 2009.

(3) ASSISTments2015: This dataset is collected from the ASSISTment education plat-
form, which has 100 exercise tags and 683,801 interactions records of 19,840
students.

(4) ASSISTment Challenge: This dataset was used in the ASSISTment competition
in 2017, and it contains 102 exercise tags and 942,816 interaction records of 686
students.

4.2 Evaluation Method

In the field of knowledge tracing, we usually use AUC as the evaluation criteria for
model classification. The advantage of AUC is that even if the sample is unbalanced, it
can still give a more credible evaluation result [28]. This paper also uses AUC as the
evaluation of the model. And the higher the value of AUC, the better the classification
result. As shown in Fig. 5, ROC curve is drawn according to TPR and FPR, and AUC is
obtained from the area under ROC curve.
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Fig. 5. Description of the AUC calculation

4.3 Implementation Details

In this paper, the training set and test set of each dataset was randomly assigned, 70%
of which is the training set and the remaining 30% is the test set. The five-fold cross-
validation method was used on the training set, and 20% of the training set was divided
into the validation set. We used early stopping and selected hyperparameters of model
on the validation set. And the performance of the model was evaluated on the test set.

Gaussian distribution was used to initialize the parameters randomly. Stochastic
gradient descent method was adopted as the optimization method for training. And
batch size was set to 50 on all datasets. The maximum number of training times of the
model was set to 100 epochs. The epoch with the best AUC value on the validation set
was selected for testing. And the average value of AUC on the test set was used as the
model evaluation result.

Using different initial learning rates, we compared the performance of DKVMN and
DKVGRUmodels when the sequence length was 200. Then, we set sequence lengths of
100, 150, and 200 to compare the performance of DKVMN and DKVGRU.

4.4 Result Analysis

On the four datasets, the experiment used the initial learning rate of 0.02, 0.04, 0.06,
0.08, and 0.1 to measure the AUC scores of DKVMN and DKVGRU. And AUC of 0.5
represents the score that can be obtained by random guessing. The higher the AUC score,
the better the prediction effect of the model. As shown in Table 3, there are the test AUC
score of DKVMN and DKVGRU of all datasets. It can be clearly seen that DKVGRU
performs better than DKVMN on all datasets.
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Table 3. The test AUC scores of DKVMN and DKVGRU with different initial learning rates on
all datasets

Dataset The initial learning rate Test AUC

DKVMN DKVGRU

Statics2011 0.02 0.814900 0.816630

0.04 0.817625 0.831916

0.06 0.818041 0.834688

0.08 0.818591 0.834850

0.1 0.819070 0.834766

ASSISTments2009 0.02 0.801624 0.806886

0.04 0.803469 0.808587

0.06 0.804472 0.808334

0.08 0.802909 0.806580

0.1 0.804652 0.808877

ASSISTments2015 0.02 0.726578 0.728503

0.04 0.725727 0.728791

0.06 0.724857 0.729177

0.08 0.724883 0.728526

0.1 0.724837 0.728371

ASSISTment Challenge 0.02 0.662156 0.676517

0.04 0.664859 0.684211

0.06 0.667367 0.687498

0.08 0.669780 0.689189

0.1 0.671637 0.689144

For Statics2011 dataset, the average AUC of DKVMN is 81.76%, while the average
AUC of DKVGRU is 83.06%, which indicates a 1.29% higher than DKVMN. On the
ASSISTments2009 dataset, DKVMN produces the average test AUC value of 80.34%,
which shows a 0.44% difference compared with 80.70% for DKVGRU. For ASSIST-
ments2015 dataset, the average AUC of DKVGRU is 72.87% and DKVMN is 72.54%.
On theASSISTmentChallenge dataset, DKVGRUachieves the averageAUCof 68.53%,
which improves 1.82% as DKVMN in 66.72%. Therefore, DKVGRU has a better per-
formance than DKVMN on all four datasets. For both models, the paper observes that
a larger initial learning rate might lead to a better AUC score from the aforementioned
experiments.

Then, we set the initial learning rate of 0.1 and sequence lengths of 100, 150, and
200 to evaluate these two models. And the experimental results indicate that DKVGRU
performs better than DKVMN at different sequence lengths in Table 4.
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According to Fig. 6, the AUC results of DKVGRU and DKVMN become better with
the increase of sequence length except for Statics2011 dataset. The findings support that
the setting of the sequence length of the exercises has a positive correlation with the
models performance, which means a longer sequence length results in a better predic-
tion performance for the model. That is, the model can more accurately trace students’
knowledge state by utilizing more exercise records.

Table 4. The test AUC scores of DKVMN and DKVGRU with different sequence length on all
datasets

Dataset Sequence length Test AUC

DKVMN DKVGRU

Statics2011 100 0.833927 0.849142

150 0.827971 0.842618

200 0.819070 0.834766

ASSISTments2009 100 0.799399 0.804384

150 0.800944 0.804276

200 0.804652 0.808877

ASSISTments2015 100 0.723672 0.727784

150 0.723034 0.727913

200 0.724837 0.728371

ASSISTment
Challenge

100 0.658292 0.672841

150 0.664720 0.682050

200 0.671637 0.689144

On the Statics2011 dataset, the reason why the AUC results have a negative correla-
tion with the sequence length is that exercise tag is the largest among the four datasets,
which included 1,223 exercise tags. The more exercise labels in the sequence, the more
complex relationships between exercises and concepts need to be considered by the
model. Nonetheless, the AUC score of DKVGRU on the Statics2011 dataset is higher,
which means DKVGRU can simulate students’ knowledge state better than DKVMN.

In summary, DKVGRU performs better than DKVMN with different learning rates
and sequence lengths, which shows that the gating mechanism of DKVGRU effectively
simulates the changes of students’ knowledge state.
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Fig. 6. The test AUC scores of DKVMN and DKVGRU with different sequence length on all
datasets

5 Conclusions and Prospects

For the existing shortcomings of knowledge tracing, such as ignoring students apply
different concepts to the same exercise and failing to consider the forgetting process of
concepts they have learned, we propose a knowledge tracing model DKVGRU, which
is based on the dynamic Key-Value matrix and gating mechanism. DKVGRU updates
students’ knowledge state by the gating mechanism. The experimental data comes from
four public datasets. And the experiments demonstrate that DKVGRU performs better
than DKVMN.

In addition to the students’ exercise records, online learning platforms also record
various learning activities of students, such as watching videos, viewing exercise expla-
nations and other learning actions. For future work, we will consider these features in
KT tasks. And using these data, we also can classify students according to students’
learning attitude and habits, which simulates students’ knowledge state reasonably.
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Abstract. Automatic law article prediction aims to determine appro-
priate laws for a case by analyzing its corresponding fact description.
This research constitutes a relatively new area which has emerged from
recommended algorithm. Therefore, the task is still a challenge due to the
highly imbalanced long-tail data distribution and lack of discrimination
in the feature representation. To deal with these challenges, we proposed
a codex enhanced multi-task framework, which consists of two modules.
The first one is a codex learning module that estimates the broad codex
attributes related to the case fact for alleviating the long-tail issue. The
other one is a Bidirectional Text Convolutional Neural Network, which
predicts the law articles by considering both local and global informa-
tion of the facts. These two modules are learning simultaneously through
a multi-task loss function. To evaluate the performance of the method
proposed in this paper, we construct a new law article prediction data
by collecting the judgment documents from the China Judgement online.
Experimental results on the dataset demonstrate the effectiveness of our
proposed method and can outperform other comparison methods.

Keywords: Law article prediction · Codex attribute learning ·
Bidirectional Text Convolutional Neural Network

1 Introduction

The main goal of automatic law article prediction is to determine appropriate
laws for a case by analyzing its corresponding fact description. Such techniques
play vital roles in the legal assistant system, in which legal practitioners can
obtain possible judgments via a brief description of the case. Furthermore, it
also can be used by a regular civilian to get a legal basis about their cases while
without knowing the massive legal materials and the legal jargon.

In the past few years, different algorithms based machine-learning have been
proposed. Liu et al. [14] use the k-NN to retrieve the most similar cases. Kim
et al. [9] adopt the SVM to classify each case into its corresponding law arti-
cle. To further combine the context information, Carvalho et al. [3] apply the
N-gram for the charge prediction. Li et al. [13] introduce a Markov logical net-
work for enhancing the interpretability of the prediction. Most recently, several
c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 184–195, 2021.
https://doi.org/10.1007/978-981-16-2540-4_14
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Fig. 1. The sorted case frequency of each law article in our collected dataset. The hor-
izontal axis is the label index of each law article, and the vertical axis is the proportion
of cases related to the label.

deep learning-based methods have been introduced into this task [8]. For exam-
ple, Liu et al. [15] formulate the automatic legal prediction task as a reading
comprehension problem and propose an RNN-based deep model.

Despite the progress of previous methods, the law article prediction task is
still non-trivial and challenge. The difficulties mainly come from the following
two aspects.

• As shown in Fig. 1, the case numbers of the various articles are highly imbal-
anced according to the real statistic. Notably, the most frequent 2% articles
cover more than 76% of cases. This leads to a severely long-tail issue for
constructing the model.

• As shown in Table 1. A single case usually involves multiple crimes, which
means some articles related to partial fact description, and others may relate
to the whole fact description. Then, it needs to have a robust feature repre-
sentation containing the information from the local and global.

This study explicitly addresses these difficulties with a novel framework con-
sisting of two modules: a codex attribute learning module and a Bidirectional
Text Convolutional Neural Network (BiTextCNN) module. The codex attribute
learning module alleviates the long-tail law article distribution problem by estab-
lishing a middle-level codex attribute estimation. Besides, the BiTextCNN con-
tains the row convolution and column convolution to learn a more robust feature
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Table 1. An example judgment document in China (Original text is Chinese)

representation by considering both the global information and local details in
the fact description.

To evaluate the effectiveness of our proposed method, we construct a law
dataset by collecting the publicly available judgment documents from the China
Judgment Online1. This data contains 400,000 cases, and each case consists of
the fact description and the corresponding law articles. Experimental results
on this dataset show that our method can effectively predict the relevant law
articles, and the evaluation metrics demonstrate that our method can achieve
better performance than other comparison methods.

2 Related Works

The task of law article prediction aims at finding corresponding law articles based
on the fact description. Previous works [1,3,21] address this task mainly by for-
mulating it as a traditional Multi-class Classification problem. However,there is
a further problem that these methods usually use the word-level and phrase-level
features that are insufficient to distinguish the subtle difference between similar
charges. This seems to be a common problem in Natural Language Processing
(NLP) research. To deal with these issues, many different improvements have
been proposed. Carvalho et al. [3] developed a Legal Question Answering(LQA)
system based on the N-gram model, which can cover more word-level features.
Aletras et al. [1] introduce a model to predict the law articles only related to

1 https://wenshu.court.gov.cn/.

https://wenshu.court.gov.cn/
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the particular field of European human rights. In their model, they adopted a
topological structure for improving reasoning.

Along with the development of using neural network methods in NLP, some
researches [2,12,16,17,19] attempt to incorporate deep learning into the law arti-
cle prediction. Luo et al. [16] proposed a two-level RNN scheme in which one for
sentence embedding and another for document embedding. They demonstrated
the superiority of using deep learning against traditional methods. Besides, the
relevant background knowledge plays a significant role in legal affairs. Then,
Duan et al. [19] propose the phrase of the relevant charges to enhance the multi-
label legal prediction, which can outperform other comparing methods.

On the other hand, the law article correlates with other articles, while pre-
vious methods have primarily neglected this correlation. Therefore, Si et al. [4]
introduce a Legal Graph Network (LGN) to relieve the defect. Particularly, the
LGN fuses all the label information into a unified graph, capturing four types of
label relations among legal labels. Experiments show that modeling relationships
help improve accuracy. However, the LGN only be applied to a small set of data
due to the high memory cost of constructing the legal graph.

Meanwhile, the law article prediction task also suffers the issue of long-tail
label distribution. Hu et al. [6] propose a novel multi-task learning to relieve
this issue by the assistant of manual attribute annotation. Their method man-
ually annotates ten discriminative attributes for the Chinese criminal law and
assigns corresponding attributes for each case. Then they employ an LSTM
as an encoder for the fact description and estimate the attributes and final
label estimation simultaneously. Nevertheless, their approach heavily relies on
the high-cost manual attribute annotation.

To tackle the above issues, in this study, we propose a neural network by
establishing an annotation attribute learning module and a novel fact encoder.

3 Our Approach

In this section, we introduce a free-cost annotation attribute learning model by
adding legal codex information. In the following parts, we first propose the legal
codex attribute which can been discriminative feature of law articles. In the next
parts, we propose framework of our approach. Afterward, we give the details of
the codex attributes predictor and an novel text encoder named BiTextCNN for
fact description embedding.

3.1 Legal Codex Attribute

As we knew, the articles related to the same subject content usually come from
the same codex. This means that we can classify the complex law articles accord-
ing to the subject to which it belongs and establish the connection between the
law articles and alleviate the long-tail problem. In order to check on the feasibil-
ity of this idea, we counted 100,000 judgment documents, and the results showed
that all the articles in the data set belong to the 287 codices. The distribution
of the codices are shown in Fig. 2, and the top 10 codices are shown in Table 2.
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Fig. 2. The sorted case frequency of top 40 codex in our collected dataset.

3.2 The Framework of Our Approach

The model consist of two modules, codex Learning and bi-direction Text Con-
volution Module (BiTextCNN) module, show as Fig. 4. The fact description,
denoted by word embedding , input into these two modules separately for codex
attribute learning and text convolution encoding. Then, the output vectors of the
two modules are concatenated, and then input into the multi-layer perceptron
(MLP) for prediction.

3.3 Legal Codex Learning

In the codex attribute learning module, the fact description text will be encoded
by the BiLSTM [22] as follows:

−→
h i =

−−−−→
LSTM(Ti), (1)

←−
h i =

←−−−−
LSTM(Ti), (2)

hi = [
−→
h i;

←−
h i]. (3)

where Ti denote fact description text, and ∀i ∈ [1, n], n is the length of the fact.
As show in Fig. 4, the attribute predictor takes the hidden vector h =

[h1, ..., hn]. The attention weights a = [a1, ..., ak] calculated by the attentive
attribute predictor as follow:

ai,j =
exp(tanh(W ahj)Tui)∑
t exp(tanh(W aht)Tui)

. (4)

where ai = [ai,1, ..., ai,k],∀i ∈ [1, k], j ∈ [1, n] , k is the number of the codex, and
ui is the context vector of the i-th attribute to present the potential information
from an element,and W a is the parameter that all attributes share. Then, each
attribute representation predict whether the sample has current attribute by
neural network as follow:



Law Article Prediction via a Codex Enhanced Multi-task Learning 189

Table 2. The top 10 frequent codex

ID Legal codex

1 ⟪Civil Procedure Law of the People’s Republic of China⟫

2 ⟪Contract Law of the People’s Republic of China⟫

3 ⟪Tort Law of the People’s Republic of China⟫

4 ⟪The Guarantee Law of the People’s Republic of China⟫

5 ⟪General Principles of the Civil Law of the People’s Republic of China⟫

6 ⟪Road Traffic Safety Law of the People’s Republic of China⟫

7 ⟪Interpretation of the Supreme People’s Court of Some Issues concerning the
Application of Law for the Trial of Cases on Compensation for Personal Injury⟫

8 ⟪Some Provisions of the Supreme People’s Court on Evidence in Civil Procedures⟫

9 ⟪Interpretation of the Supreme People’s Court on Several Issues Concerning the
Application of Law in the Trial of Cases on Compensation for Damage in Road Traffic
Accidents ⟫

10 ⟪Provisions of the Supreme People’s Court on Several Issues concerning the
Application of Law in the Trial of Private Lending Cases⟫

gi =
∑

t
ai,tht, (5)

Pi = f(gi, θi). (6)

Here, Pi is the result of attribute predictor, θ is the parameter of the network.

3.4 BiTextCNN

To address the problem that text encoder cannot balance both whole information
and local detail in the legal text, we introduces the encoding method BiTextCNN,
and the overall framework is shown in Fig. 3.

The BiTextCNN combined with row convolution module and column convo-
lution module as follow:

Ci
row = Conv(Wrow · ti:i+h

row + brow), (7)

Lrow = [C1
row; ...;C

n−h+1
row ]. (8)

Firstly, the text submit to a word embedding layer. You can use pre-trained
models such as Word2Vec or GloVe. Then,the fact description text is denoted
by the sentence vector T , where T = [t1row, ..., tnrow], and tirow is row text vector,
n is the length of text, or T = [t1col, ..., t

n
col], and ticol is column text vector, m

is the dimension of word embedding. h is the row-convolution length, Wrow and
brow represent weight and bias respectively. Lrow is the result of row convolution
module as same as classical TextCNN.

Unlike the row convolution, in order to enhance the ability of obtaining whole
information, we employ convolution along the vertical axis. The column convo-
lution can cover all the words in the description text at one time, thereby it
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Fig. 3. The overall framework of our method

can alleviate the defect that traditional TextCNN can only consider N-grams.
Meanwhile, since the ultra-long convolution will bring huge computational con-
sumption, we employ the deep separable convolution [5,7] to establish column
convolution as follow:

Ci,k
col = Convk(W k

col · ti:i+i
col + bkcol), (9)

cicol = [ci,1col; ...; c
i,h
col], (10)

Ci
col = Conv(Wcol · ti:i+i

col + bcol), (11)

ccol = [c1col; ...; c
h
col]. (12)

Here, ti:i+1
col is the column vector of length one, Lcol is the output of column

module. W k
col and bkcol is weight and bias of separable convolution respectively.

After employ the deep separable convolution, we reduce the calculation from
n2 · h2 to n2 · h + h2, where n is much bigger than h.

3.5 Optimization

The loss function of our network consists of two parts, i.e., one for the law article
prediction and another for the codex attribute estimation. The multi-task loss
is as follow:

Loss = Llabels + α · Lattr, (13)

where Lattr formulate from attribute module and Llabels formulate from article
prediction, α is a parameter to balance the weight in this part, and the details
of the two losses formulate are as follows:

Llabels = −
C∑

i=1

yi log ŷi, (14)
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Fig. 4. The framework of the BiTextCNN.

where C is the number of predicted articles, yi is the truth label, ŷi is predicted
probability distribution;

Lattr =
N∑

j=0

−[zj log(pj) + (1 − zj)log(1 − pj)]. (15)

where N is total number of legal codex, zj and pj are the true value and predic-
tion of j-th codex attribute respectively.

4 Experiments

4.1 Dataset and Experimental Setup

Our study constructs a law dataset by collecting the publicly available judgment
documents from the China Judgment Online2. We collect 400,000 judgment doc-
uments, and each document contains the description of the case, law articles with
the corresponding codex information. The average length of the fact description
is 700 words, and the total distinct number of law articles is 4850 from 287 dif-
ferent codices. We randomly split the data with 90% as the training set and 10%
for testing.

For training our model, we adopt the pre-train word embedding with an
embedding size of 300, set the hidden state size of BiLSTM to 100, and both
row convolution and column convolution filter widths to (3, 4, 5) with each filter
size to 100 for consistency. We use Adam for training with an initial learning
rate of 10−3 and bitch size 32. The weight of α of codex attribute loss is set to
0.5.

2 https://wenshu.court.gov.cn/.

https://wenshu.court.gov.cn/
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As the law article prediction task can be regarded as a multi-task classifica-
tion learning, we adopt the most widely used micro-recall (micro-R), macro-F1,
micro-F1, and Jaccard index evaluation metrics.

4.2 The Law Article Prediction Result

In this part, we compare our model with other different methods, including the
TextCNN [10], TextRCNN [11], Transformer [18], SGM [20] and Luo et al. [16].
The experimental results are reported in Table 3.

Table 3. The experiment result of law articles prediction of our proposed methods
against other comparing methods. (BTC shorts for BiTextCNN)

Method micro-R macro-F1 micro-F1 Jaccard

TextCNN [10] 0.426 0.530 0.491 0.342
TextRCNN [11] 0.397 0.513 0.488 0.346
SGM [20] 0.293 0.394 0.420 0.292
Luo et al. [16] 0.431 0.533 0.492 0.343
Transformer [18] 0.445 0.547 0.489 0.347
BTC 0.449 0.546 0.498 0.347
BTC+Attr 0.493 0.577 0.501 0.363

As can be seen from Table 3, we can get the information that our BiTextCNN
model can achieve comparable results with the Transformer [18] while surpassing
all other methods. This result indicates that our BiTextCNN can learn a robust
feature representation for the fact description while with much fewer parameters.
Furthermore, we can observe a significant performance boost after adding the
codex attribute learning branch, e.g., 0.044 and 0.031 increments of micro-R and
macro-F1, respectively. It demonstrates that the effectiveness of using the codex
attribute as an additional supervision signal.

In the handling of actual legal cases, the types of cases usually can be divided
according to the situation of fact (e.g., “Disputes over personal obligation”,
“Motor vehicle traffic accident liability disputes” or “Disputes over the finan-
cial loan contracts”). To verify our proposed method’s effectiveness in dealing
with different types of cases, we select the top 40 types of cases with the high-
est frequency to conduct experiments and reported the corresponding Jaccard
and micro-R results in Fig. 5. From Fig. 5, we can find that BiTextCNN+Attr
outperforms the TextCNN and Luo et al. [16] in all different type of cases. This
demonstrates the robustness of our proposed method.
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Fig. 5. The comparison our proposed BiTextCNN+Attr against the TextCNN [10] and
Luo et al. [16] in different types of cases.

4.3 Experiment Results on the Long-Tail Data

Since our dataset exists a long-tail label distribution, we further compared our
methods with others in the long-tail part. We select the labels of different fre-
quency bands for testing, and report the macro-R, macro-F1 and Jaccard metrics
in Table 4.

From Table 4, we can find a significant decrease in the three metrics for
all different methods, along with the proportion reduction of selected long-tails
labels. By comparing with BiTextCNN and BiTextCNN+Attr, we can conclude
that using the codex attributes shown a better effect in all ranges of long-tail
labels data, and it can indeed alleviate the problem of long-tail labels.
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Table 4. The evaluation metrics under different proportion of the last long-tail labels.

Metric label-P data-P TextCNN [10] Luo et al. [16] BTC BTC+Attr

macro-R 98% 23.83% 0.114 0.120 0.121 0.138
90% 8.75% 0.043 0.057 0.059 0.064
80% 4.50% 0.023 0.029 0.029 0.032

macro-F1 98% 23.83% 0.109 0.117 0.117 0.124
90% 8.75% 0.041 0.049 0.052 0.053
80% 4.50% 0.022 0.027 0.028 0.031

Jaccard 98% 23.83% 0.084 0.091 0.093 0.148
90% 8.75% 0.033 0.041 0.036 0.058
80% 4.50% 0.022 0.028 0.023 0.039

5 Conclusion

This study proposes a cost-free codex attribute assisted law article prediction
method. In our method, we model the relationships between facts by incorpo-
rating codex attributes knowledge for alleviating the long-tail label distribution
issue. Besides, we design a novel BiTextCNN module that can fuse all words’
information through a parallel row and column convolutional layers. Further-
more, we construct a new article prediction dataset and evaluate our method
on it. The experiment results demonstrate the effectiveness of our method and
demonstrate that fuses of long-distance information can significantly improve
the discrimination of features.
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Abstract. Building a system for automatic handwritten mathematical
expressions recognition (HMER) has received considerable attention for
its extensive applications. However, HMER remains challenging due to its
own many characteristics such as the ambiguity of handwritten symbol,
the two-dimensional characteristics of expression structure, and a large
amount of context information. Inspired by research on machine trans-
lation and image caption, we proposed an Encoder-Decoder structure to
recognize the handwritten mathematical expression. Encoder based dual
attention is used to extract the features of the expression image and
attention-decoder achieves symbol recognition and structural analysis.
The mask information is added to the input data allows the model to
better focus on the region of interest. In order to verify the effectiveness
of our method, we train the model on the CROHME-2016 train set and
use the CROHME-2014 test set as the validation set, the CROHME-2016
test set as the test set. The experimental results show that our method
is greatly improved compared with other recognition methods, achieved
respectively 47.49% and 45.10% ExpRate in the two test sets.

Keywords: Handwritten mathematical expression recognition ·
Encoder-decoder · Attention

1 Introduction

In many fields like physics, mathematics and other disciplines, mathematical
expressions play an essential role in explaining theoretical knowledge and describ-
ing scientific problems. With the continuous development of smart devices, it is
becoming more and more common to use handwriting devices instead of key-
boards to input information in scientific research. Despite the convenience of

Supported by Transformation and industrialization demonstration of marine scien-
tific and technological achievements in Xiamen Marine and Fisheries Bureau (No.
18CZB033HJ11).

c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 196–208, 2021.
https://doi.org/10.1007/978-981-16-2540-4_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_15&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_15


MDA-Network: Mask and Dual Attention Network 197

Encoder Layer Attention Layer

Attention
With

Coverage

Decoder Layer

GRU
Context

\sum_{i=1}^{n+1}i
Output

High Feature

Low Feature

Dense-CBAM
+ Mask

Fig. 1. Pipeline of our proposed recognition method

handwriting input method, it also needs the system to be able to accurately
recognize the handwriting mathematical expression.

Different from traditional OCR text recognition, mathematical expressions
recognition is more difficult due to the two-dimensional structure of the expres-
sion, the scale diversity of mathematical symbols and the existence of implicit
symbols. According to the recognition process, the method of mathematical
expressions recognition can be divided into two types: single-stage and multi-
stage. The multi-stage method sequentially does symbol segmentation, symbol
recognition and structure analysis. In contrast, the single-stage method com-
pletes all the symbol segmentation, symbol recognition and structure analysis
at once. Compared with the single-stage method, the multi-stage method has
the problem of error inheritance. The error of symbol segmentation and symbol
recognition affect the structural analysis stage lead to error accumulation. This
paper proposes the single-stage method to recognize mathematical expressions.

The main contributions of this paper are in the following way: 1)Use convo-
lutional neural networks with a dual attention mechanism to enhance the fea-
ture extraction ability of the model. 2)mask channels are added to input data,
increased the dimension of input information, improved recognition effect. 3)Use
curriculum learning for training to enhance the robustness of the model, enables
the model to perform better in the inference process.

2 Related Work

Handwritten Mathematical expression recognition(HMER) can be traced back to
1968 and was first raised by Anderson [29]. Since then, HMER has received inten-
sive attention, many researchers have tried to investigate this problem in differ-
ent ways. Some approaches use extensive prior knowledge and the corresponding
parsing algorithms to build a grammar-based model. Alvaro et al. [19] proposed
a model which is based on the stochastic context-free grammar. MacLean et
al. [22] use model-based relational grammars and fuzzy sets to recognize mathe-
matical expression. These systems have performed very well in several CROHME
competitions. Some approaches treat HMER as the image-to-sequence problem
and use the encoder-decoder framework for handwriting expression recognition.
Zhang et al. [7] proposed a model named WAP-based encoder-decoder to perform
image includes mathematical expressions to the latex representation of the cor-
responding expression. Compared with the traditional manual design grammar,
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model-based DNN learns the grammatical rules of the mathematical expression
from the data and promoted the recognition performance significantly.

3 Method

The recognition model can be divided into three layers, respectively encoder
layer, attention layer, and decoder layer. By inputting the two-dimensional struc-
ture expression image into the model, the model outputs the one-dimensional
structure Latex sequence result straightly. The complete algorithm model is
shown in Fig. 1. In the encoder layer, we use the dense-cbam dual attention
module to enhance the feature extraction ability and promote the propagation
of the gradient. Considering that there are mathematical symbols of different
scales in the expression image, we simultaneously extract the multiple feature
sequences to adapt to different scales. In the decoder layer, taking into account
over-parse and under-parse, we introduce an attention mechanism that added a
coverage vector to store information that has been analyzed in the past. In order
to avoid the problem of gradient disappearance and gradient explosion, we used
Gated Recurrent Units (GRU) to decode and output the latex sequence.

3.1 Encoder Layer

The encoder layer uses a convolutional neural network to perform feature extrac-
tion on the input expression image. The output feature map A has a size of
H × W × C, where W is the width of the image, H is the height of the image,
and C is the total number of channels in the image. The output feature A is
considered as L C-dimensional vectors, where L = H × W , and each vector
corresponds to a region of the image:

A = {a1, a2, . . . , aL} , ai ∈ IRC (1)

In many tasks of computer vision, the attention mechanism has excellent
performance. Xu et al. [6] first proposed the soft attention mechanism and hard
attention, the intention mechanism is used to solve the problem of image title;
Chen et al. [3] proposed the use of convolutional networks to combine spatial and
channel attention named SCA-CNN; Hu et al. [8] proposed channel attention,
the force mechanism is used to obtain the importance of each channel and won
the championship in the last ImageNet classification competition. Inspired by
these works, We added a dual attention mechanism to the encoder. The dual
attention mechanism can effectively enhance the convolutional neural network
characterization ability to extract features. By combining the dense module and
the convolutional attention module (CBAM), the encoder can learn what and
where to pay attention to on the channel and spatial axis to improve the expres-
sion of the region of interest. To effectively help the information flow in the net-
work, the model learns what information needs to be emphasized or suppressed.
Next, we will introduce these two modules separately.
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DenseNet. Researches show that if the convolutional neural network includes
shorter connections between layers close to the input and close to the output,
the network can be significantly deepened, become more accurate , and easier
to train. Compared with ResNet, DenseNet uses a more aggressive intensive
connection mechanism, connecting all layers to each other. An the network which
has L layers contains (L(L + 1))/2 connections. Moreover, DenseNet directly
connects to the channel dimension to achieve feature multiplexing so that it can
achieve better performance than ResNet in the case of fewer parameters and
computational cost. The calculation formula for each layer of the Dense module
is as follows:

xl = Hl ([x0, x1, . . . , xl−1]) (2)

where H(∗) means a composite function that passes through 4 operations of
3×3 convolutional layer, pooling layer, batch normalization layer, and nonlinear
activation function (Relu).

CBAM. Convolutional Block Attention Module (CBAM) is a lightweight,
general-purpose module that combines spatial and channel attention mecha-
nisms. Compared to SENet, the attention mechanism that only focuses on chan-
nels can achieve better results and be used in any convolutional architecture.
The following briefly describes the implementation process of the two attention
modules:

1. Spatial attention module: input feature map Fs (Cs,Hs,Ws), after average
pooling and maximum pooling, respectively, to obtain two feature maps
with the same dimension Fsavg (1,Hs1Ws), Fsmax (1,Hs1Ws), which are next
spliced in the channel dimension. After inputting the spliced one into the
convolutional layer of the sigmoid function, we could then obtain a spatial
attention matrix, which is finally multiplied with the input feature map to
obtain the Ms spatial attention feature map. Since each channel is a feature
detector, the channel attention can be effectively used by compressing the
spatial dimension, and different pooling operations can be applied simultane-
ously to achieve better results than a single pooling.

2. Channel attention module: input feature map Fc (Co,Hc,Wc), respectively,
through global average pooling and global maximum pooling to obtain two
1 × 1 × c channel descriptions, which are inputted to shared MLP to get two
kinds of vectors. Then add them, pass the sigmoid function to get a channel
attention vector with dimension c × 1 × 1, finally multiply it with the input
feature map to get the Mc space attention feature map.

3.2 Attention Layer

We call the vector calculated by the attention mechanism as the context vector,
which is used to capture the context of the regional visual information. We use
the formula (3), (4), (5) to simply describe the process of calculating the context
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vector. The attention mechanism is used to focus on the different image areas
at different times of the decoder to generate the corresponding latex sequence.
In addition, the attention mechanism also takes into account the possibility
that certain areas are over-parsed or under-parsed in the expression recognition,
resulting in the phenomenon of missing symbols and repeated symbols in the rec-
ognized expression. Inspired by the coverage mechanism of machine translation,
we add a coverage vector to the attention mechanism to track the analyzed infor-
mation. In this way, the future attention can be adjusted, and the unanalyzed
areas of the image can also be assigned higher attention probability, thereby
reducing repeated analysis and missing analysis.

There are two key quantities in the attention mechanism. One is related to
time t, which corresponds to the decoding time. And the other is the area ai of
the input sequence, which corresponds to a region of the image. We calculate
the coverage vector by accumulating and summing the weights of past attention,
as shown in the formula (6) so that the information analyzed in the past can be
better described.

expti = fatt (ai, ht−1) (3)

αti =
exp (eti)

∑L
k=1 exp (etk)

(4)

zt = φ ({ai, αti}) (5)

c =
t−1∑

l=1

αl (6)

where fatt represents a multi-layer perceptron, ai is a vector in the decoder
output, corresponding to a region in the image, ht−1 is the hidden layer output
of the previous unit, and αti represents the weight of the i − th vector at time
t, c represents the coverage vector, and αl represents the attention weight of
the l − th time step. zt indicates the output of the attention mechanism, and φ
indicates that the attention weight is applied to the image area.

3.3 Decoder Layer

The decoder layer is used to decode the output of the intermediate vectors by
the attention mechanism and output a set of one-hot codes of all mathematical
symbols:

Y = {y1, y2, . . . , yT } , yi ∈ RK (7)

where k represents the number of mathematical symbols and T represents the
number of symbol categories of the latex sequence.

We employ Gated Recurrent Units (GRU) as the decoding unit. GRU as
a variant of RNN can effectively alleviate the gradient explosion and gradient
disappearance problems in RNN. And there are fewer parameters than the LSTM
network, faster convergence speed, and the same effect can be achieved. The
calculation of the hidden layer ht of GRU is as follows:

zt = σ (Wz · [ht−1, xt]) (8)
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zt = σ (Wz · [ht−1, xt]) (9)

h̃t = tanh (W · [rt ∗ ht−1, xt]) (10)

ht = (1 − zt) ∗ ht−1 + zt ∗ h̃t (11)

4 Training and Inference

4.1 Training

Early in the training phase, the prediction ability of RNN is very weak. If a
certain neural unit produces a large deviation result, it will seriously affect the
learning of the subsequent neural unit. To solve this problem, in the training
process, the model can directly use the real label of the training data as the
input of the next unit, not to use the output of the previous unit as the input
of the next unit. However, there are certain problems in this way. The model
has better results in the training process based on the excessive reliance on label
data. Whereas the lack of guidance from the real label during the testing process
cause that the generated results have a large difference with the training process
and the generalization performance of the model is poor. Finally, we decided to
use curriculum learning for training, using a probability p to choose whether to
use the real label or the output of the previous unit for the input of the current
time step.

4.2 Inference

In the inference process, the decoder can only use the output of the previous
unit as the input of the current unit. in order to avoid the error output of a
unit causing the prediction error of the entire sequence, we decided to use beam
search to find the optimal result during decoding. In beam search, there is only
one parameter B (beam width), which is used to represent the first B results
of each selection. We assume that the beam width B is 3, and the vocabulary
size l (The number of mathematical symbol categories) is 110. In the first step,
we calculate the distribution probability of y<1> through the model, and select
the first three as the candidate results according to the probability, denoted as
a1, a2, a3. In the second step, we have selected a1, a2, a3 as the three most
likely choices for the first mathematical symbol, considering the probability of
the second symbol for the first symbol, and inputting the three symbols into the
model respectively, get B × l = 3 × 101 = 303 probabilities, select the first 3
according to the probability. In the third step, repeat the second step until the
end character is reached or the maximum length position is reached, and the
sequence with the highest score is finally output.
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5 Experiments

5.1 Settings

Table 1. The distribution of the number of expressions in different datasets.

Dataset Category Number of expressions

Train set CROHME2014 train set 8836 expr

Validation set CROHME2014 test set 986 expr

Test set CROHME2016 test set 1147 expr

Dataset. Our algorithm uses the CROHME-2016 [10]dataset as the train set.
Which was written by 50 volunteers on three different resolution devices, and
then the stroke data was sampled by coordinates and saved in InkML format.
The data set included a total of 110 mathematical symbols. In order to generate
an offline expression image, we render these handwriting coordinates locally to
obtain the gray-scale image of the expression image. The size of the generated
image is different according to the number of symbols and the structure of the
expression. We use the CROHME-2014 test set as the validation set and the
CROHME-2016 test set as the test set. The specific distribution of the dataset
can be seen in Table 1.

Considering the actual application scenario, meanwhile, if the size of the
image is too large and the expression contains too many symbols, which will
also increase the difficulty of training the model, reduce model recognition per-
formance. So we did not use all train set images for training, but added restriction
for filtering, the maximum size of the input picture is 100,000 pixels, and the
expression contains up to 70 mathematical symbols. Based on this restriction,
the size of the train set that we use is 8,443 images, the size of the test set is
1,114 images, and the size of the validation set is 935 images.

Experimental Details. The proposed algorithm is based on pytorch, initial-
ized with xavier, the initial learning rate is 10−3, the batch size is set to 2, used
SGD optimization algorithm, and L2 regularization and dropout are added to
suppress overfitting,90 iterations were performed in the training process.

Evaluation. The CROHME competition is ranked according to the expression
recognition rate(ExpRate), Only when the recognized Latex sequence matches
the real label’s latex exactly is it recognized as correct. However, individual
symbol recognition errors may occur in expression recognition, so We also used
another evaluation indicator commonly used in speech recognition called word
error rate (WER), it measures character-level errors. In order to make the rec-
ognized word sequence and standard Keep consistent between word sequences,
need to be replaced, deleted, or insert some words. The total number of these
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Table 2. Comparison result of different channel Numbers

Channel CROHOME2014 CROHOME2016

ExpRate WER ExpRate WER

Single channel 46.46 13.80 43.67 15.13

Double channel 47.49 17.17 44.47 15.42

Table 3. Comparison result of cbam module position

Decoder CROHME2014 CROMER2016

ExpRate WER ExpRate WER

Dense 45.13 16.75 43.49 17.03

CBAMv1 37.11 20.94 37.47 19.94

CBAMv2 47.49 17.17 45.10 17.28

inserted, replaced and deleted words is divided by the word in the standard word
sequence resulting in WER. The calculation expression is shown in Eq. 12:

WER =
Nins + Nsub + Ndel

N
(12)

5.2 Experimental Comparison

The Process of Data. During the data reading process, due to the different
size of the expression images, it is necessary to fill the images in a batch. Then
add a masked channel to record the filling information in the data reading process
to prevent the filling part affects the real loss. In Table 2, we compare the two
data processing methods. Although the WER metric of two-channel is higher
than that of one-channel on the two data sets, The recognition accuracy of the
two-channel with the mask channel is improved by 1.03% compared with the one-
channel. This suggests that the increased channel information can reduce some
recognition errors in one-channel, effectively improve the recognition accuracy
of the model.

Attention Module Position. For the purpose of verifying whether the posi-
tion of the CBAM module has an effect on the accuracy of recognition, we
have done three groups of comparative experiments: Dense means not to join
the CBAM attention module; CBAMv1 means that add cbam module to the
last convolution layer of each layer of the dense module; CBAMv2 means add
CBAM module between each dense module and transform module. The exper-
imental results of these three encoders are shown in Table 3. It can be found
that the recognition accuracy of CBAMv2 is improved by 2.36% compared to
Dense, indicates that adding the attention information to the encoder part can
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Table 4. The test results in CROHME2014 dataset

System Correct ≤1(%) ≤2(%) ≤3 (%)

I 37.22 44.22 47.26 50.20

II 15.01 22.31 26.57 27.69

IV 18.97 28.19 32.35 33.37

V 18.97 26.37 30.83 32.96

VI 25.66 33.16 35.90 37.32

VII 26.06 33.87 38.54 39.96

WAPvgg 46.55 61.20 65.20 66.10

WAPDense 41.49∗ 54.70∗ 65.40∗ 71.30∗

Ours 47.49 65.35 74.33 80.75

Table 5. The test results in CROHME2016 dataset

System Correct ≤1(%) ≤2(%)

Wiris 49.61 60.42 64.69

Tokyo 43.94 50.91 53.70

São Paolo 33.39 43.50 49.17

Nantes 13.34 21.02 28.33

WAPvgg 44.55 57.10 61.60

Ours 45.10 61.46 69.99

make the extracted features more suitable for decoding the decoder. Moreover,
the experimental results of CBAMv1 indicate that too much attention network
embedding will reduce the coding effect of the original model, thus reducing the
recognition accuracy of the whole model.

Performance Comparison. We verified on the CROHME-2014 test set and
CROHME-2016 test set respectively. Table 4 show the comparison results of our
system with other systems on CROHME-2014 test set. Considering the fairness
of the experimental results, we selected officially provided train set for train
to comparison. System I to VII were submitted to CROHME-2014 competition,
Details of these systems can refer to [2]. WAPvgg [7] and WAPDense [1] both adopt
the encoding and decoding structure, the * in the table indicates the test results
of the official open-source code under a single model, which is lower than the
results in the paper. In order to verify the generalization ability of our model
and compare it with some new systems. In Table 5, we show the comparison
results of our model and other systems on CROHME-2016 test set. Tokyo is
based on Stochastic Context Free Grammar, and its model with three modules
is extremely complicated. Nantes proposed a system that can consider the invalid
symbol segments for preventing errors from one step to another. [10] introduce
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Other systems specific implementation details. 〈= 1, 〈= 2, 〈= 3 metric indicate
that there is at most recognition rates of one error, two errors, and three errors
for the prediction result and the real label, which helps to further understand
the recognition effect of the model. It can be found that our model achieved the
highest recognition rate in CROHME-2014. Although the recognition accuracy
of our model is lower than Wiris in CROHME-2016, Wiris uses a formula corpus
composed of more than 592000 formulas to train a language model. Considering
the train cost, the language model is not used in our proposed method. If the
language model is added, our system should be able to achieve better recognition
results. And in both test sets, our 〈= 1, 〈= 2 are the highest, indicating that our
model has more room for improvement.
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Fig. 3. Examples of mathematical expression recognition errors

5.3 Result Analysis

We divided 7 intervals according to the length of the mathematical expression,
and calculated their respective Recognition Rate. From the results of (a) in
Fig. 2, we can find that the recognition effect of the model in the short sequence
is much better than that in the long sequence. First of all, due to the differ-
ence in the length of the expression, the size of the corresponding expression
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image will be different. In this case, the larger the size of the image, the smaller
the corresponding image area containing each mathematical symbol, and it also
causes a more compact connection between the symbols. Which makes it hard
for the model to accurately recognize the expression in the image. Besides, we
counted the length distribution of the mathematical expressions in the train set.
In Fig. 2, we can see from (b) that the number of train samples for the long
sequence in the train set is very letter. The model can’t fit the long sequence
well, which has an influence on the recognition effect.

There are some examples of wrong recognition in Fig. 3, the symbol is too
scribble during the writing process, like (b), (d), (c); the ambiguity of mathe-
matical symbol, like times and x in (a), the difference of symbol size, like upper
and lower case X, x in (f). Under the existing model, we found that the wrong
results of some expression recognition are not easy to be corrected. we need to
add certain arithmetic rules to filter in the post-processing process to reduce the
influence of the scribble of the character itself and the ambiguity of the character,
which is also a problem that we need to solve in our future work.

6 Conclusions

We use the encoder-decoder structure to realize the automatic recognition of
mathematical expression images, input the gray-scale of the mathematical image
and output the latex sequence of the mathematical expression. Compared with
the traditional expression recognition algorithm, our algorithm simplifies the
complex processes of symbol segmentation, symbol recognition, and structural
analysis, and directly implements all processes with an end-to-end model. The
added dual attention module to the encoder enhanced the representation ability
of the convolutional neural network, thereby effectively improving the recognition
accuracy of the model. Experimental results show that our algorithm has greatly
improved the recognition performance of handwritten mathematical expression
compared with other algorithms.

References

1. Zhang, J., Du, J., Dai, L.: Multi-scale attention with dense encoder for handwrit-
ten mathematical. In: Conference on Pattern Recognition (ICPR), pp. 2245–2250.
IEEE, Beijing (2018)

2. Mouchere, H., Viard-Gaudin, C., Zanibbi, R.: ICFHR 2014 competition on recogni-
tion of on-line handwritten mathematical expressions. In: 2014 14th International
Conference on Frontiers in Handwriting Recognition, pp. 791–796. IEEE, Hersonis-
sos, Greece (2014)

3. Long, C., Zhang, H., Xiao, J.: SCA-CNN: spatial and channel-wise attention in
convolutional networks for image captioning. In: IEEE Conference on Computer
Vision and Pattern Recognition, pp. 6298–6306. IEEE, Honolulu (2017)

4. Le, A.D., Nakagawa, M.: Training an end-to-end system for handwritten math-
ematical expression recognition by generated patterns. In: 14th IAPR Interna-
tional Conference on Document Analysis and Recognition (ICDAR), pp. 1056–
1061. IEEE, Kyoto (2017)



MDA-Network: Mask and Dual Attention Network 207

5. Vinyals, O., Toshev, A., Bengio, S.: Show and tell: a neural image caption genera-
tor. In: IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 3156–3164. IEEE, Boston (2015)

6. Xu, K., Ba, J., Kiros, R.: Show, attend and tell: neural image caption generation
with visual attention. In: Proceedings of the 32nd International Conference on
Machine Learning, pp. 2048–2057(2015)

7. Zhang, J., Du, J., Zhang, S.: Watch, attend and parse: an end-to-end neural net-
work based approach to handwritten mathematical expression recognition. Pattern
Recognit. 71, 196–206 (2017)

8. Jie, H., Li, S., Gang, S.: Squeeze-and-excitation networks. In: 31st IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), pp. 7132–7141.
IEEE, Salt Lake City (2018)

9. Tu, Z., Lu, Z., Liu, Y.: Modeling coverage for neural machine translation. In: 54th
Annual Meeting of the Association-for-Computational-Linguistics (ACL), pp. 76–
85. Berlin (2016)

10. Mouchère, H., Viard-Gaudin, C., Zanibbi, R.: ICFHR2016 CROHME: competition
on recognition of online handwritten mathematical expressions. In: 15th Interna-
tional Conference on Frontiers in Handwriting Recognition (ICFHR), Shenzhen,
pp. 607–612 (2016)

11. He, K., Zhang, X., Ren, S.: Deep residual learning for image recognition. In: 2016
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp. 770–
778. IEEE, Seattle (2016)

12. Huang, G., Liu, Z., Laurens, V.D.M.: Densely connected convolutional networks.
In: 30th IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 4700–4708. IEEE, Honolulu (2017)

13. Bhunia, A.K., Bhowmick, A., Bhunia, A.K.: Handwriting trajectory recovery using
end-to-end deep encoder-decoder network. In: 24th International Conference on
Pattern Recognition (ICPR), pp. 3639–3644. IEEE, Beijing (2018)

14. Chan, K.F., Yeung, D.Y.: Mathematical expression recognition: a survey. Int.
J. Document Anal. Recognit. (ICDAR), 3–15 (2000). https://doi.org/10.1007/
PL00013549

15. Chen, X., Ma, L., Jiang, W.: Regularizing RNNs for caption generation by recon-
structing the past with the present. In: 31st IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), pp. 7995–8003. IEEE, Salt Lake City
(2018)

16. Le, A.D., Indurkhya, B., Nakagawa, M.: Pattern generation strategies for improving
recognition of handwritten mathematical expressions. Pattern Recognit. Lett.128,
255–262 (2019)

17. Glorot, X., Bengio, Y.: Understanding the difficulty of training deep feedforward
neural networks, pp. 249–256 (2010)

18. Woo, S., Park, J., Lee, J.Y.: CBAM: convolutional block attention module. In:
Proceedings of the European Conference on Computer Vision (ECCV), pp. 3–
19(2018)

19. Alvaro, F., Sánchez, J., Bened́ı, J.: Recognition of on-line handwritten mathemat-
ical expressions using 2D stochastic context free grammars and Hidden Markov
models. Pattern Recognit. Lett. 35, 58–67 (2014)

20. Alvaro, F., Sánchez, J., Bened́ı, J.: An integrated grammar based approach for
mathematical expression recognition. Pattern Recognit. 51, 135–147 (2016)

21. Zanibbi, R., Blostein, D., Cordy, J.R.: Recognizing mathematical expressions using
tree transformation. IEEE Trans. Pattern Anal. Mach. Intell. 24(11), 1455–1467
(2002)

https://doi.org/10.1007/PL00013549
https://doi.org/10.1007/PL00013549


208 J. Hu et al.

22. MacLean, S., Labahn, G.: A new approach for recognizing handwritten mathemat-
ics using relational grammars and fuzzy sets. Int. J. Document Anal. Recognit.
139–163 (2013). https://doi.org/10.1007/s10032-012-0184-x

23. Mouchere, H., Zanibbi, R., Garain, U.: Advancing the state-of-the-art for hand-
written math recognition. Int. J. Document Anal. Recognit. 173–189 (2016)

24. Zanibbi, R., Blostein, D.: Recognition and retrieval of mathematical expressions.
Int. J. Document Anal. Recognit. 15(4), 331–357 (2012). https://doi.org/10.1007/
s10032-011-0174-4

25. Chan, K.F., Yeung, D.Y.: Error detection, error correction and performance eval-
uation in on-line mathematical expression recognition. Pattern Recognit. 34(8),
1671–1684 (2001)

26. Dauphin, Y.N., Fan, A., Auli, M.: Language modeling with gated convolutional
networks. In: Proceedings of the 34th International Conference on Machine Learn-
ing, pp. 70:933–941(2017)

27. Mouchere, H., Zanibbi, R., Garain, U.: Advancing the state-of-the-art for hand-
written math recognition. Inte. J. Document Anal. Recognit. 19(2), 173–189 (2016)

28. Zhang, J., Du, J., Dai, L.: A GRU-based encoder-decoder approach with atten-
tion for online handwritten mathematical expression recognition. In: 14th IAPR
International Conference on Document Analysis and Recognition (ICDAR), pp.
902–907. IEEE, Kyoto (2017)

29. Anderson, R.H.: Syntax-directed recognition of hand-printed two-dimensional
mathematics. In: Symposium on Interactive Systems for Experimental Applied
Mathematics: Proceedings of the Association for Computing Machinery Inc., Sym-
posium, pp. 436–459 (1967)

https://doi.org/10.1007/s10032-012-0184-x
https://doi.org/10.1007/s10032-011-0174-4
https://doi.org/10.1007/s10032-011-0174-4


A Study Based on P300 Component
in Single-Trials for Discriminating Depression

from Normal Controls

Wei Zhang1, Tao Gong1, Jianxiu Li1, Xiaowei Li1, and Bin Hu1,2,3,4(B)

1 Gansu Provincial Key Laboratory of Wearable Computing, School of Information Science
and Engineering, Lanzhou University, Lanzhou, China

bh@lzu.edu.cn
2 CAS Center for Excellence in Brain Science and Intelligence Technology, Shanghai Institutes

for Biological Sciences, Chinese Academy of Sciences, Beijing, China
3 Joint Research Center for Cognitive Neurosensor Technology of Lanzhou University

and Institute of Semiconductors, Chinese Academy of Sciences, Beijing, China
4 Engineering Research Center of Open Source Software and Real-Time
System (Lanzhou University), Ministry of Education, Lanzhou, China

Abstract. The investigation of attentional bias of depression based on P300 com-
ponent has drawn interest within the last decades. Follow-up of previous research
suggested the differential amplitudes between depression and normal controls
(NCs) in response to various facial stimuli. In this paper, we used single-trials fea-
tures in the occurrence of P300 to recognize depression from NCs. EEG activity
was recorded from 24 patients and 29 NCs in a dot-probe task. We considered
two traditionally used feature-extraction methods: ReliefF and principal compo-
nent analysis (PCA). Then, the k-nearest neighbor (KNN), BFTree, C4.5, logistic
regression and NaiveBayes were adopted in this study to make a performance
comparison. The combination of NaiveBayes and PCAwas applied to classify the
P300 component evoked by sad-neutral pairs, which achieved higher classification
accuracy than other classifiers. The classification accuracy was 98%. The classi-
fication results support that the P300 component of ERPs may reflect information
processing of the specific response of depression to specific stimuli and may be
applied as a physiologic index for aided diagnosis of depression in future research.

Keywords: Depression · P300 · Single-trials · Classification

1 Introduction

Depression is a prevalent psychiatric illness with disadvantageous influence on sufferers
and society [1]. Studies on cognitive dysfunction and information processing bias in
depression have pointed out that patients selectively attend to negative information and
have difficulty in disengaging their attention from them [2–4]. According to estimates
by the World Health Organization, proximately 340 million people are suffering from
varying degrees of depression. By today, the disease has proved to be one of the main

© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 209–221, 2021.
https://doi.org/10.1007/978-981-16-2540-4_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_16&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_16


210 W. Zhang et al.

causes of disability and the second largest factor in the global burden of disease [5]. This
has brought huge psychological and economic burdens to individuals, families and even
society. However, there are some deficiencies in the clinical diagnosis of depression,
which are easily affected by the subjective bias of patients and doctors [6]. Therefore,
more objective detection methods are needed. A researchable hypothesis for detecting
depression is that brain activity contains rich case information and contributes to the
detection of depression. Based on this hypothesis, studies using neurophysiological
signals (i.e., functional magnetic resonance imaging (fMRI) and event related potentials
(ERP)) for the detection of depressed patients have been frequently reported [4, 7].

The ERPs with a high temporal resolution in the millisecond range, can reflect
neuroelectrophysiological changes in the brain during cognitive processes. It has been
extensively applied to study information processing of individuals with distinct cognitive
modes in neural circuits due to its advantages of real-time and non-intrusive [8]. ERPs
are composed of a series of component waveforms with local minimum and maximum
values. Kalatzis, et al. [9] designed a computer-based system for classification by extract-
ing seventeen features related to the ERP component from both NCs and patients with
depression. The classification accuracy could reach 94%. Specially, as an endogenous
ERP, P300 has attracted widespread interest in psychiatry, because the existing evidence
available supports the idea that the depressed patients has difficulty in disengaging their
attention from negative stimuli. Concretely speaking, P300 is a positive potential in the
frontal middle area of the brain, which usually reaches a peak around 300 ms to 600 ms
after the stimulation occurs [10]. The information of the time and degree of brain acti-
vation hidden behind the cognitive process can be provided by this component [11]. In
addition, the recent research has found small P300 amplitudes in the parietal lobe of
the brains of depressed patients [12]. In [4], a CFS and KNN combination was reported
for the classification of depression by extracting features from 300 component of visual
stimuli, and the optimal classification accuracy could reach 94%.

Generally, the dot-probe task is one of the common paradigms for inducing P300
component, which iswidely used for investigation abnormal attentional bias in depressed
subjects [13, 14]. In the typical version of dot-probe task, a picture or word pair was
presented simultaneously on a left and right of computer screen in the visual field. One
is emotion-related (e.g., a sad face) and the other neutral. Immediately following the
offset of the picture pairs, a target was presented at one of the location which previously
presented images. Subjects need to accurately and quickly determine the target’s location
as accurately and quickly possible. Probe appearing at location of the previous emotional
face (happy, sad or fear) was defined as valid trials, whereas probe appearing at the
locations of previous neutral was defined as invalid trials.

On the basis of the above, we explored a dot-probe task to investigate which type
of stimulus contains more effective information for discriminating normal controls and
depressive patients. The features were extracted from the signal of P300 component.
We selected 17 scalp electrodes for each subject. These features, together with five
classification algorithms (k-nearest neighbor (KNN), BFTree, C4.5, logistic regression
and NaiveBayes), were used in the design of the classification. Finally, we compared the
accuracies of different classifiers combined with different feature selection techniques,
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to investigate the ability of the P300 component to discriminate between individuals
with depression and NC individuals.

2 Material and Methods

2.1 Participants

In present study, we recruited 24 patients with depression and 29 normal controls (NCs),
which age range 18–55 years. Each participant was right handed with normal visual
acuity or corrected visual acuity.All of themneeded to complete a face-to-face diagnostic
interview by the psychiatrist in clinic using the Mini International Neuropsychiatric
Interview (MINI) [15]. Patients who met the DSM-IV diagnostic criteria for depression,
were included in the current research. Furthermore, the current status of depression and
anxiety was evaluated by the participants’ scores of the Patient Health Questionnaire-9
(PHQ-9) and the Generalized Anxiety Disorder (GAD), and the PHQ-9 score of patients
with depression should be greater than or equal to 5.

Normal controls (NCs) were recruited from the community. They were eligible if
they had no major medical or psychiatric illness, psychoactive substance abuse and
history of depression (including personal and family), and had a PHQ-9 score <5.

All enrolled subjects gave informed consent and received a reward of 100ChinaYuan
for participation after the experiment. The ethics committee of the Lanzhou University
Second Hospital approved the study. Table 1 displays the demographic information of
the patients with depression and NC individuals.

Table 1. The demographic information for the patients with depression and NC individuals.

Depression Normal controls

Age 30.88 ± 10.15 31.44 ± 8.99

Female/male 11/13 9/20

Education

Primary school 6 1

Secondary education 6 3

University education 12 25

PHQ-9 score 18.33 ± 3.42 2.66 ± 1.77

GAD score 13.42 ± 4.84 2.10 ± 2.04
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2.2 Dot-Probe Task

Emotional Face Stimuli
Facial expressions of one’s own country or race can help to elicit emotions. The native
Chinese Affective Face Picture System (CAFPS) [16] contains seven emotional types
and a total of 870 different Chinese affective facial pictures. In this study, we selected
120 emotional faces from the CAFPS. Among them, there are 20 faces for each of three
emotions (happiness, sadness and fear) and 60 neutral faces. The gender and emotional
valence of the pictures were balanced across experiment types. Then, we removed non-
facial features such as hair and clothing and converted these faces into 8-bit grayscale
image.

The task contained 480 trials. Each emotional face was respectively paired with a
neutral face, containing three emotions blocks (happy-neutral pairs, sad-neutral pairs and
fear-neutral pairs), see Fig. 1A. Depending on the location of dot appeared on the screen
(see Fig. 1B), we have six kinds of stimuli: valid happy-neutral pairs, invalid happy-
neutral pairs, valid sad-neutral pairs, invalid sad-neutral pairs, valid fear-neutral pairs
and invalid fear-neutral pairs. Picture pairs with the same gender were simultaneously
presented on both sides of the screen. The number of each emotional condition had 80
trials, and presented in a pseudo-random manner.

The Dot Probe Task
We used DELL 17-I monitor and IBM-PC to present this task, which was run in E-Prime
software. Figure 1C shows an example trial of a sequence of events. In each trial, the
beginning of the experiment was prompted by a fixation point of 300–600 ms. Then, a
CAFPS picture pair emerged in black screen for 500 ms. After blank screen appeared
at randomly selected intervals of 100–300 ms, a white target appeared at the central
position of previously presented pictures, disappeared after 150 ms. Participants were
told that the pictures were not related to the task and needed to quickly and accurately
determine the location of the target within 2000 ms. Then, a blank screen occurred on
the interval of 600 ms. In order to prevent the pollution of EEG recording, participants
were asked to keep eye fixed at center of the screen throughout the whole trial.

Fig. 1. Example trial of a sequence of events for the dot probe task.
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The test procedure was carried out in a sound insulation and obscure room. Partic-
ipants sat before a 17-inch LCD screen at a distance of about 60 cm a way. They were
asked to hit the “1” key (marked “left”) of the keyboard with their left middle finger
and the “4” key (marked “right”) of the keyboard with their right middle finger. Before
starting the experiment, participants completed 10 practice trials and then completed all
480 trials in this task.

2.3 EEG Data Record

A HydroCel Geodesic Sensor Net sites of 128-channel was applied to record EEG data
at 250 Hz sampling rate, with electrode impedance <70 k�́. All of the electrodes were
re-referenced by subtracting the average activity recorded at all channels in the off-
line analysis. Then, the continuous EEG was conducted using the EEGLAB (https://
sccn.ucsd.edu/wiki/EEGLAB_Wiki) toolbox, including FIR band-pass filter which set
to 0.1–30 Hz. Decomposition of independent component analysis (ICA) [17] was used
to remove eye blinking activities for each participant. Finally, cleared EEG data were
segmented into 600 ms epochs (100 ms before the target appeared to 500 ms after the
target appeared). Baseline correction was performed using a 100 ms before the onset of
target.

2.4 Classification Methodology

Feature Generation
Negative stimuli to the occurrence of depression symptoms andmaintain plays an impor-
tant role. Previous research has shown that depression selectively focus on negative
information, especially in late stage (such as P300 achieved the largest peak in centro-
parietal sites) [18]. So we selected 17 electrodes from these areas, including CP1, CP2,
CP3, CP4, CP5, CP6, CPz, P1, P2, P3, P4, P5, P6, Pz, PO3, PO4 and POz. Then, the
14 time-domain features and 2 frequency-domain features at 300–400 ms time interval
were calculated from single trials in each subject.

Time-DomainCharacteristics. 14 time-domain characteristics are calculated and defined
as follows:

1) PPmean:

ppmean = smax − smin

2
(1)

Among them, smax and smin represent the extreme value or minimal value of the
EEG data in the interval 300–400 ms after stimulus, respectively.

2) Mean square:

meanSquare = 1

N

N∑

t=1

s2t (2)

https://sccn.ucsd.edu/wiki/EEGLAB_Wiki
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3) Variance:

Variance = 1

N − 1

∑N

t=1

(
St − St

)2
(3)

4) The Hjorth parameter [19] characterizes EEG data by defining activity, mobility
and complexity variables. The three parameters correspond to amplitude, gradient
and change rate. The value of m moments are obtained by the following formula:

m0 =
∫ +∞

−∞
s�d� = 1

T

∫ +∞

−∞
s2t dt (4)

m2 =
∫ +∞

−∞
� 2s�d� = 1

T

∫ t

t−T

(
ds

dt

)2

(5)

m4 =
∫ +∞

−∞
� 4s�d� = 1

T

∫ t

t−T

(
d2s

dt2

)2

dt (6)

where s(�) is the energy density spectrum function and m represents the moment
of ith. Then, the hjorth parameters can be obtained by the following formula:

Activity = m0 (7)

Mobility =
√
m2

/
m0 (8)

Complexity =
√
m4

/
m2 − m2

/
m0 (9)

5) Latency (LAT), which is defined as the time when the maximum value of the signal
occurs over a period of time.

LAT = {t|st = smax} (10)

6) Maximum wave amplitude (AMP), which is defined as:

AMP = max{st} (11)

7) Ratio value of Latency and amplitude (LAR, LAT
/
AMP).

8) Absolute value of amplitude (AVOA, |AMP|).
9) Absolute value of LAR (ALAR,

∣∣LAT
/
AMP

∣∣).
10) Positive area (PAR),which is defined as the sumof all positive values at 300–400ms

time interval:

PAR =
400ms∑

t=300ms

(st + |st |)
2

(12)

11) Negative area (NAR), which is defined as the sum of negative values at 300–400ms
time interval:

NAR =
400ms∑

t=300ms

(st − |st |)
2

(13)
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12) Total area (TAR):

TAR = PAR + NAR (14)

Frequency-Domain Characteristics. The power spectrum density (PSD) on each signal
st was obtained by using the adaptive AR (Auto Regressive) model. Suppose that P(ejw)

is signal PSD, which was defined as:

P
(
ejw

)
= α2w

∣∣∣∣∣
1

1 + ∑M
i=1 αie−jwi

∣∣∣∣∣

2

(15)

Among them, the white noise variance is expressed asM, and the coefficient of AR
model is expressed asα. Afterwards, two frequency domain characteristics are computed
as follows:

Max power spectrum = max{P(ejw),w ∈ [0, π ]} (16)

Sumpower =
∑

P(ejw) (17)

Following the feature extraction, we obtained 4240 data samples (53 subject * 80
trials) with 272 dimensional feature vectors (17 electrodes * 16 features) for each stimuli
condition. Afterwards, these feature samples of each stimuli condition were divided into
depression group and normal controls, with category labels of 1 and 2 respectively.

Feature Selection Technique
The high feature dimension leads to the increase of system running time and the reduce
of generalization performance. Therefore, when constructing classifiers, the selection
of the optimum discriminant features is crucial. Thus, two feature selection algorithms,
ReliefF [20] and principal component analysis (PCA) [21, 22], were applied to select
the optimum feature subset for further classification.

Due to high operational efficiency, ReliefF has beenwidely used in feature extraction
and classification. The gist of ReliefF is to sort the features by distance by searching the
nearest neighbor of each category of samples, and then weight the features according
to the extent to which they distinguish the samples in different categories. The specific
operation is to randomly take one sample S from the training sample set at a time. And
then, it find k approximate Hits (Misses) of S from sample collection with same type
(different type) as S. Finally, the weights of each feature are updated according to the
following formula:

WA = WA −

k∑
j=1

diff (A, S,Hj)

mk

+

∑
Cyclass(R)[ pc

1−p(classS )
]

k∑
j=1

diff (A, S,Mj(C))]

mk
(18)
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Where the distinction between the sample S1 and the sample S2 on the feature A is
expressed as diff (A, S1, S2), and its calculation formula, Mj(C) represents the bottom
j nearest neighbor samples in the class C. The proportion of categories is expressed as
p(C). The proportion of randomly selected sample categories is expressed as p(class(S)).
It can be seen that the meaning of weight is to subtract the difference of the feature of
the same classification and add the difference of the feature of different classifications.
Finally, the appropriate features can be sorted according to the weight.

PCA converted multiple original features into several comprehensive features by
calculating the transformation matrix W(Y = Wx). Firstly, find out the dimension with
the greatest variance in the matrix and orient it, and determine it as the first component.
Secondly, orient along the vector that is the maximum of the remaining variance and
determine it as the second component, and it was orthogonal with the first one, and so
on. In order to maintain the selected percentage of data variance after conversion, the
experiment retained 95% of the number of components.

Classifiers
After feature selection of six stimuli conditions by two feature selection methods, five
classifiers were applied to classify the selected features and the classification accu-
racy was obtained respectively. The five classifiers were the k-nearest neighbor (KNN),
BFTree, C4.5, Logistic Regression and NaiveBayes [23–25]. This classification pro-
gram is implemented in the Waikato environment for knowledge analysis software. It
can be obtained online (https://www.cs.waikato.ac.nz/ml/weka). In the KNN method, k
was set as 3. We used default parameter settings for other classifiers. Then, three per-
formance parameters were calculated: sensitivity, specificity and accuracy. Sensitivity is
the proportion of positive instances recognized by the classifier to all positive instances.
Specificity is the proportion of false instances identified by the classifier to all false
instances. We used the Leave-One-Out-Cross-Validation (LOOCV) to assess classifica-
tion performance of the training set. In LOOCV program, the classifier is trained on all
subjects except for the one to be classified.

3 Results and Discussions

As shown in Fig. 2, we analyzed the P300 component of depressive patients and NC
individuals in six different stimuli conditions, and compared the brain topology map of
P300 activation between the two groups. The results showed that the latency of P300 in
NC individuals was significantly later than that in depressive patients, and the prefrontal
lobe activation of healthy controls was stronger than that of depressive patients when
emotional faces appeared, especially in the stimuli conditions of fear faces. This is
consistent with previous study [26].

Average classification accuracy, for five classifiers used (KNN,BFTree,C4.5, logistic
regression, and NaiveBayes), for each feature selection method and for six different
stimuli conditions are shown in Table 2. For happy-neutral invalid, sad-neutral valid and
sad-neutral invalid, PCA was the optimum method for screening features, being able to
classify correctly 77%. Using the ReliefF, happy-neutral valid reaches the highest value
(77.88%).

https://www.cs.waikato.ac.nz/ml/weka
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Fig. 2. The waveforms were averaged across CP1, CP2, CP3, CP4, CP5, CP6, CPz, P1, P2, P3,
P4, P5, P6, Pz, PO3, PO4 and POz electrodes to reflect the P300 component in depression group
and NCs. The corresponding scalp topographies evoked by the emotion valid stimuli and emotion
invalid were obtained in the latencies of the P300 peaks.

Table 2. Comparison of accuracy (mean accuracy± standard deviation) of five classifiers (KNN,
BFTree, C4.5, logistic regression and NaiveBayes) for two different feature selection algorithms.

Happy-Neutral
valid

Happy-Neutral
invalid

Sad-Neutral
valid

Sad-Neutral
invalid

Fear-Neutral
valid

Fear-Neutral
invalid

PCA 73.79 ± 11% 77.28 ± 14% 77.12 ± 15% 77.42 ± 15% 68.43 ± 9% 67.19 ± 9%

ReliefF 77.88 ± 10% 68.99 ± 9% 75.22 ± 11% 76.27 ± 7% 71.68 ± 4% 70.47 ± 3%

Figure 3 shows the classification accuracies of five classification models under the
six different stimuli using PCA feature selection. As shown in Fig. 3, NaiveBayes gave
the optimum overall results for the sad-neutral valid and sad-neutral invalid, which
obtained an average accuracy of 98%. The lowest performances were obtained by IBK
(k= 3), when attempting to classify depression from normal controls with mean rates of
approximately 57% for six stimuli. The mean classification rates combined with ReliefF
obtained for each classifier configuration are showed in the Fig. 4. The classifier of
NaiveBayes yielded an accuracy of over 90% for the sad-neutral invalid and happy-
neutral valid in discriminating between depressive patients and normal controls.
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Fig. 3. Classification accuracies (%)of thefive classifiers (KNN,BFTree,C4.5, logistic regression
and NaiveBayes) corresponding to the P300 components evoked by the six stimulus conditions
with PCA as the feature selection method.

Fig. 4. Classification accuracy (%) of the five classifiers (KNN, BFTree, C4.5, logistic regression
and NaiveBayes) corresponding to the P300 components evoked by the six stimulus conditions
with ReliefF as the feature selection method.

Additionally, for PCA and ReliefF, the sensitivity and specificity values correspond-
ing to the accuracy of classification in depression and NC subjects respectively, are
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Table 3. Sensitivity (%) and specificity (%) are given for per classifier, when PCA was selected
as feature selection method.

PCA Happy-Neutral

valid

Happy-Neutral

invalid

Sad-Neutral

valid

Sad-Neutral

invalid

Fear-Neutral

valid

Fear-Neutral

invalid

BFTree 98% 72% 100% 73% 100% 71% 95% 70% 97% 69% 97% 69%

IBK 52% 60% 52% 60% 52% 60% 53% 60% 52% 60% 52% 60%

J48 100% 68% 100% 73% 99% 72% 100% 74% 98% 70% 98% 70%

Logistic 98% 69% 98% 70% 96% 69% 96% 70% 77% 66% 77% 66%

NaiveBayes 76% 97% 98% 93% 100% 97% 100% 96% 69% 58% 69% 58%

displayed in Table 3 and Table 4. For the same classifier (KNN, BFTree, C4.5, logistic
regression and NaiveBayes) and the feature selection method, there are great differences
between sensitivity and specificity. For example, it can be seen in Table 3 and Table 4 that
for sad-neutral invalid, for PCA, and for C4.5, sensitivity was 100%, while specificity
was 73%. For happy-neutral valid, for ReliefF and for logistic, sensitivity was 97%,
while specificity was 69%. However, the use of NaiveBayes, for happy-neutral pairs
and sad-neutral pairs, provided the best results of classification, and the sensitivity and
specificity value were stable across the two feature selection methods (>80%).

Table 4. Sensitivity (%) and specificity (%) are given for per classifier, when ReliefFwas selected
as feature selection method.

ReliefF Happy-Neutral

valid

Happy-Neutral

invalid

Sad-Neutral

valid

Sad-Neutral

invalid

Fear-Neutral

valid

Fear-Neutral

invalid

BFTree 87% 75% 68% 68% 82% 64% 94% 73% 90% 68% 71% 66%

IBK 67% 67% 52% 61% 61% 64% 64% 66% 64% 66% 68% 68%

J48 90% 71% 72% 71% 100% 74% 98% 73% 85% 71% 77% 70%

Logistic 97% 69% 100% 69% 97% 68% 100% 69% 100% 69% 100% 68%

NaiveBayes 97% 91% 81% 81% 100% 85% 100% 76% 100% 65% 100% 65%

4 Conclusions

In present study, the depressive patients and normal controls were used as the research
object to determine the optimal way of the feature selection and classifier combination
for depression detection. Data analysis pointed out the classifier which can effectively
identify patients with depression was NaiveBayes. The accuracy of NaiveBayes and
PCA combination achieved 98% for sad-neutral pairs. We have achieved better classifi-
cation performance than previous studies [9], indicating that ERP component P300 may
contribute to the auxiliary diagnosis of depression. However, single-trials classification
systems make performance of classifiers unstable, showing the robustness of the trip.
It is a limitation of the current research. We will further increase the amount of data
in future research to enhance the stability of the classifier and obtain more accurate
results. In addition, more stable and valid classification algorithms should be developed
for single-trials classification systems, it is challenging problems in future research.
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Abstract. It is important for maritime authorities to effectively identify and clas-
sify unknown types of ships in historical trajectory data. Amethod of using trajec-
tory image and training based on deep residual network (ResNet) to obtain ship
type classifier is proposed. First, a method of integrating speed information into
the trajectory image is proposed, then the trajectory image is input into the ResNet
model for training to obtain the classifier. Finally, the real AIS data of 5 ship types
are used for experiments. The experimental results show that the method can meet
the requirements of type identification and classification of ships based on AIS
data, and provides technical support for further research on the identification of
camouflaged ships, mining of ship behavior patterns and anomaly detection.

Keywords: Ship classification · Residual network · AIS data · Data
pre-processing

1 Introduction

ShipAutomatic Identification System (AIS) is one kind of aids the navigation equipment.
The AIS can exchange, detect and identify information such as speed, longitude, latitude
and Maritime Mobile Service Identify (MMSI) between ships and between ships and
shore. It greatly enhanced the ship navigation safety [1]. However, some of the ships
with AIS equipment close the AIS equipment, falsify the data or transmit other data to
cheat the detection of illegal operations, or even illegal exploration [2]. And there are
quality issues with the data itself, such as some errors in latitude, longitude and speeds.
For the above reasons, it’s difficult to identify some ship types, which brings a threat
to marine surveillance and maritime security defense. Identifying the unknown types of
ships has therefore become an important task.

With the upgrade of hardware, computer computing power has been greatly
improved. Based on large-scale trajectory data, using data mining technology to clas-
sify and predict moving objects has become a common phenomenon [3]. For example,
the research of using AIS trajectory data to identify ship types includes: literature [4]
based on AIS data of five hotspots, calculating the features of various types of ships
through attributes such as latitude, longitude and speed, using Decision Tree, Fuzzy
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Rule, K Nearest Neighbor, Neural Network and Naive Bayes five classifiers for experi-
ments, three sets of classification labels, two evaluation criteria Accuracy and Cohen’s
Kappa are adopted to evaluate the results. The experimental results show that Decision
Tree, Fuzzy Rules, and K-Nearest Neighbors have better accuracy, and the classification
results are analyzed and summarized in depth. The literature [5] proposed three basic
movement patterns for ships: Anchored-off pattern, Turning pattern and Straight-sailing
pattern. Then extract 17 types of features based on the basic movement patterns and
the sub-trajectory segments. Finally, the logistic regression model was used to train
the classifier. The paper uses only two types of fishing vessels and cargo ships, and its
generalization ability needs to be verified.

Some scholars have used image data such as aperture radar images of ships, satellite
remote sensing images, and visible light images [6] to identify and classify ships. For
example, in literature [7], a feature fusion-based approach for ship detection and classifi-
cation is proposed by mining two types of features: the Completed Local Binary Pattern
(CLBP) and the Histogram of Oriented Gradient (HOG). And the use of Image Pyramid
Slip Detection to achieve multi-scale detection of ship targets, but it have an impact on
detection speed. As deep learning makes great progress in image classification, some
scholars also use convolutional neural networks (CNN) to classify images of ships. In
the literature [8], the images of transport ships are trained by an 8-layer convolutional
neural network structure based on AlexNet, which can provide better local features, then
extract the features of the sixth layer of this network for classification and identification
by SVM classifier. However, many neural networks now have much more than 8 layers,
so there is room to improve the method. A complete workflow for SAR marine target
detection and classification based on TerraSAR-X high-resolution imagery is detailed in
paper [9]. However, additional experiments are needed to understand how image varia-
tions affect the CNN internals and there is room for improvement in the pre-processing
steps.

As deep learning continues to evolve, there are more and more layers of models and
more complex network structures. Theoretically, assuming that the newly added layers
are constant mappings, the deep model structure will be as good as the original model
structure as long as the original layer learns the same parameters as the original model.
In other words, the solution of the original model is just a subspace of the solution of the
new model, and better results should be found in the space of the new model solution
than in the corresponding subspace of the original model solution. However, practice
shows that the training error tends to rise rather than fall after increasing the number of
layers of the network. Kaiming He et al. proposed the residual network (ResNet) [10]
to solve the above problem.

According to the above analysis, the existing ship type identification research is
mainly divided into two types according to the adopted data types: One is based on
information such as speed and course from AIS data and the other is based on the image
data, such as photos of ships taken in the port, while the research combiningAIS data and
image classification is relatively rare. And ResNet has an advantage in the field of image
classification. Therefore, a method for using image classification models ResNet-50 to
identify unknown types of vessels is proposed: firstly, denoising, sorting and other pre-
processing operations are carried out on the original AIS data; then the combination of
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latitude, longitude and speed is visualized to generate image data; finally, the ResNet-50
neural network model is established, and input the image data into the ResNet-50 model
for training. The ResNetmodel is trained based on image data to obtain the classifier. The
ResNet-50 ship classification model is built with real AIS data and compared with the
K-Nearest Neighbor and Decision Tree classification models. The experimental results
show that the ResNet-50 model obtained by this method has the best performance and
satisfies the need of identifying ship types from history ship trajectory data.

Fig. 1. Pre-processing flow chart

2 Method for Identifying Ship Types Based on ResNet Model

2.1 AIS Data Pre-processing

There are several columns in the original AIS data, this method only uses three columns:
time stamp (UTC), longitude (LON) and latitude (LAT ). Speed over ground (SOG) and
course over ground (COG) are calculated from these three columns.
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Real AIS data has quality issues, such as data duplication, time disorder, etc. There-
fore, pre-processing operations are needed to improve data quality. The pre-processing
flow chart is shown in Fig. 1:

1) Delete the AIS data with the same UTC. There are a large number of duplicates in
the raw trajectory data, which can be quickly identified by UTC. Deleting this data
can speed up the process later.

2) Delete data for latitude and longitude anomalies. Normally, the range of longitude
is [−180, 180] and the range of latitude is [−90, 90], however, there are some data
in the raw trajectory data that are not in the normal range of longitude and latitude.
And these data need to be removed to improve the quality of the data.

3) Sort data according toUTC.Most of the data is ordered byUTC in the raw trajectory
data. But there is still a small number of disordered data that affect the calculation
of the speed attribute, so the data needs to be sorted by UTC.

Fig. 2. Sparsification pseudo-code

4) Sparsification process. Set the sparse time interval threshold
(THRE_SPARSE_TIME) to 300 s. If the time intervalDIS_UTC between two points
Pi and Pi+1 is less than THRE_SPARSE_TIME, then discard Pi+1. The pseudo-code
of algorithm of sparsification process is shown in Fig. 2. Sparsing the data can reduce
the speed error, because there is certain error between the ship’s true position and the
reported position. But the error is within a certain range, that is, the distance error
DIS_ERR between the real distance and the calculated distance is within a certain
range, the time interval for T, the speed error SPEED_ERR can be obtained from
Formula (1):

SPEED_ERR = DIS_ERR /DIS_UTC (1)

so when the appropriate increase in DIS_UTC can reduce the speed error;
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5) Computing speed. The distance between two adjacent points Pi and Pi+1 is S, the
time interval is T, get the speed V by the Formula (2):

V = S /T (2)

V is recorded as the speed of the track point Pi, the speed of the last track point is
recorded as 0. And setting the speed threshold THRE_SPEED to 20 m/s, treat data
with a speed greater than THRE_SPEED as anomalous data and delete it.

2.2 Conversion of AIS Data to Image Data

All experimental AIS data are from the Bohai Sea. The latitude and longitude ranges
of the Bohai region are obtained by observation, where the longitude range is [117°E,
123°E] and the latitude range is [36°N, 41°N]. Then set the minimum longitude value
MIN_LON is 117 and the minimum latitude value MIN_LAT is 36. Also get the
latitude and longitude coordinates of the outline of the Bohai Sea and record it as
BH_COORDINATES.

Convert the pre-processed AIS data to image data by following 2 steps:

1) Subtract MIN_LON from the longitude and MIN_LAT from the latitude in
BH_COORDINATES to get BH_COORDINATES_2. For each ship’s AIS trajectory
data, subtract MIN_LON from each value in the LON to get LON_2, and subtract
MIN_LAT from each value in the LAT to get LAT_2. See Formula (2, 3, 4, 5) for
details of this step.

BH_COORDINATES_2[LON] = BH_COORDINATES[LON] − MIN_LON
(3)

BH_COORDINATES_2[LAT] = BH_COORDINATES[LAT] − MIN_LAT (4)

LON_2 = LON − MIN_LON (5)

LAT_2 = LAT − MIN_LAT (6)

2) The Bohai contour BH_COORDINATES_2 is visualized as a line graph, and the ship
trajectories LON_2 and LAT_2 are visualized as a scatter graph, while the speed is
mapped to the color of each track point in the scatter plot. Themapping rule is shown
in Fig. 3.

The horizontal axis indicates the speed, the colorbar indicates the corresponding
color of the speed. The final image is shown in Fig. 4. Note that since track points are
dense and track point color has important speed information, set the track point size
slightly smaller so that Pi+1 does not obscure the Pi.
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Fig. 3. Mapping speed to color

Fig. 4. Trajectory image example diagram

2.3 Residual Learning Framework

The residual network solves the problem that the training burden increases and the
accuracy even decreases as the network deepens. Figure 5 [10] show its basic idea.

Figure 5(a): represents that when increasing the number of network layers, map x to
y= F(x) and then output. Figure 5(b): an improvement on Fig. 5(a) with output y= F(x)
+ x, instead of learning the representation of output feature y directly, y − x is learned.
If you want to learn the representation of the original model, just set all the parameters

Fig. 5. The basic idea of residual block
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of F(x) to zero, then y = x is a constant mapping. F(x) = y − x is also called the residual
block, and if the mapping of x → y is close to a constant mapping. It is also easier to
learn the full mapping form by learning the residual term in Fig. 5 (b) than in Fig. 5(a).

The structure of Fig. 5(b) is the basis of the residual network, which is also called
a residual block. The input x is connected across layers, propagating the data faster
forward or propagating the gradient backward. The specific design of the residual block
is shown in Fig. 6, which is also called a BottleNeck.

Fig. 6. Diagram of the residual block structure

Figure 7 shows the structure of ResNet-50, which contains a total of 49 layers of
convolution and 1 layer of full connectivity, hence the name ResNet-50. In the Fig. 7, K
stands for Kernel, which is the size of the convolution kernel or the size of the pooling
kernel of the pooling layers; F stands for Filter, which is the number of feature channels
output from the convolution operation; and S stands for Stride, which is the step size
of the convolution kernel (the number of pixels skipped between two convolutions).
The first is a two-dimensional convolution kernel, which reduces the image size and
goes through the batch regularization, ReLU activation, and maximum pooling layers
in sequence. Then the spatial information is mapped to the feature information through
3, 4, 6 and 4 Bottleneck Block layers. And a 2048-dimensional feature space is created
through an average pooling layer. Since there are 5types of trajectory image data, set the
parameter F for the full connection layer to 5. Finally, the feature space is mapped to a
classification target by a fully connected layer.

2.4 Training ResNet-50

General image classification tasks will do data enhancement operations such as rotating
and grayscale on the data before training. In the task of classifying ship trajectories,
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however, the location and color of the track points contain important geographic and
speed information. Information-destroying operations such as cropping and grayscale
should not be performed. So we will train the Resnet-50 model is trained according to
the following steps:

Fig. 7. ResNet-50 model network structure diagram
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1) Resize all images to (256, 256) and normalize the image data to obtain the new
image data. The normalization process is shown in Formula (7).

NEW_IMAGE_DATA = (IMAGE_DATA − MEAN) /STD (7)

MEAN is the mean parameter of each channel and STD is the variance parameter of
each channel. Since the image has 3 channels RGB,MEAN and STD have 3 values,
which MEAN = [0.485, 0.456, 0.406] and STD = [0.229, 0.224, 0.225]. These
values are empirically derived by scholars.

2) Set the BATCH_SIZE to 8, which is the number of samples selected for one training
session. Using loss function and optimizer commonly used in classification task,
they are theNLLLoss function and the Adam optimizer. The learning rate adjustment
strategy uses StepLR, where the learning rate decreases as the number of iterations
increases in order to accelerate model convergence.

3) Use transfer learning to train the Resnet-50model. First load trained resnet-50model
from the Pytorch website. and freeze the parameters of all layers except the fully
connected layer. That is, only the parameters of the fully connected layer will change
during the training process. Set the number of training sessions EPOCHES to 100.
For each training session, the loss of the model on the training set and the valid set
is recorded as TRAIN_LOSS and VALID_LOSS. Output the model with the lowest
VALID_LOSS.

4) Unfreeze the parameters in all layers of the model, which makes it possible for all
parameters to be changed during the training process. Set the number of training
sessions EPOCHES to 100. For each training session, the loss of the model on the
training set and the valid set is recorded as TRAIN_LOSS and VALID_LOSS. Output
the model with the lowest VALID_LOSS as final classification model.

3 Case Study

3.1 Introduction to the Data Set

The AIS data of 7828 vessels near the Bohai Sea in January to March 2018 are used for
the experiment, and the types and numbers of vessels are shown in Table 1.

Table 1. Type and number of ships

Ship
type

Cargo Fishing Container Tanker Passenger

Amount 3311 3211 866 311 129
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TheAIS data schema is shown in Table 2. The data columns needed in the experiment
include: Maritime Mobile Service IdentifyMMSI, time stampUTC, longitude LON and
latitude LAT.

Table 2. AIS data schema

Field Meaning

MMSI Maritime Mobile Service Identify

UTC Time of reporting location

LON Longitude at reporting position

LAT Latitude at reporting position

SEG Subsection number

BEARING Course over ground

Part of the AIS trajectory data is shown in Fig. 8.

Fig. 8. Partial AIS trajectory data

3.2 Pre-processing and Convert AIS Data into Image Data

Using the programming language Python (Version = 3.6.5) to implement the data pre-
processing process proposed in Sect. 2.1 and the conversion of AIS data into image
data in Sect. 2.2. Some examples of cargo ship and container ship are shown in Fig. 9.
Although the trajectory shapes of cargo ships and container ships are somewhat similar,
the colors of the trajectory points are not quite the same.
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Fig. 9. Trajectory image examples of cargo ships and container ships

Fig. 10. Trajectory image examples of fishing ships

Trajectory image examples of fishing ships are shown in Fig. 10, the trajectory of
fishing ships is relatively complex and has a small range of activities.

Trajectory image examples of passenger ships and tanker ships are shown in Fig. 11.
Passenger ships tend to be frequent trips between two coastal cities or around the coast;
and the tanker trajectory has its own characteristics.

3.3 Image Classification Experiments Based on ResNet-50

A stratified sampling was used to divide all trajectory images of the five classes of ships
into training and valid sets. Setting the parameter pretrained of ResNet-50 provided by
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the deep learning library to True,means that the pre-trained model will be loaded. Then
use transfer learning to train this model to get the final classification model.

Fig. 11. Trajectory image examples of fishing ships

3.4 Comparative Analysis of Experimental Results

The Decision Tree is one of the most widely used inference algorithms. It is a method
of approximating discrete value functions, usually based on decision trees for classifier
models and prediction models. The decision tree is good at reasoning out the classi-
fication rules formed by the decision tree representation from a set of unordered and
irregular data [11]. The K-Nearest Neighbor method (KNN) is one of the most popular
machine learning classification algorithms. Its basic idea is: in a data set, if most of the K
samples that are most similar to a sample belong to a certain category, then the sample is
judged to belong to that category as well [12]. Also, Decision Tree and KNN are the best
classifiers in the literature [4]. Therefore, the decision tree and the K-nearest neighbor
method will be chosen as comparison models to train on the features such as average
speed of sailing mentioned in the literature [5] for ship classification.

The overall evaluation of the three models is shown in Fig. 12, where RN represents
ResNet-50, KNN represents K-Nearest Neighbor, andDT represents Decision Tree. And
it can be seen that the ResNet-50 classification model has better performance, with 92%
accuracy, 83% precision, 75% recall, and 78% f1-score.

The F1-Score of the five types of ships in the three classifiers is shown in Fig. 13,
where RN represents ResNet-50, KNN table K-Nearest Neighbor and DT represents
Decision Tree. It can be seen that ResNet-50 has better classification performance on
cargo ships, container ships, fishing vessels and especially tankers. The F1-Score values
of ResNet-50 model for cargo ships, container ships, fishing vessels, passenger ship and
tankers are 0.977, 0.960, 0.970, 0.714, 0.631, respectively.

In summary, the trajectory image-based Resnet-50 model has better classification
performance than traditionalKNNandDecisionTree classifiers based on speed statistics.
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Fig. 12. Overall evaluation chart of three classification models

Fig. 13. F1-Score for each type in the three classifiers

Confusion matrix for ResNet-50 classification results is shown in Table 3. As can be
seen from the table, it is relatively easy for the classifier to identify tankers as cargovessels
and passenger vessels as fishing vessels, after all, both sometimes have a relatively small
range of activities. This provides a guide for the direction of our subsequent research,
where we will explore the differences between tankers and cargo ships, passenger ships
and fishing vessels, and experiment with other classifier models.
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Table 3. Confusion matrix for ResNet-50 classification results

Real Predict

Cargo Container Fishing Passenger Tanker

Cargo 449 0 3 0 0

Container 0 73 3 0 0

Fishing 0 0 291 3 0

Passenger 0 0 9 15 0

Tanker 18 3 0 0 18

4 Conclusion

In this paper, a novel method of vessel type identification using AIS data based on the
image classification model ResNet-50 is proposed. Firstly, the data quality is improved
by removing anomalous and duplicate data, sorting according to timestamps, calculating
speed and other pre-processing operations. Then visualize the longitude and latitude as
a scatter plot, and map the speed of each track point to the color of the track point, add
the line graph of Bohai Sea outline to generate the trajectory image data. Finally, use
transfer learning to trainmodels on trajectory image data analyzed in comparison toKNN
and Decision Tree. The experimental results show that ResNet-50 is better than KNN,
Decision Tree classification model based on speed statistics. However, there are still
some areas that can be improved, such as the time attribute is not used. And the classifier
still has a lot of room for improvement in the classification of passenger ship and tanker
injuries. Further work will be done to add more data, to look for differences between
passenger ships and tankers and other ships, and to further explore the integration of
image features and speed-related statistics for classification.
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Abstract. With the advent of the Industry 4.0, intelligent manufactur-
ing has become a technological highland to conquer in the process of
enterprise digitalization. As the core competitiveness of intelligent man-
ufacturing, industrial apps, with new features such as customization and
lightweight, has emerged as a new type of industrial software. Traditional
development methods and tools can hardly meet the large demand of
industrial software on account of its long development cycles while low-
code development can greatly improve the productivity of industrial soft-
ware, lower the barriers and reduce costs for development. Therefore, the
research and application of low-code development for industrial apps has
received much attention. Industrial Internet platforms such as Siemens,
OutSystems have successively launched low-code tools. However, there is
still a lack of an open, unified low-code development framework in indus-
try. In response to the above problems, we propose a low-code frame-
work to develop industrial apps quickly and easily, which paves the way
for leveraging the crowd intelligence of worldwide developers to improve
the productivity of developing industrial apps. Based on BPMN2.0 and
Apache Activiti engine, this framework provides drag-and-drop process
design, one-click process deployment and operation, data monitoring and
other functions. In this paper, we present a prototype system of a low-
code development framework and demonstrate its functions through a
use case of developing a predictive maintenance application. Finally, the
aircraft turbine life data is used to verify the effectiveness of the system.

Keywords: Industrial app · Low code · Crowd intelligence ·
Predictive maintenance · BPMN

1 Introduction

With the development of the real economy and the advancement of artificial
intelligence technology, the digitalization process of the manufacturing industry
is gradually accelerating. Intelligent manufacturing, which is mainly character-
ized by data-driven, platform support, and intelligent guidance, has gradually
c© Springer Nature Singapore Pte Ltd. 2021
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become the technological highland of the manufacturing industry [2]. As mobile
devices are highly popularized, conventional industrial software, which is the
core competitiveness of intelligent manufacturing, appears to be too heavy and
bulky to handle. Based on this status quo, the concept of industrial app came
into being gradually. Compared with traditional style, industrial app highlight
customization and lightweight. On the other hand, different from the mobile
app development which benefits from open ecosystems and the contribution of
a large number of global developers, the development of industrial apps is usu-
ally conducted by a limited group of developers due to the lack of productive
development tools. This leads to the fact that the number of industrial apps
is far less than that of mobile apps. Hence, constructing an open and produc-
tive development platform is pivotal for enriching the kinds and quantities of
industrial applications through the crowd intelligence of a plethora of develop-
ers. However, industrial workers with industrial knowledge do not have sufficient
programming capabilities, which limits the efficiency and quality of develop-
ment. These problems have brought widespread attention to low-code develop-
ment in recent years. Low-code style can develop industrial app rapidly without
or with little amount of coding. Due to the advantages of high efficiency, low
threshold, and easy integration, low-code development allows business personnel
who possess less software development skills to develop industrial applications
quickly and easily [3]. Covering business process design management, workflow
and BPMN2.0, Activiti serves as an executable standard process language frame-
work based on Apache license [4]. The Activiti project is open source and widely
used, and its drag-and-drop, process-based development format conforms to the
low-code development mode. Activiti, however, only applies to ordinary business
processes, which does not meet needs of industries. Recently, low-code develop-
ment platforms have emerged one after another, such as OutSystems, which is
mature, widely used, safe and reliable, and Siemens Mendix, which is closely
integrated with the Internet of Things. Compared with Activiti, these low-code
platforms achieve higher industrial integration, while most of them are not open
source and expensive to use. In general issues in low-code development platforms
impose restrictions on their practicality for instance, low integration of business
processes and industrial knowledge, lack of components and functions.

In response to the above problems, this paper proposes to establish a generic
industrial app low-code development framework through investigation and anal-
ysis of typical industrial fields. The specific work to realize this low-code devel-
opment framework includes the packaging of industrial knowledge in common
industrial fields, the establishment of basic components for industrial app devel-
opment, and the description of logic to connect those components. The main
contributions of this research are divided into the following two parts: 1. After
analyzing and summarizing the commonalities of typical industrial tasks, a series
of modules and components with a certain generality are designed; 2. In Predic-
tive Maintenance, a typical industrial field, the use case of aircraft engine life
prediction with NASA’s public dataset is used to verify the effectiveness of the
framework.
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The organization of the rest of this article is as follows: Sect. 2 introduces the
existing low-code industrial software development platform and Apache Activ-
iti engine; Sect. 3 details the overall structure and four functional modules of
the development framework; Sect. 4 verifies the effectiveness of the development
framework through the development and testing of the aircraft turbine predictive
maintenance app [5]. Finally, summarize and prospect.

2 Related Work

Low-code development usually requires no code or a small amount of code
to develop software efficiently. Furthermore, Low-code development platforms
adopt the drag-and-drop approach to develop instead of the conventional way of
editing code and realize the development logic by means of connecting graphical
elements in a flowchart. At present, loads of low-code development platforms
have come out on the market, and applied to CAE, predictive maintenance pre-
liminarily. On the other hand, this paper carries out research combining the
mature workflow technology in recent years on account of the established pat-
tern of industrial business processes. Among numerous open source workflow
engines, Activiti is wildly used with the features of full functions and robust
operation.

2.1 Low-Code Development Platform

In recent years, low-code development platforms emerged one after another such
as OutSystems, Mendix, Microsoft PowerApps and JogetCloud. OutSystems is
mature enough to accomplish the development of commercial software in major
industries which is fully functional, user friendly, safe, and reliable. However, it is
too expensive to promote in small and medium scale enterprises. Siemens Mendix
provides two development modes: website development which is simple and fast,
client development which is complete and complex. The reusability of compo-
nents in this platform is high, and developers can interact with the Siemens
IoT (Internet of Things) platform conveniently. Mendix, nevertheless, is fit for
business developers who master programming knowledge such as branch loops,
which has a certain threshold to manipulate. Microsoft PowerApps integrates
a large number of scripting tools and plugins. Meanwhile this platform could
be used with Visual Studio, on which users are allowed to develop web appli-
cations compatible with IOS, Android and Windows devices at the same time.
However, the business process components of PowerApp are not rich enough and
most applications needs to develop based on preset templates, which may lead
to poor customization of its products. At present the market share of low-code
platforms is not high, but their development trend is flourishing. Some platforms
with aPaaS have gradually transformed into low-code development platforms,
such as APICloud, DaDayun, H3Yun, JiandaoYun, iVx [12]. APICloud’s low-
code platform came out earlier correspondingly. It provides a one-stop solution
for enterprise customize applications through its embedded development tool,
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Plus Mode. DadaYun is designed to quickly develop specialized industrial soft-
ware for small and medium scale enterprises. It has realized the synchronous
development of the mobile terminal, which greatly lower the development time
cost. In short, these platforms gradually have complete functions, but they still
are insufficient in aspect of reliability and stability. As advanced and efficient pro-
ductivity tools, a few excellent low-code development platforms have emerged
in the industry. However, the research and application of low-code development
mode stay at the exploratory stage. Large-scale application, in other words, is
still a distant goal to achieve.

2.2 Activiti Workflow Technology

BPMN (Business Process Model Annotation) is a standardized graphical for
business process models proposed and maintained by OMG (Object Manage-
ment Organization). The current business model based on BPMN2.0 can be
executed on any process engine that follows its standard and guidelines, which
improves the portability and flexibility of business processes [15]. Figure 1 shows
a simple process example that complies with BPMN2.0, which covers common
components such as Activiti Task, Start Events and End Events, Exclusive Gate-
ways, and Text Annotation.

Fig. 1. A BPMN2.0 diagram

Workflow refers to the abstraction, generalization and description of busi-
ness rules and business process in enterprises [13]. It assists business personnel
in standardizing the work process under the support of Internet technology, shar-
ing information in process of the business flow execution and management. In
addition to solving simple tasks such as leave approval, workflow technology is
also applied in industrial production. Activiti is a lightweight workflow platform
that complies with the BPMN2.0 standard. As a leader in workflow engines,
Activiti has the following advantages: 1. Separation of runtime data and histori-
cal data; 2. Support for SpringBoot framework; 3. Data persistence [15]. Activiti
has four important components: Engine, Modeler, Designer, and Explorer. Activ-
iti Engine is the most critical part of the workflow platform, which is used to
execute a designed workflow. Activiti Explorer is a web application for users
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to deploy and start process in a visual form [14]. Activiti Modeler is used to
manage the Activiti process [15]. Activiti Designer is an Eclipse plugin, used to
draw flowcharts on the IDE [16].

3 Low-Code Development Framework for Industrial Apps

The low-code industrial app development framework presents a novel visual-
ization method for industrial software development and real-time operation, it
reduces the use threshold and maintenance cost of industrial apps, which is based
on BPMN process designer and Activiti engine. Figure 2 shows the hierarchical
structure of the overall architecture of the development framework and the rela-
tionship between the various modules. This article builds a series of related com-
ponents through the User-customized Module, combined with Activiti’s native
components, users design equipment maintenance processes on the web, then the
Data Flow Process Module receives the source data uploaded by users. The Pro-
cess Management Module is responsible for Activti engine to invoke the process
instance designed by the user. The Data Visualization Module can visualize the
key result selected by the user which is generating in the process. As a typical
industrial task, predictive maintenance is used to demonstrate the development
framework. This section will introduce some preliminary knowledge of predictive
maintenance, and then introduce each functional module section by section.

Fig. 2. The system architecture of our low-code development framework

3.1 Low-Code Development Requirements for Predictive
Maintenance Industrial Apps

In industrial production, for realizing a return on investment, most companies
hope that critical equipment will run in high efficiency and utilization. In order
to ensure the efficient use of equipment, companies must consider the risk of
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equipment failure and time lost due to the failure. According to a study by the
American Electric Company Emerson, the annual cost of unplanned downtime
to manufacturing companies is estimated to be US$50 billion [6]; at the same
time, a survey by PTC also shows that poor maintenance methods will cause
5% to 20% loss of factory production [11]. How to efficiently maintain equip-
ment has always been a concern in the industry. Under normal circumstances,
most companies adopt corrective maintenance and preventive maintenance, that
is, only replace parts when they have failed, or perform regular maintenance
before failures. The emergence of predictive maintenance (PdM) optimizes and
balances corrective maintenance and preventive maintenance. Its purpose is to
replace parts when they are close to failure, thereby extending equipment life
and reducing maintenance costs [1]. However, as a maintenance method with a
certain technical threshold, the usage of PdM often faces many problems such as
imbalance of source data and model adjustment. Therefore, it is necessary to pro-
vide enterprises with a simple and easy-to-use platform to process data, select
models, perform the corresponding work of predictive maintenance, and pro-
vide corresponding technical support. Low-code development methods meet all
requirements. Drag-and-drop development method and flow-based logic enable
industrial business personnel to develop predictive maintenance apps quickly
and effectively, even if they have few machine learning knowledge. This develop-
ment framework encapsulates the complex algorithm technology into blocks and
provides them to developers in the form of components to meet the low-code
development needs of enterprises for such industrial apps.

3.2 Implementation Layer

Data Flow Processing Model. Industrial app development and applica-
tion are inseparable from a large amount of industrial data, but the Activiti
architecture pays more attention to business processes, the data-related parts
only involve process ID, user information, process variables and other simple
parameters of the control process. Therefore, a data stream processing mod-
ule is designed for uploading, embedding, exporting datasets and transferring
data between components. The data storage adopts a Key-Value database. The
upload of the dataset is realized by calling the Attachment interface in Activiti.
For data flow maintenance between components, the overall strategy is static
table creation and dynamic read and write. The specific method is to statically
establish a data table for each type of task component according to the interme-
diate result data specification, the key value is the task component id, and the
value is the data that this type of component may generate during the running
process. When the process is running, each type of component dynamically fills
in its own generated data in the corresponding data table for other components
to read. The data types of the intermediate results are roughly divided into three
categories: simple data, file type, and json type. See Table 1 for details.

Process Management Module. The Process management module is respon-
sible for invoking the process, by calling the service interface provided by Activ-
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Table 1. Data types related to components.

Type Storage method Remark

Sample Direct storage None

File Store url url: dir/task id/file name

json Store json object json object is stored as blob type in mysql

iti to realize the creation of the Activiti engine, the creat of the process, and
the operation of the process instance. This module generates the ActivitiSer-
viceImpl tool class by implementing the Activiti Service interface, and finally
uses the methods provided in the tool class to construct the Activiti Controller
class. The process control page is mainly divided into four parts: process list and
related information, process operation, and process model import. First, there
are two ways to create a process model: click “New” at the top left of the page to
jump to the process design page; select a file in the import box at the top right
of the page to upload and submit. The created process will appear in the main
part of the page and display the process ID, model name and other information.
Click the model name of each process to jump to the process design interface
for secondary design. The designed process can be deployed and run by clicking
“Deploy” and “Start Process”. The corresponding page is shown in Fig. 3.

Fig. 3. A screenshot of process control

User-Customized Module. This module is used for component development
with specific functions and belongs to the implementation layer of the develop-
ment framework. In general, the user-customized component module implements
support for the deployment of customized components, component customiza-
tion attributes. Activiti components usually have some attributes to describe
themselves or adapt to the configuration in different scenarios. The attributes of
native components include component id, name, type, and whether it is asyn-
chronous or not. To implement user-customized attributes, it is necessary to
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deploy modified codes on the front-end page and back-end respectively. Activiti
components are mostly general-purpose components and do not have practical
meaning. Therefore, this framework needs to develop some user-customized com-
ponents to achieve specific functions, such as data cleaning, feature extraction,
model training, result prediction. This paper adopts the technical solution of
Task Listener mounting + calling python script to realize the logic function of
the new component. Task Listener is a native attribute of Activiti, which is
used to execute a piece of java logic code during task execution. On the other
hand, considering that many logic parts need to call machine learning and deep
learning frameworks, when writing logic code, we chose python with dependent
packages such as numpy and pytorch. After completing the definition descrip-
tion and functional design of the user-customized components, they need to be
registered during deployment to avoid exceptions caused by the Activiti engine
not identifying new components. The designed custom component appears on
the process design page, as shown in Fig. 4. The process design page is divided
into four parts: component menu, canvas, toolbar, and property bar. On the left
side of the page is the component menu. Developers can drag the components to
the canvas on the right for process design. Below the canvas is the property bar
of the selected component, you can modify the related properties of the compo-
nent. After the process design is completed, click the save button at the top left
of the page.

Fig. 4. A screenshot of process design
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3.3 Functional Layer

BPMN Migration Module. Activiti follows the BMPN2.0 standard, so the
process model that conforms to this specification can be executed on the Activ-
iti engine, and the portability and reusability of the process model are greatly
improved. According to this characteristic, the BPMN model import and export
module is designed. The main function of this module is to export the designed
process model and import the existing process model into the development
framework.

Visualization Module. Taking into account that after designing the business
process, the developer may need to monitor some key parameters and data during
the process of running the process, and design a data visualization module. The
general idea of data visualization is to standardize all the intermediate results
that this component can provide during the implementation of user-customized
components, and to open the data monitoring attributes of the component when
users design the process for them to choose the parameters to be monitored. This
module integrates the data display panel of the open-source Internet of Things
platform ThingsBoard, including various statistical charts, dashboards, etc. Fur-
thermore, a static table is added to the database to map the intermediate result
data of various components and the visualization panel. When the process is
running, the Activiti engine will dynamically read the intermediate data of the
component from the database, and then check the table to select the correspond-
ing visualization panel to display the data. Figure 5 shows the intermediate data
generated by the data analysis component during operation.

Fig. 5. A screenshot of data visualization
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4 Use Case

This paper proposes a low-code development platform for industrial apps based
on Activiti engine and tomcat server. Aiming at the industrial task of predictive
maintenance of aircraft turbines, we have developed a corresponding application
on this platform, which is regarded as a use case. The use case is carried out
on the Windows 10 OS equipped with four 2.70 GHz CPUs and one 4G GPU.
Web application container is Apache Tomcat 9.0.33, browser is Google Chrome
84.0.4147.105 and database is MySQL Ver 8.0.19 for Win64 on x86 64.

4.1 Dataset

The aircraft turbine health dataset CMAPSSData1 comes from NASA’s Prog-
nostics database. It records the degradation simulation and failure evolution
process of aircraft turbine engines. CMAPSSData contains four data subsets,
which record the simulation data of four types of engines, as shown in Table 2:

Table 2. CMAPSData Dataset

Dataset # of training data # of testing data Type of fault

FD001 100 100 HPC

FD002 260 259 HPC

FD003 100 100 HPC, flabellum

FD004 248 249 HPC, flabellum

Each dataset can be further divided into training set and test set. The train-
ing and test data consist of multiple time entry, representing the changes in
engine health over time. Each time entry is a data record consisting of 26
columns, as shown in Table 3:

Table 3. Features of dataset

Id Cycles Setting1 Setting2 Setting3 s1 s2 ... s21

1 1 −0.0007 −0.0008 100 528.99 643.21 8.556

1 2 0 0.0001 90 529.56 643.88 8.579

Among these columns, id represents the engine number, cycles represents
the time period, setting1 to setting3 represent the operating settings that have
a great impact on the engine performance [17], and s1 to s21 are the sensors
measurements.
1 https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository/.

https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository/
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4.2 Evaluation Metrics

Time Cost of Model Training and Testing. Record the time spent for this
development framework to run the designed process to evaluate the performance
of the framework.

Predictive Maintenance Regression Model Metrics. This paper uses the
following three indicators to evaluate the performance of the predictive mainte-
nance application developed by this framework.

• RMSE (Root Mean Square Error). It is the root of the mean square error,
which well reflects the deviation of the forecast.

RMSE =

√∑n
i=1(pi − ai)2

n
(1)

• MAE (Mean Absolute Error). It is the average value of the absolute value
error, used to measure the deviation between the predicted value and the true
value.

MAE =
∑n

i=1 |pi − ai|
n

(2)

• R2 (Coefficient of Determination). It is the combination of the mean square
error and variance. The closer R2 is to 1, the higher accuracy model presents.

R2 = 1 −
∑n

i=1(pi − ai)2∑n
i=1(ai − a)2

(3)

In Eqs. (1) to (3), pi represents the predicted value and ai represents the
ground truth, and a represents the mean value of the ground truth.

4.3 Functional and Performance Test

Development Framework Function Test. To verify the functional usability
of the development framework, this paper used the low-code development frame-
work to complete the development of the aircraft turbine maintenance software.
Figure 6 shows the workflow chart of the app. After data wrangling and data
analysis, three models are used in the workflow: binary classification model,
multi-classification model [7] and regression model. The Binary Classification
Model predicts whether the engine will break down which includes algorithms
such as LR, Decision Tree, KNN; Multi-Class Classification Model predicts the
cause of a breakdown which includes algorithms such as SVM, ANN; Regression
Model predicts the remaining life of the engine which includes algorithms such as
LASSO, Polynomial Regression, Random Forest [8–10]. Since these model com-
ponents are designed to solve different types of predictive maintenance problems,
they are functionally parallel. Regression Model is selected here in the use case
to predict the remaining life of the engine.
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Fig. 6. Predictive maintenance workflow for aircraft turbines

In this use case, the Activiti engine is started to deploy and run the aircraft
turbine prediction workflow. The results of each component are as follows: In
Data Wrangling, the source dataset was tagged with TTF (Time-To-Failure) tag
meanwhile the new dataset extracted the average and standard deviation as fea-
tures; in Exploratory Data Analysis, some features showed high correlation with
TTF labels which will be input in the model, and Fig. 7 shows the correlation
heat map; in Regression Model six algorithms were used: LR, LASSO, Ridge,
Decision Tree, Polynomial Regression, and Random Forest. Table 4 shows the
RMSE, MAE and R2 of the six algorithms. The results claim that the perfor-
mance of nonlinear models such as Random Forest and Polynomial Regression
is significantly better than other models. In the way of editing code, Random
forest and Polynomial Regression models present higher accuracy. To sum up,
the results of the optimal model between this use case and the coding way are
basically the same, which means that the framework is functionally effective.

Table 4. Regression model results

Metric Linear
regression

LASSO Ridge Decision
tree

Random
forest

Polynomial
regression

RMSE 33.90 31.25 32.03 32.22 28.63 29.01

MAE 25.59 25.53 25.07 24.43 23.17 22.38

R2 0.41 0.41 0.41 0.39 0.51 0.20

Development Framework Performance Test. To evaluate the performance
of this development framework, the use case compared the time spent on com-
pleting aircraft turbine life prediction by writing code and the time spent on that
by using this framework. The results are shown in Table 5. The time cost of this
framework is about 5 s longer than that of coding. Over-consuming time accounts
for less than 2% of total time in the last two models. The results explain that
this framework can design and complete industrial tasks quickly and effectively
while the extra time overhead brought by it is negligible.
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Fig. 7. Correlation between features and tags [17]

Table 5. Time overhead

Model Low code method(s) Traditional code method(s)

Regression 44.77 49.39

Binary classification 374.19 378.57

Multiclass classification 397.61 402.35

5 Conclusion

Through the research and analysis of typical industrial tasks processing process
and implementation mechanism, based on the Activiti engine and the BPMN2.0
process design specification, this paper establishes a low-code industrial app
development framework with a certain versatility, including a series of generic
modules such as draggable process design, process deployment and operation,
data monitoring, and model management. An app for predictive maintenance,
a typical industrial task, has been developed and evaluated on CMAPSSData,
which proves the effectiveness of the framework.

In the future, we intend to improve the framework with streaming data pro-
cessing architecture to process the massive real-time industrial data. Besides, we
plan to improve the framework by designing and developing various components
for various industrial tasks.
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Abstract. Much industrial equipment integratesmultiple types of sensors for data
collection and real-time connection with the Industrial Internet of Things (IIoT) at
now. With the popularity and application of miniaturized and low-cost sensors, to
manage the health of equipment in the IIoT, such as evaluating the current health
indicator (HI) of the equipment, and predicting its remaining useful life (RUL),
the machine learning-based method reflects a broader application prospect due
to its good at data mining and analysis. A RUL prediction method of equipment
in this paper is proposed. First, a specific data processing method is proposed
according to the characteristics of the data, the outputs of the hidden layer of
stacked denoising autoencoder (SDAE) as the features of the data set which are
extracted to complete the HI construction. Then, the trajectory pointwise differ-
ence and similarity method are proposed to generate predicted equipment RUL.
This paper uses the C-MAPSS engine data set for experimental verification. The
experimental results show that the method proposed in this paper can effectively
use the data of multi-dimensional sensor data to get the degradation progress of
the equipment, thereby assessing the health of the equipment and more accurately
estimating the RUL.

Keywords: Industrial Internet of Things · Health management · Health
indicator · Remaining useful life · Stacked denoising autoencoder · Similarity ·
C-MAPSS

1 Introduction

The Industrial Internet of Things (IIoT) is an important technical foundation that drives
the upgrade of industrial intelligence. With the popularization and application of minia-
turized and low-cost sensor nodes, the IIoT can provide generalized sensing services for
various target equipment [1].

At present, much industrial equipment integrates multiple types of sensors for data
collection. With the development of the industrial Internet, how to effectively analyze
the large amount of monitoring data generated by mechanical equipment and provide

© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 251–262, 2021.
https://doi.org/10.1007/978-981-16-2540-4_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_19&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_19


252 Z. Tan and Y. Wen

beneficial decisions for the independent health management and maintenance of the
equipment, independent guarantees which have become a challenging problem, among
them, remaining useful life (RUL) prediction of equipment has great significance and
practical value for improving the safety and reliability of system operation. However,
for the possible types and causes of downtime for different equipment and industrial
processes which cannot be described by precise mathematical models, traditional mech-
anismmodels and empirical models will lose their ability to explain the unknown equip-
ment degradation process [2]. Artificial intelligence uses machine learning algorithms
due to its powerful feature extraction capabilities and nonlinear function mapping capa-
bilities to discover the laws of the degradation process. Therefore, to achieve effective
health management of equipment, machine learning-based models are used to predict
the RUL of equipment from industrial data.

The RUL prediction program based on machine learning usually consists of three
processes, including data collection, health indicator (HI) construction, and prediction.
The construction of HI plays an important role in the prediction of RUL for mechanical
equipment. A suitable HI can simplify the predictionmodel and produce accurate predic-
tion results. According to different HI construction methods, there existing mechanical
equipment HI can be divided into two types: HI with physical meaning and virtual HI
without physical meaning [3]. The construction of HI with physical meaning is often
obtained by processing equipment monitoring data with the traditional mathematical
statistics or signal processing methods, such as root mean square value, energy entropy.
Frequency domain characteristic parameters include such as harmonic frequency [4],
harmonic amplitude [5], a method of logarithmic transformation of the equipment spec-
trum to obtain the health factor was proposed in [6]; Virtual without physical meaning
HI is to further integrate it on the basis of the former, with variety of signal processing
methods and machine learning methods, to obtain the HI trajectory that does not have
actual physical meaning, which is only used as a representation of the degradation state
for mechanical equipment. Widodo [7] first extract multiple features from the equip-
ment monitoring signal, and then use the PCA method to reduce the dimensionality of
the feature set, and construct HI by calculating the deviation between the degradation
state and the equipment health state feature vector, a multilayer perceptron was proposed
[8] to fuse multiple time/frequency domain features as input into hidden Markov model
for constructing HI.

The construction of HI is finally applied to the prediction of RUL. For example,Miao
[9] combined wavelet analysis and SVM to predict the remaining life of the gyroscope,
Wang [10] used a combination of time series analysis and BP neural network to predict
the remaining life of the cooling fan. Time series analysis can predict the trend of data
changes, and the BP neural network adjusts the prediction error in real-time to ensure
the accuracy of the RUL prediction. An adaptive RNN to predict the RUL of the Li
battery was proposed [11] and optimized the weight of the network structure online by
the cyclic Levenberg-Marquardt method.

In addition, Wang [12] proposed a prediction method based on similarity theory
that successfully achieved an effective improvement in prediction accuracy on engine
simulation data. A method based on similarity theory and back-propagation (BP) neural
network was used in [13] for engine simulation data. This experimental result shows that
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the prediction accuracy of the improved method based on similarity is better than the
original method. Therefore, the effective combination of similarity theory with machine
learning will improve prediction accuracy which can use the fitting ability of neural
network models and similarity rules.

In response to the above problems, an RUL prediction method based on SDAE with
similarity theory is proposed in this paper, the proposed method uses similarity theory
with machine learning to increase the prediction accuracy. First, the feature of the data
set was extracted based on the SDAE, virtual HI of the equipment is generated. Then, the
trajectory pointwise difference and similarity method are proposed to generate predicted
equipment RUL. To evaluate the performance of the method, the C-MAPSS engine data
set is selected for experimental verification and makes a comparison with this method
and four traditional methods for mean square error (MSE), and cumulative accuracy
(CRA).

The main contributions of this article are as follows:

1. A specific data processing method is proposed according to the characteristics of the
data.

2. Propose an unsupervised learning-based method for HI construction. No specific
expert experience and a large number of personnel are required to manually input
features.

The rest of the paper is organized as follows: Sect. 2 introduces the basic concepts
of SDAE. Section 3 introduces the HI construction method based on SDAE, the method
for RUL prediction. Section 4 verifies the effectiveness of our method with an example
of the C-MAPSS engine data set and conducts a comparative experiment. Section 5
summarizes this work and proposes future work.

2 Preliminaries

2.1 Stacked Denoising Autoencoder

A single autoencoder (AE) is a three-layer unsupervised neural network that can be
divided into input layer-hidden layer-output layer, the purpose of the network is to
reproduce the input signal as much as possible and let the output is equal to the input.
The network is divided into two parts: encoding network and decoding network, when
adding noise interference to the input data will become a denoising autoencoder (DAE).
As shown in Fig. 1, during the training process, DAE will encode the noise-added
data through the encoding network, and then use the decoding network to decode the
encoding result to generate reconstructed data, the difference between the original input
and reconstructed data is used as the reconstruction error, and the gradient descent
algorithm is used for training.

For DAE, when given an equipment data sample set X = {
x(j)

}M
j=1, among them

M is the number of data samples, x(j) is the j-th input data. The input data of the DAE
is x(j) which is destroyed to x̃(j) by add random noise according to qD distribution, x̃(j)

through the encoding network function fθ to generate the output h(j) of the hidden layer.
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Fig. 1. Denoising Autoencoder model

The output h(j) through the decoded network function g′
θ to generate reconstructed data

z(j) and the difference between the input data x(j) and the reconstructed data z(j) is used
as the reconstruction error for training. The reconstruction error is given by

L
(

x(j), z(j)
)

=
∥∥∥x(j) − z(j)

∥∥∥ (1)

DAE uses the minimum MSE as the cost function and uses the gradient descent
method to minimize the reconstruction error function as

J = 1

M

M∑

j=1

L(x(j), z(j)) (2)

Multiple DAE stacks can form SDAEwith a certain depth, and train the SDAE based
on the layer by layer greedy algorithm.

3 Proposed Method

The flowchart of our proposed method is shown in Fig. 2, including data pre-processing,
features extraction, and RUL prediction.

3.1 Data Pre-processing

1. Data division. The data set has been divided into train set and test set, which can be
used directly in this experiment.

2. Handling data redundancy. Delete the redundant data at the same point in time,
and only keep one piece of available data.

3. Handling missing data. When a quarter or more of the sensor data is missing, the
data is deemed to be seriously missing, and the data has been scrapped and has
no reference. When there is only a small amount of missing sensor data, consider
deleting the missing data directly or filling in the average of the upper and lower
time points of the missing data.

4. Normalization. Normalize the original data to the interval [0, 1] to eliminate the
dimensional difference between the sensors.
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Fig. 2. Flowchart of our proposed method

3.2 Feature Extraction

This paper uses the deep neural network’s strong nonlinear expression ability and good
discriminative ability and uses SDAE to fuse the data characteristics of the equipment’s
multiple sensor data to evaluate the health of the equipment. The specific steps:

1. Initialize the SDAE network structure, such as setting the number of SDAE layers,
the number of nodes in each layer, etc.

2. Select the m-dimensional sample x(j) = [x(j,1), x(j,2), . . . .x(j,m)] at the jth time point
of the normalized training set data, where x(j) is the m-dimensional sensor data at
each time point extracted from the training set data, j = 1, 2, …, T, T is the number
of time points, and all samples at T time points are input to SDAE, the number of
nodes in the input layer of the network is consistent with the number of sensors.

3. Use the layer-by-layer training algorithm to train the hidden layer and extract the
deep features. Noise is added to the data samples x(j) to obtain x̃(j) to train DAE1
and x̃(j) is coded into h(j)

1 as

h(j)
1 = f

(
w1x(j) + b1

)
, θ1 = {w1, b1} (3)

4. θ1 is the parameter of DAE1, and because h(j)
1 can be reconstructed as input data, the

main information of x(j) is obtained. Then use h(j)
1 as the input data to train DAE2,

and h(j)
1 is coded into h(j)

2 as

h(j)
3 = f

(
w2h(j)

1 + b2
)
, θ2 = {w2, b2} (4)

5. Repeat this process until the DAEN pre-training is completed. The layer-by-layer
training connects multiple DAEs to form the SDAE. The output of the hidden layer
N is h(j)

N that completes the dimensionality reduction and denoising of the input data
by the network is given by

h(j)
N = f

(
wN h(j)

N−1 + bN

)
, θN = {wN , bN } (5)



256 Z. Tan and Y. Wen

6. The sensor data of the equipment contains important degradation information about
the entire process of the equipment, the output of DAEN is the best single-parameter
data representation for inputting multi-parameter sensor data. It can be used as a
characterization of the health status of the equipment, the HI of the equipment at the
jth time point as

HIj = h(j)
N (6)

7. The test data is input into the trained SDAE through multiple hidden layers for
adaptive feature extraction, and the HI at each time point for the test set is obtained.

3.3 RUL Prediction

Similarity-based methods belong to data-driven RUL prediction. The training unit refers
to all unit s extracted from the train set, and test unit refers to a unit extracted from the
test set. The main idea can be expressed as: if the test unit and the reference unit have
similar degradation processes, they may have similar RUL.

The distance relationship Si between HI trajectory of equipment i in the train unit
and the HI trajectory of the test unit is defined by an array

Si = (ti, s), i = 1, 2, . . . ..m (7)

ti =
[
ti
1, ti

2, . . . ti
li

]
represents the HI trajectory of the equipment i with the running

time of li in the train unit, m means the number of train unit, s = [
s1, s2, . . . sls

]
means

the HI trajectory of the test unit with the running time of ls.

Sub-trajectory Extraction. According to the trajectory pointwise difference method,
extract HI sub-trajectories of length from each train unit, then all sub-trajectories of train
unit ti can be expressed as

H i =
⎡

⎢
⎣

ti
1 . . . . ti

ls
. . . . . . . . . . . .

ti
li−ls+1 . . . . ti

li

⎤

⎥
⎦ (8)

The matrix Hi represents the set of sub-trajectories of the train unit ti, and each row

vector ri
j =

[
ti
j , ti

j+1, . . . ti
j+ls−1

]
, j = 1, 2, . . . li − ls + 1 in the matrix represents the jth

HI sub-trajectory in the train unit i with the same length as the test unit time length ls.

Distance Measure. Based on the sub-trajectory set matrixHi representing the train unit
ti, calculate the Euclidean distance between the HI sub-trajectories of all train unit i and
the HI trajectory of the test unit .

Di =

⎡

⎢⎢⎢
⎣

ei
1

ei
2

. . . ..

ei
li−ls+1

⎤

⎥⎥⎥
⎦

(9)
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Euclidean distance between the HI trajectory of the test unit and the jth HI sub-
trajectory of the train unit i as

ei
j =

∥∥∥s − ri
j

∥∥∥
2

(10)

Prediction. The best matching sub-trajectory can be expressed as

d = arg find
j

(
ei

j = min
(

Di
))

(11)

d indicates the value of j when the distance between test unit and each HI sub-
trajectory in the train unit i are the smallest.

The HI sub-trajectory ri
d =

[
ti
d , ti

d+1, . . . ti
d+ls−1

]
of the train unit i is the most

similar to the HI trajectory of the test unit. Since HI reflects the health status of the
equipment, similar HI trajectories mean similar RUL. Therefore, the RUL of the train
unit i when the running time is d can be regarded as the RUL of the test unit when the
running time is ls.

The RUL of the train unit i when the running time is d can be expressed as

RULi = li − (d + ls) (12)

Equipment i in the train unit set can generate an estimated RUL for the test unit, and
the final RUL of the test unit is calculated by the average of RUL obtained based on the
m train unit

RUL = 1

m

m∑

i

RULi (13)

4 Experiments

4.1 Dataset Description

The data set in this paper comes from the C-MAPSS aerospace engine simulation of
NASA [14].

This data set is one of the most used data sets for studying the RUL prediction. The
data set records the 24-dimensional performance parameters of aero-engines in each
flight cycle, including 3 condition variables and 21 sensor measurement variables. For
each cycle of the operation simulation, the engine undergoes a complete transition from
the normal state (with varying degrees of initial wear and manufacturing changes) to
the fault state and records 3 operating condition values and 21 sensors measurement for
each flight cycle during the process. The data set has been divided into train set and test
set.

Figure 3 shows the raw data of multiple sensors of the equipment in the data set that
the raw data is highly dispersed, and some sensor readings have many differences, so it
cannot be directly used to characterize the degradation process of the equipment.

Based on the above reasons, it is difficult to directly construct the HI from the raw
sensor data to predict the RUL, so the data needs to be pre-processed.
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(a) Raw data of No.1 engine (b) Raw data of No.2 engine 

Fig. 3. Raw data of sensors

4.2 Data Processing

After the redundant processing andmissingprocessingof the data, because the equipment
is in different working conditions, this is also the reason why the original data fluctuates
up and down, and the sensor readings are affected by the working conditions. Therefore,
it needs to identify different working conditions before normalization.

We use the K-means clustering method to identify the equipment operating con-
ditions in this paper because the operating conditions are affected by three operating
settings (the altitude, the number of flight speeds, and the ambient temperature), among
them, the setting of ambient temperature is 6 constants. This paper uses the different
settings of this kind of ambient temperature to identify different working conditions and
considers that there are 6 working conditions, and clustering according to 6 clusters.

The clustering results are shown in Fig. 4.

Fig. 4. Clustering result

Based on the clustering results of working conditions, Table 1 shows the sensor
readings of each sensor under different working conditions.

As shown in Figure 4 and Table 1, all sensor data are successfully clustered into
different working conditions. The raw data can be normalized according to the working
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Table 1. Sensor data based on clustering results

Regime 1 2 3 4 5 6

Sensor1 Max 491.1 489.1 445.0 449.4 462.5 518.6

Min 491.1 489.1 445.0 449.4 462.5 518.6

Sensor2 Max 609.5 606.7 551.5 557.5 538.3 644.4

Min 605.9 603.4 548.2 554.4 535.6 641.3

Sensor3 Max 1508.9 1523.2 1378.6 1389.6 1284.9 1614.6

Min 1467.1 1484.5 1335.7 1348.3 1245.4 1571.5

………………

Sensor21 Max 14.9 17.4 6.5 9.1 8.7 23.9

Min 14.3 16.7 6.1 8.6 8.2 22.8

conditions, and this paper uses linear function normalization, and the normalization
method as

N (x(t)) = x(t) − xmin

xmax − xmin
(14)

This method normalizes the data of the sensor at t time point to [0, 1], and converts
the raw data x(t) into normalized data N (x(t)), which xmax represents the maximum value
of the data belonging to the operating condition at time t, and xmin represents the data
the minimum value of the data belonging to the working condition at time t. Figure 5
shows the normalized dimensions after normalization.

(a) Normalized data of No.1 engine  (b) Normalized data of No.2 engine

Fig. 5. Normalized data of sensors
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4.3 Experimental Results

In order to quantitatively evaluate the predictive accuracy of our method, we used two
widely used evaluation metrics such as MSE, and CRA are employed in this paper.

MSE is the average of squared errors

MSE = 1

n

n∑

i=1

(
yi − ŷi

)2 (15)

Cumulative relative accuracy (CRA) as

CRA =
K∑

k=1

wkRA(tk) (16)

wk = k/

K∑

k=1

k (17)

RA(tk) = 1 − |ActRUL(tk) − RUL(tk)|
ActRUL(tk)

(18)

The closer the CRA value is to 1, the higher the accuracy of the prediction method
is.

To illustrate the superiority of the proposed hybrid prediction method over the tradi-
tional data-driven method, we introduced two commonly used data-driven methods for
constructing HI, the PCA-based method [15] and the BP network-based method; and
two commonly used models for fitting RUL, the LSTM network-based method, and the
BP network-based method. The results of various predictive evaluation indicators are
shown in Table 2.

Table 2. Experimental results for five prediction approaches

Engine Proposed method BP+Similarity PCA+Similarity BP LSTM

MSE CRA MSE CRA MSE CRA MSE CRA MSE CRA

1 129.9 0.7 975.2 0.3 326 0.4 3214 0.1 1476 0.2

2 81.2 0.8 782.3 0.4 297 0.5 2917 0.1 1387 0.2

3 78.2 0.7 527.1 0.5 287 0.5 2633 0.1 1676 0.2

4 48.9 0.8 386.6 0.6 223 0.5 2432 0.1 1493 0.2

……………

Table 2 shows the experimental results of five RUL prediction approaches. We can
see that the proposed approach has a lower MSE value and higher CRA value than
the other traditional machine learning methods for tested equipment clearly from this
table,this shows that the proposed method in this paper can provide more accurate RUL
prediction results. Therefore, the proposed approach is better than the other prediction
approaches for RUL prediction.
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5 Conclusion

In this paper, a prediction approach based on machine learning was proposed for pre-
diction RUL in IIoT, similarity is fused with machine learning to improve prediction
accuracy. First, the feature of the data set was extracted based on the SDAE, virtual HI
of the equipment is generated. Then, the trajectory pointwise difference and similarity
method are proposed to generate predicted equipment RUL.

The equipment HI feature extraction based on SDAE solves the problems of tra-
ditional mechanical equipment degradation status modeling methods relying on many
signal processing technologies and expert experience, difficulty in label selection in
supervised training, and insufficient versatility, and have more accurate extraction of
equipment health status. Then the deep learning and similarity theory is validly combined
and achieved better results than the traditional approach for RUL prediction.

The selection of hyperparameters in the deep learning model will directly affect the
prediction accuracy. For future works, a more general hyperparameter selection strategy
with higher prediction accuracy will be developed to improve the feature extraction
capability of the machine learning model.
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Abstract. The deep convolutional neural network has achieved high
accuracy in handwritten Chinese character recognition (HCCR). Large
scale handwritten data collection as well as labor-intensive labeling work
are required to train an effective model suitable for various writing styles.
Typically synthetic data are generated with data augmentation to allevi-
ate the scarcity of labeled training data in real applications. However, the
domain shift between synthetic data and real data results in unsatisfying
recognition accuracy, bringing a significant challenge. A transfer learning
method is proposed for synthetic-to-real handwriting recognition to alle-
viate the issue. In the framework, a proposed convolutional neural net-
work is pre-trained with the synthetic data as the source model. Then,
the source model is optimized with real samples of a specific handwrit-
ing style in an unsupervised manner. The effectiveness of the proposed
transfer learning method is validated through systematic experiments on
the public dataset as the target domain data.

Keywords: Handwritten Chinese character recognition ·
Convolutional neural network · Transfer learning · Writer adaptation.

1 Introduction

Optical character recognition (OCR) has become a widely studied domain, since
digitizing the information in paper documents can facilitate the storage, edit-
ing, and management of information [8]. Using machine learning and computer
vision to achieve the automatic recognition of Chinese handwritten characters is
a challenging research topic of OCR. In contrast to phonological languages such
as English, Chinese has a much larger vocabulary. According to the GB2312-80
standard, there are 6763 Chinese characters, including 3755 first-level Chinese
characters and 3008 s-level Chinese characters [15]. Compared with printed Chi-
nese characters, handwritten characters are more random and lack standard-
ization. There will be adhesions between adjacent Chinese characters, which
c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 263–274, 2021.
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increases the difficulty of recognition. A series of quite variable glyphs of the
same Chinese character can be produced by the different writers, therefore one
sample apears completely different from another. Even the same person can
write the same character quite differently relying on the context in which it was
written.

Recently, convolutional neural networks achieve high accuracy on HCCR with
a larger number of labeled samples from different people provided in the training
phase. However, collecting such a large number of labeled training dataset is too
labor-intensive and time-costing. Employing a fully synthetic training dataset is
a common and cheap solution to handle the scarcity of labeled training data [1].
However, the visual features extracted from synthetic samples may be different
from that of real handwritten ones, meaning the existence of the domain shift
problem between the two. Thus, the model solely trained with synthetic data
may not perform high accuracy on real ones, and cannot be put into use directly.

To address the aforementioned issue, a transfer learning method is proposed
to mitigate the gap between the synthetic data and the real data in HCCR.
Firstly, the recognition model is pre-trained using synthetic images as the source
model. Based on the source model, the parameters of layers are optimized with
unlabeled real handwritten images. The unsupervised transfer learning method
adapts the model to real handwriting data, which largely improves the initial
recognition accuracy by the model trained with synthetic data. The main con-
tributions of this paper can be summerized as follows:

• A novel model combining the classic VGG convolutional neural network and
the adaptation layer suitable for transfer is proposed to perform handwritten
character recognition.

• An unsupervised transfer learning strategy is proposed to adapt the pre-
trained source model to various handwriting styles.

The remainder of this paper is organized as follows. Section 2 reviews
related work in handwritten recognition and transfer learning methods. Section 3
describes the complete framework of the proposed method. Section 4 introduces
the algorithms in the two phases of the method. In Sect. 5, the performance of
the unsupervised transfer learning method is validated. Section 6 concludes the
paper and illustrates the future direction of this work.

2 Related Work

The challenges of handwritten Chinese character recognition (HCCR) problem
lies in its large scale vocabulary, great diversity in handwriting styles, too many
similar and confusable glyphs [12]. With the blooming of convolutional neu-
ral networks (CNN), HCCR with high performance is achieved. Among them,
MCDNN proposed by Cireşsan et al. [5] is the early reported the successful appli-
cation of CNN for HCCR. Recent benchmarks in HCCR are even beyond human
performance, reached over 96%, including HCCR-Ensemble-GoogLeNet-10 [15],
CNN-Voting-5 [3], Ensemble-DCNN-Similarity ranking [4] and so on.
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In order to alleviate the cost and difficulty of collecting and labeling large
amounts of handwriting images for training CNN, the use of data augmentation
techniques and synthetically generated characters as source data has lately been
taken into consideration [2]. However, recognition models that are fully trained
on source data inevitably suffer from the domain shift problem when encounter-
ing new coming handwriting in different application scenarios. Therefore, unsu-
pervised domain adaptation techniques, one of the branches of transfer learning
have been applied in image recognition problems [10]. The adversarial learning
strategy [9] is a well-studied and cutting-edge approach of unsupervised domain
adaptation techniques. In this approach, the source domain data are correctly
classified by the recognizer, while the difference between tow domains is distin-
guished by the discriminator. Ganin et al. [6] trained a digit recognizer with the
MNIST dataset and adapted it towards other datasets like MNIST-M and SVHN.
The integrateion of discrimination steps in a sequence encode-decoder network
with attention mechanism was prposed by Zhang et al. [14] for robust text image
recognition. Lei et al. [7] incorporated a discriminator in handwritten text recog-
nition model fully trained with synthetic samples to adapt towards different real
writing styles in an unsupervised manner. Even if the adversarial learning strat-
egy shows effectiveness in the literature, it still possesses several disadvantages.
The adversarial-based method requires an extra structure called discriminator as
well as an additional loss in the training phase, which increases the complication
of the original network. The adversarial training strategy requires both source
and target data to be input and trained from scratch, which is computationally
intensive. It also faces the problem of slow convergence in the training process,
resulting in the high training cost.

Additionally, writer adaptation as a specific topic of domain adaptation has
been researched in the document analysis community to address the differences
in individual handwriting styles [13]. Yang et al. proposed a writer adaptation
scheme for Chinese character recognition called style transfer mapping (STM),
and further extended it to the deep network structure by adding an adaptive
layer [11]. [12] even utilized STM to reduce the domain gap between training
and testing data to achieve a new benchmark in HCCR. However, algorithms
extended from STM are narrowed within a specific scope, targeting at mitigating
the domain shift between various real handwriting styles, which is smaller than
that between synthetic and real data. Therefore, STM may not be an appropriate
algorithm to be directly applied to solve the problem brought out by removing
the expensive manual labeling step in real world applications.

To sum up, researches still need to be filled in the gap field of transfer
learning for synthetic-to-real HCCR. A transfer learning method is proposed for
handwritten Chinese character recognition. Compared with the above mentioned
approaches, the proposed transfer method is straightforward without modifying
the original network structure and performs effective results when the domain
shift is large, which cannot be achieved by the related work.
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Fig. 1. The proposed framework of unsupervised transfer learning.

3 Framework

The main goal of this paper is to provide a transfer learning method for hand-
writing recognition. As shown in Fig. 1, the framework of the proposed method
consists of two phases, including model training and unsupervised model trans-
fer.

a) Phase I: Model training: A proposed convolutional neural network pre-
trained on the synthetic images with its corresponding character labels is saved
as the source model.

b) Phase II: Unsupervised model transfer: This phase utilizes unlabeled hand-
written character images to transfer the source model to the target model in an
unsupervised manner.

The above shows the framework of the entire system, and the algorithms and
techniques used in the two phases will be introduced.

4 Method

In this section, algorithms in each phase of the method is elaborated. Firstly,
a proposed neural network model is trained with synthetic data as the source
model. Secondly, the source model is transferred using unlabeled real handwrit-
ing images.
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Table 1. The structure of the proposed model.

Type Configurations

Convolution 64, k:3*3, s:1, p:0

Convolution 128, k:3*3, s:1, p:0

Max-pool 2*2

Convolution 256, k:3*3, s:1, p:0

Convolution 256, k:3*3, s:1, p:0

Max-pool 2*2

Convolution 512, k:3*3, s:1, p:0

Convolution 512, k:3*3, s:1, p:0,
dropblock:7*7, 0.1

Max-pool 2*2

Convolution 512, k:3*3, s:1, p:0

Convolution 512, k:3*3, s:1, p:0,
dropblock:3*3,0.1

Max-pool 2*2

Full connected 900, dropout:0.5

Full connected 200

SoftMax 3755

4.1 Model Training

The state-of-the-art recognition models are mainly voting ensemble models, com-
posed of several sub-models to boost accuracy with sacrifice for prediction time.
The main focus of our proposed model is to perform transfer learning effectively,
thus the accuracy on the target data instead of source data is the first consid-
eration. The classic VGG model is proven to be an effective and light-weighted
backbone network for transfer learning. Therefore, the proposed convolutional
layers are based on it and a few modifications are added to make it more suit-
able for our recognition and transfer task. Since the size of the input images is
small, the last two convolutional layers are no more needed and removed. The
reduction on model parameters contributes to high real-time. To avoid overfiting,
drop blocks and dropout are respectively applied in some convolutional layers
as well as fully connected layers. A fully connected layer with small number of
parameters as bottleneck layer is especially provided before the softMax layer
for the application of the model transfer. The configurations of each layer of the
proposed neural network for recognition is shown in Table 1.

During the training phase, the synthetic handwriting images xs
i are the input

of the source model. They are normalized to the size of 32*32, and then goes
through multi convolutional layers, max-pooling layers, and fully-connected lay-
ers, and finally, its character category is computed.
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Lclassification =
n∑

i=1

L(ys
i , convNet(xs

i )) (1)

L() denotes the standard cross-entropy loss function. The classification loss
between the label ys

i and the output convNet(xs
i ) is minimized by the mini-

batch gradient descent with momentum. When the model converges, network
parameters learned under an enormoud amount of synthetic training data are
saved as the source model.

4.2 Unsupervised Model Transfer

Fig. 2. The proposed unsupervised model transfer algorithm.

The synthetic images used for training differ from the real handwriting images,
that is, the data from two domains do not obey a uniform distribution. In this
case, directly using the source model for handwriting recognition cannot achieve
satisfactory results. This paper proposes the unsupervised model transfer algo-
rithm for synthetic-to-real handwritten Chinese character recognition, inspired
by style transfer mapping in writer adaptation. Writer adaptation aims to mit-
igate the domain gap between handwriting samples by different writers. For
instance, the HCCR model proposed by [12] considers it between the public
training and testing dataset to guarantee a higher recognition accuracy. Since
synthetic data are more standard than real handwriting samples, the proposed
unsupervised model transfer needs to be more effective to mitigate a larger
domain shift than writer adptation. The general framework of combining STM
with the deep network is to view it as an additional linear layer, which adaptively
learns to minimize the domain gap of the category distribution. However, the
unsupervised model transfer proposed by this paper is achieved directly on the
original layers of the source model without modifying its structure. The unsu-
pervised model transfer combining several layers is non-linear and can fit the
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target data more properly. Figure 2 illustrates the mechanism of our unsuper-
vised model transfer method on the proposed recognition model.

The first step of unsupervised model transfer is to calculate the category
distribution on the bottleneck layer from training data {(xs

i , y
s
i )} ∈ Ds, where

ys
i ∈ {1, 2, ...,K} and K denotes the number of classes. Suppose φ(xs

i ) is the
output of the bottleneck layer of 200 dimensions. Class-specific means uk, where
k ∈ {1, 2, ...,K} is defined to represent the category distribution:

uk =
1

∑N
i=1 l(ys

i = k)

N∑

i=1

φ(xs
i )l(y

s
i = k) (2)

where l() = 1 when the condition is true and otherwise 0. The {u1...uK} will be
used to perform adaptation towards the handwriting data.

Suppose some unlabeled handwritten data {(xt
i)} ∈ Dt are used for adapta-

tion. Since the last layer of the model is softMax, the output is the probability
vector of xt

i belonging to each classes. Therefore, the class of the maximum one
in the probability vector is chosen as the prediction, which can be denoted as
yt
i = convNet(xt

i) ∈ {1, 2, ...,K}. Additionally, the confidence about the predic-
tion is the maximum number in the probability vector and can be denoted as
fi = convNetsoftmax(xt

i) ∈ [0, 1]. fi is a float number between 0 and 1, indi-
cating the probability of the sample xt

i belonging to the predicted classification
yt
i . The purpose of adaptation is to reduce the mismatch between the category

distribution of the training data and the handwriting data. Therefore, the adap-
tation problem can be expressed as minimizing the category distribution loss
function:

Lcategory distribution =
1
n

n∑

i=1

fi|φ(xt
i) − uyt

i
|2 (3)

The Euclidean distance between the bottleneck output φ(xt
i) and the class-

specific means uyt
i

is denoted by |φ(xt
i) − uyt

i
|, and (3) can be viewed as the

weighted mean square entropy loss. The objective of minimizing the loss func-
tion is to adapt each φ(x) towards the class-specific mean uyi

on the bottleneck
layer. Each loss is weighted by the confidence fi given by the softMax of the
network, since the reliability of each prediction yi varies.

The model transfer can be carried out with the last softMax layer frozen,
and the other layers updated by minimizing the weighted mean square entropy
loss using full-batch gradient descent with momentum iteratively. Since yt

i and
fi computed by the gradually updating model are part of the loss calculation, it
is necessary to take control of the right updating orientation. Full-batch gradient
descent considers the gradient descent orientation of the whole dataset, which
can reduce the fluctuation in the model transfer process. After each iteration,
the network prediction yt

i as well as the softMax confidence fi of it will be more
accurate. Therefore, after transfer learning for several iterations, the accuracy
can reach a higher level. Algorithm 1 illustrates the proposed unsupervised model
transfer algorithm.



270 M. Jiang et al.

Algorithm 1: Unsupervised model transfer
Input: {xt

i}n
i=1, convNet, iterNum

Output: optimized convNet
1 estimate class-specific means {ui...uK} by (2);
2 freeze the softMax layer after the bottleneck layer;
3 for j=1:iterNum do
4 for i=1:n do
5 compute φ(xt

i);
6 yi = convNet(xt

i) ∈ {1, ..., K};
7 fi = convNetsoftmax(xt

i) ∈ [0, 1];
8 i + +;

9 end
10 update convNet by (3) using full-batch gradient descent;
11 j + +;

12 end

By means of our proposed unsupervised model transfer, the model needs not
to learn from scratch with labels, and each writing style can be adapted based
on the source model. The loss function is computed after the bottleneck layer,
which has the smallest number of parameter, can largely reduce the computation
cost.

5 Experiment

In this section, the performance of the unsupervised transfer learning is validated
by taking a comparision between the source model, target model transferred by
related work of STM [12] and target model transferred by the proposed method
on the ICDAR-2013 offline competition dataset as the target domain data.

5.1 Dataset

The labeled source dataset is applied to pre-train a source model, while the
target dataset is employed to transfer the source model without labeling.

• Source dataset: The synthetic character images are automatically generated
using traditional image processing techniques, with 102 electronic fonts and
the 3755 first-level Chinese character set. Data augmentation is applied to
ensure the variability and quantity of the source dataset.

• Target dataset: The ICDAR-2013 offline competition dataset contains real
handwritten character images from 60 writers, each of which possesses about
3755 samples. Due to the difference between writing styles, handwriting
images of a specific writer from the ICDAR-2013 dataset are selected respec-
tively as the target domain data for model transfer. Since the number of
images of each writing style remains small, they are all used as target domain
data for unsupervised model transfer.
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5.2 Implementation Details

The source model is trained with the batch size of 1024 and SGD optimizer
where the learning rate is 0.01, and the momentum is 0.9.

To control variables, STM and our prposed unsupervised model transfer are
both carried out on the same source model after the bottleneck layer. In STM,
the dimensionality of the adaptative layer is 200, the same as the bottleneck
layer. The hyper-parameters α, β, iterNum of STM are set as suggested by [12].
Our proposed model transfer is carried out using the same optimizer in the model
training phase, but with the batch size of the total number. The unsupervised
model transfer stops at 35 iterations when the error rate reaches its lowest level,
the time cost of which is acceptable.

5.3 Evaluation Metric

Error reduction rate (ERR) is adopted to measure the performance of unsuper-
vised model transfer:

Error reduction rate =
Errorinitial − Errortransferred

Errorinitial
(4)

Errorinitial refers to the error rate of the source recognition model trained
with synthetic data solely, while Errortransferred denotes to the error rate of
the target recognition model after transferring with unlabeled real data.

5.4 Results

Experiments are conducted respectively with real handwritten images from 60
writers in the ICDAR-2013 dataset.

Table 2. Results of initial error rate, error rate after transfer and ERR of 10 repre-
sentative writers.

Writer no. Initial Error rate(%) STM Proposed unsupervised method

Error rate after transfer(%) ERR(%) Error rate after transfer(%) ERR(%)

C009 39.54 39.03 1.29 30.26 23.47

C015 20.3 16.7 17.73 7.3 64.04

C016 24.05 23.87 0.75 18.09 24.78

C019 15.29 13.66 10.66 10.55 31.0

C022 9.71 8.94 7.93 6.23 35.84

C034 55.23 56.07 −1.52 50.89 7.86

C038 14.14 12.68 10.33 8.36 40.88

C044 26.66 24.74 7.2 19.32 27.53

C051 16.81 15.81 5.95 9.35 44.38

C052 11.27 10.45 7.28 6.18 45.16

Average 23.12 21.89 5.33 15.58 32.63

Table 2 shows the result of 10 representative writers respectively as well as
the average results of all the 60 writers. The initial error rate computed by the
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source model as the baseline is presented in the second column, the results of
adaptation by STM are shown in the third and forth columns, while the results
of the unsupervised model transfer by our proposed method are provided in the
fifth and sixth columns. We observe that for all the 10 writers, the error rate is
enhanced obviously after our proposed unsupervised transfer method. However,
the error rate after STM fails to show significant promotion. Particularly, the
error rate of the wrtier C034 after transfer by STM even increases, meaning
that STM is not applicable for some writing styles. On the whole, the average
error reduction rate over all 60 writers by STM is 5.33%, while our proposed
unsupervised method achieves 32.63%, which outperforms STM.

Fig. 3. Error rates (percent) over 60 writers arranged in ascending order. Initial denotes
the error rate of the source model, while STM and proposed unsupervised model trans-
fer denote that of the target model by the two method.

The graphical comparisons between the error rate with STM and our pro-
posed unsupervised method over all 60 writers arranged in ascending order of
the initial error rates presents a comprehensive results in Fig. 3. The ranges
of boost by STM and our proposed unsupervised method are different across
the writers have no relation with the initial error rate computed by the source
model. It can be seen from the figure that the performance of STM is similar
to the initial error rate. Moreover, it performs even worse on four writing styles
than the initial error rate of the source model without any transfer, indicating
that STM is prone to negative transfer. However, our proposed method pro-
motes positive transfer for all writing styles, and the error reduction rate of each
individual writer is significant compared with STM. In conclusion, the proposed
unsupervised transfer method is more effective and stable across different writing
styles.

6 Conclusion

In this paper, a transfer learning method is proposed to deal with the challenge
in application scenarios of HCCR, where labeled data is not easily acquired,
synthetic training dataset is used, and the existence of the domain gap between
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the training data and real handwriting data can not be ignored. The frame-
work incorporates two phases, including model training and unsupervised model
transfer. The comparison with STM validates the performance of the proposed
unsupervised model transfer. The advantage of our proposed approach over the
existing transfer method is shown in error reduction rate.

In the future, it is expected that our method can be hopefully extended as
a general transfer learning method and applied to other application scenarios,
like domain adaptation in image classification, speaker adaptation in speech
recognition, and so on.
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Abstract. To promote the efficiency of fault diagnosis and improve user experi-
ence, we proposed an aided vehicle fault diagnosis method based on user’s fault
description. According to the description of faults phenomenon, we combined
both natural language processing technologies and vehicle structure knowledge
to diagnose to locate the fault. First, we collected descriptions of failure from
users and made a standardized processing of vehicle fault to build the vehicle fault
database and summarized a vehicle proper noun dictionary. Second, according to
the design of vehicle, we create a vehicle structure tree and combined both dis-
tribution statistics and topic semantic which to build a semantic vector model of
vehicle fault description. Finally, we use cosine distance to evaluate the semantic
similarity of fault description, based on the result, we can conclude the reason of
fault and location. The experiment shows that the precision of fault diagnosis has
reached 86.7% and the precision of fault locating has also reached 81.8%. The
vehicle diagnosis method will help providers of vehicle maintenance to build a
self-service fault inquiry system based on the database from internet. It can col-
lect user’s maintenance requirements ahead, optimizing the service progress and
improving the service efficiency.

Keywords: User description · Vehicle fault · Semantic vector · Structure tree ·
Aided fault diagnosis

1 Introduction

With thedevelopment of relative technologies, the vehicle’s internal structure has become
more and more complex. This brings lots of challenges to the traditional maintenance
mode. The traditional vehicle fault diagnosis mode usually takes a lot of time in the
fault determination, which is lack of efficiency. In this paper, we designed an aided
vehicle diagnosis method based on the fault description of users. This method will
simplify the service process of vehicle diagnosis and improve the service efficiency and
user experience. Depend on the aided vehicle diagnosis method, we can transfer the
traditional diagnosis process to the network. In this way, it can realize the self-service
fault query of users, saving their time, and also collect the user’s fault descriptions
for service provider in advance. By collecting the past fault descriptions for model
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training, the aided diagnosis method can predict the possible cause and location of
the fault. It can be helpful for maintainer to narrow the fault range, and have a more
targeted diagnosis and maintenance. Aided vehicle fault diagnosis method can be a
supplement to the traditional mode, focus on the analysis of user’s fault description. At
present, the systemhas accumulated a certain number of user fault descriptions,with high
availability and reliability. The fault cases we collected can combined with knowledge
map and other advanced technologies to achieve a more intelligent diagnosis mode. The
construction of aided vehicle diagnosis system can optimize the process of traditional
vehicle maintenance service, also provide an interactive service platform between users
and service providers.

2 Related Works

There are mainly three kinds of methods of fault diagnosis which includes artificial
experience diagnosis, equipment diagnosis and intelligent diagnosis [1]. Currently, arti-
ficial experience and equipment diagnosis are the mainstream methods in this field.
Intelligent diagnosis method is often combined with artificial intelligence, big data and
other advanced computer technology, which improves many disadvantages of traditional
diagnosis methods and has a wide application prospect. In recent years, it appears a lot
of research on vehicle fault diagnosis, such as the remote detection system based on
wireless communication, vehicle fault diagnosis method based on fuzzy fault tree. The
remote detection system based on wireless communication is mainly combined with the
IoT technologies to implement an active data push service, which can actively remind
the abnormal information during the running of vehicle [2]. The method of vehicle fault
diagnosis based on fuzzy fault tree establishes a fuzzy fault tree model, defines the fault
diagnosis strategy, and achieve the fault early warning function [3].

The processing of user fault description relies on the related technologies of natural
language processing. Word segmentation is a basic technology in NLP, it will directly
influence the result of the following process steps. The word segmentation of Chinese
includes three categories which are the segmentation based on dictionary, the segmenta-
tion based on statistics, and the segmentation based on understanding [4]. In application,
statistical segmentation is usually combined with the dictionary, which give full play to
their own advantages to achieve a better segmentation result. At present, the mainstream
word segmentation tools are as follows: Jieba, THULAC and SnowNLP [5, 6].

The vectorization of text is the process of transforming the result of word segmen-
tation into a series of word vectors which can represent the semantic meaning of text
in vector space. Text vectorization can be divided into discrete representation and dis-
tributed representation [7, 8]. The BOW model is a classical discrete representation
method which regard words as the basic processing unit. The Bow model will establish
a dictionary according to the recurrence frequency of word in the corpus. Each non-
repetitive word can be seen as a dimension to represent the text in a vector. Word2vec
is a distributed representation method, and its under layer adopts neural network model
based on CBOW and Skip-Gram algorithm [9].

TF-IDF is a statistical calculation method, which is often used to evaluate the impor-
tance of a word in a text [10]. TF-IDF algorithm relies on the statistical distribution
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characteristics of words in text set to finish keyword extraction, word importance evalu-
ation and other functions [11]. Latent semantic analysis (LSA) is a topicmodel algorithm
based on semantic information. LSA model connects words and documents with a new
topic dimension, which solves the deficiency of traditional space vector model in using
semantic information [12, 13].

At present, the vehicle parts numbering rules implemented in China are QC/T 265-
2004 standard proposed and issued by China Automobile Industry Association in 2004.
After that, each automobile enterprise has also proposed its own parts numbering rules
based on this standard. In the construction of vehicle structure tree, this paper mainly
refers to the vehicle parts numbering rules of JB-SJGF-0003-2011 standard issued by
Fujian Motor Industry Group in 2011. This standard covers the vast majority of vehicle
parts, but there still remains differences between the standard and the realities.

3 Aided Vehicle Fault Diagnosis Method

3.1 The Working Process of Vehicle Fault Diagnosis System

The design of vehicle fault diagnosis system in this research can be described as Fig. 1.
The working process can be divided into four functional parts which includes the pre-
processing of user’s description, semantic vectorization model training, optimal case
matching, and fault locating based on vehicle structure tree.

Fig. 1. The design of vehicle fault diagnosis system.

3.2 Pre-processing of User’s Description

The Database of Vehicle Fault Cases
The database of vehicle fault cases is the knowledge foundation of the entire diagnosis
process.We trained the semantic vectorization model based on the cases in this database.
The data resource is mainly from the actual fault cases on the Internet. In this research,
we collect the cases and process them into a uniform data format. The vehicle fault
cases in this database are formed with the fault description, fault reason, solution and



278 X. Cai et al.

Fig. 2. The relationships of four dimensions in vehicle fault case.

fault location. The relationships of four dimensions in each cases can be summarized as
Fig. 2.

For now, the database has included 439 vehicle fault cases and it’s still growing.
To solve the lack of fault cases data, we design a learning mechanism for this system,
it allows the system to collect diagnosis result and transform into the fault cases. The
learning ability can help fault diagnosis system to achieve a better performance. When
the vehicle fault diagnosis system put into use, it can record the cases after diagnosis. The
systemwill automatically transform the diagnosis result into the standard case format. As
the system runs, the learning mechanism will increase the amount of fault case database,
and it will be helpful for semantic model training.

Vehicle Proper Nouns Dictionary
Fault description is the colloquial expression of users. It requires us to have a series of
standardized process to transform colloquial expression into a standard corpus input. In
this research, we choose Jieba as the Chinese word segmentation tool. Since the research
covers a lot of professional knowledge in vehicle field, it is necessary to build a proper
nouns dictionary to improve the word segmentation effect. Jieba is a combines both
statistical method and dictionaries to complete word segmentation. When we import the
vehicle proper noun dictionary, it can reduce the incorrectly word segmented frequency.

The components of vehicle proper nouns dictionary include three sources which
are vehicle dictionaries form Sogou, vehicle structure tree and vehicle nouns on the
Internet. After we construct the vehicle structure tree, we extract the proper nouns to
build the dictionary.We summarized all vehicle proper nouns as a uniform format as Jieba
requires, and remove the duplicate items. The vehicle proper nouns dictionary contains
7085 items, 4786 items are from Sogou, 1092 items are from vehicle structure tree and
1207 items are from the Internet. The vehicle dictionary has prominently promoted the
word segmentation result, and it also brought a significant help to the model training
and other following works.

Filter of Word Segmentation Result
Due to the fault description is the user’s colloquial expression, the word segmentation
result always contains lots of redundant information. The redundant information can be
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divided into two different types, one is the stopwords in Chinese, another is the unrelated
words of semantic analysis.

The stop word in Chinese mainly refers those which appear frequently in the text
but have no actual meaning. Typical stop words include the modal particles, adverbs,
prepositions, conjunctions and so on. The filter of segmentation result mainly depends on
the list we build of stop words. We collect and summarize lots of stop words in Chinese
to build a stop word list. For word segmentation results, if the word belongs to the stop
word list we can directly remove it. The stop word list we build includes 1599 words,
covers vast majority of the Chinese stop words. When we finished the stop words filter,
we also have a selectively words filter. In this research, nouns are regarded as a more
important element in semantics extraction. In the research, we have a tendentious filter
on Non-noun words to improve the accuracy of semantics extraction.

3.3 The Statistical and Semantic Vectorization Model

Vectorization of Word Segmentation Result
Vectorization modeling is a fundamental skill in NLP, which can transform word seg-
mentation results intoword vectors. In our research,we use theBOWmethod to represent
the word segmentation result. The vectorization model accept the word segmentation
results as input from the pre-processing step. The BOW model collects the occurrence
frequency and distribute word id to each word. With the occurrence frequency informa-
tion, BOW model would remove repetitive words and build a dictionary which forms
like [Word id, frequency]. Each word can be seen as a dimension of the vectorization
model, the fault description is transformed as a unique vector in the model. A vector
set containing all fault cases is used as a corpus input for model training. Vector repre-
sentation of word segmentation results is the necessary basis for statistical information
weighting, semantic extraction and similarity calculation.

Weighting with Statistical Information
TF-IDF algorithm is a statistical information based weight computing method. TF-IDF
algorithm always being used to estimate the importance of the word, and extract the key
word of a text. TF-IDF algorithm is formed with TF and IDF algorithm. TF algorithm
compute the occurrence frequency of a word in the current text. IDF algorithm calculate
the amount of descriptions which a certain word has existed in the entire fault description
set. When a word only appears in few fault descriptions, it can better distinguish the fault
descriptions.

The calculating formula of TF is shown as formula 3.1.

tfi.j = ni,j
∑

k nk,j
(3.1)

In formula 3.1, ni,j represents the occurrence frequency of word i in text j,
∑

k nk,j
represents the total words number of text j. The meaning of denominator is to normalize
theword frequency, and avoid the effect causedby the difference of each fault description.
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The calculating formula of IDF is shown as formula 3.2.

idfi = log
|D|

1 + |Di| (3.2)

In the formula 3.2, |D| is the amount of fault description set, |Di| is the amount of
text which contains word i. The target of denominator is using Laplacian smoothing to
ensure the algorithm can run well when the |Di| equals zero. This method can effectively
improve the robustness of the algorithm.

The TF-IDF algorithm combines the method of TF and IDF, and the calculating
formula is shown as formula 3.3.

tf ∗ idf(i, j) = tfi.j ∗ idfi = ni,j
∑

k nk,j
∗ log

|D|
1 + |Di| (3.3)

By using this algorithm, we can compute the tf-idf value of every words in the
data set. According to the tf-idf value, we can further obtain the word’s weight based
on the statistical information. According to the result of TF-IDF, we weight the word
vectorization model. Besides that, we also considered the effect of word type. With the
help of part-of-speech tagging, we increase the weight of nouns to make the key word
extraction result more accurate.

Weighting with Semantic Information
In fault data set, the semantic information may hide in the text. In this research, we using
LSI topic model to discover the latent semantic information. The structure of LSI topic
model can be summarized as Fig. 3.

Fig. 3. The structure of LSI topic model.

In the LSI topic model, each fault description is corresponded with certain topics,
and the fault topic has its own set of words. Depending on the topic, we can compute the
word distribution of each fault description, the calculating formula is shown as formula
3.4.

p
(
wi|dj

) =
∑K

k=1
p(wi|tk) ∗ p

(
tk |dj

)
(3.4)

Before compute the word distribution of each fault description p
(
wi|dj

)
, we need to

get the word distribution of topic p(wi|tk) and the topic distribution of fault description
p
(
tk |dj

)
.
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After training the semantic model, each fault description can be mapped as a vector
in a K dimension topic space. Different from the common vectorization space model,
LSI topic model can map the fault descriptions to a low-dimensional semantic space.
Then, exploring the latent semantic information to have a more essential expression of
the description [14, 15].

3.4 Optimal Case Matching Based on the Similarity

After weighting the vectorization model with two algorithms we mentioned above, the
model contains both statistical and semantic information.When we get the fault descrip-
tion input from user, it will be mapped as a vector in this vector space. To find the most
similar case in fault database, we use the cosine distance as a target to measure the
similarity. The angle between two vectors and the cosine value is a positive correlation,
which means the smaller the cosine value is, the more similar two vectors are [16, 17].

The dimension of the semantic vectorization model is determined by the amount
of items in the dictionary. Each fault description in cases can be mapped as a vector
in the semantic vectorization model. The weight of each dimension is trained by both
statistical and semantic information. The system will choose the optimal case based
on the similarity result. According to the case id, the related information such as fault
reason, fault location and solution can be easily found from the database. The optimal
case can be helpful for users to estimate the circumstance of the fault. It can also provide
the extra information support to the fault locating step.

4 Fault Locating Based on the Vehicle Structure Tree

The innovation of the fault locating method is that we completed a visualized tree
representation of the vehicle structure. We construct a vehicle structure tree based on
the vehicle divided rules. We also distribute the value weight of each nodes according to
their repair values. The fault locating algorithmbased on vehicle structure tree, combined
with fault description to infer the fault’s location and level. For the evaluation standard,
we not only consider the accuracy but also the repair value of parts to meet the actual
requirements.

4.1 The Structure Tree of Vehicle

The structure tree of vehicle mainly refers to the JB-SJGF-0003-2011 vehicle parts
numbering standard. In this standard, the part group number represents the classification
of functional system layer which under the root “vehicle”. The functional system layer
includes all the functions of a vehicle. Next level is assembly layer, which is an integrated
structure include few parts, sub-assembly layer or their random combination. The last
level is sub-assembly, commonly it is made of two or more parts through assembly or
combined processing. The vehicle structure tree has four layer start from the root node.

If we further subdivide the layer, we will encounter the following problems:

(1) The information provided by user’s input is not sufficient to support us for further
deduction;
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(2) The system is not aimed at a certain vehicle brand. Different vehicle has different
structure which will cause inelasticity for the system;

(3) We still lack of an effective way to get more detailed parts information.

In the second layer, we numbered functional systems by a two-digit group number.
For example, “10, Engine” is an independent functional system, group numbers pre-
fixed with 10 are all belong to this function system. According to vehicle classification
standards, there are 86 functional systems in the second layer. The third layer are the
assembly layers contains in a function system. Each assembly has a 0 or 9 in the last
digit. 0 represent the left part assembly, 9 represent right part assembly. In the fourth
layer, it includes sub-assemblies and a few parts, each of them has a 1–8 in the last
digit. The odd number represents it belongs to the left parts, even numbers represents it
belongs to the right parts. Such numbering rules make the distinction between various
functional systems much easier. When we locating the child nodes in the structure tree,
we can find related information from upper layers according to the structure division.

4.2 Weight Design Based on Maintenance Value

After the construction of the vehicle structure tree, we design the weight distribution
method based on maintenance value. In this article, we select a repair project list of a
vehicle repair manufacturer as the reference for the maintenance value. We first corre-
spond the nodes between maintenance project and vehicle structure tree, recording the
maintenance price of all parts. For those nodes which has no suitable correspondence
in the maintenance list, we use average price of this layer to represent its maintenance
value. After matching the maintenance price for each node in the sub-assembly layer,
we sum all the maintenance prices of all sub-assemblies as the maintenance price of
assembly based on the vehicle structure tree. The process can be expressed as 4.1

RA =
n∑

i

Rs (4.1)

where RA represent the maintenance price of assembly, n is the amount of sub-
assembly included in assembly, Rs is the maintenance price of sub-assembly. Then
calculate the maintenance price of the functional system in the same way as shown in
4.2.

RF =
n∑

i

RA (4.2)

WhereRF is themaintenance price of the functional system, n is the nodes amounts in
the functional system, RA represent the maintenance price of assembly. In the same layer
of the vehicle structure tree, we compute the ratio of each maintenance price according
to formula 4.3.

Cij = 1 ∗ Rij

MaxRi
(4.3)
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This calculation method can ensure the price ratio of each node is between 0–1.
The nodes of the functional system layer are denoted as C1, the nodes of the assembly
layer are denoted as C2, and the nodes of the sub-assembly layer are denoted as C3.
After that, count the average number of lower nodes under all functional system nodes
and assembly nodes MA and MF . The structure tree constructed in this paper is divided
into 86 functional system nodes, 207 assembly nodes and 821 sub-assembly nodes, so
MA = 2.4, MF = 4.0. The division of the vehicle structure tree is such that within the
same branch, the maintenance value of the nodes is gathered from bottom to top, the
maintenance value of the functional system level is the largest, and the assembly level
in the middle the sub-assembly layer is the lowest. The calculation formula of the repair
value weight Vi of each node is shown as formula 4.4.

Vi = ω1 ∗ c1 + ω2 ∗ c2 + ω3 ∗ c3

ω1 + ω2 + ω3
(4.4)

In actual calculations, functional system layer nodes only bring into C1, assembly
layer nodes bring into C1, C2, and sub-assembly layer nodes bring into C1, C2, C3 for
common calculation. The parameter ω in the formula is set as ω1 = MA ∗ MF = 9.6,
ω2 = MF = 4.0,ω3 = 1. The settingmethod of the parameterω reflects the process that
the maintenance value of the nodes in the vehicle structure tree continuously converges
upward from the bottom nodes. According to this formula, all nodes in the vehicle
structure tree are traversed, and themaintenance valueweightVi of each node is obtained,
which not only preserves the relationship of the maintenance price, but also combines
reasonably with the hierarchy of the vehicle structure tree.

At this point, the data format of each node of the vehicle structure tree has become a
triple representation of [node number-parts name-maintenance value weight], as shown
in Fig. 4, which not only contains the hierarchical relationship of the vehicle structure,
but also it integrates the value relationship of actual maintenance.

Fig. 4. The vehicle structure tree weighted by maintenance value.

4.3 Fault Locating Algorithm Based on Vehicle Structure Tree

In order to help vehicle repair service providers to more quickly determine the fault
location and reduce the range of troubleshooting, it is necessary to determine the location
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and level of the fault based on the optimal case and the vehicle structure tree. The locating
process contains threemain parts: direct matchingmethod, similarity computingmethod
and semantic reasoning method. The pseudo code of the locating process is summarized
in Fig. 5.

Fig. 5. The pseudo code of locating algorithm.

Among the algorithms for fault location, the direct matching method is the prede-
cessor of other methods. Direct matching finds the optimal case based on the user’s
fault description and uses the information of the faulty component to directly perform a
matching search in the vehicle structure tree. If thematching result is in the sub-assembly
layer, no further subdivision is allowed, it will return to the entire branch according to
the vehicle structure tree. If the matching result is located at the functional system level
or assembly level, it will need downward position based on the user description.

The similarity calculation method is to use trained semantic model, which is pro-
cess of fault auxiliary inference, for the optimal case, calculate the semantic similarity
between the faulty part information in the vehicle structure tree. For the results that meet
the similarity standard, the information of the branch where the part is located is directly
taken out and returned the entire branch to the service provider’s technicians.

The semantic inferential method is a supplement to the above two methods. In addi-
tion to relying on the fault component information in the case, it also refers to the user’s
fault description to make further semantic reasoning. The user’s description of the fault
contains a lot of useful information, such as fault location information, phenomenon
information, etc. The semantic reasoning method is to classify and extract the useful
information and combine the information of the faulty component to jointly judge the
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location of the fault. The extraction of location information also needs to have a word
filter of the fault description. When the fault location information is filtered out, the
intermediate location obtained by direct matching or similarity matching is used to infer
the lower level parts that meet the location information. A confidence coefficient is nec-
essary to measure the inference result’s reliability. If the confidence condition is not
met, the representative is not enough to support downward semantic reasoning. In this
case, keep the original judgment result and no longer reason down, and leave it to the
technician to determine the specific fault location.

4.4 Evaluation Standard for Fault Locating

In order to better serve customers and repair manufacturers, we have considered both the
positioning accuracy and the repair value of parts in the design of the locating evaluation
standard. The locating accuracy is to examine whether the algorithm can locate the
corresponding position and level in the fault tree. The repair value of parts is based on
the repair price of each part of the repair manufacturer and weights each part.

The first dimension is locating accuracy. The results of fault positioning can be
roughly divided into correct and wrong. The correct positioning results include three sit-
uations: Correct locating to the sub-assembly and sub-assembly layer; Correctly locating
to the assembly layer; Correctly locating to the functional system layer. The wrong posi-
tioning results include: Locating to other functional systems and their branches; Not
locating to the position in the structure tree. Sort these 5 situations according to the
accuracy of the positioning results and assign scores. The scores for correct positioning
are 100, 80, 60, and incorrect locating result is not scored.

The basis of the second dimension is the maintenance value. According to the man-
ufacturer’s repair price list, we corresponded to the nodes of the vehicle structure tree
and assigned the repair value weight. The repair value weight of each component is
affected by the repair price, and the calculation process of the weight has been clarified
before. The final comprehensive locating score is determined by the accuracy score and
the repair value weight. In the calculation of the final comprehensive score, the accu-
racy of locating is still prioritized, and the maintenance value is used as an auxiliary
reference factor. Therefore, in the calculation of the comprehensive score, the locating
accuracy accounts for 70% and themaintenance value accounts for 30%. The calculation
of comprehensive score is shown as formula 4.5.

P = 0.7 ∗ C + 0.3 ∗ (100R) (4.5)

In the calculation formula of the locating comprehensive score, P is the compre-
hensive score, C is the locating accuracy score, and R is the maintenance value weight
corresponding to the positioning accessories.

5 Experiments Verification

5.1 Aided Vehicle Fault Diagnosis Verification

To ensure the comprehensive and representativeness of the data gathered in the verifica-
tion process, we covered different kinds of faults as much as possible in the verification
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set, which contains 60 new fault cases. This comparison result by comparing the result
of aided diagnosis system with the real fault cause is shown in Table 1.

Table 1. Experiment results of fault diagnosis.

Experiment condition Correct Error Accuracy

Only default dictionary 46 14 76.7%

Loaded customized dictionary 52 8 86.7%

When the default dictionary was used alone for word segmentation, the accuracy
of the aided fault diagnosis system was 76.7% in this validation set. After loaded the
vehicle dictionary, the accuracy was improved by 10% to 86.7%.

The result verifies that the vehicle dictionary has a significant improvement for
vehicle fault diagnosis. And it helps the accuracy of the aided fault diagnosis system
reach a high level of availability, which proves the system has the potential of practical
application in the future.

5.2 Vehicle Fault Locating Verification

The work flow of our system is that after completing the aided vehicle fault diagnosis,
the system will use a fault locating algorithm to estimate the fault locating according to
the existing diagnosis results. The experimental result is shown in Table 2. The compre-
hensive score shown in the table, which calculation formula is defined in the Sect. 3.4,
is determined by the locating accuracy and maintenance value weight.

Table 2. Experiment results of fault locating.

Experiment
condition

Right locating result Wrong Accuracy Comprehensive score

Default dictionary
only

30 7 7 16 73.3% 67.73

Loaded customized
dictionary

32 8 9 11 81.7% 73.16

When the default dictionary was used alone, the accuracy of the fault location was
76.7% and the comprehensive score was 67.73 in this validation set. After loaded the
vehicle dictionary, the accuracy was improved by 8.4% to 81.7% and the comprehensive
score was 73.16.

The experimental result of fault locationverifies that the vehicle dictionary effectively
improves the accuracy of fault locating. The main reason of the location error is that
the information in the bottom “sub-assembly layer” of the structure tree we built in
Sect. 4 is less than that of the fault parts in the case information. When there is an
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error in the locating of the system, the maintainer need to confirm the actual location
of the fault manually according to the existing information. In addition to the locating
accuracy, the comprehensive score of locating results can also reflect the maintenance
value of the fault. In practical application, the system can increase the diagnosis priority
of more important faults. The result of the vehicle fault locating experiment shows that
the locating method can effectively help the maintainer reduce the examine range and
promote the efficiency and quality of the service provider’s vehicle maintenance.

6 Reconstruction of Vehicle Maintenance Service Value Chain

In vehicle maintenance market, the multi-value-chain collaboration mainly refers to the
interaction process of data and service among multiple value chains which can create
additional revenue and value [18–20]. In the traditional vehicle maintenance service
process, no matter whether there is mechanical fault or not and whether the fault is
serious enough, customers need to go to the store to describe the fault. However, the
process of fault confirmation consumes a lot of time ofmaintainer. The aided vehicle fault
diagnosis system in our paper can not only provide more effective information before
manual detection, but also help maintainers preliminarily confirm the fault type and
cause. And thenmaintainers can accurately detect the fault location through professional
instruments. Besides, the system provides an information platform which can make the
existing process of vehicle maintenance service more simple, and also establishes a new
collaborative relationship between service chain and parts chain in vehicle market.

Fig. 6. The ideal collaborative process.

The aided vehicle fault diagnosis system in our paper can help to reconstruct the value
chain of vehicle maintenance service. As shown in Fig. 6, an ideal collaborative process
is that when the aided fault diagnosis process is finished, the system will record the
information of the corresponding fault case and the fault parts, etc. After that, the system
will summarize the consumption of fault parts for a certain period of time and connect
to the inventory database of the service provider to view the real-time parts inventory.
When the demand for a certain type of accessories is on the rise, the system will go to
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check the inventory status in time and give an early warning on the possible shortage of
inventory. According to the real-time consumption of fault parts, the system can realize
automatic inventory management for service providers, so that it can timely apply for
purchase of accessories with large demand in the near future. From the perspective of the
vehicle-parts-supply-chain, the system can also help parts suppliers adjust production
demand timely by feeding back the consumption of parts, so as to reduce the waste
caused by the production of spare parts.

7 Conclusion

At present, there are still some drawbacks in this aided vehicle fault diagnosis system.
First of all, the amount of vehicle fault case in the database is still not enough, which
affects the final effect of the model. Secondly, the representation of semantic vectoriza-
tionmodel still needs to be studied. In the follow-upwork, wewill expand the scale of the
vehicle fault case database and optimize the structure and representation of the semantic
vector model so that the system can be really applied to the actual fault maintenance
business.
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Abstract. The complete transfer path pays attention to the synergy among med-
ical institutions, the result of treatment and the temporal sequence. However, the
patient’s visiting behavior usually spans many medical institutions. It is not only
difficult for inter-agency medical records, examination results and treatment pro-
cess to be transmitted comprehensively and efficiently, but also difficult to trace
the origin of the complete transfer path. This paper proposes a blockchain medical
asset model to support the analysis of transfer paths across medical institutions.
Firstly, this method establishes a sharing mechanism based on blockchain across
medical institutions, and proposes a mapping algorithm between visiting data and
blockchain assets. To solve the problem of lack of traceability and reduce the cost
of using medical assets, the blockchain is used to transfer the status and inspect
structure of diagnosis and treatment process among institutions. Then, aiming at
the problem of lack of referral for patient transfer paths, a blockchain based full-
chain transfer path analysis method is designed to find the optimal transfer paths
for local medical institutions and overcome the bottleneck of the lack of refer-
ral for medical institutions transfer paths. Experiments show that the blockchain
medical asset model proposed in this paper can cover the whole chain data of
transfer, and can meet the needs of cross-medical institutions tracing the complete
transfer path. The prediction algorithm used in this model has better performance
than other prediction algorithms in mining the optimal path.

Keywords: Blockchain · Medical assets · Transfer path · Integrity

1 Introduction

With the development of social medical service system, the imbalance of resources and
information in medical institutions is widespread. When medical institutions cannot
afford the patients’ condition, it is an unavoidable link under the current system to trans-
fer medical treatment. At present, there are two main sources for the choice of patient
transfer paths. On the one hand, doctors in medical institutions give advice to patients
according to their professional abilities and clinical experience. Under the weak trust
relationship between patients and doctors, blind belief in doctors makes the recommen-
dation limited and risky. On the other hand, patients refer to the transfer path of similar
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patients with the same disease. Taking heart disease patients as an example, patients can
refer to the provincial or national transfer medical institutions for heart disease patients,
and select the local optimal treatment transfer path according to their own background
(geographical location, family affordability). However, under the current medical back-
ground, it is difficult for patients’ medical records and transfer data to be shared and
interacted safely among different institutions, and there is a serious lack of transfer paths.
Both patients and doctors lack sufficient data to support their recommendation or selec-
tion of local optimal results, which is of poor reference and increases the risk of transfer.
Therefore, we need to collaborate and share among various medical institutions, inte-
grate patient data, improve the patient transfer paths, solve the problem of path missing,
to provide patients with complete spatial data support. So, data integration is the key to
solve the problem of path missing.

With the wide application of digital medical information system, there are many
research programs for medical data integration. In developed countries, such as the
United States, theNetherlands, theUnitedKingdom, large-scalemedical institution inte-
gration projects research have been carried out. For example, Integrating Health Care the
Enterprise (IHE) [1] is a common data integration framework constructed by American
IT departments, clinical practitioners and consultants to provide technical specifications
for medical data integration. In [2], a medical integration information model developed
by Stanford University is introduced to help integrate and manage heterogeneous clini-
cal data and transformed medical data. In [3], personalized biomedical data integration
method is proposed by using domain ontology integrated entity connection model. The
related research work in China started late. The existing research results, such as Zhou
et al. [4], put forward the TCM clinical reference information model for large-scale
structured electronic medical record data, constructed clinical data warehouse, realized
the task of large-scale clinical data integration and pretreatment. In addition, Zhejiang
University has also proposed a standardized, open and extensible platform for medical
data integration, which gives access right of information to real data demanders to ensure
the construction of medical big data.

We require data integration to describe facts safely, reliably, consistently and accu-
rately. However, there aremany problems in current research onmedical data integration,
such as high fragmentation of data information, low standardization, and disconnection
from clinical behavior. On the one hand, due to the dispersibility and privacy of patient’s
medical data, it is difficult to achieve collaborative services and universal sharing of
data across medical institutions, and different medical institutions have different cen-
sorship systems and designated standards. On the other hand, data tampering, malicious
access, human error and hardware failure are all threats to data security. However, the
birth of blockchain technology has changed the storage structure of the medical data
set. Through the de-centralization of blockchain, it ensures that the medical information
cannot be tampered with, and solves the problems of opaque medical or transfer records
and untrustworthy medical data sources in the actual process of diagnosis and treatment.
In addition, due to the traceability of blockchain, access control method can be used to
realize the safe sharing and integration of diagnostic and therapeutic data across medical
institutions in the chain.
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Therefore, we propose a blockchain medical asset model to support the analysis of
hospital transfer path, which maps the patient’s visiting data to the block-chain assets,
realizes the collaborative sharing of trans-medical institutions. Based on the blockchain
transfer path analysis method, we find the optimal transfer path and solve the problem
of path missing under the current medical background. The following is the elaboration
of each chapter: the second part of this paper introduces the related work; The third
part introduces the relevant definition and introduction of the model; The fourth part
introduces the cross-medical collaboration mechanism based on blockchain and its path
traceability; The fifth part introduces the transfer path analysis method based on the
whole chain data of the fourth part to recommend the optimal transfer path for patients;
The sixth part is the experiment and result analysis of the prediction algorithm in this
paper; The seventh part is the summary of the characteristics of the model and the
follow-up work.

2 Related Work

Blockchain research in the medical field has been receiving attention. The application
of blockchain in the medical field mainly includes integrated health care system, med-
ical decentralization, electronic healthcare record, traceability management of medical
device and hospital information integration platforms. The most current research is the
use of blockchain to store electronic medical records [5, 6]. Due to the traceability and
temper-proof of blockchains, the blockchain creates a secure environment for storing
and analyzing EHR. Currently, the problem faced by patients is that the inability to share
data sets between medical institutions leads to a waste of medical resources. Sharing
patient electronic medical data can promote more effective care.Storing medical data in
the blockchain not only provides a secure storage environment, but also enables patient
medical data sharingwell based on blockchain technology. For example, in reference [7],
in order to ensure the integrity of electronic health data and support fine-grained access
control, a medical data sharing architecture was proposed, it use the smart contract to
solve data access control problems. Based on this research, Zonyin Shae [8] proposed
a method for building clinical trials and precision medical applications on blockchain
platforms. Healthcare Data Gateway [9] was a successful data sharing architecture that
uses blockchain technology to make healthcare systems smarter. All of the above studies
have facilitated the effective sharing of medical data. However, in the face of complex
unstructuredmedical data, the large capacity and small granularity of medical diagnostic
data pose new challenges for blockchain storage. There is still room for improvement in
storage performance.

Encryption algorithms can be used in the blockchain to store and verify content
to ensure the security and privacy of medical data. Reference [10] proposed a digital
signature based on blockchain-based encryption algorithm, which provides a good help
for patient data access and privacy protection. Based on the intangible modification and
traceability of blockchains, we can use blockchains to implement traceable data sources.
Reference [11] established a drug traceability model based on Ethereum, but no specific
design details. Based on previous research, the Ref. [12] established a drug traceabil-
ity blockchain system to track the source and destination of drugs in the drug supply
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chain. There is also a combination of blockchain and medical internet of things (IoMT).
Reference [13] proposed a blockchain-based authorization framework to manage IoMT
devices and medical files by creating a distributed regulatory and health data privacy
solution chain. Kristen N. Griggs [14] proposed a healthcare blockchain system that
uses smart contracts to safely and automatically remotely monitor patients, bringing the
blockchain into the healthcare industry. The above two models can only establish trust
relationships for small-scale personnel and medical devices to achieve interaction and
fine-grained access, but the scalability of cross-region data distribution remains to be
explored.

In summary, the use of medical and blockchain is still in its infancy, and domestic
research in the medical field is still in the exploratory stage. Based on the above research,
we have innovatively proposed a blockchain medical asset model supporting analysis of
transfer path across medical institution.

3 BlockchainMedical AssetModel Supporting Analysis of Transfer
Path Across Medical Institutions

3.1 Related Definitions

Medical Patient (MDP). Medical patient is used to describe the applicant for the med-
ical services and the owner of medical diagnostic records in the medical treatment
process.

MDP = <MDP_ID, MDP_prk, MDP_pk> where MDP_ID is the unique identifi-
cation on the blockchain; <MDP_prk, MDP_pk> are the public key and private key
of MDP to identify MDP, indicating the ownership of records of records of diagnosis
and treatment by signing with the private key. On the blockchain, MDP accredits the
jurisdiction of operating medical records to the hospital through transactions which are
called accredit transactions and then the hospitals operate the medical records through
accredit transactions so as to read the medical records.

Medical Institution (MDI). Medical institutions are institutions that produce and pro-
cess information. Each medical institution possesses its own workflow engine to acquire
diagnostic records from blockchain, completing the specific diagnostic process and
upload the diagnoses to the blockchain in the form of transactions.

MDI = <MDI_ID, MDI_pk, MDI_prk>, where MDI is the unique identification
on the blockchain; <MDI_pk, MDI_prk> represents the public key and private key of
a hospital institution used to identify itself in a medical diagnosis.

Medical History (MDH). MDN is the original records of patients during the whole
process of medical diagnosis and treatment.

MDH = <MDH_ID, MDI_ID, MDH_Content, MDH_Status, LTxHash>, where
MDH_ID is the unique identification of medical records on the Blockchain;
MDH_Content represents the specific content of medical records; MDH_Status rep-
resents a change in status of a medical treatment, such as authorized, used, etc. Depart-
ments of the hospital trigger changes in diagnostic records status through transactions in
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which hospital institutions set the originator, receiver, medical records and correspond-
ing operation of the transaction. LTxHash indicates the latest transaction of the assets,
which can realize the quick retrieval of assets.

Transaction (Tx). Tx refers to the agreement between the two parties on the medical
assets. Blockchain is mainly made up of individual transactions which are the real data
stored on the Blockchain. The blocks are the records that when and in what order certain
transactions become part of the Blockchain. The medical assets trading model is:

Tx=<TxID, TxType, From, To,MDP_ID,MDH, PreHash,MDHStatus, Operation,
Input, Output> where TxID is the unique identification of a transaction, that is, the
address of a transaction; From indicates the supply-side of medical assets, that is, the
address of the originator of medical assets; To indicates the demand-side, that is, the
address of the receiver medical assets; MDH refers to the medical records of diagnosis
and treatment of patients; MDHStatus: represents the status change of medical before
and after transaction Tx. Operation represents the operations on assets; PreHash records
the account address of the latest transaction of the medical assets; Input, output indicates
the incidence relation between assets.

Where input = <ObjectID, MDHLatestTxID> which indicates the other assets
that the asset MDH needs to associate with. ObjectID indicates the ID of the asset being
associated.MDHLatestTxID indicates the latest transaction address of associated assets.

Output = <ObjectID, MDH_ID, Operation, MDHStatus>, indicates the operation
of the transaction on assets. MDHStatus refers to current status of associated assets. The
medical records MDH of patients in different medical institutions is correlated to realize
the sharing across medical institutions.

3.2 Model Introduction

For more secure and complete preservation of this data, a growing number of patients
are willing to store it on the blockchain, considering the decentration and traceable char-
acteristics. Storing the medical records on the Blockchain realizes information sharing
among organizations, promoting the efficiency of medical treatment and avoid extra
consumption and other waste of medical.

Resources caused by repeated inspection across medical institutions. In this model,
during the diagnosis and treatment of patients across institutions, patients or hospitals
store the records of each hospital transfer on the blockchain, realizing the preservation
and traceability of medical records.

This model firstly realizes cross-medical institution collaboration sharing based on
blockchain, mappingmedical records to blockchain assets, creating blockchain accounts
for each medical asset. The incidence relation between medical assets realizes the infor-
mation sharing across medical institutions, which not only provides the patients with
complete transfer path, but also reduces the use of medical resources and enhances the
efficiency of diagnosis and treatment. According to the complete transfer path of patients
with the same disease provided by blockchain, a transfer route analysis method is pro-
posed. It effectively integrates the blockchain data with the third-party data, completing
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the transfer path data set, recommending the optimal transfer path to patients based on
the prediction algorithm and solves the bottleneck of the lack of reference of transfer.

As shown in Fig. 1, the blockchain provides a new data sharing and storage mech-
anism. This model transfers patients’ medical records MDH into digital assets. On the
blockchain, patients MDP and medical institutions MDI are principal accounts and each
principal account is able to possess multiple asset addresses. Each medical institution
is required to deploy blockchain nodes so as to jointly form a blockchain network.
The blockchain node of each institution keeps a complete distributed ledger, that is, all
medical records and their use records. Patients or medical institutions operate medical
records in the form of transactions. The consensus algorithm is used to verify whether
the transaction is correct and to ensure that the medical institutions have consistent data.

Medical institutions are responsible for diagnosing and treating patients and gen-
erating their medical records, which are then uploaded to the blockchain for storage
after being validated by the consensus algorithm encapsulated in the smart contract. For
each patient, the system authorization center will generate the key pair of the patient at
random automatically and all medical records about the patient will be encrypted by the
public key of the patient, digitally signed by the hospital and then broadcasted to the
blockchain so as to protect patients’ privacy. Access and control of patients’ medical
records is realized through blockchain technology. Patients can delegate data to medical
institutions and revoke access at any time. After a patient initiates an authorized transac-
tion with a medical institution, the institution obtains the patient’s private key, acquiring
the patient’smedical treatment data in allmedical institutions. At the same time, all trans-
action records will be stored on the blockchain, making the medical treatment process
more transparent and more convenient for users or the country to supervise.

Fig. 1. Blockchain medical asset model supporting.
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4 Sharing Mechanism Based on Blockchain Across Medical
Institutions

4.1 Model Design

Model Principle. The application of blockchain technology in digital assets can reduce
the value of digital assets and the cost of trust building, and also guarantee the safety
of digital assets. Therefore, this paper converts the medical records of patients into
digital assets and traces the complete transfer records of patients, which in essence is
to explore the correlation relationship between assets. Existing bitcoin and Ethereum
[17, 18] have their own transaction models. Bitcoin adopts UTXO (Unspent Transaction
Output) transaction mode, in which each user can have multiple UTXO transaction
addresses. Since it is difficult to link the users’ UTXO transactions, it is not convenient
to conduct digital asset management. Nowadays, the forms of data assets are diverse,
and not all of them are presented in the form of coins, obviously UTXO transaction
mode is not applicable. Ethereum uses the Account model. Although this model can
refer to the data associated with the account, it mainly provides a quick retrieval of the
account balance and a consistency check of the final transaction. With the diversification
of medical assets and the diversity of medical asset states, transactions are not limited
to the final consistency of balance. Medical asset transactions with diverse contents and
forms have higher requirements on blockchain accounts from consistency of state to
consistency of state, content and timing. In addition, we need to traverse the block and
parse the transaction data in order to trace the patient’s complete transfer information.
Therefore, problems such as low efficiency and high index space overhead will occur.
To meet the complex requirements of data storage, query and privacy protection in the
medical field, this paper extends the existing model and proposes a new blockchain
medical asset transaction model. As shown in Fig. 2.

This model builds the asset account status tree based on the Merkle Patricia Tree
[19], which stores the last transaction LT-hash of the asset account. The path of the
asset account status index tree from the root directory to the leaf node represents the
encoded address of the medical asset. This address uniquely identifies the medical asset
and inserts the asset account’s previous transaction index Pre-hash into the block trans-
action data. A complete historical transaction record of the asset account is obtained in
chronological order through the Pre-hash link, forming an asset transaction chain with
the asset account as the clue, which is used to directly lock the transaction content infor-
mation, status information, transaction history and other information related to the asset.
In the transaction model, the Input and Output fields realize the correlation relationship
between assets. In the Input, the asset ID required by the current asset is saved; in the
Output, the asset ID of the current asset is saved. The synchronous transfer of medi-
cal records among institutions is realized through the association relationship between
assets to realize the essence of sharing across medical institutions.

As shown in Fig. 3, TX01, TX02 are two consecutive transactions of digital asset
MDH01 associated with the transaction chain of MDH01, which is provided to the
patient in the medical procedure record of the medical facility. MDH01 is associated
with MDH02 through the Input attribute in the transaction model, even for medical
records belonging to two medical institutions. Medical institutions with MDH02 digital
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Fig. 2. Medical assets transaction structure.

Fig. 3. Asset correlation diagram.

assets can operate digital asset MDH01. This reduces the cost of using medical assets,
thereby enabling a sharing model across medical institutions.

4.2 Time Sequence Diagram of Transfer Relations

The traceability of a complete time sequence diagram of transfer relations is basically
obtained by acquiring the relationship between digital assets. The time sequence diagram
of transfer is defined as G = (V, L, T, O), where V represents a set of digital assets, L
represents a set of edges in the graph, O represents a set of operational types in the
system, and T represents a set of time information. Time sequence diagram of transfer
relations is essentially a directed network, it records the associated assets, the types of
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asset relationships,asset operations and associated time. Therefore,we can get a complete
digital asset relationship in space.

The algorithm is shown as follows: The input to the algorithm is the digital asset
address, or DA. The output of the algorithm is the directed edge set of the DA.

The specific steps for generating the time sequence diagram of transfer relations are
as follows:
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Step 1: Initialize the directed edge set R’ to null and then extract the transaction Tx from
the transaction chain.
Step 2: Parse out the specific content of Tx, OID represents the digital asset address
of transaction Tx, Op represents the type of operation performed by the asset, and t
represents transaction time. The location of the DA has the following three conditions:
If the DA appears in the input of the transaction, go to step 3. If the DA appears in the
output of the transaction, go to step 4. If the DA is a transaction OID, go to step 5.
Step 3: If the DA appears in the input of the transaction, it indicates that the asset DA is
associated with the asset OID, and then constructs the corresponding relationship edge
(DA, OID, Op, t).
Step 4: If the DA appears in the OID input, it means that the asset OID is associated
with the asset DA and then constructs the corresponding relationship edge (DA, OID,
Op, t).
Step 5: If the DA is a transaction OID, construct a corresponding relationship edge (DA,
a, Op, t) for each asset a in the output.
Step 6: Add the relationship edge constructed in steps 3, 4, 5 to the set R’, and obtain
the next transaction from the transaction chain, and perform step 2.
Step 7: After traversing the transaction in the transaction chain, R’ already contains the
relationship edge set of all Das.
Step 8: Based on the time series, you can record asset relationships, asset status, and
asset operations. According to the directed edge set R’, the complete asset relationship
timing diagram in the asset life cycle can be restored, that is, time sequence diagram of
transfer relations (Fig. 5).

Fig. 4. Time sequence diagram of transfer
relation.

Fig. 5. Data analysis method.

Figure 4 depicts the complete transfer log of the patient. Each link represents a
transaction. The time on the connection line indicates when the transaction occurred
and records the type of operation between the two assets. Depending on the relationship
between the assets, the patient can be provided with a spatially complete transfer record
of the hospital.

5 Analysis of Transfer Routes Across Medical Institution

To provide the best transfer path for patients, we propose a transfer route analysis method
based on sharingmechanism based on blockchain acrossmedical institutions. This paper
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innovates on the data set to break the phenomenon of dispersion and path missing of tra-
ditional centralized data, the complete hospital transfer path provided on the blockchain
is integrated with the third-party data to form a complete hospital transfer data set, based
on the LSTM [20] (Long Term Memory) prediction algorithm to train the data set and
then more accurate and reliable recommendation programs can be provided for patients
according to their medical treatment results in current medical institutions.

5.1 Data Analysis Method

In order to predict the optimal transfer path, accurate and complete data sets are the basis
of improving the reliability of the prediction model. At present, most available medical
data exist in hospitals or third-party data centers (such as commercial insurance compa-
nies or data companies). The dispersion of data leads to bottlenecks in the information
integration of hospital transfer path, which affects the accuracy of prediction algorithm
to some extent. Therefore, this paper innovatively integrates third-party data with infor-
mation on the chain based on sharing mechanism based on blockchain across medical
institutions provided which solved the phenomenon of missing path of traditional data
integration and improved the efficiency of integration.

Patients can store each discharge records or operation by medical institutions on
the blockchain, a complete time sequence diagram of transfer relations can be obtained
based on sharing mechanism based on blockchain across medical institutions. As shown
in the figure, each line between the two associated medical assets records the transaction
of the assets. Tx03 is the transaction of the medical asset MDP02 and the medical asset
MDP3, which is the transaction of the transfer. According to the data structure of the
transaction, from records the blockchain account address of the originator of the transfer,
and to records the blockchain account address of the recipient of the transfer, both has
a unique identification on the blockchain. The identity is mapped to the unique ID of
the medical institution through the identity mapping table mapping relationship. In each
transaction, MDP_ID records the id on the blockchain of the patient, which is the main
account address of the blockchain. Therefore, MDP_ID can have a unique and complete
sequence diagram of transfer relationships.

The principal account of the blockchain and the entity account ID (ID number) are
correspondingly mapped by the mapping table, and the medical data of the medical
institution of the patient can be found through the entity account ID and the medical
institution ID, or through the entity account ID to get the patient transfer path on the
blockchain. Thismapping table is stored on the blockchain by the Smart Contract and the
unique blockchain address can be obtained by logging in the medical institution system
according to the entity ID, and this mapping table can be viewed by authorization of
the medical institution. According to the complete transfer path provided by blockchain,
the third-party company integrates the complete path provided by blockchain with the
local data of medical institutions, so as to form a local data set with accurate path and
complete data.

In addition to providing the address of the medical institution transferred to the
hospital, the blockchain can also provide the time for medical treatment in this medical
institution. Each transaction of the blockchain will record a timestamp(temp), the time
of hospitalization of the medical institution can be estimated according to the timestamp
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difference of each transaction in the time sequence diagram of the transfer route, (for
example, the time of hospitalization in MDP02 is temp2-temp1). This time is only for
reference. Because the discharge records are in the form of transaction on the chain and
it takes a certain amount of time to package the transaction to generate blocks, and there
may be a certain time interval between the patient’s information and discharge time
(the patient did not immediately put the discharge records on the chain, he did it when
returned to the hospital with the doctor’s order). Therefore, the length of hospital stays
provided on the blockchain is only for reference, it can be taken as a feature if and only
if the third party provides incomplete (lost length of hospital stays) data.

5.2 Transfer Path Prediction

Structure and Frame. Local information: Local information is the discharge forms
information provided by the hospital, including: type of disease, medication, length
of hospital stays, amount spent, this information provided by the hospital when the
patient is discharged from the medical institution. Throughout the medical treat-
ment process, the patient’s medical records in different hospitals can be expressed as
{xloacl1 , xloacl2 , · · · xloaclt , · · · }. Here, we count the patient’s history in the local hospi-
tal and compress it into a vector xlocolt , xlocolt represents the statistical summary of the
patient’s historical medical records provided by the patient’s hospital at time t.

Blockchain information: Blockchain can provide a complete hospital transfer path
for patients, which represents a medical institution that spans the patient’s diagnosis
and treatment process, in addition to this, the blockchain can also roughly calculate
the patient’s hospital stay. We use xchaint to represent the information provided by the
blockchain at time t. {xchain1 , xchain2 , · · · xchaint , · · · } indicates the information that the
blockchain system can provide at different times.

Transfer information: The transfer information records the patient’s transfer to the
medical institution at time t, we use the one-hot vector yt to represent this information.
When yj,t = 1, it means that the patient transfers the hospital j at time t.

We use the f (·, ·, ·) function to predict the medical institution that the patient is about
to transfer to, and then predict the optimal transfer path based on the current diagnostic
record of the patient: yt = f (xlocal, xchain, ht−1). Where ht−1 represents the historical
information left at the previousmoment, that is, the external state of the previousmoment,
which is what we call short-term memory in the LSTM.

Prediction Model. RNN [21] (Recurrent Neural Network, RNN) is a kind of neural
network with short-term memory ability. In RNN, neurons can not only receive infor-
mation from other neurons, but also accept their own information to form a network
structure with loops. When the input sequence is relatively long, there will be gradi-
ent explosion and disappearance problem, which is well solved by LSTM. Therefore,
this paper predicts the transfer path based on LSTM algorithm. We use time series
{xloacl1 , xloacl2 , · · · xloaclt , · · · } and {xchain1 , xchain2 , · · · xchaint , · · · } as input. At time t, by
input the information xchaint obtained through the blockchain, the information xloaclt pro-
vided by the local hospital and the hidden state ht−1 update the state ht , the calculation
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formula of each internal gate is shown below:

ft = σ
(
Wf

[
xlocolt , xchaint , ht−1

] + bf
)

it = σ
(
Wi

[
xlocolt , xchaint , ht−1

] + bi
)

ot = σ
(
Wo

[
xlocolt , xchaint , ht−1

] + bo
)

C̃t = tanh(Wc
[
xlocolt , xchaint , ht−1

] + bc)
Ct = ft ∗Ct−1 + it ∗ C̃t

ht = ot ∗ tanh(Ct)

The calculation process is as follows:
Firstly, by using external state ht−1 at the previous moment and the current input

xloaclt , xchaint to calculate three gate: input gate it , output gate ot , forgetting gate f t and
candidate state c̃t; then update the memory unit ct by combining the forgetting gate f t
and the input gate it ; Finally Combined with the output gate ot , the information of the
internal state is transmitted to the external state ht .

The structure of LSTM is shown in the Fig. 6, which shows the cyclic unit structure
of the network. Its prediction is to add the new predicted value into the input, and then
forget some information in some samples in turn to form a new sample for the next
prediction, that is, to realize the prediction through continuous iteration. According to
the basic information of patients in the current medical institutions, the model can be
used to predict the optimal medical institutions and solve the problem of the lack of
reference of the inter-institutional transfer route.

Fig. 6. Timing diagram of transfer relationship.

6 Experiment

6.1 Experimental Data Sources and Analysis

First, we trace the patient’s complete transfer path based on the patient’s records order
on the blockchain. Then look for local data sets based on the unique identifiers of
the patient and the medical institution on the blockchain and integrate based on the
complete transfer path on the blockchain to form a complete and accurate data set. A
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total of 260 transfer path information for patients with heart diseasewere collected in this
experiment, the data is divided into two parts: the training set and the test set in a ratio of
5:1. The data needs to be normalized before the neural network, in order to avoid the unit
selection dependence of the data, and is more conducive to model training. Commonly
used normalization processes have min-max normalization and z-score normalization.
Because of z-score normalization is less affected by noise in the sample, so this article
uses z-score standardization, also called standard scores, this is the process of dividing
the difference between a number and an average by the standard deviation (Table 1).

Table 1. Optimal learning rate for training different neurons.

100 cells 200 cells 300 cells 400 cells

0.01 13.34% 24.6% 25.1% 21.1%

0.001 15.23% 44.8% 50.01% 49.61%

0.0001 11.72% 15.62% 48.37% 50.21%

6.2 Experimental Performance Evaluation and Comparison of Results

To test the prediction results, this paper introduces the macro F1 for evaluation, which
is the average value of each category F1. Each of F1 is calculated as

F1 = 2 × P × R

P + R

where P is the precision of each category and R is the recall rate for each category.
Themacro F1 can be sensitive to reaction data and the prediction can be better evaluated.

Macro_F = 1

n

n∑

i=1

Fi

In addition, we hope to reduce the difference between the prediction and the actual
data, which is measured by the loss function and called cost, the loss function selected
in this paper is cross entropy, which can be regarded as the difficulty of probability
distribution p(x) through probability distribution q(x). The cross entropy characterizes
the distance between two probability distributions, that is, the smaller the cross entropy,
the closer the two probability distributions are. The expression is as follows:

H (p, q) =
n∑

i=1

p(xi) log
1

q(xi)

The selection of learning rate η has an important impact on the performance of
the model and is also the most difficult parameter to debug. In order to achieve better
performance of the model, this paper will experiment the changes of F1 of different
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neurons at different learning rate, and then select a learning rate that is most suitable for
neuron training. The table shows the changes of different neurons (Cells = 100, 200,
300) in training LSTM model F1 at different learning rates (= 0.01, 0.01, 0.001). It can
be seen that: the F1 has the best effect when Cells = 100, 200, 300 = 0.001 and when
Cells = 400, the selected learning rate = 0.0001 s can achieve the best effect of the
model. The table can be used to obtain the optimal learning rate for training different
neurons.

Figure 7 and 8 respectively describe the changes of F1 and Cost in different neuron
Cells, it can be seen from the figure that when Cells = 300 and Cells = 400, the average
F1 value can reach 0.45. However, when Cells = 300, the cost value is slightly less than
Cells = 400, so this paper will select Cells = 300 to train LSTM.

Fig. 7. F1 in different cells of LSTM. Fig. 8. Cost in different cells of LSTM.

Common medical recommend neural network models include RNN model, LSTM
model and GRU model. The RNN model can capture the time dependence between
features and deal with some time-related problems. On the medical side, you can learn
to process some longitudinal time data, such as patient arrival time and follow-up time
[22]. But if the interval between visits is large, this can lead to “long-term dependence”,
the LSTM model solves this problem well and LSTM is a variant of the RNN model,
which can obtain information dependence for a long time. There are many applications
for predicting the probability of illness in health informatics [23, 24]. The GRU is also
a kind of circulating neural network, which is more concise than LSTM model. The
experimental effect is similar to LSTM, but the parameters are 1/3 less. In comparison,
LSTM hasmore parameters, which is more suitable for large-scale samples and can train
better models. In this paper, LSTM is compared with RNN and GRU models under the
same network parameters, as shown in Figs. 9 and 10, the loss values of LSTM, GRU
and RNN are all stable in a certain range, and the loss of LSTM is slightly less than that
of RNN. However, the average F1 value of LSTM is stable at 0.45, the average value of
F1 for GRU is 0.16, while the performance of RNN is only 0.07. This shows that LSTM
has higher performance than other models.

7 Conclusion

We propose a blockchain medical asset model supporting analysis of transfer path across
medical institutions, including sharing mechanism based on blockchain across medical
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Fig. 9. F1 in different models’ best
performance.

Fig. 10. Cost in different models’ best
performance.

institutions and analysis method of transfer path across medical institutions, experiment
shows:the mapping between medical treatment data and blockchain digital assets can
cover all the data of medical treatment to provide patients with a complete cross-medical
treatment path and realize cross-medical data sharing, improve the efficiency of med-
ical treatment. Through the association relationship of medical assets of blockchain, a
spatially complete transfer timing path diagram can be obtained through the traceability
algorithm. To solve the lack of reference of the transition path, this paper innovates the
data integration, integrates the data of the third-party data center according to the time
sequence diagram of transfer relations by the blockchain, solves the problems of tradi-
tional data dispersion and path loss, and further improves the accuracy of the prediction
model. The LSTM prediction algorithm used in this paper has higher performance than
RNN and GRU in the same network environment.

This model solves the problem of lack of reference to the transfer path between med-
ical institutions to find the optimal transfer path for local medical institutions, overcomes
the bottleneck of the implementation of the transfer path of medical institutions. Based
on the current work, we can continue to study the lack of clinical pathways, improve the
path of clinical pathways, and further extend the blockchain technology to the medical
field, and contribute to the medical industry with the greatest benefit.
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Abstract. With the development of industrial Internet technology,more andmore
devices are brought into the industrial big data platform. To improve the efficiency
of devicemaintenance, the industrial big data platform needs tomonitor the abnor-
mal data of the device. However, most of the current anomaly detection algorithms
are offline and they can’t be updated in real-time. To solve this problem, this paper
proposes an anomaly detection model for the industrial stream. The model real-
izes anomaly detection by cooperatively calling 3 σ and DBSCAN algorithm. The
model has the advantages of low cost, fast speed, and easy to use. On this basis, this
paper presents a real-time update strategy for this model, which further improves
the accuracy of the model. The experimental results of water pump equipment
monitoring data show the effectiveness of this method.

Keywords: Industrial big data · Streaming data · Anomaly detection ·
Collaborative verification

1 Introduction

Alongwith the global digital economy development and the implementation of industrial
strategies, the manufacturing industry is moving towards a new situation of rapid devel-
opment with a series of new technologies such as cloud computing, big data, and the
Internet of Things. In an industrial Internet platform, integrates equipment, production
lines, factories, suppliers, products, and customers are connects. So, the Industrial Inter-
net platform can efficiently share various element resources in the industrial economy.
Thereby, an Industrial Internet platform can reduce costs through automation and intelli-
gence. Also, it is helpful to extend the industrial chain and to promote the transformation
of the manufacturing industry.

In an industrial Internet platform, the automation equipment and programs generated
data in chronological order. So, stream data is formed naturally. Besides, industrial big
data also has the characteristics of a high degree of structure and high correlation among
various parameters. They are suitable for analysis [1]. Because of industrial noise, sensor
failure, poor I/O interface contact, malicious network fake data injection attacks, and
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other factors, there are some abnormal datawhen collecting data. So, the control system is
difficult to achieve stable operation in a closed-loop environment [2]. For this, we should
detect the abnormal stream data in real-time and recovery them with high precision [3].

In the industrial big data analysis platform, the industrial stream data are character-
ized by a large amount, fast frequency, low attention paid by factories, and imperfect
edge calculation. So, it is very important to detect outliers [4]. In recent years, a large
number of anomaly detection algorithms have been proposed. However, most of the
current anomaly detection algorithms are offline. These anomaly detection algorithms
trained models offline and then deployed the models for anomaly detection. When the
model needs to be updated, these anomaly detection algorithms will retrain and redeploy
a new model offline according to the collected data. With this strategy, the old model
cannot be updated in real-time and the model may not adapt to the new data, which
affects the accuracy. At the same time, the cost of retraining the model based on a large
amount of data is very high.

To solve this problem, an anomaly detection model for industrial stream data is
proposed in this paper. This model monitors the anomaly of industrial stream data by
using the 3σ algorithm and DBSCAN algorithm [5] in a cooperatively way. This model
can avoid the impact of outliers on data analysis and ensure the rationality of data. On
this basis, aiming at solving the problems of slow updating iteration and a high error
rate of old model monitoring new data, a real-time updating strategy is put forward. This
strategy can update the anomaly detection model in real-time. The accuracy of anomaly
monitoring can be improved through this strategy.

The rest of this paper is structured as follows: In Sect. 2, we briefly introduce the
related works on anomaly detection. Our anomaly detection model is given in Sect. 3,
and the real-time update strategy of the model is shown in Sect. 4. Section 5 presents the
results from experiments to show the effectiveness of the anomaly detection model and
real-time update strategy. Finally, we draw our conclusions from this study in Sect. 6.

2 Related Work

In recent years, researchers have extensively studied the problem of anomaly detection
[6]. The goal of anomaly detection is to find unusual values or patterns that do not satisfy
the normal, constraints, rules, or given models [7, 8]. The characteristics of abnormal
mode are described in detail in Ref. [7]. The difficulties of anomaly detection tasks are
also described in [7]. Anomaly detection methods can be divided into categories based
on classification, clustering, statistics, and information theory. The principles and time
complexities of these categories are summarized in [7].

In the industrial Internet platform, anomaly detection is mainly used in industrial
damage detection, equipment anomaly detection, sensor fault detection, etc. For exam-
ple, Yintao et al. performed a machine learning algorithm for water pump data to predict
whether the water pump would fail within a specified time. Industrial data analysis has a
strong mechanism, which needs some techniques of feature engineering, such as inter-
polation, handling outliers, boxing, log conversion, one hot coding, grouping operation,
feature segmentation, scaling, extraction date, correlation analysis, and so on [10].

With the attention to the temporal and timeliness of data, researchers have carried
out anomaly detection on temporal data. In [11], Gupta et al. introduced the anomaly
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detection problems, research methods, and applications of all kinds of temporal data,
such as time-series data, stream data, spatiotemporal data, and temporal network data.
In the researches of time series anomaly detection, abnormal detection objects can be
divided into three types: point anomaly, subsequence anomaly, and pattern anomaly. For
abnormal detection methods, there are mainly four types of methods: statistical model-
based methods [12] (such as Arima, GARCH, etc.), clustering-based methods [13, 14]
(such as k-means, EM, SVM model, etc.), similarity measurement-based methods [15],
constraint rules-based methods [16].

In [17], Hadley Wickham put forward the requirements for clean data, namely: 1)
each feature forms a column; 2) each observation forms a row, and 3) each type of
observational unit forms a table. The clean data can improve the performance of the
data analysis model. It can significantly improve the accuracy of anomaly detection by
using the structured nature and correlation nature of industrial stream data. For example,
Ji et al. detected outliers based on relative outlier distance (ROD) in [18], and they
identified abnormal points and change points based on the correlation among time series.
By mining the correlation knowledge of high-dimensional time series data, it not only
saves the calculation cost but also realizes the accurate identification of abnormal data
of complex patterns [19].

At present, in most of the industrial big data analysis platforms, anomaly detection
algorithm uses off-line training model for data filtering, which lacks the steps of auto-
matic updating model. These methods also do not implement offline training to update
and re-deploy anomaly detection models. For example, the Spark batch data calculation
tool, which is widely used in many industrial big data analysis platforms, integrates a
machine learning tool Spark ML. This tool helps the platform save and load the excep-
tion monitoring model. It realizes the process of offline training and online detecting.
However, this method has the following disadvantages: 1) it is slow to update and has
a high error rate to detect new data using the old model; 2) each deployment process is
cumbersome and easy to make mistakes, and 3) the cost of retraining every iteration is
too high and it is not suitable for real-time streaming computing.

Using the real-time algorithmswhich can update the anomaly detectionmodel online,
can improvemodel accuracy. And thesemethods can be long-term used after a successful
deployment. So FTRL (follow the regularized leader) algorithm [20] is favored by many
industries. For each training sample, FTRL first calculated the category and loss of
the sample. And then, FTRL uses the loss generated by the sample to calculate the
gradient. Finally, FTRL updates the anomaly detection model backpropagation once.
For example, the Flink stream data processing tool, which integrated A link algorithm
tool, is an algorithm that can update the anomaly detection model online. This tool has
good real-time performance. FTRL algorithmworks well for the model based on logistic
regression. But this algorithm is difficult to understand, and this algorithm requires
logistic regression model. Moreover, it is more complicated to introduce the norm as a
supplementary loss function, which increases the calculation cost.

3 Anomaly Detection Model for Industrial Stream Data

Based on the idea based on FTRL algorithm, an anomaly detection model, that uses the
3σ algorithm and DBSCAN algorithm in a cooperatively way, for industrial stream data
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is proposed in this paper. The proposed model has the characteristics of low cost, fast
speed, and easy to use, and it supports dynamic updating.

Theworkflow of the proposed anomaly detectionmodel is shown in Fig. 1. As shown
in Fig. 1, this anomaly detection model firstly uses the 3σ algorithm and DBSCAN
algorithm to detect the anomaly of industrial stream data, respectively. After that, this
anomaly detection model collaborative verifies the suspicious data found by the 3σ
algorithm or DBSCAN algorithm based on mechanism. Finally, this anomaly detection
model outputs the abnormal data.

Industrial Stream Data

Anomaly Detec on 
by 3 Algorithm

Anomaly Detec on 
by DBSCAN Algorithm

Suspicious Data

Collabora ve Verifica on 
Based on Mechanism 

Suspicious Data

Abnormal Data

Fig. 1. The workflow of the proposed anomaly detection model.

Next, we will introduce the 3σ algorithm, DBSCAN algorithm, and collaborative
verification in the following three subsections, respectively.

3.1 3σ Algorithm

3σ algorithm is a simple algorithm that is easy to understand and use. This algorithm is
based on one statistical distribution theory. This statistical distribution theory is shown
in Fig. 2. Suppose the data is approximately normal distribution, about 68% of the data
will be within a standard deviation of the mean in statistics. About 95% of the data will
be in the range of two standard deviations and about 99.7% of the data will be in the
range of three standard deviations.
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Fig. 2. Normal distribution and the range of 3σ.

In the 3σ algorithm, the standard deviation of data can be calculated as Eq. (1). In
Eq. (1), Xi is the value of data, N is the number of data items, and X is the mean value
of one data item. X can be calculated as Eq. (2).

S =
√

1

N − 1

∑N

i=1

(
Xi − X

)2
(1)

X = 1

N

∑N

i=1
Xi (2)

Therefore, according to the data distribution, it can be determined that several times
of standard deviation is required as the threshold value, to monitor the abnormal value.

3σ algorithm determined the times of standard deviation according to the data dis-
tribution. And the 3σ algorithm uses it as the threshold value to detect abnormal data.
This rule can be formally described by Eq. (3).

Xi ∈ Outliers if Xi − X < n · S or Xi + X > n · S, n = 1, 2, 3 (3)

3.2 DBSCAN Algorithm

DBSCAN algorithm is a density-based clustering algorithm, which is widely used in
anomaly detection. The model itself is a marked cluster of data objects. The process of
DBSCAN algorithm steps are shown as follows:

– Step 1: Input D (the dataset), ε (the parameter of neighborhood radius), and MinPts
(the density value of neighborhood)

– Step 2: Mark all data points in D as unvisited
– Step 3: Repeat the following steps, until all data point has been visited.

• Step 3.1: Randomly select an unvisited point P and mark it as visited.
• Step 3.2: Calculate the distance from point P to other points.
• Step 3.3: If there are at least MinPts points in the neighborhood of P and P do not
belong to any clusters, a new cluster is created and P is added to the new cluster.
Otherwise, P is marked as noise.
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• Step 3.4: Repeat each point in the neighborhood as point P, and repeat Step 3.2 and
Step 3.3 until there are no points marked as unvisited in the neighborhood of all the
marked visible points.

3.3 Collaborative Verification

In anomaly detection, there are usually somemisjudgments.As shown in Fig. 3, Point 3 is
a change point. However, some anomaly detection algorithms misjudged it as abnormal
points.

Fig. 3. Abnormal points and change points [18].

In our anomaly detectionmodel, the 3σ algorithm assumes that the group of detection
data contains a random error, and then determine abnormal data according to probability.
DBSCAN algorithm divides the region into clusters according to the density of data. It
finds clusters of arbitrary shape in the spatial database of noise, thus isolating abnormal
data. However, both methods may be misjudged to abnormal data in principle.

Our anomaly detection model collaborative validates the results of the two methods.
Only the outliers judged by two algorithms are the real abnormal data. Thus, we can
distinguish outliers which may be “false”.

4 Real-Time Update Strategy

The standard deviation and mean value of the whole model need to be recalculated
whenever the 3σ algorithm is updated offline. It needs a lot of calculation when updating.
Similarly, the DBSCAN algorithm has many iterations and a large amount of computa-
tion. For this, we introduce a real-time update strategy for the anomaly detection model
as shown in Fig. 4.

Next, we will describe how to update the 3σ algorithm and DBSCAN algorithm,
respectively.
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Anomaly Detection 
By 3 Algorithm

Abnormal 
Data

Update Standard Deviation 
and Mean Value in Model

Industrial Stream Data

Abnormal 
Data

Collaborative 
Verification 

Handle Abnormal Data

Anomaly Detection 
By DBSCAN Algorithm

Abnormal 
Data

Update Cluster in Model

Yes Yes

Yes

No No

No No

Fig. 4. Real-time update strategy.

4.1 Real-Time Update Strategy of 3σ Algorithm

In the streaming data processing platform, the real-time update strategy for the 3σ
algorithm is described as following:

Firstly, a certain amount of data is collected for initialization training. The mean
value and standard deviation of the data are calculated and saved. Whenever industrial
data is generated, 3σ algorithm uses the standard deviation, mean value, and coefficient,
which are calculated previously, to determine whether the new data is abnormal.

If the newdata is abnormal, the datawill pass to the collaborative verification process.
Otherwise, the mean value and standard deviation are recalculated as Eq. (4) and Eq. (5),
respectively. And the new standard deviation and mean value are used in 3σ Algorithm.

X new = X · N + XI

N + 1
(4)

Snew =
√
S2 · (N − 1) + (

Xi − X new
)2

N + 1 − 1
(5)

Firstly, a certain amount of data is collected for initialization training. The mean
value and standard deviation of the data are calculated and saved.

As shown in Fig. 2 in Sect. 3.1, if there is more data on both sides, the curve in
3σ algorithm will change in real-time according to the above real-time update strategy.
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The curve will become flat. So, the new value that is close to the edge of n · S is no
longer marked as an abnormal value. In this way, the accuracy of anomaly detection is
improved.

4.2 Real-Time Update Strategy of DBSCAN Algorithm

In the streaming data processing platform, the real-time update strategy for theDBSCAN
algorithm is described as following:

Firstly, a part of the data is collected in real-time as the training set. Then the model
initialization is carried out on the training set.Whenever new industrial data is generated,
the DBSCAN algorithm is used to determine whether the new data is abnormal.

If the new data is normal, the DBSCAN algorithm will look for outliers in the
neighborhood of the new data. If there are outliers, the outliers will be marked as normal
and belong to the normal cluster. Then the neighborhood of the new normal data is
checked by iteration.

In this way, some abnormal values are corrected to normal values, which improves
the accuracy of the DBSCAN Algorithm in real-time.

5 Experiments on Monitoring Data of Water Pump

5.1 Experimental Data

The data in the experiment come from the real sensor data of some water pumps. In this
paper, we use voltage to judge the state of the water pump. In the experimental process,
we first collected 1000 data for training. After training, we used the offline model and
real-time model to monitor the conditions of the water pump. Finally, the results of this
to models were compared and analyzed.

Table 1. Experimental data

Training data 1–1000

Testing data 1001–2829

Abnormal data data[667, 1] = 161.4
data[941, 1] = 292.3
data[1134, 1] = 256.2
data[1534, 1] = 372.5
data[1799, 1] = 301.1
data[2180, 1] = 200.2
data[2587, 1] = 188.7

In addition to the abnormal data listed in Table 1, abnormal data also includes data
that value is 0. Since these data do not affect the subsequent calculation, they are not
listed.

In this experiment, the parameter of the 3σ algorithm is set as shown in Table 2.
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Table 2. The parameter of real-time 3σ algorithm.

Threshold coefficient 2

Mean value avg_train = 236.23

avg_update1 = 232.98

avg_update2 = 226.20

Standard deviation std_train = 20.20

std_updata1 = 34.07

std_updata2 = 45.47

5.2 Analysis of Experimental Results

After training on 1000 data items, the following 1001–2829 data items were detected.
And the detection results were obtained. So that, we can calculate the detection accuracy
of 1001–2000, 1001–2829 twice. DBSCAN algorithm and the real-time 3σ algorithm
have the same results on this set of data. And the original 3σ algorithm is inferior to
DBSCAN in anomaly detection accuracy. The results of the training data are shown in
Fig. 5.

Fig. 5. The detection results of the training data. (Color figure online)

Figure 5 shows the 1000 data item for model training. The mean value of the training
data was 236.23. In Fig. 5, the blue points mark normal data items, and the red points
mark abnormal data items. There is 6 data item which value is 0. 0 means the device
sensor transmission is abnormal. Also, there are two points with a large deviation from
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the mean value in Fig. 5, which indicated the abnormal data of the water pump. The
details of the abnormal data are shown in Table 3.

Table 3. Abnormal data.

Indexes of abnormal data Values of abnormal data

667 161.4

941 292.3

The detection results of the offline model are shown in Fig. 6, and the abnormal data
are shown in Table 4. As Fig. 6 and Table 4 shows, only 1134 and 2180 serial numbers
with less data deviation were included in the normal value by the offline training model,
and the rest points were judged as abnormal points.

Fig. 6. The detection results of the offline model.

Figure 7 shows the detection results of the online model with a real-time update
strategy. As Fig. 7 shows, the online model with a real-time update strategy judged the
points with indexes 1134, 1799, 2180, and 2587 as normal points. The range of judgment
is expanded, which is conducive to the further processing of these data. This strategy
makes the model updated in real-time. So the model can adapt to the new data in time,
and the detection accuracy of the online model is improved.

The precision of the two models is shown in Table 5. As Table 5 shows, the precision
of the offline model and online model with real-time update strategy is improved with
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Table 4. The abnormal data of offline models.

Indexes of abnormal data Values of abnormal data

1134 256.2

1534 372.5

1799 301.1

2180 200.2

2587 188.7

Fig. 7. The detection results of the online model with real-time update strategy.

the increase of training data. The precision of the online model with a real-time update
strategy increases faster.

Table 5. The precision of two model

Data index Precision

Offline model Online model with real-time update strategy

1–1000 99.798% 99.798%

1001–2000 99.796% 99.898%

1001–2829 99.826% 99.942%
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6 Conclusion

In this paper, an anomaly detection model for industrial stream data is proposed. This
model detects the anomaly of industrial stream data by using the 3σ algorithm and
DBSCAN algorithm in a cooperatively way. Besides, a real-time updating strategy is
put forward to further improve the accuracy of our model. When updating the anomaly
detection model, the data involved in this strategy is greatly reduced, thus this strategy
saves a lot of computing costs. The real-time update strategy is based on the principle of
the original algorithm. There is no need to add an algorithm library in the update strategy.
The strategy also has the following advantage: the code to implement this strategy is
simple and the strategy updates the anomaly detection model very fast.

In the future, we will use the characteristics of the Flink window function to screen
the points in the DBSCAN model to improve the accuracy of the anomaly detection
model. Combined with the two algorithms, we will propose a faster and more accurate
real-time update algorithm.
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Abstract. The cooperative control of the vehicle platoon is an important research
field in smart transportation. In the existing research, the vehicle platoon coopera-
tive control model’s establishment and analysis are always tricky. This paper tries
to make an analysis model to reduce the vehicle platoon’s fuel consumption by
controlling the vehicle’s acceleration input for the vehicle platoon’s cooperative
control on the highway. The vehicle platoon’s cooperative control is modeled as
the optimization problem with the relationship between acceleration input and
fuel consumption under certain constraints. And a bacterial foraging algorithm is
employed to solve this problem. The preliminary results showed the feasibility of
our model.

Keywords: Cooperative control · Platoon · Analysis model

1 Introduction

With the increasingly serious traffic problems, to improve the safety and intelligence
of transportation system, the system concept of intelligent transportation is gradually
rising. Intelligent transportation can make use of the new generation of communication
networks and data processing capacity, improve the overall efficiency of the transporta-
tion system, reduce energy consumption, and increase the safety and convenience of
transportation. In recent years, the development of an intelligent transportation system
mainly focuses on the field of intelligent highway transportation system, also known
as the Internet of vehicles. Among them, V2V (vehicle to vehicle) and V2I (vehicle to
infrastructure), or V2X for short, refer to the communication systems between vehicles,
vehicles and roadsides. This kind of system is called vehicle ad hoc networks (VANETs),
which belongs to a kind of mobile ad hoc networks (MANETs) [1, 2]. In this network,
each vehicle can become a network node with mobility. Each node cooperates with other
nodes to reduce blind areas and avoid accidents. Developed countries such as Europe
and the United States are actively promoting the research of related technologies. At
present, based on the “integration of automobile and road infrastructure” (VII) program,
the United States has developed and integrated various on-board roadside equipment
and communication technologies to enable drivers to make better and safer decisions
in driving [3]. More than 70 eSafety R & D projects of ERTICO, an organization of
European ITS (Intelligent Traffic System), focus on vehicle road communication and
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collaborative control [4]. Japan’s “SmartWay” plan focuses on the development and
integration of Japan’s ITS functions and the establishment of a common platform for
vehicle units so that roads and vehicles can become Smartway and Smart cars by the
two-way transmission of ITS consultation, to reduce traffic accidents and alleviate traffic
congestion. At present, it has entered the stage of technology popularization [5]. The
implementation of vehicle road coordination in China started late and is still in the pre-
liminary stage. Some universities and research institutions have researched intelligent
vehicle road collaborative control technology. For example National Science and tech-
nology research project “intelligent highway technology tracking”, National 863 project
“intelligent road system information structure and environmental perception and recon-
struction technology research”. At present, the primary research topic is to establish the
framework of vehicle road coordination technology system in China, combine with the
development status of China’s road traffic infrastructure and the application status of
intelligent vehicle information terminal, and develop the vehicle road integrated trans-
portation management system suitable for China’s national conditions and meeting the
market demand.

Platoon control is a special form of formation control. In the environment of Internet
of Vehicles, vehicles can obtain relevant information (such as speed and location) of
surrounding vehicles within a certain range through V2V communication, which can
promote efficient cooperation between vehicles and facilitate the realization of vehicle
queue control [6, 7]. Vehicle queue control is an important driving behavior in vehi-
cle coordinated control under the environment of Internet of vehicles. It is one of the
important research directions of vehicle road cooperative system based on vehicle work-
shop cooperation and cooperation. At present, many scientific research institutions and
units have carried out on-site real vehicle tests, and have carried out relevant tests and
inspections on the vehicle queue control system.

In [8], the Chandler model of multi-leader vehicles was established, and a speed con-
trol algorithm was designed for the model so that the control of the platoon only needs
to be based on the speed information of one or two vehicles. The control algorithm was
verified on four intelligent cars. Reference [9] adopts the controlling idea of two-way
following, which makes the current vehicle only need to know the relevant information
of the front and rear vehicles. Compared with the leader tracking method, the two-way
follow-up method is closer to practical application. In [10], a nonlinear speed function
is proposed to control the formation of a motorcade. Compared with the constant time
interval method, it can improve the traffic capacity on the premise of ensuring the sta-
bility of the platoon, while the traffic capacity of the constant time distance method is
lower. In [11], the constant distance method without considering interference is adopted
for formation control of vehicle platoon, and an improved lead-following method is
established. This method is a heterogeneous platoon control method, that is, the control
weight of each vehicle is different. In [12], a model prediction method is used to con-
trol the platoon, and the simulation experiments are carried out for three situations of
vehicle following, platoon stability and constraint compensation, which verifies that the
model prediction method can ensure the stability of the platoon. Reference [13] adopts
an optimal distributed control method, which makes each vehicle in the platoon only
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need to obtain the locally available information, and does not need to master the global
information of the platoon.

2 Problem Formulation

Considering that n automatic driving vehicles on the same lane of the highway all have the
ability of V2V and V2I, after entering a certain area, the n automatic driving vehicles are
identified as the vehicles that need to be formed during driving through the information
exchange with RSU. At this time, the area where the n automatic driving vehicles are
located is named as the confirmation area. The confirmation area is a one-way single
lane road section with a length of C, which is confirmed at this section For the end of
the formation vehicle, the vehicle can be identified as the vehicle whose body has just
fully entered the confirmation area from the ideal state, and the length of the head car
under the road section from the next area (merging area) is enough to ensure that all
vehicles are confirmed as formation vehicles. The information flow between the vehicles
and RSU in the confirmation area is shown in Fig. 1.

After the ith automatic driving vehicle enters themerging area of lengthM , the control
input is executed immediately, which ensures that the ith automatic driving vehicle can
adjust to the specified formation speed within the M -length one-way single lane road
section. Each vehicle only pays attention to the distance and speed information between
itself and the vehicle in front. After walking out of the merging area, each automatic
driving vehicle obtains a final constant speed and a specified distance range from the front
vehicle (the distance between the first vehicle and the former vehicle is not considered).
When the body of the last confirmed formation vehicle of all n automatic driving vehicles
has completelywalked out of themerging area, thewhole vehicle formationwith a length
of n is realized on the way. The information flow between the vehicle and RSU in the
merging area is shown in Fig. 2.

Fig. 1. Confirmation area traffic flow information.
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Fig. 2. Information flow when some vehicles entering the merging area.

2.1 Vehicle Dynamics Model

In the scenario proposed in this paper, it is assumed that there is only one one-way
single lane road section, so the establishment of vehicle lateral dynamic model is not
considered. According to Newton’s second law, the longitudinal dynamic model of
vehicle is as follows:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

pi(t) =
t∫

tbi

vi(t)dt

vi(t) = vbi +
t∫

tbi

ui(t)dt
(1)

Among them, tbi represents the time point when the ith automatic driving vehicle
begins to enter the merging area, pi represents the distance between the ith automatic
driving vehicle at a time t and the starting position of themerging area, vi(t) represents the
speed of the ith automatic driving vehicle at a time t, and ui(t) represents the acceleration
value of the ith automatic driving vehicle at a time t.

The distance between the automatic driving vehicle and the starting position of the
merging area in (1) has the following constraints:

0 ≤ pi ≤ M ,∀pi{p1 . . . pn} (2)

The restriction of formation area length is as follows:

M = vi(t
b
i ) + 1

2

tei∫

tbi

tui(t)d(t) (3)

2.2 Fuel Consumption Model

The purpose of this paper is to achieve the optimal fuel consumption and time consump-
tion of n autonomous vehicles after formation by control strategy. This paper cites the
polynomial fuel consumption model in reference [14, 15], in which acceleration u is the
input variable and velocity v is the output variable:

fi = β0 + β1vi(t) + β2v
2
i (t) + β3v

3
i (t)

+ ai(t)(∂0 + ∂1vi(t) + ∂2v
2
i (t))

(4)
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In (4), fi represents the fuel consumption of vehicle i when it travels in a platoon and
β0, β1, β2 and β3 are vehicle-specific parameters when a vehicle i travels at a constant
speed vi(t), ∂0, ∂1 and ∂2 are vehicle-specific parameters when a vehicle i travels with
acceleration.

In this paper, the final speed of formation vehicles is consistent, that is, in the con-
firmation area, n autonomous vehicles have obtained the final speed constant and the
distance from the front vehicle from RSU. Therefore, from formula (4), we can see
that the overall fuel consumption of vehicle formation in this scenario is related to the
acceleration input of each automatic driving vehicle. After formation completion, the
speed constraint is as follows:

vei = vconstant,∀vei ∈ {ve1...ven} (5)

2.3 Optimization Model of Platoon Control Strategy

According to the principle of internal combustion engine fuel consumption, when the
vehicle braking action, it can be considered that the vehicle no longer consumes fuel.
Therefore, the optimization model in this paper does not consider the fuel consumption
of vehicle deceleration, but the automatic driving vehicle allows the vehicle to slow
down to achieve the required final formation speed when the control input is made in the
merging area. Besides, the time consumption of vehicle formation behavior is considered
Therefore, the time consumption function is increased by weight. The optimization
model of this paper is as follows:

min{fall = ffuel + ftime} (6)

The model is expanded as follows:

min
umin≤ui≤umax

{λ1 1
2

n∑

i=1

tei∫

tbi

u2i (t)dt + λ2tn} (7)

In (7), tei is the time point that vehicle i leaves the merging area, λ1 represents the
weight of fuel consumption, λ2 is the weight of time consumption, and tn represents the
overall time that platoon merging spend.

In this model, the velocity and acceleration have the following constraints:

vmin ≤ vi ≤ vmax,∀vi ∈ {v1...vn}
umin ≤ ui ≤ umax,∀ui ∈ {u1...un} (8)

As mentioned above, acceleration can be negative as a control input, but when accel-
eration is negative or zero, the fuel consumption can be regarded as zero. The constraint
can be expressed as follows:

s.t. {ffuel(ui(t)) = 0|ui(t) ≤ 0} (9)
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In this model, the time consumption is the time difference between the first vehicle
entering the merging area and the last vehicle leaving the merging area completely. The
completion time of the jth vehicle formation can be expressed by the following formula:

tj =
j∑

i=1

ti + (tej − tbj ) (10)

The range of safe distance after vehicle formation is shown as follows:

dmin ≤ de
i ≤ dmax,∀de

i ∈ {de
1 ...d

e
n } (11)

Each vehicle only cares about the distance from the previous vehicle and its own
speed. If the distance between the front vehicle and the rear vehicle is less than the safe
distance, the latter vehicle will slow down first and then deal with it (chain reaction may
occur).

3 Analytical Solution

In the scenario proposed in this paper, vehicles follow the FIFO (First In First Out)
rule, that is, the vehicles that enter the merging area first start to receive the acceleration
input control. Each formation vehicle automatically obtains its ID when entering the
confirmation area, and has its ID number i, i ∈ N = {1, 2...n} before entering the
merging area.

The automatic driving vehicle in the scenario in this paper belongs to the same
vehicle type, that is, ignoring the constraints of different vehicle types in the formation
process. The time when the ith automatic driving vehicle enters the merging area is tbi ,
which is the initial time when the automatic driving vehicle begins to receive the control
signal until the automatic driving vehicle drives out of the merging area. The vehicle
has obtained a final constant speed vconstant and a constant distance dend ∈ (dmin, dmax)

from the previous autonomous vehicle at the time tei .
Since the initial distance and speed difference between autonomous vehicles are

uncontrollable, only the time of the first automatic driving vehicle is considered In the
definition of vehicle platoon, the vehicle spacing in the row is much smaller than that
of every two vehicles in the normal traffic flow, which is the characteristic of vehicle
formation to improve traffic efficiency. Therefore, in the scenario of this paper, it is
assumed that all the acceleration inputs are to reduce the car spacing and achieve constant
speed, and there is no due vehicle spacing Too small to affect the input.

For each automatic driving vehicle, the weight of acceleration control variable is far
greater than the weight of time consumption. Therefore, the optimization model of the
ith automatic driving vehicle can be expressed by the following functions:

min
ui

{1
2

tei∫

tbi

u2i (t)dt} (12)
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Fig. 3. Flow chart of bacterial foraging algorithm.

Since the control input of each vehicle depends on the speed of the vehicle itself
and the distance from the previous vehicle, the solution can be transformed into an
acceleration input string of n vehicles when the number of formation vehicles is known.
The acceleration input string is used as the variable of evaluation function, and the fuel
consumption index of the whole formation of n vehicles is evaluated by calculating the
total square sum of accelerations. The string can be represented as follows:

[[utb11 , . . . , u
te1
1 ], [utb22 , . . . , u

te2
2 ], . . . , [utbnn , . . . , u

ten
n ]] (13)

The initial speed of each vehicle is not necessarily the same, and the residence time
of each vehicle in the merging area is not the same. In this paper, the acceleration input
of each vehicle is divided into the acceleration input within the equal time segment
(ensure that the unit time segment is long enough, and the number and length of time
segments of each vehicle are consistent, and the acceleration input in the time segment
beyond the control of the merging area is zero) In other words, under the assumption that
the merging area is long enough, the starting time of the vehicle input control is fixed.
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Therefore, the constraints of the acceleration string of the ith vehicle are as follows:

∫ tei

tbi

utidt = (vconstant − vbi ) (14)

Under the condition that the merging region is long enough and the acceleration in
the constraint is sufficient to fill all time segments Nf , the acceleration string of each
vehicle has Nf ! permutation and combination modes. If there is n a formation vehicle,
the solution space has at most n · Nf ! solution vector.

In this paper, a bacterial foraging algorithm [16] is used as the optimization algorithm
of vehicle formation on an expressway, and the acceleration input string of each vehicle
is taken as the solution vector, the flow chart is in Fig. 3.

4 Parameter Settings and Preliminary Results

4.1 Parameter Settings

In this paper, Matlab is used to simulate the vehicle formation scenario given in the
previous chapter. In this scenario, the length of the road section in the confirmation area
is C and the length of the road section in the merging area isM. Assuming that the total
number of automatic driving vehicles that need to be formed in the confirmation area
is n = 4, the speed of each automatic driving vehicle is the same (Theoretically, the
speed difference and vehicle spacing are not calculated in the confirmation area, so it
can be assumed that the vehicles in the confirmation area have the same initial speed),
and different vehicle distances are used for simulation analysis. The initial data is shown
in Table 1.

Table 1. Initial data of formation vehicles.

Vehicle number Distance from the front vehicle Initial speed

1 No considering 60 km/h

2 60 m 60 km/h

3 75 m 60 km/h

4 80 m 60 km/h

The constraint parameters are shown in Table 2.
Bacterial foraging algorithm is a bionic random search algorithm based on the pro-

cess of bacterial foraging behavior. The algorithm simulates the behavior of bacterial
population, including chemotaxis, reproduction and dispersal.
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Table 2. Constraints and value.

Constraints Value

n 4

vmin, vmax, vconstant vmin = 58 km/h, vmax = 82 km/h, vconstant ≈ 80 km/h

umin, umax umin = −6m/s2, umax = 6m/s2

dmin, dmax dmin = 45m, dmax = 50m

C,M C = 500m, M = 500m

Bacterial foraging algorithm mainly includes a three-layer cycle, the outer layer is
dispersal operation, the middle layer is propagation operation, and the inner layer is
chemotactic operation. The parameters of bacterial foraging algorithm are selected in
Table 3.

Table 3. BFO parameters and value.

Parameters Value

Population size 50

Problem size 4

d_attr, d_repel 0.1, 0.1

w_attr, w_repel 0.2, 10

Search space [[−6, 6] [−6, 6] [−6, 6] [−6, 6]] for n

Step size 0.2

Dispersal step 2

Reproduction step 4

Chemotaxis step 25

Swim length 4

4.2 Preliminary Results

In this paper, according to the vehicle formation model established above, by selecting
a group of basic data, the simulation environment is established. In this group of data, a
total of four vehicles are determined. The initial data of the distance between each vehicle
and the front vehicle and the speed are shown in Table 1. Themaximum speed, minimum
speed, final speed,minimumacceleration,maximumacceleration andminimumdistance
of each vehicle in the formation process, the maximum distance of each vehicle, the
length constraints of confirmation area and themerging area are shown inTable 2. Finally,
the optimal solution or suboptimal solution of acceleration control input is obtained by
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a bacterial foraging algorithm within the constraints. The parameter settings of bacterial
foraging algorithm are shown in Table 3.

The results of the optimization are shown in Table 4.

Table 4. Results of BFO.

Number of iterations The result of solution

1 [[4, 5, 1, 2], [2, 4, 3, 3], [6, 1, 3, 2], [1, 5, 2, 4]]

2 [[4, 5, 1, 2], [2, 4, 3, 3], [6, 1, 3, 2], [1, 5, 2, 4]]

3 [[3, 3, 0, 6], [2, 6, 0, 4], [0, 3, 6, 3], [4, 5, 1, 2]]

4 [[3, 6, 2, 1], [1, 5, 1, 5], [4, 5, 0, 3], [6, 5, 0, 1]]

5 [[0, 5, 4, 3], [3, 2, 3, 4], [0, 6, 0, 6], [6, 5, 0, 1]]

6 [[0, 5, 4, 3], [3, 2, 3, 4], [0, 6, 0, 6], [6, 5, 0, 1]]

7 [[0, 5, 4, 3], [3, 2, 3, 4], [0, 6, 0, 6], [6, 5, 0, 1]]

8 [[5, 2, 3, 2], [4, 4, 3, 1], [2, 3, 4, 3], [3, 1, 6, 2]]

9 [[5, 2, 3, 2], [4, 4, 3, 1], [2, 3, 4, 3], [3, 1, 6, 2]]

10 [[5, 2, 3, 2], [4, 4, 3, 1], [2, 3, 4, 3], [3, 1, 6, 2]]

11 [[5, 2, 3, 2], [4, 4, 3, 1], [2, 3, 4, 3], [3, 1, 6, 2]]

12 [[5, 2, 3, 2], [4, 4, 3, 1], [2, 3, 4, 3], [3, 1, 6, 2]]

13 [[5, 2, 3, 2], [4, 4, 3, 1], [2, 3, 4, 3], [3, 1, 6, 2]]

14 [[5, 2, 3, 2], [4, 4, 3, 1], [2, 3, 4, 3], [3, 1, 6, 2]]

15 [[5, 2, 3, 2], [4, 4, 3, 1], [2, 3, 4, 3], [3, 1, 6, 2]]

16 [[5, 6, 0, 1], [5, 6, 0, 1], [2, 6, 1, 3], [5, 2, 4, 1]]

17 [[5, 6, 0, 1], [5, 6, 0, 1], [2, 6, 1, 3], [5, 2, 4, 1]]

18 [[5, 6, 0, 1], [5, 6, 0, 1], [2, 6, 1, 3], [5, 2, 4, 1]]

19 [[5, 6, 0, 1], [5, 6, 0, 1], [2, 6, 1, 3], [5, 2, 4, 1]]

20 [[5, 4, 1, 2], [6, 0, 2, 4], [0, 5, 1, 6], [1, 4, 1, 6]]

21 [[5, 4, 1, 2], [6, 0, 2, 4], [0, 5, 1, 6], [1, 4, 1, 6]]

22 [[5, 6, 0, 1], [6, 2, 0, 4], [0, 0, 6, 6], [5, 0, 4, 3]]

23 [[5, 6, 0, 1], [6, 2, 0, 4], [0, 0, 6, 6], [5, 0, 4, 3]]

24 [[5, 6, 0, 1], [6, 2, 0, 4], [0, 0, 6, 6], [5, 0, 4, 3]]

25 [[5, 6, 0, 1], [6, 2, 0, 4], [0, 0, 6, 6], [5, 0, 4, 3]]

The time-distance graph of the suboptimal solution is shown in Fig. 4:
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Fig. 4. Time-distance image of formation vehicles.

5 Conclusion

In this paper, a model for cooperative control of vehicle platoon on a freeway is proposed
and analyzed. Taking fuel consumption and time cost of vehicle formation as evaluation
functions, the model is analyzed as the functional relationship between acceleration
input and fuel consumption output. Finally, bacteria foraging optimization algorithm is
used to optimize the model, and the analytical solution of the model is obtained through
preliminary calculation, which proves the practical significance of the proposed model.

Future research can be extended to multiple heterogeneous vehicles and more
complex traffic environment simulation.

Funding. This work was funded by China National Key Research and Development Program
(No. 2018YFE0197700).
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Abstract. With the rapid development of Internet ofEverything (IoE) and thepop-
ularization of 4G/5Gwireless networks, edge computing has gradually become the
mainstream. In actual edge environment, some factors have an uncertain impact
on scientific workflow scheduling, such as CPU load and bandwidth fluctuations
of servers. Aiming at scientific workflow scheduling under uncertain edge envi-
ronment, based on fuzzy theory, triangular fuzzy numbers (TFNs) were used to
represent task computation time and data transmission time. In addition, an Adap-
tive Discrete Fuzzy GA-based Particle Swarm Optimization (ADFGA-PSO) is
proposed to reduce the fuzzy execution cost while satisfying the scientific work-
flow’s deadline. The uncertainty of workflow scheduling was introduced, which
caused by server execution performance fluctuations during task computation and
bandwidth fluctuations during data transmission. Meanwhile, two-dimensional
discrete particle is adopted to encode the fuzzy scheduling strategy of workflow,
and the two-point crossover operator, neighborhood mutation and adaptive multi-
point mutation operator of genetic algorithm (GA) were introduced to improve the
diversity of population and avoid the local optimum. Experimental results show
that compared with other algorithms, ADFGA-PSO can obtain better fuzzy exe-
cution cost for deadline-constrained workflow scheduling under uncertain edge
environment.

Keywords: Edge computing · Workflow scheduling · Uncertainty · TFN

1 Introduction

With the rapid development of IoE and the popularization of 4G/5G wireless networks,
mobile devices and applications at the network edge have grown rapidly [1]. Faced with
massive terminal device access and explosive growth of data traffic, the traditional cloud
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computing has some problems such as high response delay, high bandwidth pressure.
Based on the traditional cloud computing architecture, network service providers deploy
computing and storage capabilities in the wireless access network so that some network
services can be performed without the core network, which is defined as Multi-Access
Edge Computing (MEC). This mode realizes ultra-low latency data transmission, saves
bandwidth resources.

AlthoughMEC provides the possibility to achieve the goal of low latency under edge
computing, it still needs to solve how to perform reasonable task scheduling between
cloud and edge server. Scientific workflow scheduling under edge environment is an
NP-hard problem [2], because there are complex time and data dependencies among a
series of tasks in workflow. Therefore, a reasonable and efficient workflow scheduling
strategy is needed to minimize the execution cost of the workflow while meeting the
deadline as much as possible.

In practical applications, the computation time of tasks and the data transmission
time between tasks are uncertain. Some factors will have an uncertain impact on work-
flow scheduling, such as CPU load and bandwidth fluctuation. Inspired by the literature
[3], task computation time and data transmission time are represented as TFNs to estab-
lish the workflow fuzzy scheduling model, and an Adaptive Discrete Fuzzy GA-based
Particle Swarm Optimization (ADFGA-PSO) is proposed to minimize the execution
cost of workflow under edge environment while meeting deadline constraint. The main
contributions of this paper include the following parts:

1) The uncertainty of scientific workflow scheduling is introduced, which caused by
server execution performance fluctuations during task computation and bandwidth
fluctuations during data transmission.

2) Two-dimensional discrete particle is adopted to encode the fuzzy scheduling strat-
egy of workflow, and the two-point crossover operator, neighborhood mutation and
adaptive multipoint mutation operator of genetic algorithm (GA) were introduced
to improve the diversity of population and avoid the local optimum.

3) With full consideration of task computation cost and data transmission cost, a cost-
driven fuzzy scheduling strategy is designed for deadline-based workflow.

2 Related Work

In recent years, workflow scheduling has gradually shifted from cloud computing to
edge-cloud collaborative computing, and edge environment has gradually become the
mainstream. Scholars at home and abroad have also conducted a lot of research on
workflow scheduling under edge environment, whose goal were mostly to minimize
the execution cost or completion time of the workflow. Xie et al. [4] designed a novel
directional and non-local-convergent PSO to optimize the completion time and execution
cost of workflow simultaneously. Huang et al. [5] proposed a safe and energy-efficient
computing offloading strategy, whose goal is to optimize the energy consumption of the
workflow under the constraints of risk probability and deadline. Experiments show that
this strategy can achieve security and high energy efficiency for mobile applications.
Peng et al. [6] developed an algorithm based on Krill-Herd to evaluate the reliability
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of resources in mobile edge computing (MEC) environments. The results show that
this method is significantly better than traditional methods in terms of success rate and
completion time. However, the above work mainly focuses on workflow scheduling
under deterministic environment.

In practical applications, uncertainty is bound to exist. Before workflow execution is
completed, task computation time and data transmission time are only estimated. There
is no clear boundary or the boundary is uncertain, so that fuzzy theory [7] is an effective
tool to deal with this problem. Recently, scholars have also done a lot of research. Lei [8]
uses triangular fuzzy numbers to represent fuzzy completion time and trapezoidal fuzzy
numbers to represent fuzzy due-date,while introducing an improved fuzzymaxoperation
to study the fuzzy job shop scheduling problem (FJSSP) with availability constraints.
Sun et al. [3] used triangular fuzzy numbers to represent processing time, and then a
fuzzification method was proposed to fuzzify the processing time in classic data sets into
triangular fuzzy numbers to study FJSSP. Fortemps [9] expressed the uncertain duration
as a six-point fuzzy number, and established a fuzzy job shop scheduling model with
the goal of minimizing the fuzzy completion time. However, existing research is mainly
focused on FJSSP, but little on fuzzy workflow scheduling. Therefore, this paper will
establish a novel approach to cost-driven scheduling for deadline-basedworkflows under
fuzzy uncertain edge environment.

3 Problem Definition

The scientificworkflow schedulingmodel based on fuzzy theory under edge environment
mainly includes three parts: edge environment, the deadline-based workflow and the
uncertainty cost-driven scheduler.

Edge environment S consists of cloud Scloud and edge Sedge, as shown in Fig. 1.
The cloud Scloud = {s1, s2, . . . , sn} contains n cloud servers, and the edge Sedge =
{sn+1, sn+2, . . . , sn+m} contains m edge servers. Also, a server si can be expressed as:

si =
(
Tboot
i , pi, c

com
i , fi

)
, (1)

where Tboot
i represents the booting time of si; pi represents the specific time unit of si;

ccomi represents the computing cost of si per unit time pi; fi = {0, 1} represents which
environment si belongs to: when fi = 0, it belongs to the cloud; when fi = 1, it belongs
to the edge.

edge
LAN

WAN

Core Network
Workflow

Cloud

Fig. 1. Edge computing environment
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The bandwidth bi,j between servers si and sj is denoted by Eq. (2):

bi,j =
(
βi,j, c

tran
i,j

)
, (2)

where βi,j represents the value of bandwidth bi,j, and ctrani,j represents the cost of
transmitting 1 GB of dataset from si to sj.

Scientific workflow can be represented by a directed acyclic graphG= (T, D), where
T represents a set of l tasks {t1, t2, . . . , tl}, andD represents a set ofm data dependencies{
d12, d13, . . . , dij

}
,∀i �= j between tasks. For dij = 〈

ti, tj
〉
, task tj is the successor node

of task ti, task ti is the predecessor node of task tj, and the value of dij is the amount of
data transferred from ti to tj. Each workflow has a corresponding deadline D(G). In a
scheduling strategy, if the workflow can be executed before the corresponding deadline,
the scheduling strategy is called a feasible solution.

Given that Tcom(ti, si) is the computation time of task ti executed on server si. For
the data-dependent edge dij, the data transmission time Ttran

(
dij, si, sj

)
of transmitting

dataset dij from server si to server sj is

Ttran
(
dij, si, sj

) = dij
βij

. (3)

The scheduling strategy of workflow can be defined as:

Ψ = (G,S,M,Ttotal,Ctotal), (4)

whereM = {
(tk , sk) ∪ (

dij, si, sj
)|ti ∈ T, dij ∈ D, si, sj, sk ∈ S

}
represents themapping

from G = (T,D) to S, Ttotal represents the completion time of the workflow, and Ctotal
represents the execution cost of the workflow.

In the scheduling strategyΨ , once the mappingM is determined, the server perform-
ing each task is also determined. Therefore, each task ti has its corresponding start time
Tstart(ti) and completion time Tend (ti), so the completion time Ttotal of the workflow is
calculated by Eq. (5).

Ttotal = max
ti∈T

{Tend (ti)}, (5)

Similarly, each server si also has a corresponding opening time Ton(si) and closing
time Toff (si). Therefore, the task computation costCcom and data transmission costCtran

of the workflow are calculated as follows:

Ccom =
|S|∑
i=1

ccomi

⌈
Toff (si) − Ton(si)

pi

⌉
, (6)

Ctran =
∑
tj∈T

∑

tk∈T,〈tj,tk〉∈D
ctranjk djk . (7)

Therefore, the execution cost of the workflow can be expressed as:

Ctotal = Ccom + Ctran. (8)



Research on Scientific Workflow Scheduling 339

In summary, workflow scheduling under edge environment is to minimize the exe-
cution cost Ctotal of the workflow while the completion time Ttotal meets its deadline
constraint. Therefore, the problem can be formally expressed as:

{
min Ctotal

s.t. Ttotal ≤ D(G)
. (9)

Due to server performance fluctuations during task computation and bandwidth fluc-
tuations during data transmission, workflow scheduling is uncertain. Based on fuzzy
theory, TFNs are used to represent the uncertainty of task computation time Tcom and
data transmission time Ttran.

The membership function of TFN t̃ = (
tl, tm, tu

)
is shown in Fig. 2, where the tm

indicates the most possible time, while tl and tu indicate the possible range of fuzzy time
t̃. The real number t is treated as a special TFN t̃ = (t, t, t) for fuzzy operation.

1

0 lt mt ut x

Fig. 2. Membership function of TFN

In this paper, the fuzzy variable τ̃ corresponds to the variable τ for certainty
scheduling. Based on model (9), this problem can be formally expressed as:

{
min C̃total

s.t. T̃total ≤ D(G)
. (10)

For the objective function C̃total , its value is a TFN, and we adopt the method of
minimizing its mean value Cμ and standard deviation Cσ to optimize it. Therefore, the
objective function can be transformed into:

min C̃total =
(
cl, cm, cu

)
⇒ min Cμ + Cσ . (11)

Based on fuzzy event probability measurement, Lee and Li defined the mean and
standard deviation of fuzzy sets in the uniform distribution and proportional distribution,
respectively [10]. In this paper, fuzzy execution cost C̃total is based on proportional
distribution, so that Cμ and Cσ are given by Eqs. (12) and (13), respectively.

Cμ =
∫
xC̃2

total(x)dx∫
C̃2
total(x)dx

= cl + 2cm + cu

4
, (12)

Cσ =
[∫

x2C̃2
total(x)dx∫

C̃2
total(x)dx

− C2
μ

]1/2

=
[
2
(
cl − cm

)2 + (
cl − cu

)2 + 2(cm − cu)2

80

]1/2

,

(13)
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For the constraint T̃total ≤ D(G), suppose that scheduling strategy should meet the
deadline constraint even in the worst case. Therefore, it can be transformed into:

s.t. T̃total =
(
tl, tm, tu

)
≤ D(G) ⇒ s.t. tu ≤ D(G). (14)

In summary, based on fuzzy theory, workflow scheduling under uncertain edge
environment can be formalized as:

{
min Cμ + Cσ

s.t. tu ≤ D(G)
. (15)

4 Fuzzy Theory in Workflow Scheduling

4.1 Fuzzification of Dataset

During workflow uncertain scheduling, task computation time and data transmission
time in the dataset need to be fuzzified into TFN to be suitable for the fuzzy situation.
Based on the method adopted by Sun et al. [3], a more realistic method is proposed to
describe the uncertainty of time, as follows:

For two given parameters δ1 < 1 and δ2 > 1, such that δ2 −1 > 1−δ1. For a certain
time t, tl is selected randomly from [δ1t, t], tm is taken as t, tu is selected randomly from[
2t − tl, δ2t

]
, and then obtain the corresponding fuzzy time t̃ = (

tl, tm, tu
)
.

4.2 Fuzzy Operation in Workflow Scheduling

In uncertain scheduling, when constructing the fuzzy scheduling strategy of workflow,
some operations of fuzzy numbers need to be redefined as follows.

The addition operation is used to calculate the fuzzy completion time of the task.
For two TFNs s̃ = (

sl, sm, su
)
, t̃ = (

tl, tm, tu
)
, the addition operation is given by (16).

s̃ + t̃ =
(
sl + tl, sm + tm, su + tu

)
. (16)

The ranking operation is used to compare themaximum fuzzy completion time of the
precursor task. The ranking criteria proposed by Sakawa et al. [11] is used to compare
s̃ = (

sl, sm, su
)
and t̃ = (

tl, tm, tu
)
as follows:

1) if c1(s̃) = (
sl + 2sm + su

)
/4 > c1

(
t̃
) = (

tl + 2tm + tu
)
/4, then s̃ > t̃;

2) if c1(s̃) = c1
(
t̃
)
and c2(s̃) = sm > c2

(
t̃
) = tm, then s̃ > t̃;

3) if c1(s̃) = c1
(
t̃
)
, c2(s̃) = c3

(
t̃
)
and c3(s̃) = su − sl > c3

(
t̃
) = tu − tl , then s̃ > t̃.

The max operation is used to calculate the maximum value of the fuzzy completion
timeof the precursor task and the fuzzy completion timeof the current server to determine
the fuzzy start time of the task. For two TFNs s̃ = (

sl, sm, su
)
and t̃ = (

tl, tm, tu
)
, the

membership function μs̃∨t̃(z) of s̃ ∨ t̃ is defined as follows:

μs̃∨t̃(z) = sup
z=x∨y

min
(
μs̃(x), μt̃(y)

)
� ∨

z=x∨y
(
μs̃(x) ∧ μt̃(y)

)
. (17)
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In this paper, Lei criterion [8] is used to approximate the maximum value as follows:

s̃ ∨ t̃ ∼=
{
s̃, s̃ ≥ t̃
t̃, s̃ < t̃

. (18)

Themultiplicationoperation is used to calculate the fuzzy computation cost and fuzzy
transmission cost of the server. For TFN t̃ = (

tl, tm, tu
)
, its multiplication operation is

given by Eq. (19).

λ · t̃ =
(
λtl, λtm, λtu

)
,∀λ ∈ R. (19)

In addition, the division operation between the TFN and the real number can be
equivalent to the multiplication operation, which is given by Eq. (20).

t̃ ÷ μ � λ · t̃, λ = 1/μ,∀μ ∈ R. (20)

5 Scheduling Strategy Based on ADFGA-PSO

5.1 PSO

The traditional PSO is a swarm intelligence optimization technology based on the pop-
ulation social behavior. It was first proposed by Kennedy and Eberhart [12] in 1995.
Each particle is used to simulate an individual of bird groups, corresponds to a candidate
solution of optimization problem. Its velocity can be adjusted according to its current
situation, the optimal position of the individual particle and the global optimal position
of the population. The particle motion process is the search process of the problem, and
fitness is introduced to evaluate the quality of each particle. Each particle updates its
own velocity and position by learning from the experience of itself and other particles,
which are denoted by Eqs. (21) and (22), respectively.

V t+1
i = w · V t

i + c1r1
(
pBestti − X t

i

) + c2r2
(
gBestt − X t

i

)
, (21)

X t+1
i = X t

i + V t+1
i , (22)

where t represents the current number of iterations, V t
i and X t

i represents the velocity
and position of the ith particle after t iterations. pBestti and gBest

t respectively represent
the individual optimal position of the ith particle and the global optimal position of the
population. w is the inertia factor, which determines the search ability of the algorithm,
thereby affecting its convergence. c1 and c2 are the learning factors, which respectively
reflect the learning ability of the particle on the individual cognitive part and the social
cognitive part. r1 and r2 is a random number in the interval [0, 1] to strengthen the
algorithm’s random search ability in the iterative process.
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5.2 ADFGA-PSO

Problem Encoding. In order to make the traditional PSO solve the discrete optimiza-
tion problem better, inspired by the literature [13], this paper proposes a new encoding
method, namely priority-server nested discrete particles to encode theworkflow schedul-
ing problem. Each particle in the particle swarmcorresponds to a potential fuzzy schedul-
ing strategy of the workflow under edge computing environment, and Pt

i is represented
by the ith particle of the particle swarm in the tth iteration, as shown in Eq. (23).

Pt
i =

(
(μi1, si1)

t, (μi2, si2)
t, . . . ,

(
μi|T |, si|T |

)t) (23)

For a two-tuple
(
μij, sij

)t , μij represents the priority of the jth task. The code is a
real number. The larger the value, the higher the priority of the task in the queue to be
executed. If there is a task with the same code value, it will be entered first The task
priority of the queue to be executed is higher; sij represents the execution position of
the jth task, the code is an integer, and its value represents a different server number.
Figure 3 shows the coded particles of a workflow scheduling containing 8 tasks.

0 1 2 3 4 5 6 7Task

Particale 0.2 0 1.3 3 0.5 2 1.2 1 2.4 1 1.6 4 0.7 2 2.1 2

Fig. 3. A coded particle corresponding to workflow scheduling

Fuzzy Fitness Function. This paper aims to meet the deadline constraint of workflow
while minimizing the fuzzy execution cost C̃total of workflow. It can be seen that the
encoding strategy proposed in this paper may have infeasible solutions that do not
meet the deadline constraint. Therefore, the fuzzy fitness function used to compare
two candidate solutions must be differentiated and defined as the following situations.

1) Both particles are feasible. Choose particles with less fuzzy execution cost C̃total ,
and the fuzzy fitness function is defined as

F
(
Pt
i

) = C̃total
(
Pt
i

) = Cμ

(
Pt
i

) + Cσ

(
Pt
i

)
. (24)

2) One particle is feasible, and the other is infeasible. Obviously, the feasible solution
must be selected, and its fuzzy fitness function is defined as

F
(
Pt
i

) =
{
C̃total

(
Pt
i

)
, T̃total

(
Pt
i

) ≤ D(G)

∞, T̃total
(
Pt
i

) ≤ D(G)
=

{
C̃total

(
Pt
i

)
, tu

(
Pt
i

) ≤ D(G)

∞, tu
(
Pt
i

) ≤ D(G)
. (25)
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3) Both particles are infeasible. Choose a particle with a less fuzzy completion time
T̃total , because this particle is more likely to become feasible after evolution, and its
fuzzy fitness function is defined as

F
(
Pt
i

) = T̃total
(
Pt
i

) = tu
(
Pt
i

)
. (26)

Update Strategy. The update of each particle is affected by its current situation, optimal
position of the individual and global optimal position of the population [14]. In the (t +
1)th iteration, the update method of the ith particle is shown in (27).

Pt+1
i = c2 ⊗ (

c1 ⊗ (
w � Pt

i , pBest
t
i

)
, gBestt

)
. (27)

For the inertia part, mutation operator of GA is introduced to update the correspond-
ing part of Eq. (21), and the update method is shown in Eq. (28).

At+1
i = w � Pt

i , r < w. (28)

where r is a random number in [0, 1]. Only when r < w, the dual mutation operator �
is executed on the particle Pt

i , which is composed of the following two parts.
For task priority, the neighborhood mutation operator[15] randomly selects 3 parti-

cles, generates all sort combinations for the task priority of these 3 locations, obtains the
neighborhoods of these particles, and then randomly selects one as the result, as shown
in Fig. 4. For server number, the adaptivemulti-point mutation operator randomly selects
k locations of the particles, and randomly mutates the server number of each locations
in the interval [0, |S|) to generate new particles, as shown in Fig. 5.

0.2 0 1.3 3 0.5 2 1.2 1 2.4 1 1.6 4 0.7 2 2.1 2

0.2 0 1.3 3 0.5 2 0.7 1 2.4 1 1.6 4 1.2 2 2.1 2

0.2 0 1.2 3 0.5 2 1.3 1 2.4 1 1.6 4 0.7 2 2.1 2

0.2 0 1.2 3 0.5 2 0.7 1 2.4 1 1.6 4 1.3 2 2.1 2

0.2 0 0.7 3 0.5 2 1.3 1 2.4 1 1.6 4 1.2 2 2.1 2

0.2 0 0.7 3 0.5 2 1.2 1 2.4 1 1.6 4 1.3 2 2.1 2

Particle

N
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d
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Fig. 4. Neighborhood mutation operator on task priority in inertia part
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For individual cognition part and social cognition part, crossover operator of GA is
introduced to update the corresponding part of Eq. (21), and the update method is shown
in Eq. (29) and Eq. (30), respectively.

Bt+1
i = c1 ⊗

(
At+1
i , pBestti

)
, r1 < c1. (29)

Pt+1
i = c2 ⊗

(
Bt+1
i , gBestt

)
, r2 < c2. (30)

where r1 and r2 is a randomnumber in [0, 1]. Onlywhen r1 < c1 (or r2 < c2), execute the
two-point crossover operator ⊗ for At+1

i (Bt+1
i ), which randomly select the 2 locations

of the particles for updating, and then replace the values between two locations with
corresponding locations in pBest(or gBest), as shown in Fig. 6.

0.2 0 31.2 20.5 1.3 1 2.4 1 41.6 0.7 2 2.1 2

0.2 0 21.2 40.5 1.3 1 2.4 1 31.6 0.7 2 2.1 2

Particle

Mutated  
Particle

Fig. 5. Adaptive multi-point mutation operator for server number in the inertia part

2.1 202.0 40.5 1.3 1 2.4 1 31.6 0.7 2 2.1 2

1.9 3 10.3 23.1 1.7 1 0.7 4 32.5 2.3 0 0.1 3

0.2 0 31.6 0.7 2 2.1 210.3 23.1 1.7 1 0.7 4

Mutated 
particle
pBest

(gBest)
Crossover 

particle

Fig. 6. The two-point crossover operator of the individual (or social) cognitive part

With the iterations running, the inertia factor w and the learning factor c1, c2 are
dynamically adjusted by linear increase or decrease [16], with not to repeat.

In addition, for the adaptive multi-point mutation operator, its mutation number k is
adaptively adjusted with the change of the inertia factor w, and its adjustment strategy
is shown in Eq. (31).

k = kmax + (kmax − kmin) · w − wmin

wmax − wmin
(31)

where kmax and kmin respectively represent the maximum and minimum of k.

Mapping from Encoding Particle to Workflow Scheduling Strategy. The mapping
from encoded particle to workflow scheduling strategy under edge environment is shown
in Algorithm 1.
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Algorithm Flow. The algorithm flow of ADFGA-PSO includes the following steps:

1) Initialize the parameters of the ADFGA-PSO, such as population size Spop, maxi-
mum iteration number itermax, inertia factor, learning factor, and mutation number,
and then randomly generate the initial population.

2) According to Algorithm 1, calculate the fitness of each particle based on Eq. (24)–
(26). The initial particle is set as its individual optimal particle, and the particle with
the smallest fitness is set as the current global optimal particle.

3) According to Eq. (27)–(30), update the encode of the particle, and calculate the
fitness of the updated particle.
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4) If the fitness of the updated particle is less than its individual optimal particle, set
the current particle as its individual optimal particle. Otherwise, go to step 6.

5) If the fitness of the updated particle is smaller than the global optimal particle of the
population, set the current particle as the global optimal particle of the population.

6) Check whether the maximum number of iterations is reached. If so, the algorithm
is terminated and output the global best particle; otherwise, return to step 3.

6 Experimental Simulation and Results

To validate the effectiveness of ADFGA-PSO for minimizing fuzzy execution cost with
deadline constraint, experimental simulation will be carried out in this section. Both
ADFGA-PSO and comparison algorithm are implemented in Python 3.7 and run on
the win10 system with 8 GB RAM 2.70 GHz and Intel i5-7200U CPU. Based on the
literature [16], the parameters of ADFGA-PSO are set as: Spop = 100, itermax = 1000,
wmax = 0.9,wmin = 0.4, cstart1 = 0.9, cend1 = 0.2, cstart2 = 0.4, cend2 = 0.9, kmax =
|V|/10, kmin = 1.

6.1 Experimental Setup

The scientific workflows for simulation come from five different scientific fields
researched by Bharathi et al. [17], including: CyberShake, Epigenomics, LIGO, Mon-
tage, and SIPHT. Each workflow has a different structure, with more detail information
stored in xml files. For each scientific field, three scales of workflows are selected: tiny
(about 30 tasks), small (about 50 tasks) and medium (about 100 tasks).

Assume that there are 3 cloud servers (s1, s2, s3) and 2 edge servers (s4, s5) under
edge environment. The cloud server s3 has the strongest computing power, the computing
time of each task executed on s3 is obtained from the corresponding xml file. Besides, the
computing power of the cloud server s1(s2) is about 1/2 (1/4) of s3, and the computing
power of the edge server s4(s5) is about 1/8 (1/10) of s3; set the computation cost per
hour of the cloud server s3 is 15.5$, and the computing cost per hour of the remaining
servers is approximately proportional to their computing power. In addition, assumed
that the initialization time Tboot

i of the server is 97 s.
According to the scale of workflows, tiny and small workflows set 60 s as a time unit

pi, while medium-sized workflow set 1 h as a time unit pi.
The relevant parameters for the bandwidths between different types of servers are

set as shown in Table 1.
In addition, Sect. 4.1 has introduced the fuzzification method, which fuzzify task

computation and data transmission time into TFNs, where δ1 is 0.85, and δ2 is 1.2.
Finally, each workflow has a corresponding deadline D(G), which is used to test the

performance of algorithms, defined as Eq. (32).

D(G) = 1.5 ∗ Minw (32)

where Minw represents the execution time of workflow using HEFT algorithm [18].
In order to test the performance of the ADFGA-PSO, the following comparison

algorithms are used for workflow scheduling under edge environment.
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Table 1. Parameters for bandwidth between different types of servers

fi ↔ fj βi,j(MB/s) ctrani,j ($/GB)

0 ↔ 0 2.5 0.4

0 ↔ 1 1.0 0.16

1 ↔ 1 12.5 0.8

• FPSO: Thismethod uses the same task priority encoding value asADFGA-PSO,while
the server encoding value uses the traditional continuous encoding method of PSO
[12], with its rounded value used as server number. The update strategy of particles
and the setting of parameters refer to literature [16].

• FGA: This method uses the same encoding strategy as ADFGA-PSO. According to
the traditional GA [19] update strategy, elitist preservation strategy, binary tournament
selection, two-point crossover and exchangemutation operator are used to update each
individual, with the final elite individual as the optimal solution.

• FRAND: This method also uses the same encoding strategy as ADFGA-PSO. A
random search strategy [20] is used to search the solution space. In addition, each
iteration does not influence each other, and the optimal solution in the population is
obtained until the algorithm is terminated.

6.2 Experimental Results

In order to compare ADFGA-PSO and comparison algorithms for scientific work-
flow scheduling performance under edge environment, 10 sets of independent repeated
experiments were carried out on different types and different scales of workflows.

In order to compare the quality of results, the fuzzy execution cost and fuzzy
completion time need to be defuzzified, whose method is introduced in detail in Sect. 3.

Next, we will analyze the fuzzy scheduling results of each algorithm for scientific
workflows of different scales, including the optimal cost and the average cost. In order
to show the performance of the proposed algorithm more intuitively, Tables 2, 3 and 4
respectively record the fuzzy execution cost and its fuzzy fitness of scientific workflow
scheduling of different scales. At each table, the best solutions among all algorithms are
bolded, and all infeasible solutions are marked with “*”.

Table 2 shows the fuzzy scheduling results of the tiny-size workflows for 10 repeated
experiments. For tiny workflows, ADFGA-PSO obtains all the best solutions, except for
the optimal cost of SIPHT; FPSO and FGA is second; FRAND is the worst, with some
infeasible solutions. This is because ADFGA-PSO introduces mutation operator and
crossover operator of GA to improve the traditional PSO, so as to obtain better fuzzy
scheduling strategy. In addition, the size of solution space for fuzzyworkflow scheduling
problem is generally exponential, so that the random strategy adopted by FRAND has
low search efficiency.

Table 3 shows the fuzzy scheduling results of 10 repeated experiments for small-
size workflows. ADFGA-PSO obtains the best solution of optimal cost and average cost
in all workflows. In addition, the optimal cost of ADFGA-PSO is better than FPSO
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Table 2. Fuzzy scheduling result of tiny workflows

Workflows Algorithms Optimal cost Average cost

CyberShake ADFGA-PSO (8.94,8.98,9.08),9.02 (11.25,11.48,12.14),11.74

FPSO (11.08,11.19,11.60),11.36 (13.42,13.73,14.66),14.09

FGA (9.86,9.93,10.22),10.05 (12.18,12.49,13.31),12.81

FRAND (17.96,18.66,20.65),19.43 (21.07,21.96,24.42),22.91

Epigenomics ADFGA-PSO (146.64,154.25,174.53),162.05 (151.50,159.47,181.36),167.92

FPSO (150.71,157.72,173.19),163.51 (157.01,164.49,177.16),169.03

FGA (162.41,166.14,177.28),170.49 (165.85,171.71,181.42),175.17

FRAND (168.93,174.57,186.42),178.98 (173.47,180.76,198.27),187.40

LIGO ADFGA-PSO (63.14,64.08,66.81),65.14 (63.77,65.81,70.11),67.41

FPSO (64.80,67.05,72.19),68.98 (67.28,69.06,73.61),70.80

FGA (64.59,66.27,70.48),67.88 (66.90,68.27,72.09),69.75

FRAND (79.77,81.74,86.06),83.36* (87.39,89.05,93.78),90.88

Montage ADFGA-PSO (3.89,3.99,4.17),4.05 (4.11,4.24,4.48),4.32

FPSO (4.79,4.92,5.33),5.08 (5.44,5.64,6.16),5.84

FGA (4.79,5.00,5.32),5.11 (5.52,5.76,6.30),5.96

FRAND (12.45,13.07,14.53),13.62 (13.76,14.49,16.28),15.17

SIPHT ADFGA-PSO (56.26,58.05,64.33),60.54 (56.58,58.38,64.79),60.93

FPSO (58.51,59.79,61.88),60.53 (59.41,60.90,63.78),61.95

FGA (60.69,60.84,61.31),61.02 (62.21,63.41,65.96),64.36

FRAND (68.62,69.60,72.03),70.52 (70.62,71.72,74.62),72.84

by up to 26.4%, while FGA and FRAND respectively is 15.9% and 125.5%, all of
which are for CyberShake. Besides, the average cost is better than FPSO, FGA and
FRAND up to 19.9% (Montage), 16.3% (CyberShake) and 117.6% (Montage). It can be
considered that scheduling performance of ADFGA-PSO on the cases of CyberShake
and Montage is better than comparison algorithms. It is worth noting that these two
types of workflows have similar computationally intensive structures, including a large
number of data aggregation and data partitioning tasks [17], that is to say, ADFGA-PSO
has better performance for scheduling computationally intensive workflows.
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Table 3. Fuzzy scheduling results of small workflows

Workflows Algorithms Optimal cost Average cost

CyberShake ADFGA-PSO (16.50,16.71,17.32),16.94 (19.77,20.31,21.67),20.83

FPSO (20.20,20.73,22.48),21.42 (22.61,23.36,25.37),24.13

FGA (18.72,19.25,20.29),19.63 (22.54,23.40,25.57),24.23

FRAND (35.50,36.83,40.38),38.20 (37.83,39.41,43.37),40.92

Epigenomics ADFGA-PSO (345.83,363.89,411.18),382.04 (376.84,386.03,410.86),395.60

FPSO (391.26,398.33,418.60),406.20 (407.82,416.06,435.23),423.30

FGA (363.74,379.11,428.36),398.48 (388.50,397.94,425.33),408.59

FRAND (496.64,505.48,523.12),511.98* (564.06,568.60,579.76),572.85

LIGO ADFGA-PSO (107.82,111.24,118.70),114.03 (113.38,116.20,122.40),118.52

FPSO (120.41,123.28,131.47),126.46 (124.62,127.64,134.89),130.39

FGA (114.56,116.30,120.01),117.68 (123.37,126.19,132.77),128.68

FRAND (152.70,154.54,160.22),156.76* (164.98,168.11,175.94),171.09

Montage ADFGA-PSO (14.04,14.74,16.51),15.41 (14.81,15.63,17.55),16.35

FPSO (15.19,15.97,17.73),16.63 (17.79,18.70,21.08),19.61

FGA (15.18,15.98,17.69),16.62 (16.21,17.10,19.18),17.89

FRAND (27.20,28.72,32.28),30.06* (32.01,33.87,38.39),35.58

SIPHT ADFGA-PSO (121.53,125.81,131.61),127.79 (127.25,130.62,137.58),133.20

FPSO (126.75,129.94,138.62),133.29 (131.67,135.11,143.00),138.08

FGA (116.28,121.37,138.58),128.18 (130.06,131.97,139.32),134.92

FRAND (158.74,164.08,172.71),167.14 (169.13,172.17,178.76),174.63

Table 4 shows the fuzzy scheduling results of 10 repeated experiments for medium-
sized workflows. Similar to the small-size, ADFGA-PSO obtains the best solution of
the optimal cost and average cost of all workflows. However, as task scale increases,
FRAND’s performance becomes worse, and it is almost impossible to obtain a feasible
scheduling strategy. In addition, ADFGA-PSO obtains better results for workflows with
larger task scales, with better robustness for large-scale workflows.

Consequently, compared with comparison algorithms, ADFGA-PSO can effectively
jump out of local optimum by combining the characteristics of PSO and GA, so as to
obtain better fuzzy execution cost and show better performance.
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Table 4. Fuzzy scheduling results of medium workflows

Workflows Algorithms Optimal cost Average cost

CyberShake ADFGA-PSO (44.17,45.38,48.34),46.51 (47.44,48.76,52.23),50.09

FPSO (45.97,47.64,51.34),49.03 (49.40,51.19,55.32),52.75

FGA (50.24,51.94,56.05),53.50 (52.92,54.64,58.70),56.18

FRAND (93.39,96.68,105.27),99.97* (98.46,101.74,110.10),104.94

Epigenomics ADFGA-PSO (3386.73,3466.08,3589.69),3509.62 (3504.47,3596.05,3774.37),3661.50

FPSO (3626.87,3666.34,3815.99),3726.23 (3977.96,4007.34,4085.84),4037.54

FGA (3554.42,3610.30,3761.11),3668.39 (3898.24,3962.29,4105.97),4016.23

FRAND (5627.38,5650.88,5724.76),5679.87* (7282.51,7315.38,7398.61),7347.17

LIGO ADFGA-PSO (211.42,212.46,218.45),214.94 (217.55,219.01,224.18),221.06

FPSO (241.59,243.66,263.88),252.26 (255.12,257.34,263.90),259.90

FGA (217.03,218.52,227.99),222.46 (242.46,243.76,250.33),246.45

FRAND (370.15,371.98,376.40),373.66* (407.01,410.40,416.49),412.60

Montage ADFGA-PSO (33.12,34.10,36.36),34.95 (35.63,36.56,38.82),37.42

FPSO (49.53,51.48,56.65),53.47 (56.11,58.42,63.99),60.53

FGA (35.43,36.28,38.23),37.01 (44.48,45.86,49.01),47.05

FRAND (76.85,80.90,90.94),84.72* (80.16,84.64,95.54),88.78

SIPHT ADFGA-PSO (179.68,179.88,183.85),181.61 (196.88,198.53,207.24),202.11

FPSO (202.81,211.04,222.32),214.91 (217.00,221.85,231.43),225.37

FGA (183.41,185.18,187.36),185.91 (197.15,199.97,208.19),203.17

FRAND (286.66,289.82,298.31),293.09 (310.68,315.97,324.83),319.14

7 Conclusion

Aiming at the scientific workflow scheduling under uncertain edge environment, based
on fuzzy theory, task computation time anddata transmission time are expressed asTFNs.
Besides,ADFGA-PSO is proposed,which introduces genetic operators intoPSO to avoid
falling into local optimum so as to improve the search ability. Through the uncertainty
scheduling experiment for five scientific workflows of different scales, results show that
as for the deadline-based workflow scheduling under uncertain edge environment, the
optimal fuzzy execution cost of ADFGA-PSO is better than that of FPSO, FGA, and
FRAND up to 26.4%, 15.9% and 125.5% respectively, showing better performance.

In the future work, we will further study the characteristics of scientific workflow
and preprocess the structure of workflow. In addition, the performance fluctuation and
bandwidth fluctuation of the server will be directly modeled to enrich the uncertain
scheduling model of the workflow.
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Abstract. Time series classification (TSC) is a hot topic in data mining field in
the past decade. Among them, classifier based on shapelet has the advantage of
interpretability, high accuracy and high speed. Shapelet is a discriminative sub-
sequence of time series, which can maximally represent a class. Traditional fast
shapelet algorithm uses SAX to represent time series. However, SAX usually loses
the trend information of the series. In order to solve the problem, a trend-based
fast shapelet discovery algorithm has been proposed. Firstly, the method of trend
feature symbolization is used to represent time series. Then, a random mask is
applied to select the candidate shapelets. Finally, the best shapelet is selected. The
experimental results show that our algorithm is very competitive.

Keywords: Shapelet · Trend feature · Symbolization · Time series classification

1 Introduction

Time series classification (TSC) is one of the classical and hot issues in time series
data mining. Time series come from a wide range of sources, including weather predic-
tion, malware detection, voltage stability assessment, medical monitoring, and network
anomaly detection [1]. In general, time series T = {t1, t2, … tm} is a series of the values
of the same statistical index arranged according to the time sequence of their occurrence
[2]. The main goal of TSC is to divide an unlabeled time series into a known class.

In the existing time series classification algorithms, shapelet based algorithms are
promising. Shapelet is a sub-sequence in time series which can represent a class maxi-
mally. These sub-sequences may appear anywhere in the time series and are generally
shorter in length. Compared with other TSC algorithms, shapelet based classification
method has the advantages of high classification accuracy, fast classification speed and
strong interpretability [3]. In order to improve the speed of shapelet dicovery, a fast
shapelet algorithm (FS) which uses Symbolic Aggregate Approximation (SAX) repre-
sentation is proposed by Rakthanmanon and Keogh. However, SAX only uses the mean
of sequence to represent time series, and it may cause the loss of trend information of
time series. To solve this problem, a fast shapelet discovery algorithm based on Trend
SAX (FS-TSAX) is proposed in this work. The main contributions of this paper are as
follows:
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Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 352–363, 2021.
https://doi.org/10.1007/978-981-16-2540-4_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_26&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_26


Fast Shapelet Discovery with Trend Feature Symbolization 353

(1) A new shapelet discovery algorithm is proposed, combining FS and TSAX. It solves
the shortcoming that SAX is easy to lose the trend information of time series and
improves the accuracy of shapelet classification.

(2) Experiments are conducted on different data sets to evaluate the performance of the
proposed algorithm. Experimental results show that the accuracy of our algorithm
is at a leading level.

The remainder of this paper is structured as follows. Section 2 gives some related
works on shapelet based algorithms and TSAX. Section 3 gives some definitions
about FS-TSAX algorithm. Section 4 introduces our proposed FS-TSAX algorithm.
Experimental results are presented in Sect. 5 and our conclusions are given in Sect. 6.

2 Related Works

2.1 Shapelet Based Algorithms

Since the concept of the shapelet was first proposed in 2009 [4], algorithms based on
Shapelet have been proposed in large numbers.

However, shapelet-based algorithms are complex and take a long time to train [5].
For this, Rakthanmanon and Keogh proposed fast shapelet algorithm (FS) [6]. It uses
SAX to reduce the dimension of the original data and uses the mean of sequence to
represent time series. Then random masking the SAX string and construct Hash table
statistics scores. Finally select the best shapelet according to the scores.

In addition,Wei et al. [7] combined existing acceleration techniqueswith slidingwin-
dow boundaries and used the maximum correlation and minimum redundancy feature
selection strategy to select appropriate shapelets. To dramatically speed up the discovery
of shapelet and reduce the computational complexity, a random shapelet algorithm is pro-
posed by Renard et al. [8]. In order to avoid using online clustering/pruning techniques
to measure the accuracy of similar candidate predictors in Euclidean distance space,
Grabocka et al. proposed a new method denoted as SD [9], which includes a supervised
shapelet discover that filters out only similar candidates to improve classification accu-
racy. Ji et al. proposed a fast shapelet discovery algorithm based on important data point
[12] and a fast shapelet selection algorithm [15]. The former accelerated the discovery of
shapelet through important data points. The latter was based on shapelet transformation
and LFDPs identification of the sampling time series, and then select the sub-sequences
between two non-adjacent LFDPs as candidate sub-sequences of shapelet.
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2.2 Trend-Based Symbolic Aggregate Approximation (TSAX) Representation

The symbolic representation of time series is an important step in data preprocessing,
which may directly leads to the low accuracy of data mining. SAX is one of the most
influential symbolic representation methods at present. SAX is a discrete method based
on PAA, which can carry out dimensionality reduction processing simply and mine time
series information efficiently. The main step of SAX is dividing the original time series
into equal length sub-sequences, and then calculate themean value of each subsequences
and use the mean value to represent the subsequences, that is PAA. Then the breakpoint
is found in the breakpoint table with the selected alphabet size, and the mean value of
the PAA computed subsequences is mapped to the corresponding letter interval, finally
the time series is discretized into strings [10].

However, SAX uses the letters after the mapping of PAA to represent each sub-
sequence after segmentation, which may lose important features or patterns in the time
series and lead to poor results in subsequent studies. As shown in Fig. 1, the result of SAX
string is the same between two time series with completely different trend information.

Fig. 1. Two time series with different trends get the same SAX string.

To solve the problem that SAX is easy to lose trend information of time series,
Zhang et al. proposed a symbolic representation method based on series trend [11].
Specifically, after PAA is used on the time series, the sub-sequence with equal length are
evenly divided into three segments, and the mean value of each segment is calculated
respectively. Then a smaller threshold ε is defined and the size of the subsequence is
calculated according to the formula (1). The letter “u” represents the upward trend, “d”
represents the downward trend and “s” represents for horizontal trend. For example: if
the mean of the first sub-sequence is less than the second one, represented as “u”, and the
mean of the second sub-sequence is larger than the third one, represented as “d”, then
this piecewise trend information is represented as “ud”, so the trend information of the
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time series is represented. TSAX is a combination of the SAX letters which represent
trends.

Trend indicator =

⎧
⎪⎨

⎪⎩

d ,Ci1 − Ci2 > ε

s,
∣
∣Ci1 − Ci2

∣
∣ ≤ ε

u,Ci1 − Ci2 < ε

(1)

3 Definition

Definition 1: T = {t1, t2, … tm} is a time series which contains an ordered list of
numbers. Each value ti can be any finite number and assume that m is the length of T.

Definition 2: S is a continuous sequence on time series, which can be expressed by
formula (2). Where l is the length of S, i is the start position of S.

S = T l
i = {ti, ti+1, ..., ti+l−1} (2)

Definition 3: Time series datasetD is a set ofN time series, each of which ism in length
and belongs to a specific class. The class number in D is C.

Definition 4: (dist (T, R)) is a distance function, whose input is two time series T = {t1,
t2, … tm} and R = {r1, r2, …rm}. It returns a non-negative value. This paper uses
Euclidean distance, and its calculation method is shown in formula (3).

dist(T ,R) = 2

√
√
√
√

m∑

i=1

(ti − ri)2 (3)

Definition 5: The distance between the subsequence S and the time series
T (subdist(T , S)) is defined as the minimum distance between subsequence S and any
subsequence of T of the same length as subsequence S. It is a distance function, which
inputs time series T and sub-sequence S, returns a non-negative value. Intuitively, this
distance is the distance between S and the best matching point at a certain position in T ,
as shown in Fig. 2, and its calculation method is given by formula (4).

SubDist(T , S) = min(dist(T l
1, S), dist(T

l
2, S), ..., dist(T

l
m−l+1, S)) (4)

Definition 6: Entropy is used to indicate the level of clutter in a dataset. The entropy of
dataset D shown in formula (5). Where D are datasets, C are different classes, and pi is
the proportion of time series in class i.

e(D) = −
c∑

i=1

(pi log pi) (5)



356 S. Zhang et al.

Fig. 2. Best matching point.

Definition 7: Information gain represents the degree of uncertainty reduction in a
dataset under a partition condition. For a spilt strategy, the information gain calculation
method is shown in Formula (6).

gain(TSAX ) = e(D) − nC

n
e(DC) − nN

n
e(DN ) (6)

Definition 8: Optimal Split Point (OSP). When the information gain obtained by split-
ting at a threshold is larger than any other point, this threshold (distance value) is the
optimal split point.

4 Fast Shapelet Discovery Algorithm Based on TSAX(FS-TSAX)

4.1 Overview of the Algorithm

The TS-TSAX algorithm is shown in Algorithm 1 and Fig. 3. Figure 3(a) shows the four
processes of the FS-TSAX algorithm: (1) Generating TSAX words (Line 1–Line 3 in
Algorithm 1); (2) Random masking of TSAX Words (Line 5–Line 7 in Algorithm 1);
(3) Choose the top-k TSAX words with highest scores (Line 9 in Algorithm 1); (4) Find
the best shapelet (Line 17–Line 21 in Algorithm 1).
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Algorithm 1 FastShapeletBasedOnTSAX  

Input:   Time series dataset D
The number of iterations r
TSAX candidate number k

Output: shapelet
1: [TS,Label]← ReadData(D) // Read the time series and

their labels
2: for (length = 1, length<m, length++)
3:            TSAXList ← creatTSAXList (TS,length) //creat 

TSAXList
4:            S ← {}
5: for (i=1, i<r, i++)
6:                   Calculate ← RandomMask (TSAXList,TS) // random

masking TSAX words
and calculating 
score

7:    S ← New S (S,Calculate)       //update scores
8:            end for
9:            TSAXCand ← FindTopKTSAX (SList,Calculate,k,r) 

//choose the best 
top-k shapelets

10:          Candshapelets ← Remap (TSAXCand,TS) // Select can-
didate shapelets

11:
12:          Gain ← Inf, Gap ← 0
13: for (i=1, i<Candshapelets )
14:                candidate ← Candshapelets [i]
15:                Dist ← Euclidean distance (TS, candidate) //

Calculate the distance be-
tween subsequence and time 
series

16:               [gain,gap] ← CalInfoGain(Dist) // Calculated in 
formation gain 

17: while (gain>Gain) || 
18:       ((gain==Gain)&&(gain>Gap))
19:                       Gain ← gain
20:                       Gap ← gap
21:                       shapelet ← candidate //find shapelet
22: end while
23:         end for
24: end for

Figure 3(b) shows the visual description of these four steps. Next, these four steps
are described in detail.
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Fig. 3. The flow of FS-TSAX.

4.2 Create TSAX Words

For an original time series, after normalization, it is divided into equal length subse-
quences, then calculate the mean value of each segment and use the mean to find the
corresponding letter in the breakpoint table, and a string is used to represent the time
series, this process is SAX. After the time series is segmented with equal length by PAA,
the sub-sequence segments are evenly divided into three segments. Calculate the mean
of each segment and use formula (1) to get the trend letters. Then the trend letters of
each segment with the SAX letter are combined, and the time series is represented in
TSAX. Figure 4 shows an example of this process.

4.3 Random Masking TSAX Words

Two time series with similar real values may produce two different TSAX words just
because of a minimal difference. Therefore, the best shapelet in the original time series
may map to different TSAX words. The solution to this problem is to use random
masking, which is the idea of projecting all the higher-dimensional TSAX words into
smaller dimensions. The process of random masking TSAX words is as follows:

(1) Randomly select a character in a TSAX word.
(2) Select another character to generate the new TSAX word.
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Fig. 4. Combine the SAX string “AEEDCF” and the trend letters “du sd sd dd ud dd” and get the
TSAX string “AduEsdEsdDddCudFdd”.

Typically, this process requires 10 iterations, which means masking 10 times TSAX
words. After the TSAX words are randomly masked, the TSAX words and the words
after masking are applied together for subsequent processing.

4.4 Choose the Best k TSAX Words

For aTSAXword, note 1when it appears in a time series and 0when it does not. By statis-
tics of this information, training data set D can be divided into two sub-datasets: dataset
DC composed of time series containing the TSAX words, and dataset DN composed of
time series not containing the TSAX words. The information gain for this TSAX word
can be calculated according to the following formula.

gain(TSAX ) = e(D) − nC

n
e(DC) − nN

n
e(DN ) (7)

Where D is the dataset, DC is the data set formed by the time series containing the
TSAX words, DN is the dataset formed by the time series without the TSAX words, n,
nC , and nN are the number of time series contained in each of the three datasets. After
calculating the information gain of TSAX, we find the best k TSAX words which has
the best information gain and obtain the final shapelet.

4.5 Discover the Best Shapelet

EachTSAXword represents a corresponding time series, so after getting the top-k TSAX
words, the corresponding relationship between TSAX words and time sequence can be
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used to get the corresponding sub-sequence. Then, we can find the final shapelet from
the corresponding sub-sequence.

The finall shapelet is the one with the greatest information gain among the subse-
quences corresponding to the top k TSAX words. If there are multiple subsequences
with the maximum information gain, the sub-sequence with the maximum clearance is
selected [11].

5 Experiments and Evaluation

5.1 Datasets

UEA&UCR time series classification warehouse is an important open source data set
in the field of time series data mining. In this chapter, we select 12 datasets from it for
comparative experiments [13]. These data sets are set in “arff” format and each dataset
sample carries a category label. Table 1 shows the information of these datasets.

Table 1. Dataset.

Data sets Number of
classes

Size of training
dataset

Size of test
dataset

Length of time
series

Beef 5 30 30 470

ChlorineConcentration 3 467 3840 166

Coffee 2 28 28 286

ECG200 2 100 100 96

FaceFour 4 24 88 350

Haptice 5 155 308 1092

ItalyPowerDemand 5 67 1029 24

OSULeaf 6 200 242 427

Trace 2 810 3636 500

TwoLeadECG 2 23 1139 82

WordSynonyms 25 267 1139 82

Yoga 2 60 61 637

5.2 Effect of the Number of TSAX Segments

To verify the effect of the number of segments, we compared the classification accuracy
on different data sets when the number of TSAX segments is 2 and 3. The experimental
results are shown in Fig. 5. One thing to explain, theoretically, the number of segments is
artificially selected. But our code uses binary to symbolize the time series, and the int in
Java is 32 bits, and representing a letter needs two bits. A TSAX word is 15 characters,
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consisting of 5 SAXwords and 10 trend letters, so it needs to be represented with 30 bits,
and the maximum value of segment number is 3. Therefore, we compared the influence
on classification accuracy when the number of segments is 2 and 3. As shown in Fig. 5,
the accuracy of FS-TSAX (three-segments) on the 10 data sets was higher than that of
FS-TSAX (two-segments), the accuracy of FS-TSAX (three-segments) on the 1 data
sets was lower than that of FS-TSAX (two-segments), and they are equally accurate on
1 data set. In general, FS-TSAX (three-segments) is more competitive than FS-TSAX
(two-segments).

Fig. 5. Comparison of accuracy between FS-TSAX (three-segments) and FS-TSAX (two-
segments).

5.3 Accuracy Comparison

In this section,we calculate the accuracy of ourmethod andother three shapelet discovery
algorithms. Table 2 shows the accuracy of these algorithms. The algorithm with the best
result in each data set is shown in bold. The algorithms we selected are FS [6], SD [9]
and the TSAX (Two-segments) algorithm mentioned in the previous section. As Table
2 shows, our approach gets the highest accuracy on 9 data sets, and the average rank is
1.25.



362 S. Zhang et al.

Table 2. Comparison of accuracy of different algorithms on different data sets.

FS FS-TSAX
(Two-
segments)

FS-TSAX
(Three-
segments)

SD

Beef 0.567 0.400 0.667 0.507

ChlorineConcentration 0.546 0.537 0.577 0.553

Coffee 0.929 0.927 0.929 0.961

ECG200 0.810 0.770 0.860 0.818

FaceFour 0.909 0.852 0.943 0.820

Haptice 0.376 0.448 0.386 0.356

ItalyPowerDemand 0.917 0.920 0.922 0.920

OSULeaf 0.678 0.636 0.681 0.566

Trace 1.000 1.000 1.000 0.965

TwoLeadECG 0.924 0.928 0.936 0.928

WordSynonyms 0.431 0.436 0.484 0.625

Yoga 0.695 0.671 0.727 0.625

Total wins 1 2 9 2

Average rank 2.5 2.75 1.25 2.58

6 Conclusion

The algorithms based on shapelet have attracted great attention in recent years. Shapelet
discovery algorithm is the basis of shapelet transformation algorithm and shapelet learn-
ing algorithm, and it has various of acceleration strategies.We propose a shapelet discov-
ery algorithm of FS-TSAX, which uses TSAX to represent time series, and can retain the
trend information of time series well, and then carry out the process of shapelet discov-
ery. Experiments on different data sets show that compared with other shapelet discovery
algorithms, the accuracy of the proposed algorithm is at a leading level, especially in
some time series with obvious trends.
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Abstract. In the era of big data, traditional relational databases face challenges in
massive data storage. HBase is a non-relational database based on column storage
which is used widely for big data storage. The writing performance of HBase is
high, but the unbalanced load caused by its uneven data storage strategy is the
bottleneck of its reading performance. HBase needs to access disks to get query
results. Therefore, the efficiency of disk access has a great impact on the query
performance of HBase. In view of the above problems, this paper proposes a
storage middleware which utilizes HBase for load balancing and Redis for mem-
ory caching. Specifically, we improve HBase’s original load balancing algorithm
for Regions and RegionServers and customize a Redis cache eviction algorithm
according to the data’s query and update frequency. Furthermore, the coprocessor
of HBase is used to synchronize data between HBase and Redis. Experiments
on synthetic datasets show that the proposed storage middleware achieves bet-
ter writing and reading performance than HBase. The load balancing algorithm
employed in the middleware is better than HBase’s original algorithm. The hit rate
of the customized cache eviction algorithm is also higher than that of the LRU
algorithm.

Keywords: Distributed storage · Load balancing ·Memory cache · HBase ·
Redis

1 Introduction

With the advent of the era of big data, traditional relational databases can no longer
meet people’s requirements. In some circumstances, data storage does not require strict
compliance with the ACID model, therefore new distributed NoSQL databases [1] are
gaining more and more attention, such as HBase. HBase is derived from Bigtable [2]
proposed by Google. Its bottom layer uses HDFS which is part of the Hadoop ecosys-
tem to store data. With the increase of data volume, load balancing of the distributed
database has become one of the bottlenecks of performance. In HBase, data is written
to RegionServers in an unbalanced way, making some RegionServers overloaded and
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others underloaded. Hence, RegionServers have become a bottleneck of HBase. HBase
continuously read and write requests to the disks, which makes its query performance
limited by hardware. Load balancing in HBase aims to balance the load of its Region-
Servers [3]. However, the size of Regions in different RegionServers varies greatly,
which may lead to the phenomenon that only a small part of the RegionServers are
busy when reading data. Using memory caching technology to cache HBase’s hot data
has become a common method to improve its query performance. The memory cache
technology for HBase employs third-party tools (such as Redis, Memcache, etc.) and a
set of auxiliary tools [4]. The way of writing auxiliary tools for caching according to
the LSM-Tree model will decrease HBase’s writing performance. The third-party tools
provide few cache eviction strategies, and they cannot support cache updating.

To solve the above problems, this paper proposes a high efficient distributed storage
Middleware (HEDSM) which employs HBase to persist data and Redis to cache hot data
to speed up data query. The main contributions of this paper are as follows:

(1) In order to solve HBase’s problem of unbalanced loading, a global load balancing
strategy based on Region and RegionServer levels are proposed to improve the
reading and writing performance of HBase.

(2) In order to solve Redis’s problem of not supporting update caching, a heat value
cache eviction strategy based on the time smoothing method of query frequency
and update frequency is proposed to improve the cache hit rate of Redis.

(3) In order to improve the performance of data synchronization between HBase and
Redis, a strategy of rewriting the preput function of HBase coprocessor is proposed
to avoid the generation of dirty data.

(4) A middleware that contains a storage module to implements the above improve-
ments and a query module to verify the improvements is developed. The experi-
mental results on synthetic datasets demonstrate the effectiveness of our strategies.

2 Related Work

2.1 Load Balancing Strategies of HBase

HBase inherently contains two load balancing strategies: SimpleLoadBalancer and
StochasticLoadBalancer [5]. After version 0.98 was published, HBase uses the Stochas-
ticLoadBalancer strategy by default, which balances the load of RegionServers in HBase
by reducing the cost of the evaluation function. The scheme’s goal is to keep the load
of the Region managed by RegionServer as equal as possible. However, the strategy of
Region migration it adopts will increase the number of iterations.

Several improvements of the HBase-based load balancing algorithms have been pro-
posed. Huang et al. [6] proposed an improved method of load balancing based on sub-
table restrictions. By distributing Regions of the same table to different RegionServers,
the request of a certain RegionServer is reduced. To perform HBase load balancing,
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the method considers HBase load balancing locally without considering the integrity
of HBase. Guo et al. [7] proposed a task scheduling algorithm based on load balanc-
ing, which maps fixed frequency data to the server. The algorithm only considers the
load balancing at the level of RegionServer resulting in a small number of regions and
large region capacity. Shao et al. [8] used the heat of the predicted data as the load of
RegionServers and reduces the evaluation function by migrating Region. However, the
migration is random and stops only when the traversal of the Region in the specified
RegionServer is completed, which takes a long time.

2.2 Cache Strategies of HBase

Currently, HBase-oriented data caching technology is considered from the hardware
and software aspects. TBF [9] proposed a cache eviction strategy based on solid-state
drives. The algorithm can reduce the space overhead of metadata by combining the
CLOCK and the Bloom filter. However, data query information outside a CLOCK cycle
cannot be saved. Microsoft [10] uses the exponential smoothing method to distinguish
the frequency of the recorded data query and the difference between the cold and hot
data to dynamically adjust the boundaries of the cold and hot data. However, the method
is used mainly for the analysis of the log data query. Zhang et al. [11] proposed a method
that uses Redis’s exponential smoothing to predict the frequency of record query. The
method has a higher hit rate than the LRU algorithm, but the method directly uses
Redis as a persistent database, which is not suitable for big data processing. HiBase
[12] uses Redis to index HBase’s hotspot data and employs a cache eviction strategy
based on heat accumulation. However, it does not consider the impact of data update
frequency on the cache. Zhai et al. [13] introduced TwemProxy into Redis clusters,
which is a Redis middleware proxy service that can improve the performance of Redis.
However, the solution has to maintain an additional set of TwemProxy clusters, which
incurs additional overhead. Li et al. [14] proposed a hot cumulative Redis cache eviction
algorithm based on query and update frequency. The algorithm considers the frequency
of data updates, but it neglects the impact of historical data.

2.3 Data Synchronization Strategies of HBase

Currently, methods for data synchronization between HBase and other frameworks are
mainly divided into two categories: the methods based on HBase and ElasticSearch data
synchronization and the methods based on HBase and custom memory caching tools. In
the first category of methods, ElasticSearch is used to store HBase’s secondary indexes
[15–17] and a coprocessor for index management is employed to achieve data synchro-
nization. In the second category of methods, a coprocessor is used to synchronously
cache the data from HBase to the memory cache tool [4].
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3 The Proposed Distributed Storage Middleware

As shown in Fig. 1, HEDSM uses HBase and Redis as the underlying storage frame-
work, and stores the data in the HBase database for persistent storage. HBase stores the
data in disks and the query to the data requires multiple times of disk access, which
incurs inefficient data reading. This paper uses Redis as a memory database to store the
frequently queried data to speeds up data reading.

Fig. 1. The HEDSM architecture

3.1 The Storage Module

The storage module contains three components: load balancing, data cache, and data
synchronization. The load balancing component realizes the load balancing of Region
and RegionServer to improve the reading and writing performance. The data cache
component implements a cache elimination strategy based on the heat value calculated
by the time smoothing method to improve the cache hit rate. The data synchronization
component realizes the data synchronization problem of HBase and Redis based on the
coprocessor to avoid the generation of dirty data.

3.1.1 The Load Balancing Component

HBase always writes data to a Region with the largest Startkey. When the data storage
reaches the upper limit of a Region’s space which is restricted by a preset threshold., the
Region is split and the data is transferred to the new Region with the largest Startkey.
In this way, the writing operations will concentrate on the same node, leading to the
problem of data writing hotspots. This paper develops in load balancing component two
load balancing strategies for Region and RegionServer respectively.
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(1) Load balancing for Region.

First, Region-level load balancing performs pre-partitioning operations so that data
can be written to different regions when data is written. The prepartition generates the
Startkey and Endkey of each partition.

The number of HBase partitions is determined by the following Eq. 18 :

N = M × F

S × A
(1)

M represents the memory size of RegionServer. F represents the proportion of
RegionServer allocated to MemStore, which is 0.4 by default in HBase. S indicates
the size of MemStore, the default value of which in HBase is 128 MB. A is the number
of column families in the table.

Even if HBase is pre-partitioned, the unreasonable design of Rowkey will still make
the size of the Region unbalanced. Therefore, second, this paper generates Rowkey by
a consistent hash function with virtual nodes which can write data evenly to Regions.

Consistent hash algorithm 19 is widely used in NoSQL databases. it can be regarded
as a load balancingmethod to distribute data to different computation nodes. A consistent
hash algorithmwithout virtual computation nodes uses a certain hash function tomap the
data into a large space, as shown in Fig. 2(a). K1 to K6 represent data items (or records)
and A to D represents the computation nodes. When storing data, the algorithm first
gets a hash value for each record that reflects its position in the ring. Second, it finds the
nearest computation node in a clockwise direction to store the record. A consistent hash
algorithm with virtual nodes first adds "virtual computation nodes" which are mapped
to the corresponding real computation nodes to the ring. Then, the nearest computation
node (which may be virtual) is searched in a clockwise direction of the ring, as shown
in Fig. 2(b).

(a) Without virtual nodes        (b) With virtual nodes

0~2^32

K6

K2

K1

K5

K4

K3

D1

A1

C1

B1

B2

A2

C2

D2

K8

K7

Fig. 2. Consistent hash algorithm

Rowkey is generated by a consistent hash algorithm with virtual nodes to map the
original unique identifier of the data. In this way, a region is used as a computation node,
which means the number of regions is equals to the number of real computation nodes.
This paper chooses the FNV1_32_HASH algorithm [20] to generate Rowkey. The basic
process is as follows: first, this paper chooses the number of virtual computation nodes
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and map them to the real computation nodes; second, the primary key of each record
needs to be hashed., The hash values are used as the Startkey of the Region when storing
the records; finally, the Startkeys are concatenated with a universal unique identifiers to
generate the Rowkeys. The details of the Rowkey generation is described in Algorithm
1.

Algorithm 1  Generate Rowkey
Input input //the primary key of data
Output Rowkey //String

1. // Pre-split HBase and get the number of regions
2. // Determine the number of virtual nodes
3. Startkey ← FNV1_32_HASH (input) //Get Startkey
4. Rowkey←Startkey||UUID //Generate Rowkey
5. Return Rowkey

(2) Load balancing on RegionServer.

Only using region-level load balancing may cause regions with frequent reads and
writes to be stored on the same RegionServer, resulting in the phenomenon that only
some of the RegionServers in the HBase cluster are busy and the others are idle. In
this case, highly concurrent queries will cause congestion, which greatly reduces the
performance of HBase.

The load balancing strategy of HEDSM on RegionServer periodically monitors the
reading and writing requests of each Region and RegionServer and records the over-
loadedRegionServer and low-loadRegionServer.Agreedy algorithm is used to exchange
the maximum Region in the maximum overloaded RegionServer and the minimum
Region in the minimum underloaded RegionServer to make the reading and writing
requests of each RegionServer as close as possible. Therefore, the load of HBase is
more balanced.

The realization of the load balancing strategy on RegionServer is shown in
Algorithm 2:
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Algorithm 2 Load balancing on RegionServer
Input loadRS(loadN(loadR)), the initial set of region servers with load; t, the 
number of iterations; n, the number of nodes
Output S( maxN, minN, maxR, minR ), the switching strategy
maxN represents region server with the maximum load
minN represents region server with the minimum load
maxR represents region with the maximum load in maxN
minR represents region with the minimum load in minN
1. Set the visited flag of each region to false
2. // the average load of all region servers
3. // the ideal upper bound of load
4. // the ideal lower bound of load
5. FOR each in loadRS DO
6. IF > loadmax THEN
7. overLoadQueue ← // Add region server with load greater than 

the upper bound to the overLoadQueue
8. ELSE IF loadN < loadmin THEN
9. underLoadQueue ← loadN  // Add region server with load less than the 

lower bound to the underLoadQueue
10. ELSE
11. normalLoadQueue ←
12. END IF
13. END FOR
14. WHILE t>0 DO
15. // Search region servers with 

the maximum load and the minimum load in loadRS
16. // represents current value of evaluation in-

dicator
17. maxN ← sort(overLoadQueue)      // maxN represents region server with 

the maximum load in the sorted overLoadQueue
18. minN ← sort(underLoadQueue) // minN represents region server with the 

minimum load in the sorted underLoadQueue
19. maxR ← sort(maxN) // maxR represents non-visited region with the max-

imum load in the sorted set of regions in maxN
20. minR ← sort(minN)// minR represents region with the minimum load in 

the sorted set of regions in minN
21. IF maxR is null THEN
22. remove maxN from overLoadQueue
23. CONTINUE
24. END IF
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25. Set the visited flag of maxR to true
26. h ← load_maxR – load_minR // load_maxR represents load value of 

maxR, load_maxR represents load value of minR
27. IF h>0 AND load_maxN – h > loadmin AND load_minN + h < loadmax 

THEN
28. S ← (maxN, minN, maxR, minR)
29. exchange the position of maxR and minR
30. update(loadRS) // update load value of related region server
31. // represents current new value of evaluation in-

dicator
32. IF > THEN // undo exchange
33. exchange the position of maxR and minR
34. update(loadRS) // update load value of related region server
35. update(S)
36. END IF
37. END IF
38. t ← t – 1
39. END WHILE
40. Return S

3.1.2 The Data Cache Component

Each reading and writing request to HBase involves disk access, which limits the perfor-
mance of data reading and writing. Therefore, Redis is introduced to cache data. Redis
has 6 kinds of cache elimination strategies, of which LRU is the most frequently used.
LRU is based on the idea that recently more queried data is more likely to be queried.
However, it does not consider the frequency of data query, which is the long suit of the
LFU strategy.

This paper designs a cache eviction algorithm based on the heat value calculated
by the time smoothing method according to query and update frequency. This paper
proposes the more frequently queried data will be more likely to be queried in the future,
and the more frequently updated data will be less likely to be queried. In view of this,
this paper designs the following equations to calculate the heat value of a record:

heatvaluen = α × queryf

updatef
+ (1− α) × heatvaluen−1

= α ×
queryCount

T
updateCount

T

+ (1− α) × heatvaluen−1

= α × queryCount

updateCount
+ (1− α) × heatvaluen−1 (2)

queryCount is the number of visits in a cycle, updateCount is the number of updates
in a cycle, T is a heat calculation cycle, queryf is the query frequency, updatef is the
update frequency, 0< α < 1, and the historical value heatvaluen − 1 reflects the historical
heat. The parameterα is the attenuation coefficientwhich is used to determine theweights
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of the accumulated heat and the historical heat in heatvaluen − 1. The larger the weight
of recent visit is, the smaller the impact of the historical query records on data heat is,
and vice versa. The historical heat of the data in the cache decayed at the rate of 1 − α

in each cycle. The accumulated heat of the earlier cycles will experience more decay.
Therefore, the impact of the early accumulated heat on the data heat is reduced gradually.

The idea of the data cache component is to calculate the number of times the cached
data being queried or updated and calculate the heat values of each record according to
Eq. (2) and store them in an ordered hot value set. At the beginning of data caching, the
cache is empty, the data can be written to HBase and Redis directly. When the amount of
cached data reaches the preset threshold, the cache eviction algorithm is invoked which
will delete K records with the lowest heat values. The basic steps of cache eviction are
shown in Algorithm 3:

Algorithm 3 Cache eviction
Input Rn(key,value) //the string data;
way //operation way: insert : 1, query : 0; 
T //period time; 
α // attenuation coefficient
Output result //operation result(success/failure)
1. WHIILE Time == T DO
2. heatvalue = α×queryCount/updateCount+(1-α)×heavalue
3. Zset(score,key,hotvalue)  //Ordered set Zset
4. END WHILE
5. IF way = 0 THEN
6. IF Zset.size()>N AND not key.exists THEN
7. Zset.delete(n)   // Eliminate n data with low hot value
8. visitCount ← visitCount + 1
9. flag← insert(key, value, visitCount, udateCount)
10. END IF
11. ELSE       //insert data
12. IF Zset.size()>N AND !key.exists THEN
13. Zset.delete(n)   // Eliminate n data with low heat value
14. updateCount ← updateCount + 1
15. flag ← insert(key, value, visitCount, udateCount)
16. END IF
17. END IF
18. IF flag THEN
19. return success
20. ELSE 
21. return failure
22. END IF

3.1.3 The Data Synchronization Component

A data synchronization usually needs to consider the consistency of data between the
cache and the database. Data inconsistency will cause "dirty" data. HBase’s Observer



A Distributed Storage Middleware Based on HBase and Redis 373

Coprocessor is similar to the trigger in RDMS. The hook function can be customized
and will be called automatically by the server. RegionServer provides hook functions
for client-side data manipulation, such as Get, Put, Delete, Scan, etc. The data synchro-
nization component uses the Put function to write data to Redis by rewriting the preput
method. When the client sends a put request, the request is distributed to the appropriate
RegionServer and Region. Then, the Observer Coprocessor intercepts the request and
calls the preput function. After the preput function is executed, HBase executes the Put
function to perform persistent storage to realize data synchronization. The details of data
synchronization are given in Algorithm 4.

Algorithm 4  Data synchronization
Input input(Rowkey, column family, attributes) // the put data input
Rowkey // generated by load balancing on Region algorithm
column family // the column family of HBase
attributes // data attribute list
Output result // put result(success/failure)
1. IF Put input THEN   // Intercept put request
2. flag ← preput(input)   //Execute function preput
3. IF flag THEN
4. result ← Put input
5. END IF
6. END IF
7. Function preput(input)
8. Rn ← ( Rowkey , attributes)   //Generate the Redis input string data
9. Cache eviction(Rn, 1, T, α)   //Call algorithm 3
10. END Function

3.2 The Query Module

The query module is designed based on the above-mentioned improvements of HB-ase
and Redis to speed up data query. When the data is hit in Redis, the query task is ended
without accessing the disk, which greatly reduces the disk overhead and query time.
HEDSM supports batch data query. The basic steps are as follows:

(1) Read the query conditions in batches and use Algorithm 1 to generate Rowkeys.
(2) Traverse Rowkeys and initiate a query request to Redis. If Rowkey exists in Redis,

the record matching the Rowkey will be returned from Redis’s cache and the query
is ended.

(3) Otherwise, initiates a request to the specified region ofHBase. If the querying record
exists in HBase, write it to Redis by Algorithm 3 and return the record. The query
is ended. Otherwise, return a flag indicating that the querying record does not exist.
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4 Experiments

4.1 Experimental Environment

An HBase cluster with 5 nodes was deployed for the experiments. The hardware of each
machine in the cluster is dual-core CPU 2.60 GHz, 16G memory, 300G hard disk. The
operating system is Ubuntu 16.04.3. Other software installed on the cluster is given in
Table 1.

Table 1. Cluster softwares

Software name Version

Hadoop 2.6.5

Zookeeper 3.4.6

HBase 1.1.5

Redis 4.0.7

4.2 Datasets

In order to evaluate the effectiveness of the modules in HEDSM, this paper uses a
synthetic raw dataset from a province’s annual power consumption, as shown in Table 2.
This paper has built several specialized datasets from the raw dataset for the experiments
of load balancing, cache hit ratio, and batch query, as shown in Table 3.

Table 2. Power consumption data

USER_NO USER_NAME AREA_NO TRADE_NO USER_TYPE

2346467 ZhangSan 1 01 01

2346458 LiSi 2 02 01

131686 WangQian 1 04 01

307945 LiJin 4 06 02

4.3 Experimental Scheme

In the experiments verifying the load balancing component, the basic steps are as follows:

Step 1: Determine the optimal number of regions through HBase cluster configuration
and calculate the number of regions for each RegionServer according to Eq. (1). In this
experiment, the number of regions for each RegionServer is 13.
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Table 3. Experimental datasets

Experiment Size of dataset

Load balancing 1 million 4 million 7 million 10 million

Cache hit ratio 5,000 3,333 2,500 2,000 1,667 1,429 1,250

Batch Query 5,000 10,000 15,000 20,000

Step 2: Generate Rowkey according to Algorithm 1.
Step 3: Set two periods (T = 5, T = 10) and periodically execute Algorithm 2 on the
RegionServers.

In order to verify the performance of the data cache component, this paper employs
7 datasets, whose details are shown in Table 4. Each dataset will perform 10,000 read
operations, and the number of cacheable records cached in memory is 1000.

Table 4. Datasets for cache experiments

Data set Reading times Number of cacheable records Percentage of cacheable data (%)

5,000 10000 1000 20

3,333 10000 1000 30

2,500 10000 1000 40

2,000 10000 1000 50

1,667 10000 1000 60

1,429 10000 1000 70

1,250 10000 1000 80

In order to verify the performance of the query module, the number of records stored
is 1million, four batch query datasets were set, as shown in Table 3. This paper compares
the query time of HBase with HEDSM.

4.4 Experimental Results and Analysis

4.4.1 HBase Load Balancing

(1) Number of Regions

From Fig. 3, this paper can find that HEDSM can make Regions more uniformly dis-
tributed in RegionServers than HBase.Moreover, by comparing the results of HEDSM-5
and HEDSM-10, this paper can conclude that the larger the period of HEDSM is, the
more uniform the number of Region is. This is because a large period of load balancing
will reduce the number of load balancing calls.
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(a) 1 million data                                  (b) 4 million data 

(c) 7 million data                                 (d) 10 million data
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Fig. 3. The number of regions written to RegionServer with different amounts of data

(2) Load of RegionServers

As shown in Fig. 4, the reading and writing requests after load balancing by HBase
are concentrated on certain RegionServers. On the contrary, the reading and writing
requests after load balancing by HEDSM are distributed evenly to all RegionServers.
Also, the load of RegionServers with the 5-min-cycle HEDSM is more balanced than
the 10-min-cycle HEDSM. This is because the load balancing strategy of HEDSM is
dynamically adjusted according to the reading andwriting requests of the RegionServers
during each period. The shorter the cycle is, the faster the dynamic load balancing, and
the more balanced of the load of each RegionServer is.

(3) Data writing

From Fig. 5, this paper can observe that as the amount of data increases, the data
writing time increases. The writing time of HEDSM-10 is similar to that of HEDSM-5,
which indicates that the load balancing strategy can reduce the data writing time and
the load balancing operation has only little impact on the data writing performance. The
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(a) 1 million data                               (b) 4 million data 

(c) 7 million data                      (d) 10 million data  
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Fig. 4. Load on RegionServer with different data volume
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Fig. 5. Write time for different amounts of data

larger the amount of data, the better the effect of HEDSM, which is about 50% higher
than HBase’s default implementation.

4.4.2 Cache Hit Ratio

As shown in Fig. 6, the cache hit ratio of HEDSM is higher than that of the LRU strategy
with varying percentages of the storage capacity. With the increase of the percentage
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of the storage capacity, the cache hit radio of LRU and HEDSM also increases, which
is consistent with the characteristics of HEDSM and LRU. And the cache hit radio of
HEDSM is higher about 10% than LRU.
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Fig. 6. Cache hit ratio
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data

4.4.3 Batch Query

Figure 7 shows that the query performance of HEDSM is much greater than that of
HBase. With the increase of the number of query records, the gap between the query
time of HBase and HEDSM enlarges, which means that HEDSM is more suitable for
massive data query.

5 Conclusions

To improve the performance of HBase, this paper proposes a distributed storage mid-
dleware named HEDSM whose writing and querying performance far exceeds that of
HBase. The middleware employs an efficient load balancing strategy for Region and
RegionServer which has a great performance improvement over HBase. The cache evic-
tion algorithm based on the time smoothing method of query frequency and update
frequency improves the cache hit ratio. The newly designed preput function according
to the hook function provided by HBase’s coprocessor helps achieve data synchroniza-
tion. All the functions are packed into the storage module whose effectiveness is proved
in the experiments through a batch query interface. In the future, this paper will continue
to study more complex query functions such as non-primary key query and range query.
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Abstract. To optimize the full-duplex relay cooperation system throughput, a
cooperative full-duplex relay selection strategy based on power splitting is pro-
posed. This strategy introduces self-energy recycling technology to eliminate self-
interference problem in system, which makes the self-interference signal become
beneficial to the system. The strategy also solves the relay selection problem
under the optimal system throughput by optimizing the parameters such as relay
transmission power and power allocation factor. It transforms the original non-
linear mixed integer programming problem into two coupled optimization prob-
lems by using mathematical transformation, and then obtains the optimal solution
by KKT condition and Lagrange function. Simulated experiments and analysis
results show that the proposed strategy can retrieve the performance loss caused
by self-interference and the spectrum efficiency loss caused by half duplex relay.
Compared with the full duplex random selection strategy, it can select the best
channel and achieve system gain.

Keywords: Simultaneous Wireless Information and Power Transfer (SWITP) ·
Full duplex · Relay selection · Power splitting · Self-interference energy recovery

1 Introduction

The simultaneouswireless information andpower transfer (SWIPT) is a new typeofwire-
less communication technology, which can realize cooperative transmission of informa-
tion and energy in wireless networks, and effectively provide energy for various wireless
devices by extracting the energy in the received signal [1].

In the research of wireless energy capture cooperative relay network, some works
had been done for various optimal transmission strategies and power splitting (PS)
strategies [2–6]. In the full-duplex (FD)mode, the receiving and forwarding of signals are
performed at the same time and frequency band, which leads to strong self-interference
at the relay end and greatly reduces the efficiency of information transmission [7]. With
the progress of self-interference elimination technology, the technology of self-energy
recycling has gained more and more attention in FD relay networks [8]. [9] put the
energy harvesting into the second slot to eliminate the self-interference andmake the self-
interference become beneficial to the system. [10] proposed a FD relay system based on
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PS protocol, in which the receiving and forwarding of relay information were completed
in one time slot. [11] used SWITP scheme and the self-energy recycling technology in FD
system, and minimized the weighted sum transmit power. [12] studied the application
of self-energy recycling protocol to FD cooperative non-orthogonal multiple access
system. [13] proposed a joint time and power allocation scheme suitable for FD wireless
relaying network. [14–16] studied the security beamforming technology of FD wireless
relay system.

However,most of the existing researches focused on a single relay system, and did not
consider the operation planning of the SWITPS systemwith multiple relays. In addition,
the existing wireless relay systems are based on the traditional three-stage, two-stage
time-sharing transmission protocol, In addition, the existing wireless relay systems were
based on the traditional three-stage and two-stage time-sharing transmission protocol,
information and energy are transmitted separately, and the SWITP technology has not
been widely used.

This paperwill establish the FD relay networkmodel by usingPS-SWITP technology
with self-energy recycling, propose a new optimal FD relay selection strategy based on
PS cooperation. On the basis of satisfying the conditions of communication quality
of service (QoS) and transmission power of source node, the optimal relay selection
problem is solved by jointly optimizing the parameters such as relay transmission power
and power allocation factor. Finally, the feasibility and effectiveness of the proposed
model and strategy are illustrated by simulation experiments and performance analysis.

2 System Model

We set up a full-duplex SWITP relay cooperation system based on PS protocol as shown
in Fig. 1. Where, S is the source node, Ri(i = 1, 2,…, K) is the relay nodes, D is the
destination node, and all devices are equippedwith a single antenna. Due to the limitation
of network coverage, it is assumed that the S node is not directly connected to the D
node, and the communication between them is only conducted through the relay node.
Suppose that the application scenario of the model is: the base station (S node) sends
information to the remote user (D node) through multiple small base stations (relay
nodes).

 Data Transfer 
Energy Transfer 

S Ri D

Rk

Fig. 1. The full-duplex SWITP relay cooperation system

The relay receiver structure of the system is as shown in Fig. 2. First, the S node
transmits the signal to the relay node. Then the relay node forwards the amplified signal
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to the D node. The relay node operates in amplify-and-forward(AF) mode [17], and can
eliminate information self-interference and realize energy self recycling. According to
the different power ratio of information receiving and energy harvesting, the relay node
processes the received signal. The harvested energy is converted into electrical energy
that can be used by relay nodes, and stored in a storable battery.

                                                 Self interference channel  hRi

nRi,p

hRi,D

hS,Ri                                                                                                                   Amplifier 

nRi,a                1-ρ

Information receiving 

Energy harvesting Battery 

Fig. 2. Structure of the relay receiver in full-duplex SWITP relay cooperation system

The time allocation of PS protocol of full-duplex SWITP relay cooperation system
is shown in Fig. 3. Different from other relay systems, the information receiving, energy
acquisition and information forwarding are all carried out in the same time slot T, which
can maintain uninterrupted information flow.

Information receiving(ρ)                                    Information forwarding 

Energy harvesting(1-ρ)

                                                                             T 

S Relay Ri
D 

Fig. 3. The transmission time allocation

In Fig. 3, all channels in the system are set to be static fading channels and their states
are basically unchanged in the same time slot, so the status information of all channels
is known. Let hS,Ri denotes the channel factor between the S node and the Ri(i = 1,
2,…, K) node, hRi,D denotes the channel factor between the Ri node and the D node,
hRi denotes the self-interference channel factor of the Ri node, σ 2

nRi ,a
and PRi denote the

transmission power of the S node and the Ri node respectively. The signal received by
the Ri node is

yRi = √
PShS,RixS + √

PRihRi xRi + nRi, a (1)

Where, xS ∈ C is the signal from the S node which satisfies E
{|xS |2

} = 1, xRi ∈ C
is the signal from the Ri node. nRi,a ~ CN (0,σ 2

nRi ,a
) is the additive white Gaussian noise

produced by the Ri node, and its variance is σ 2
nRi ,a

and the mean value is 0.
√
PRihRi xRi

is the loop-back self-interference signal of relay node. According to the PS method and
factor ρ ∈ (0, 1), the relay node Ri divides the yRi into ρ · yRi and(1−ρ) · yRi , in which
the ρ · yRi is used for information transmission and the (1 − ρ) · yR is used for energy
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transmission. The corresponding formulas are as follows:

yIDRi = √
ρ
(√

PShS,Ri xS + √
PRihRi xRi + nRi,a

)
+ nRi,p (2)

yEHRi = √
1 − ρ

(√
PShS,Ri xS + √

PRihRi xRi + nRi, a
)

(3)

Where, nRi,p ~ CN(0, σ 2
nRi,p

) denotes the artificial noise generated by relay node Ri.
After the self-interference is eliminated, the expressions of information transmission of
relay node Ri is updated to

yID−SIC
Ri

= √
ρ
(√

PShS,Ri xS + nRi,a
)

+ nRi,p (4)

Since the energy generated by noise is very small, the noise factor can be ignored in
the energy harvesting expression. Considering that the energy harvested by the Ri node
is composed of the energy of signal from S node and the energy recovered from the
self-interference signal, the total harvested energy is

ERi = η(1 − ρ)
(
PS

∣∣hS,Ri

∣∣2 + PRi

∣∣hS,Ri

∣∣2
)

(5)

Where, η is the energy transformation efficiency.
Therefore, the signal that the destination node D can receive is

yD = √
PRihRi,DxRi + nd (6)

Where, nd denotes the artificial noise generated by Ri node. The signal noise ratio
(SNR) of S node to Ri node and Ri to D node are

γS,Ri = ρPS
∣∣hS,Ri

∣∣2

ρσ 2
nRi ,a

+ σ 2
nRi ,p

(7)

γRi, D = PRi

∣∣hRi, D
∣∣2

σ 2
nd

(8)

Since the relay node adopts the AF protocol, the total SNR of the system is expressed
as

γ = γS,RiγRi, D

1 + γS,Ri + γRi, D
= ρPS

∣∣hS,Ri

∣∣2

ρσn2Ri ,a
+ σ 2

nRi ,p
+

(
ρA+σ 2

nRi ,p

)
σ 2
nd

PRi
∣∣hRi,D

∣∣2

(9)

Where, A =
(
PS

∣∣hS,Ri

∣∣2 + σ 2
nRi ,d

)
, the system throughput expression is

R = log2(1 + γ ) = log2(1 + ρPS
∣∣hS,Ri

∣∣2

ρσn2Ri ,a
+ σ 2

nRi ,p
+

(
ρA+σ

n2Ri ,p

)
σ 2
nd

PRi
∣∣hRi,D

∣∣2

) (10)
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3 Our Relay Selection Strategy

Under the condition that the communication QoS is guaranteed and the source transmit
power does not exceed the limit, our strategy can select the best relay to maximize
the throughput of energy-limited full duplex relay system by jointly optimizing the
parameters such as relay transmission power and power allocation factor.

3.1 Optimization Problem

The optimization goal of our strategy is to maximize the system throughput. The global
optimization problem can expressed as

P0: max
i∈K,PRi,ρ

R = log2(1 + γ ) (11)

s.t γ ≤ γ0 (11a)

PRi ≤ ERi + Q (11b)

0 < PS ≤ P∗ (11c)

0 ≤ ρ ≤ 1 (11d)

Where, K = {1, . . . ,K} is the code of K relay nodes; γ is the total SNR of the
system(as shown in (9)); γ0 denotes the SNR threshold; ERi denotes the total harvested
energy (as shown in (5)); Q represents the external energy required for relay to transmit
the signal further; P* is the maximum transmitting power constraint of S node.

Because the expression equation of throughput optimization problem is complex and
not easy to calculate, the optimization problem can be transformed to a easily solved
minimum objective function. The transformed expression is as follows

maxR = log2(1 + PS
∣∣hS,Ri

∣∣2

σ 2
nRi ,a

+γ ∗ )

⇒ min γ ∗ = σ 2
nRi ,p

ρ
+ Aσ 2

nd

PRi
∣∣hRi,D

∣∣2 + σ 2
nRi ,p

σ 2
nd

ρPRi
∣∣hRi,D

∣∣2

(12)

Because γ is greater than 1, the equation for throughput R is a function that increases
as γ increases. The equation of maximizing throughput can be transformed into max-
imizing γ . After simplifying γ , it can be transformed into the objective function of
minimizing γ *. The optimization problem of P0 becomes

P1 : min
i∈K,PRi ,ρ

γ ∗ =
σ 2
nRi ,p

ρ
+ Aσ 2

nd

PRi

∣∣hRi,D
∣∣2

+
σ 2
nRi ,p

σ 2
nd

ρPRi

∣∣hRi,D
∣∣2

s.t γ ≤ γ0

PRi ≤ ERi + Q



386 T. Li et al.

0 < PS ≤ P∗

0 ≤ ρ ≤ 1 (13)

After simplification, the whole optimization problem becomes a non-linear mixed
integer planning problem, which means relay selection and joint optimization of PRi and
ρ are still difficult to solve. Therefore, problem P1 needs to be redefined as a pair of
coupling optimization problems, that is the external optimization problem of selecting
the optimal relay and the internal optimization problem of joint calculation of PRi and ρ.
The optimal solutions for internal optimization and external optimization are discussed
below.

3.2 Optimization of Dynamic PS Factor and Relay Transmission Power

This section discusses the internal optimization of P1, which mainly involves the joint
optimization of PRi and ρ parameters. Assuming that the relay node Ri (i = 1, 2,…, K)
is active, the corresponding sub-problem is

P2 : min
PRi ,ρ

γ ∗ =
σ 2
nRi ,p

ρ
+ Aσ 2

nd

PRi

∣∣hRi,D
∣∣2

+
σ 2
nRi ,p

σ 2
nd

ρPRi

∣∣hRi,D
∣∣2

s.t γ ≥ γ0

PRi ≤ ERi + Q

0 < PS ≤ P∗

0 ≤ ρ ≤ 1 (14)

Obviously, this is a nonlinear planing problem, and its optimal solution involves the
joint optimization ofPRi andρ. In our strategy, theKarushKuhnTucker (KKT) condition
is used to find the solution of this problem. Firstly, the Lagrange function corresponding
to problem P2 can be expressed as

L(
PRi , ρ; λ1, λ2, λ3

)

= F
(
PRi , ρ

) + λ1G
(
PRi , ρ

) + λ2H
(
PRi , ρ

) + λ3I
(
PRi , ρ

) (15)

Where,

F
(
PRi , ρ

) =
σ 2
nRi ,p

ρ
+ Aσ 2

nd

PRi

∣∣hRi,D
∣∣2

+
σ 2
nRi ,p

σ 2
nd

ρPRi

∣∣hRi,D
∣∣2

(16)

G
(
PRi , ρ

) = γ0 − γ = γ0 − ρPS
∣∣hS,Ri

∣∣2

ρσ 2
nRi , a

+ σ 2
nRi ,p

+
(
ρA+σ 2

nRi ,p

)
σ 2
nd

PRi
∣∣hRi,D

∣∣2

≤ 0 (17)

H
(
PRi , ρ

) = PRi − Q − ERi

= PRi − Q − η(1 − ρ)
(
PS

∣∣hS,Ri

∣∣2 + PRi

∣∣hRi
∣∣2

)
≤ 0

(18)

I
(
PRi , ρ

) = ρ − 1 ≤ 0 (19)
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In order to obtain local optimum, ∇L(
PRi , ρ; λ1, λ2, λ3

) = 0 must be guaranteed.
Therefore, the equation satisfying the optimal condition is

∂L(
PRi ,ρ;λ1,λ2,λ3

)

∂PRi

⇒ − Aσ 2
nd

P2
Ri

∣∣hRi,D
∣∣2 − σ 2

nRi ,p
σ 2
nd

P2
Ri

ρ
∣∣hRi,D

∣∣2

−λ1ρPS
∣∣hS,Ri

∣∣2

(
ρA+σ2ni,p

)
σ2nd

PRi

∣∣∣hRi,D
∣∣∣
2

(ρσ 2
nRi ,a

+σ 2
nRi ,p

+
(

ρA+σ2nRi ,p

)
σ2nd

PRi

∣∣∣hRi,D
∣∣∣
2 )2

+λ2

(
1 − η(1 − ρ)

∣∣hRi
∣∣2

)

(20)

∂L(
PRi , ρ; λ1, λ2, λ3

)

∂ρ

⇒ −
σ 2
nRi ,p

ρ2 −
σ 2
nRi ,p

σ 2
nd

ρ2PRi

∣∣hRi,D
∣∣2

− λ1PS
∣∣hS,Ri

∣∣2

σ 2
nRi ,p

ρ2 + σ 2
nRi ,p

σ 2
nd

ρ2PRi
∣∣hRi,D

∣∣2

(σ 2
nRi ,a

+ σ 2
nRi ,p

ρ
+ Aσ 2

nd

PRi
∣∣hRi,D

∣∣2 + σ 2
nRi ,p

σ 2
nd

ρPRi
∣∣hRi,D

∣∣2 )
2

+ λ2η
(
PS

∣∣hS,Ri

∣∣2 + PRi

∣∣hRi
∣∣2

)
+ λ3 (21)

The feasible condition expressions of the objective function are shown as (16), (17)
and (18). The complementary relaxation expression is as follows:

λ1G
(
PRi , ρ

) = 0, (22)

λ2H
(
PRi , ρ

) = 0 (23)

λ3I
(
PRi , ρ

) = 0, (24)

Where, The nonnegative parameters are PRi , ρ, and λ1, λ2, λ3 ≥ 0. Obviously, if
λ3 	= 0, then I

(
PRi , ρ

) = 0 which means ρ = 1 and this is not a viable solution. So there
is λ3 = 0. If λ2 = 0, then (21) and (22) do not hold. Therefore, two possible solutions
are derived, and are described in the following two propositions.

Proposition 1. If λ1 	= 0, then G
(
PRi , ρ

) = 0. If λ2 	= 0, there is H
(
PRi , ρ

) = 0. If
λ3 = 0 then I

(
PRi , ρ

) 	= 0. Thus, we can get the following expression of the optimal
solution:

ρ′PS
∣∣hS,Ri

∣∣2

ρ′σ 2
n2Ri ,a

+ σn2Ri ,p
+

(
ρ′A+σ 2

nRi ,p

)
σ 2
nd

P′
Ri

∣∣hRi,D
∣∣2

= γ0, (25)
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P′
Ri = Q + η

(
1 − ρ′)(PS

∣∣hS,Ri

∣∣2 + P′
Ri

∣∣hRi
∣∣2

)
, (26)

Proposition 2. If λ1 = 0, then G
(
PRi , ρ

) 	= 0. If λ2 	= 0, then H
(
PRi , ρ

) = 0. If
λ3 = 0 then I

(
PRi , ρ

) 	= 0. Thus, the expression of the optimal solution is as follows.

− Aσ 2
nd(

P′′
Ri

)2∣∣hRi,D
∣∣2

−
σ 2
nRi ,p

σ 2
nd

(
P′′
Ri

)2
ρ′′∣∣hRi,D

∣∣2
+ λ2(1 − η

(
1 − ρ′′)∣∣hRi

∣∣2) = 0, (27)

−
σ 2
nRi ,p

(ρ′′)2
−

σ 2
nRi ,p

σ 2
nd

(ρ′′)2P′′
Ri

∣∣hRi,D
∣∣2

+ λ2η
(
PS

∣∣hS,Ri

∣∣2 + P′′
RihRi

∣∣2
)

= 0, (28)

P′′
Ri = Q + η

(
1 − ρ′′)(PS

∣∣hS,Ri

∣∣2 + P′′
Ri

∣∣hRi
∣∣2

)
, (29)

According to the above solutions, we design the internal optimization algorithm.
The algorithm’s goal is to solve the value of the minimum objective function γ *, and put
it into the formula of maximizing the system throughput R, and then get the maximum
throughput value Rmax . The algorithm is described as follows:

Input: Parameters hS,Ri , hRi,D , hRi , Q;
Output:Maximum system throughput Rmax under the minimum objective function (γ *)
value after parameter optimization.

1) Initialization:η ∈ (0, 1], Ps ∈ (0, μPmax]; 0.5 < μ < 1; σ 2
nRi ,a

= 10−4; σ 2
nRi ,p

=
10−10; σ 2

nd = 10−4

2) Calculating the parameters P
′
Ri

, ρ
′
by Eqs. (25) and (26);

3) Defining: γ ′ = σ 2
nRi ,P

ρ′ + Aσ 2
nd

P′
Ri

∣∣hRi,D
∣∣2 + σ 2

nRi,p
σ 2
nd

ρ
′P′

Ri

∣∣hRi,D
∣∣2 ,R

′ = log2(1 + PS
∣∣hS,Ri

∣∣2

σ 2
nRi ,a

+γ ′ )

4) Calculating the parameters P
′′
Ri

, ρ
′′
by Eqs. (27), (28) and (29);

5) Defining: γ
′′ = σ 2

nRi ,P

ρ
′′ + Aσ 2

nd

P
′′
Ri

∣∣hRi,D
∣∣2 + σ 2

nRi,p
σ 2
nd

ρ
′′P′′

Ri

∣∣hRi,D
∣∣2 ,R

′′ = log2(1 + PS
∣∣hS,Ri

∣∣2

σ 2
nRi ,a

+γ
′′ )

6) Rmax = max
(
R

′
,R

′′)
;

7) Return: Rmax.

3.3 Selection of Relay Nodes

This section discusses optimal selection of relay nodes to find the external optimization
problem solution of P1. Its idea is that the optimal relay node is searched in one dimension
byusing themaximum throughput of the relay nodes obtained in the internal optimization
problem solving algorithm. The index of the best relay node can be expressed as

j∗ = arg minj∈{1,...,k} γ ∗ = arg maxj∈{1,...,k} R (30)
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Where, γ * denotes the optimal solution of P2, and the exchange expression of R and
γ * is shown in (12). It is worth noting that this relay selection is based on exhaustion
search, which has high performance cost and high complexity. Looking for compromise
relay selection is the focus of future research.

4 Experiments and Analysis

The experiments use Monte Carlo and other experimental methods to compare our strat-
egy with with the full-duplex random relay selection strategy (FDRRSS), half-duplex
optimal relay selection strategy(HDORSS) and half-duplex random relay selection strat-
egy (HDRRSS) given in [18], and then analyze the performance of these strategies. The
experimental parameters are set as follows: network relay nodes K = 8, energy con-
version rate η = 0.5; channel coefficients are independent and identically distributed,
and obey Rayleigh distribution; R0= 3bps, Q = −30 dbm, σ 2

nRi ,a
= σ 2

nd − 10 dbm,

σ 2
nRi ,p

= −70 dbm.
In the experiment, the FDRRSS strategy can randomly select relay nodes in the

feasible solution set to perform information amplification and forwarding, and other
configurations and condition assumptions are the same as our strategy. In the HDORSS
strategy and HDRRSS strategy, the whole information transmission phase T is divided
into two stages. The first T/2 by the relay node to receive information and harvest energy,
and the second T/2 is used by the relay node to amplify the information and then forward
to the D node. Since there is no interference signal, there is no self-energy recycling.

Firstly, we compare our strategy with the FDRRSS strategy, HDORSS strategy and
HDRRSS strategy. Figure 4 shows the experimental comparison results when PS = 35
dbm.The cumulative distribution function (CDF)graph is used to describe the probability
distribution of the maximum throughput of the system under different strategies. In the
experimental data curve of proposed strategy, the y value corresponding toR> 11.54 bps
on the horizontal axis is about 0.4, which indicates that the proportion of the data points
withR>11.54bps is about 60%. In the experimental data curveof the full-duplex random
relay selection strategy, the y value corresponding to R > 11.54 bps on the horizontal
axis is about 0.78, and the proportion of the data points with R> 11.54 bps is about 22%.
In the HDORSS strategy and HDRRSS strategy, the probability of R < 7 bps is 1. The
experimental results show that in the relay selection cooperative communication system
based on SWITP, the performance of the optimal relay selection strategy is superior to
the random relay selection strategy, and the our strategy is obviously better than the
traditional HDORSS strategy and HDRRSS strategy.

Secondly, we observe and analyze the influence of antenna noise produced by relay
nodes on throughput. Figure 5 shows the experimental results of PS = 35 dbm and PS

= 40 dbm.
From the experimental results, we can see that when the antenna noise is greater

than −15 dbm, the throughput of the proposed strategy begins to decrease, and the
rate of descend is faster. When the noise is large, the throughput under different PS

values becomes smaller and smaller. In the full-duplex random relay selection strategy
(FDRRSS), because the selected relay nodes are stochasticly extracted from the feasible
set, the experimental curve is different, but its maximum throughput does not exceed the
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Fig. 4. Comparison of system throughput

Fig. 5. System throughput comparison of different strategies when relay antenna noise changes

our strategy. The results of simulated experiment show the uncertainty of the random
relay selection strategy. When the antenna noise of relay node is larger than −20 dbm,
The throughput of the HDORSS strategy begins to decrease, and the decline speed
gradually increased. When the noise is very high, the difference between its throughput
and that of the full-duplex relay selection strategy becomes smaller. Experimental results
also show that the maximum throughput of the half-duplex relay selection strategy is
smaller than our strategy under different antenna noise conditions.

Thirdly, we analyze the change of system throughput R with relay transmit power
PRi. The experimental results of PS = 35 dbm and PS = 40 dbm are given in Fig. 6.
The simulation results show that when relay transmit power continues to grow, the
system throughput of the HDORSS strategy, FDRRSS strategy and our strategy also
increases. The number of PRi is determined by the energy ERi harvested by relay node.
The larger the PRi, the more energy is harvested. This shows that the harvested energy
has a significant influence on the system throughput. When PRi > 40 dbm, the speed
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growth curve of system throughput growth gradually flattens. The main reason is that
when the value of PRi exceeds a certain limit, the part allocated to the relay information
receiving according to the power splitting factor becomes very small, which seriously
affects the system throughput. Therefore, it is very important to get an equilibrium point
of energy rate.

Fig. 6. Influence of relay transmit power on system throughput under different strategies

The influence of the change of power splitting factor ρ on the system throughput R
is shown in Fig. 7. This experiment is very important to find a suitable balance between
energy and velocity. In the experiment, PS is set to 34, 36, 38, 40 and 42 dbm. As shown
in Fig. 7, when ρ is small, the system throughput is not seriously affected and the change
is very small. However, when ρ is close to 0.8, the system throughput begins to decrease
obviously, and the decline speed is faster. When ρ approaches 1, the throughput reaches
the minimum. The main reason is that when ρ is large, the proportion of information
receiving part of relay node in power allocation becomes larger, which results in the
imbalance of energy rate and impacts on system throughput seriously.

Finally, we observe and analyze the change of system throughput Rwith relay trans-
mit power PRi under different relay antenna noises. Figure 8 shows the experimental
results of σ 2

nRi ,a
= −20 dbm and σ 2

nRi ,a
= −10 dbm. Experimental results show that

whenPS increases, the system throughputR also increases. The larger thePS , the smaller
the impact of antenna noise on system throughput. When σ 2

nRi ,a
= −20 dbm and PS =

30 dbm, the throughput of proposed strategy is 4.6 bps more than that of the FDRRSS
strategy, and is 8.051 bps more than that of the HDORSS strategy. With the increase of
the source transmitting power, the throughput difference between half-duplex strategy
and full-duplex strategy is larger and larger, and the influence of different relay antenna
noise to the system throughput tends to be the same. Experimental results also show that
the higher the source transmission power, the greater the performance advantage of our
strategy.
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Fig. 7. Influence of different power splitting factor on system throughput

Fig. 8. The influence of different relay antenna noise to the system throughput

5 Conclusions

Aiming at the optimal relay selection problem of full-duplex SWITP relay cooperation
system, a cooperative full-duplex relay selection strategy based on power splitting is
proposed to optimize system throughput. By using the self-energy recycling technology,
the relay node can recover the energy of self-interference signal, which makes the self-
interference signal beneficial to the system. The problem model is established based on
the constraints of communication service quality and transmitting power of source node.
The original nonlinear mixed integer programming problem is transformed by mathe-
matical transformation into two coupled optimization problems, namely, the external
optimal relay selection problem and the internal transmission power control problem.
This strategy has the following advantages: (1) it can recover the performance loss caused
by self-interference and recover the relay’s self-interference energy effectively; (2) it can
overcome the spectrum efficiency loss caused by half duplex relay. Compared with the
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random relay selection strategy, the proposed relay selection strategy is more efficient
The optimal relay selection strategy can select the optimal channel and achieve the goal
of optimal system throughput. Compared with the random relay selection strategy, the
proposed strategy can select the optimal channel and obtain the better system throughput.
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Abstract. Distributed graph computing aims at performing in-depth analysis on
large networks in a parallel manner. Iterative communication computation is an
important model to perform graph analysis. Moreover, high-efficiency iterative
communication computation is necessary for assuring the quality of graph par-
titioning. Many strategies to improve graph computing are usually based on the
hypothesis of single communication iteration which focuses on the optimization
of load balance in a single graph partitioning and the improvement of parallel
granularity or communication manners. However, a graph in the real-world usu-
ally requires complex communication iterations to achieve good analysis results,
which often have the problems of data and communication tilting and low analy-
sis efficiency. In this paper, we propose a two-stage graph computing model with
communication equilibrium (TSMCE). The model employs a communication-
equilibrated graph partitioning strategy (CEGP) for load balancing and a two-stage
graph computingmode (TS) to reduce the crossing-partition communication.With
the change of graph density, various factors such as load balancing, communication
balancing, cross-partition transmission traffic, communication delay, and conver-
gence speed can always maintain an efficient balance. The experiments conducted
on the real-world datasets show that the communication-equilibrated graph par-
titioning strategy can divide a graph with high quality compared with Hash and
Metis. Besides, the overall performance of our two-stage graph computing model
with communication equilibrium is higher than that of the BSP model.

Keywords: Graph computing · Graph partitioning · Communication iteration

1 Introduction

Large-scale graph computing research is a massive network analysis based on a dis-
tributed graph computing model. There are two mainstream graph computing models:
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one is the overall synchronous parallel computing model BSP [1–3], and the other is the
typical asynchronous parallel computing model GAS [4–6]. The BSP defines the graph
computing process as a series of super-steps. Each super-step is completed through com-
munication, aggregation, and computing. Its biggest feature is the global vertex parallel
processing, and the super-steps are separated by synchronous barriers. When all tasks
are completed, the next iteration of super-step begins. Therefore, there is a shortage of
long waiting. The GAS divides the computing process into three stages: Gather, Apply,
and Scatter. There is no need to wait for each other between the tasks, so its running
is faster than the synchronous parallel process, but it is necessary to design approaches
to maintain data consistency. Because the BSP has no use for considering too many
programming details in practical applications, the graph computing system/framework
based on BSP is widely used. Typical representatives include Pregel [2], Graphx [7],
Giraph [8], Pregelix [9], etc.

Aiming at the shortcomings of the long waiting of the BSP when the running time
of the tasks is different [10], existing work has improved the following three aspects.
Designing efficient algorithms to speed up the partitioning of graphs [11–13]. Reducing
the communication delay by coarsening theminimum execution unit [14, 15]. Improving
the parallel mechanism [10, 16], such as asynchronous parallel, to solve the long waiting
problem.

Graphs like social and biological networks have the characteristics of uneven data
distribution [17], and the density of different graphs also varies. Graph density is used
to describe the distribution of vertices and edges on the graph. There have been more
improvements in the algorithm efficiency of BSP, and usually, a single application algo-
rithm for communication is used for model testing, which is not enough for the compre-
hensive performance of the graph computing model. This paper integrates factors such
as load balancing, communication balancing, traffic of cross-network, communication
efficiency, and convergence speed. A two-stage graph computing model with commu-
nication equilibrium is proposed to ensure that as the graph density changes, various
factors can still maintain an efficient balance, further improve the operational efficiency
of graph computing. The main contributions of this article are as follows.

(1) We propose a two-stage graph computing model with communication equilibrium.
The graph partitioning method is optimized based on the vertex degree, and the
communication iteration method of the BSP is improved to improve the graph
computing performance.

(2) We propose a communication-equilibrated graph partitioning strategy. The cluster
vertexdichotomystrategy, partitionbalancedivision, andpartition cycle distribution
principle are introduced to balance the density of each partition and solving the
problem of data tilt and communication tilt caused by the increase of data volume
and the change of graph density.

(3) We propose a two-stage graph computing model. The model is made up of message
communication, message aggregation, local computing in the first stage and local
computing in the second stage. It brings in data separation cache structure, data
mapping, and cache discard function to reduce communication delay, accelerate
algorithm convergence, and reduce message traffic.
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2 Related Work

Existingworkmainly improved the graph computingmodel in termsof graphpartitioning
and communication models.

In terms of graph partitioning. The PowerGraph proposed by Gonzalez et al. [4]
divides the multi-degree vertices, reducing the traffic of cross-network, and solving the
problem of significant imbalance in partitions. Zhao et al. [11] introduced a splitter-
merger manager to improve message communication efficiency. Zhang et al. [12] pro-
posed the LSH graph partitioning algorithm to reduce the problem of irregular memory
access. Liu et al. [13] proposed a distributed re-encoding partitioning method to make
the vertex serial number, to ensure the aggregation of adjacent vertices. Xiao et al. [14]
cut the multi-degree vertices globally or locally according to the characteristics of the
combination of graph computing andmachine learning to reduce redundant partitioning.
These improvements can effectively improve the efficiency of graph segmentation, but it
does not combine the analysis of the communicationmodel and complex communication
algorithms on the segmentation effect, communication performance, and stability.

In termsof communicationmodels. There are some types of point-to-point, subgraph-
to-subgraph, and block-to-block communication [17]. In contrast, the point-to-point
communication model represented by BSP can support most graph computing algo-
rithms. However, because BSP has the characteristics of overall synchronization and
parallelism, for large graph, it has the problems of slow communication speed and low
parallel efficiency. Existing work has been carried out to improve these problems. Liu
et al. [10] proposed the CSA-BSP model of asynchronous BSP to solve the problem of
mutual task waiting and optimize the data throughput rate. Redekopp et al. [18] accel-
erated graph computing by controlling the use of memory based on the BSP. Lai et al.
[19] proposed an improved GPregel model based on BSP, which coarsened the mini-
mum execution unit to reduce the memory access rate and parallel data. Ji et al. [16]
used the local approximation method to map the local to the global graph according to
the similarity of the vertices of different partitions, thereby reducing the running time
of graph computing. Heintz et al. [20] proposed an improved MESH framework based
on BSP, which can flexibly switch the minimum execution unit according to algorithm
requirements. These improvements can speed up the efficiency of the algorithm, but
the communication process of BSP highly depends on the quality of graph partitioning,
which ignoring the impact of graph partitioning on communication iteration efficiency.

Existing graph partitioning methods focus on improving the partition load problem,
and most on balancing the number of communication edges or vertices of the partition.
For graph algorithms with relatively simple communication, good load balancing can be
achieved, but for complex, the density balance of each partition can ensure the stability
of load balancing. The methods of asynchronization, optimized memory access, and
parallel granularity in the existing BSP improvement schemes are highly targeted and
are not suitable for complex communication graph algorithms. This paper proposes a
two-stage graph computing model with communication equilibrium combining multi-
ple factors such as traffic of cross-partitions, load balancing, communication balance,
iterative methods, and memory utilization to improve.
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3 Preliminary

3.1 Graph Partitioning

Common partitioning methods include Metis and Hash, both of which focus on the
division of local graph data.

Metis [21] is based on k-way partitioning, which can effectively decrease the com-
munication edge across partitions and ensure the load balance of partitions to a certain
extent. There are three steps in the partitioning process, including coarsening, k-way
division and refinement. As the density of the graph increasing, this method cannot
guarantee the balance and stability of the partition density.

There are four commonHash [7] partitionmethods. EdgePartition2Demploysmatrix
two-dimensional division to partition the edges of the source and destination vertex.
EdgePatition1D uses one dimension to partition the edge to which the source vertex
belongs. RandomVertexCut partitions according to the HashCode of the source and
destination vertex. CanonicalRandomVertexCut first sorts the source and destination
vertex of the edge, and then uses RandomVertexCut. Hash utilize vertex cutting, which
is easy to generate duplicate vertices. When the number of duplicate vertices is plenty,
the overhead will increase accordingly.

3.2 BSP Model

BSP [1] is a vertex-centered overall synchronous parallel graph computing model. It
consists of a series of iterative super-steps, where each of it needs to go through three
stages of message communication, message aggregation, and local computing. Each
iteration super-step is separated by a synchronization barrier. Because BSP has the
characteristics of overall synchronization and parallelism, it is necessary to wait for
all tasks to complete before entering the next iteration super-step. When the task time
difference is large, there is a lack of long waiting.

When using the BSP for graph computing, a Shuffle operation is required. Shuffle is
a process of serializing parallel data using a buffer, and the amount of data in the buffer
will affect the operating efficiency.

4 A Two-Stage Graph Computing Model with Communication
Equilibrium

A two-stage graph computing model with communication equilibrium (TSMCE)
includes the communication-equilibrated graph partitioning strategy (CEGP) and the
two-stage graph computing mode (TS). On the basis of the edge cutting and vertex
degree, CEGP employs the cluster vertex dichotomy strategy, the balanced partition
division principle, and the cyclic partition allocation principle to partition graphs. TS
brings in two-stage local computing, at the same time designs data separation cache
structure, data mapping function, and cache discard function to assist it.
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4.1 Communication-Equilibrated Graph Partitioning Strategy

CEGP is different from the traditional partition method. It considers two aspects.
Considering globally how to ensure the balance of partition density. On the basis

of the degree, vertex with the same degree are grouped into a cluster. According to the
cluster vertex dichotomy strategy, the cluster vertices that can be evenly distributed to
each partition are putting into the sharable area, otherwise the extra area. Among them,
the vertices in the sharable area have continuity, and most vertices with the same degree
have an adjacent relationship.

Considering locally how to divide adjacent vertices into the same partition. The
key is to evenly divide the vertices of the same degree in the sharable area into each
partition in the form of neighbor aggregation. For the division of vertices in extra areas,
it is necessary to ensure the balance of the density of each partition. The principle of
balanced partition division and cyclic partition allocation can be used for sharable area
and extra area.

The design of CEGP is mainly divided into the following methods.

(1) Cluster vertex dichotomy.Obtaining the vertexwith the smallest degree andmerging
into a subgraph. The vertex on the subgraph is the cluster vertex. Taking multiple
sets of data in the subgraph, and the elements of each set including degree and
vertex. Calculating the number of vertices of subgraph and that cannot be divided
equally into each partition. Storing the data that can be evenly divided into each
partition into the sharable area, otherwise into the extra area. The already processed
subgraph is deleted from the remaining graph. Then repeat the above process until
the algorithm stops when the remaining graph is empty.

(2) Balanced partition division. The data in the sharable area are evenly distributed
to each partition according to the same degree. It needs to obtain the data of the
smallest degree. Dividing the data into the number of partitions and putting them
into each partition respectively. Deleting the processed data from the sharable area.
Then repeat the above process until the algorithm stops when the sharable area is
empty.

(3) Cyclic partition allocation. According to the number of partitions, the data in the
extra area is cyclically allocated to each partition. To stop the algorithm until the
data in the extra area is processed.

The specific division process of CEGP is shown in Fig. 1.
The specific implementation of CEGP is shown in Algorithm 1.
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Extra area vertex

Partition 1 Partition 2 Partition 3

Fig. 1. CEGP specific division process

Algorithm 1. CEGP
Input: The initial graph G(V,E), the number of partitions p.
Output: The updated graph Gnew.
1. Initialize flag TRUE, Gψ G;
2. WHILE (flag) DO
3. X=(x1(dmin,v1) x (dmin,vn)), X Gψ; //dmin is the smallest degree.
4. Gφ X; // Forming subgraph Gφ.
5. m n%p
6. IF (m == 0) THEN
7. averData.add(X);
8. ELSE
9. IF (n > p) THEN
10. otherData.add(x1 xm);
11. averData.add((x(m+1) xn);
12. ELSE
13. otherData.add(x1 xm);
14. END IF
15. END IF
16. Gψ (Gψ - Gφ);
17. IF (Gψ is empty) THEN
18. flag FALSE;
19. END IF
20. END WHILE
21. averData equalAllocation(averData, p);  //The principle of balanced division.
22. otherData roundAllocation(otherData, p); //The principle of circular allocation.
23. partData (averData otherData);
24. Gnew G.add(partData);
25. return Gnew;
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Function 1. equalAllocation
Input: The sharable area averData, the number of partitions p.
Output: newData.
1. Initialize flag TRUE, n 1;
2. WHILE (flag) DO
3. X (x1(dmin,v1) … xt(dmin,vt)), X averData; // dmin is the smallest degree.
4. tag 1;
5. WHILE (tag ≤ p) DO
6.           m (t/p)× tag;
7.           newData.add (xn(dmin,vn, tag) … xm(dmin,vm, tag));
8.           tag (tag+1);
9.         n m+1;
10. END WHILE
11. averData (averData–X);
12. IF (averData is empty) THEN
13.           flag FALSE;
14. END IF
15. END WHILE
16. return newData;

Function 2. roundAllocation
Input: The extra area otherData, the number of partitions p.
Output: newData.
17. Initialize flag TRUE, tag 1, part 1;
18. X (x1(d1,v1) … xt(dt,vt)), X=otherData;
19. WHILE (flag) DO
20. IF (part > p) THEN
21. part 1;
22. END IF
23. newData.add(x(dtag,vtag, part));
24. IF (tag > t) THEN
25. flag FALSE;
26. END IF
27. part part + 1;
28. tag tag + 1;
29. END WHILE
30. return newData;

4.2 Two-Stage Graph Computing Mode

On the basis of the BSP parallel graph computing model, the two-stage graph computing
mode improves communication iteration mode by adding two-stage local computing. It
forms a two-stage computing mode (TS) of message communication, message aggrega-
tion, first stage local computing, second stage local computing. TS merges two adjacent
iterations of BSP super-step, using multi-step local computing to reduce communication
time and delay.

Shuffle operations are required for parallel computing. Shuffle is a process of seri-
alizing parallel data using a buffer, and the amount of data in the buffer will affect the
operating efficiency. To reduce the amount of data buffer generated by the Shuffle pro-
cess during iteration, a data separation cache structure is introduced, which including
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graph data and partition shared memory. The former is mainly used for data interaction
during communication, while the latter is mainly used to assist local computing. Graph
data memory is further subdivided into vertex and edge data memory, and separating
the management of vertex and edge data of each partition. Partitioned shared memory
is distributed on each partition and is used to store serialized messages/data. It mainly
stores the latest news of the vertices adjacent to the same partition after the local com-
puting in the first stage, to avoid the need to communicate to obtain the latest news of the
neighboring vertices of the same partition when entering the second stage of the local
computing.

The data separation cache structure is shown in Fig. 2.
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Fig. 2. Data separation cache structure

Besides, data mapping and cache discard functions are also introduced to assist
local computing. The data mapping function is mainly used to obtain the message to be
transmitted from the vertex data memory during communication, to obtain data from the
vertex data memory/partition shared memory during local computing, and to store the
latest message into the vertex data memory/partition shared memory. The cache discard
function is applied to clear the time-sensitive data in the partition shared memory in
time after the local computing is completed, and reserving more memory for the next
communication.

The comparison between the parallel mechanism of BSP and TS is shown in Fig. 3.
(a) is the parallel mechanism of BSP and (b) is the parallel mechanism of TS.

The running process of TS single iteration super-steps is as follows:

(1) Message initialization. Initializing vertex data only needs to be initialized before
the start of the first iteration super-step.

(2) Message communication. Each vertex in the graph sends a message to its neighbor
along the edge, and then each vertex will receive the corresponding message.

(3) Message aggregation. The vertices on the graph aggregate the received messages
to facilitate subsequent local computing.
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(a) BSP parallel mechanism (b) TS parallel mechanism

Vertex and vertex data memory are mapped to each other

Storing messages to partition shared memory

Getting the required vertex data

Remapping partitioned shared memory

Storing messages in vertex data memoryVertex data memory

Partition shared memory

Single local computing

First local computing

Second local computing

Message communication between vertices

Synchronization barrier

Fig. 3. Comparison of parallel mechanisms

(4) The first stage of local computing. The application algorithm needs to process the
aggregated messages. To facilitate the second stage of local computing, the time-
sensitive data of the vertices adjacent to the same partition is stored in the partition
sharedmemory to realize the separate cache of the graph data and the time-sensitive
data, and the time-sensitive data is updated to the vertex data memory.

(5) The second stage of local computing. At this time, it is necessary to use the data
remapping function to obtain the adjacent data of the same partition from the parti-
tion shared memory. Using the data remapping function to obtain the adjacent data
from the vertex data memory, and then executing the application algorithm. When
completed, each vertex will generate a new message. Updating the new message to
the vertex data memory to provide data for the next iteration super-step.

(6) Super-step ends. Before the end of a super-step, you need to use the cache discard
function to clear the time-sensitive data in the partition shared memory and reserve
memory for the next communication.

From the analysis of the TS parallel mechanism, it can be seen that the two-stage
local computing converts part of the traffic to the second-stage local computing by
controlling the cache utilization rate, reducing the traffic within the partition. Also, the
data separation cache structure introduced separately designed graph data and partition
shared memory for parallel and serialization process. For parallel processes, all vertices
access the graph data memory without interfering with each other and without waiting.
Most of the input in the local computing stage is serialized data, and the advantage of
graph data memory is only for parallel processes. If it interacts with local computing, a
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large number of Shuffle operations will be generated, increasing the amount of buffering
and reducing the efficiency of local computing. Therefore, partition shared memory is
introduced to store serialized data. In the second stage of local computing, part of the
data is obtained from the partition shared memory, which can reduce the amount of data
buffer in the Shuffle process and improve the efficiency of local computing.

The specific algorithm implementation of TS is shown in Algorithm 2.

Algorithm 2. TS
Input: The graph Gnew(V,E) after CEGP partition, The number of iterations maxIter.
Output: The iteration result C.
1. Initialize flag TRUE, iter 1;
2. WHILE (flag) DO
3. IF (iter == maxIter) THEN
4. flag FALSE;
5. END IF
6. FOR EACH v V DO
7. msg getMsg(msg); // Getting message from vertex data memory.
8. sendMessage(msg); // Sending message to N(v). N(v) is the neighbor set of v.
9. mergeData receiveMessage(msg); // Receiving and merging messages.
10. msg localCompute(v, mergeData); // Local computing.
11. Gnew Gnew.add(msg);
12. END FOR
13. iter iter + 1;
14. END WHILE
15. C ((v1,c1) … (vn,cn)); // Extracting results from Gnew.
16. return C;

Function 1. localCompute
Input: The serialize messages mergeData, The number of iterations maxIter.
Output: The updated vertexMem.
Explanation: shareMem is the partition shared memory, vertexMem is the vertex data memory,
dealMsg is the message processing function, mergeMsg is the message merge function.
1. shareMem dealMsg(v, mergeData); // First stage local computing
2. pos getPosition(v); // Getting the location of v from shareMem.
3. vertexMem (v,pos); //Mapping v and pos to vertex data memory.
4. FOR EACH v DO
5. msg mergeMsg(N(v)); // Getting and integrating the latest messages of N(v).
6. END FOR
7. vertexMem dealMsg(v, msg); // Second stage local computing
8. shareMem.clear();
9. return vertexMem;

5 Experiments

5.1 Experimental Environment

The experiment was carried out in a blade cluster with 1 master node and 4 worker
nodes. The configuration of each node is: CPU*2.6 GHz, Intel Xeon CPU E5-2660v3,
256G memory, 300G hard disk.
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5.2 Experimental Datasets

The experiment uses 5 real datasets from Stanford University [22], as shown in Table 1.

Table 1. Experimental datasets

Name Nodes Edges

Amazon 334863 925872

DBLP 317080 1049866

Google 875713 5105039

Youtube 1134890 2987624

Patents 3774768 16518948

5.3 Evaluation Metrics

The evaluation metrics used in the experiment are the number of cross-partition com-
munication edges, the variance of partition density, the number of algorithm iterations,
the number of super-step communication edges, and the algorithm running time.

The graph is represented as G(V,E), where V and E are the set of vertices and edges,
respectively.

Ahn et al. [23] proposed the concept of community link density, which measures the
density of the internal edges of the community, and it can well express the quality of
the partition. Therefore, this metric is introduced in this paper and defined as partition
density. The partition density of each partition is defined as:

Dp = |Ein|p − (
np − 1

)

np∗
(
np − 1

)
/2 − (

np − 1
) (1)

Where p is the number of partitions, |Ein|p is the number of communication edges in
partition p, and np is the number of vertices in partition p.

When the density of each partition is equal, it is the ideal partition density. The
density of each partition is recorded as D.

The variance of partition density is used to measure the deviation of a group of actual
partition density, which is relative to ideal. It is defined as:

S2 =
∑q

1

(
Dp − D

)2

p
(2)

Where p is the number of partitions, 1 ≤ n ≤p.
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5.4 Experimental Results and Analysis

CEGP Performance Analysis. Experimental research on the influence of Hash, Metis,
and CEGP partition methods on multi-label propagation algorithm [24]. The metrics
include the number of cross-partition communication edges, the variance of partition
density, and the running time of the algorithm.
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As shown in Fig. 4, the number of cross-partition communication edges ofMetis and
CEGP is always at a low level, and other partition methods are unstable. The effect of
CEGP is more significant on large datasets. CEGP is divided based on edge cutting and
degree averaging. Compared with Hash based on vertex cutting, CEGP doesn’t need to
maintain huge duplicate vertices. Compared with Metis based on Breadth-First Search,
CEGP can better guarantee the gathering of adjacent vertices.

As shown in Fig. 5, the variance of using CEGP is always the smallest, indicating that
the density fluctuation of each partition is not obvious, and the density of each partition
is relatively similar and closer to the ideal. From the perspective of the fluctuation state
of the difference between the partition methods on different datasets, the variance of
CEGP is more balanced, while the others have obvious peaks or valleys. The consistency
division of CEGP ensures the balance and stability of the partition density under different
datasets.

As shown in Fig. 6, the running time of the algorithm using CEGP is the shortest,
followed byMetis. The changes in 2D andCanonical are relatively stable, while Random
is not. The increase in the dataset has a greater impact on 1D.
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For Hash and Metis, the number of communication edges of each partition is eas-
ily affected by the change in graph density, resulting in skewed partition data. CEGP
ensures that the vertices of high degrees are distributed centrally, allowing communi-
cation to occur within the partition as much as possible to reduce cross-partition trans-
mission. Besides, it can Guarantee the balanced distribution of data, achieve a better
communication balance, and reduce the waiting time for synchronization.

TSMCE Performance Analysis. Using a multi-label propagation algorithm [24] to
analyze BSP and TSMCE, both of which are partitioned by CEGP. The metrics include
the number of algorithm iterations, the number of super-step communication edges, and
the algorithm running time.
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As shown in Fig. 7, the algorithm implemented using TSMCE has half the number
of iterations compared to BSP. The reason is that TS using two-stage local computing,
which merging two adjacent super-steps.

As shown in Fig. 8, The decrease in the number of communication edges of TSMCE
raise with the increase of the graph density. This is because CEGP ensures the consis-
tency of the division, and also allows the adjacent vertices to be more concentrated in
the same partition, reducing cross-partition transmission. Furthermore, the number of
communication edges of the merged super-step only including the BSP single super-step
and CEGP division to obtain the communication edge in the partition.

As shown in Fig. 9, The running time of the algorithm implemented byTSMCE is less
than BSP. TS elastically uses memory utilization to exchange adjacent communications
in the partition, thereby reducing the communication delay.
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6 Conclusions

This paper proposes a two-stage graph computing model with communication equi-
librium (TSMCE). Consistency partitioning of the communication-equilibrated graph
partitioning strategy (CEGP) can divide vertices of the same degree into each parti-
tion in a balanced manner, and ensure the aggregation of adjacent vertices. When the
load of each partition is balanced, the communication between higher-degree vertices
is concentrated on the same partition. For the complex communication algorithm, the
communication density will be more balanced. Two-stage local computing of the two-
stage graph computing mode (TS) merges two adjacent super-steps to convert part of
the communication delay into the local computing. Auxiliary measures such as data
separation cache structure, data mapping, and cache discarding are adopted to manage
data according to the characteristics of parallel or serialization, discard expired data in
time to reduce memory pressure, and elastically use memory to decrease communica-
tion traffic and delay, thereby improving operating efficiency. In future, we intend to
further improve TSMCE in combination with the complex communication method of
local iteration.
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Abstract. The purpose of pedestrian re-identification is to find pedestrian targets
from many real surveillance videos. It has multiple realistic application scenarios
such as criminal search, intelligent security, and cross-camera tracking. However,
the current stage of pedestrian re-identification faces many challenges, including
blurring of surveillance video, changes in surveillance angles, changes in pedes-
trian posture, and pedestrian occlusion. Although the existing research methods
have a good performance on some datasets, there is still a big gap from the prac-
tical application. Taking into account the advanced intelligence, flexibility, and
adaptability of human beings in the face of complex problems and environmen-
tal changes, this paper attempts to establish a model based on human-machine
collaboration, in order to improve the accuracy and enhance the practicability.
Along this line, we first construct a new human-machine collaboration video
pedestrian re-identification model (HMRM) and design the task allocation strate-
gies and result fusion strategies accordingly. Then, based on the YOLOv3 object
detection algorithm and the ResNet-50 network structure, we perform the pedes-
trian detection part and the pedestrian re-identification part respectively. More-
over, since HMRM allocates human-machine tasks based on overlapping thresh-
olds, we do exploratory experiments on human workload, overlapping thresholds,
and model accuracy. Finally, based on pyqt5 and multi-threading technology, a
human-machine collaboration video pedestrian re-identification interface is devel-
oped. Experiments on the public datasets show that HMRM is superior to other
pedestrian re-identification approaches.

Keywords: Human-machine collaboration · Deep learning · Pedestrian
detection · Pedestrian re-identification

1 Introduction

The purpose of video pedestrian re-identification is to find pedestrian targets from many
real surveillance videos, and output the video frame and the area where it appears.
This technology is suitable for multiple application scenarios such as criminal search,
cross-region tracking and personnel activity analysis, therefore has become an impor-
tant research issue in academia and industry. Of course, the research on pedestrian
re-identification faces many complex practical problems: most of the pedestrian images
are recorded at different time, but the clothing and posture of pedestrians will change
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with different degrees over time; the video obtained by the surveillance camera is gen-
erally not clear enough, so the external characteristics of different pedestrians are likely
to be difficult to distinguish due to similar body shapes and similar clothes; in crowded
scenes, huge traffic would cause a lot of occlusions. Although more public datasets have
provided, and many methods have achieved high accuracy on them, but most of the
datasets and methods are based on manually cropped pedestrian images. Most existing
pedestrian re-identification methods assume that pedestrian detection is ideal [1]. How-
ever, in real applications, due to the complex pedestrian background and interference,
it is not possible to directly use the manually cropped pedestrian images. In addition,
the existing pedestrian detection methods still have some shortcomings. In the detection
process, pedestrian omissions, detection errors, and inaccurate detection frames will
inevitably occur, which will cause the accuracy to fail to meet the actual application
requirements. Although pedestrian re-identification technologies continue to innovate
and improve, none of them can completely replace humans. As a results of the openness
of the problems and the high degree of uncertainty in living environment, humans have
great advantages in dealing with changes and complex issues.

In this paper, we take into account the advanced intelligence of humans, and accom-
plish the task of video pedestrian re-identification utilizing human-machine collabora-
tion. Human-machine collaboration means that in a constantly changing environment,
machines and humans can perform tasks interactively so that themachine can achieve the
best performance under a small amount of manual guidance. we construct a new human-
machine collaboration video pedestrian re-identification model(HMRM) and formulate
task allocation strategies and result fusion strategies accordingly. Then, based on the
YOLOv3 object detection algorithm and the ResNet-50 network structure, we perform
the pedestrian detection part and the pedestrian re-identification part respectively. Since
HMRM allocates human-machine tasks based on overlapping thresholds, we do exten-
sive exploratory experiments on human workload, overlapping thresholds, and model
accuracy. It is concluded that higher accuracy can be achieved with less human incorpo-
ration under the threshold of 0.3. Finally, based on pyqt5 andmulti-threading technology,
a human-machine collaboration video pedestrian re-identification interface is developed.

The main contributions of this paper are:

• A new human-machine collaboration video pedestrian re-identification model
(HMRM) is proposed, and task allocation strategies and result fusion strategies are for-
mulated accordingly. Experiments on the public datasets show that HMRM is superior
to other pedestrian re-identification approaches.

• Exploratory experiments on humanworkload, overlapping thresholds andmodel accu-
racy are Completed. It is concluded that higher accuracy can be achieved with less
human participation under the threshold of 0.3.

• An interactive pedestrian re-identification operation interface is developed, based on
pyqt5 and multi-threading technology. Furthermore, we propose a concept named
virtual file queue.
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2 Related Work

Pedestrian re-identification task includes two parts: pedestrian detection part and pedes-
trian re-identification part. For the pedestrian detection part, based on CifarNet, Hosang
[2] established a CNN pedestrian detection model. The input is changed from traditional
artificial design features to RGB three-channel images, whichmeans that there is no need
to manually design complex features. In addition, he conducted experiments on various
factors, including proposal extraction strategy, CNNmodel structure, parameter settings,
data processing and various training tricks. Tian [3] uses scene attributes to improve the
accuracy, inputs pedestrians and scene attribute tags into the CNN, and trains the model
in a multi-task mode. The model fully considers the relationship between pedestrian
attributes and scene attributes, and uses the relevance of semantic information to remove
part of the interference information contained around pedestrians. Cai [4] proposed a
perceptual enhancement algorithm for the training of CNN cascade detectors to achieve
the best trade-off between accuracy and speed.

For pedestrian re-identification models, Li [5] applied deep learning for the first time
and proposed a neural network called FPNN,which automatically learns the best features
of pedestrians and features of photometric and geometric transformations. Ahmed [6]
designed a specific CNN model for pedestrians. The input of the model is two cropped
photos, and the binary verification is used as the loss function. The parameter training
is completed through the loss function, finally, the similar value of two pedestrians is
output. The network joins the layer that calculates the neighborhood difference of the
cross input, extracting local relationship of the input pedestrians. Ding [7] and Cheng
[8] used triplet samples to train convolutional neural networks.

At the same time, many researchers have proposed end-to-end pedestrian re-
identification methods. In 2016, Xiao Tong [1] proposed an end-to-end pedestrian re-
identification model and improved it in 2017, using a fifty-layer residual neural network
as the backbone for feature extraction. The original pixels are extracted into a convolu-
tional feature map through a special Stem CNN structure, and then the boundary box of
the candidate pedestrian is generated through the pedestrian candidate frame generation
network. In 2019, Han [9] proposed a position correction model of detection results
based on pedestrian re-identification and corrected the detected pedestrians through the
ROI transform layer. The model learns the laws of affine transformation for oblique
pedestrian photos. In the training phase, a new proxy triplet loss is proposed, and the
softmax loss function is combined with it.

Due to the complexity of the pedestrian re-identification problem, some researchers
have also proposed a human-machine collaboration model. Abir [10] added human to
the model to expand its multi-class based model. Liu [11] proposed a POPmodel, which
improves the speed and accuracy of re-identification. In 2016, Wang [12] added human
guidance in pedestrian re-identification. Given a pedestrian to be queried, use the model
to re-identify the pedestrian pictures in the gallery, and get the rank list results sorted by
confidence. People find a true match from the rank list and feed it back to the model to
update the model. After three iterations, the final model is obtained.

Researches mentioned above focus on innovation and improvement of target detec-
tion algorithms and pedestrian re-identification algorithms. However, the algorithm itself
still has certain limitations, and human-machine collaboration can make up for this
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deficiency to a certain extent. Even though some researchers propose to apply human
guidance to pedestrian re-identification, the object detection algorithm and a pedestrian
re-identification algorithm at that time were not mature enough. With the introduction
of a variety of deep learning networks, pedestrian detection algorithms and pedestrian
re-identification models have also been greatly improved and developed [13–15]. There-
fore, it is necessary to explore new human-machine collaboration methods to improve
the accuracy and practicability.

3 Human-Machine Collaboration Video Pedestrian
Re-identification Model

3.1 Human-Machine Collaboration Framework

The traditional video pedestrian re-identification framework is shown as Fig. 1. First, the
video is split into video frames, and the pedestrian detection model detects all pedestri-
ans in the video frame, crops the detected pedestrians, and inputs them into the gallery.
Input the query pedestrian step, including a single ormultiple pictures of a pedestrian, the
pedestrian re-identification module extracts the characteristics of the pedestrian and pro-
cesses the characteristics of the pedestrian in the gallery, and compares the characteristics
to find the same pedestrian in the gallery.

Fig. 1. Traditional video pedestrian re-identification framework

However, the traditional pedestrian re-identification framework has great limitations.
In practical applications, there will inevitably be very crowded scenes, and pedestrians
may have a large number of occlusions, as shown in Fig. 2. In places with high pedes-
trian traffic such as subway entrances and shopping malls, after object detection, a large
number of detected pedestrians will be stacked in certain period, resulting in incom-
plete or redundant characteristics of the pedestrians’ frames. It is certain to affect the
pedestrian features extracted by the re-identification model and reduces the accuracy of
re-identification.
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Fig. 2. Pedestrian detection result in crowded scenes

Based on this thinking, we propose a human-machine collaboration pedestrian re-
identification framework, making full use of human intelligence. With the limited guid-
ance of humans, the occlusion phenomenon that is difficult for the machine to handle is
recognized in some extent for our humans, thereby effectively improving the accuracy
and practicability. The human-machine collaboration video pedestrian re-identification
framework is shown in Fig. 3.

Fig. 3. Human-machine collaboration video pedestrian re-identification framework

The beginning part of the human-machine collaboration framework is the same as the
traditional framework, that is, the video is divided into video frames. Then the pedestrian
detection module detects all pedestrians in the video frames. The difference is that when
the pedestrian detection module detects pedestrians, the model will calculate the degree
of overlap of all pedestrians detected in each frame, using Intersection over Union to
measure metric. IoU is calculated as follows:

IoUij = Area(deti) ∩ Area(detj)

Area(deti) ∪ Area(detj)
(1)
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When IoU is greater than the predefined threshold, it can be considered that the
detected pedestrians have overlapped. For the overlapping cropped pedestrian pictures,
the model will be conducted by humans, and the humans will give their own judgments
and get the feedback results of the same pedestrian or not the same pedestrian. Finally,
the model will fusion the human judgment result and the machine re-identification result
to give the final pedestrian re-identification result.

3.2 Task Allocation Strategy and Result Fusion Strategy

In the human-machine collaboration video pedestrian re-identification framework, the
task allocation strategy is the core part. In our proposed framework, the machine refers
to the computing unit, which is composed of a detection module and a pedestrian
re-identification module. People refer to experts involved in the video pedestrian re-
identification task who need to complete certain subtasks to re-identify pedestrians.
Task analysis and allocation are what the task allocation strategy needs to accomplish.
For a video file, analyze its frame by frame, and decompose the video pedestrian re-
identification task into three different sub-tasks: pedestrian detection sub-task, pedes-
trian re-identification sub-task and overlap processing sub-task. The pedestrian detection
subtask is in charge of the pedestrian detectionmodule computing unit. For video frames,
the pedestrian detection module locates all pedestrians and outputs the cropped pedes-
trian photos. At the same time, the pedestrian detection module calculates the degree of
overlap of pedestrian frames in the same frame of video. When IoU exceeds the thresh-
old set in the task allocation strategy, we believe that the pedestrian has overlapped, and
use it as the input of the overlap processing sub-task to the expert for artificial judgment
and processing. In parallel execution, when IoU does not exceed the threshold set in the
task allocation strategy, the detection frame is used as the input of the re-identification
subtask to the pedestrian re-identification module for judgment.

There are two interactive modes for human-machine task allocation, explicit and
implicit. Explicit interaction mode means that people participate in the task execution
process and assigned to certain tasks. For example, people analyze the reliability of the
results in the result evaluation stage, re-modifying the model to output acceptable results
through feedback. The implicit interaction mode means that people do not participate in
the execution of actual tasks, for example, experts mark data in advance. In this frame-
work, the human-machine task allocation strategy is explicit, that is, humans participate
in the execution of tasks.

In the framework, result fusion is the key part. Result fusion means that the inter-
mediate results of the sub-tasks executed by humans and machines are combined in a
certain way and the final results are output. In this framework, the result fusion strategy
is formulated as follows:

• If the model receives feedback from people that they are the same pedestrians, then
the model marks this pedestrian photo as the highest confidence level and set this
picture first in the rank list.

• For pedestrians in different frames, if the model gets multiple feedbacks that are all
true, the newly judged picture is placed in the first position of the rank list, and the
existed picture will be moved back one position in turn.
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3.3 Pedestrian Detection Module Based on YOLOv3

The network structure is shown in Fig. 4.

Fig. 4. Pedestrian detection module network structure

The input of the pedestrian detection module is a three-channel video frame with a
size of 416 × 416. Darknet-53 is the backbone network for feature extraction. After a
series of convolution operations, up sampling and concatenating, it is extracted to 13
× 13 × 18, 26 × 26 × 18, 52 × 52 × 18 three different scale feature maps. Each
scale sets a priori boxes of three sizes, that is, a total of nine different anchor boxes
are generated, and then multiple independent logistic classifiers are used to predict the
class probability. Conv is the basic component of the detection module, including a
convolution layer, normalization layer, and activation function layer. UP Sampling is
an up-sampling operation. In the model, the features are first down-sampled, and then
up-sampling is performed to obtain deeper features. Concatenating is spliced in the
channel dimension to integrate the features of the feature map, and merge the features
extracted from Darknet middle layer with the features extracted later. Conv2D is a layer
of convolution operation, the convolution kernel size is 1 × 1 × 18, at last, feature
vectors of different scales are obtained. The loss of pedestrian detection model is shown
as follows:

Loss = λcoord ∗ LossXY + λcoord∗LossWH − LossConf − LossClass (2)

Among them, LossXY represents the loss of the center coordinate of the prediction
boxes; LossWH represents the size loss of the prediction boxes; LossConf represents
the IoU loss, which can also be called the confidence loss, and LossClass represents the
category loss of the prediction boxes.

LossXY, LossWH, LossConf and LossClass are shown as follows expressions:

LossXY =
∑S×S

i=0

∑M

j=0
lobjij βi

[
(pxi − gxi)

2 + (pyi − gxi)
2
]

(3)

LossWH =
S×S∑

i=0

M∑

j=0

lobjij βi

[
(pwi − gwi)

2 + (phi − ghi)
2
]

(4)

LossConf =
S×S∑

i=0

M∑

j=0

lobjij

[
Ĉi log(Ci) +

(
1 − Ĉi

)
log(1 − Ci)

]
+
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λnoobj
∑S×S

i=0

∑M

j=0
lnoobjij

[
Ĉi log(Ci) +

(
1 − Ĉi

)
log(1 − Ci)

]
(5)

LossClass =
∑S×S

i=0
lobji

∑
c∈classes[Ĝi(α) log(Gi(α)) +

(
1 − Ĝi(α)

)
log(1 − Gi(α))]

(6)

S represents the number of grids to be detected; M represents the number of boxes
predicted by each grid, and β is a scale factor. lobjij is used to judge whether the j-th
prediction box in the i-th grid is responsible for this pedestrian, if responsible, set it to
1, otherwise it is 0. G(α) is the probability that the prediction box is a pedestrian. If α is
a pedestrian, the value is 1, and if it is not a pedestrian, it is 0.

3.4 Pedestrian Re-identification Module Based on ResNet50

The module is shown in Fig. 5.

Fig. 5. Pedestrian re-identification module network structure

The input of the module is P × K cropped photos of pedestrians. P is the entered
pedestrian identities, andK is the photos entered for every identity. The feature extraction
part of the module uses a residual neural network, which will output a pedestrian feature
vector of 2048 dimensions, denoted as featuret. Previously, most training of pedestrian
re-identification models combined pedestrian ID loss and triple loss. However, they will
constrain the same features, but their optimization goals are not the same in space [16].
In the embedded space, the former is mainly to optimize the cosine distance, but the
latter is computed by Euclidean distance.

In order to solve this problems, a batch normalization is added between the obtained
featuret and the fully connected layer of the classifier. The output features from the
ResNet are represented by ft, then ft is normalized to fi. During backpropagation, ft and
fi calculate these two loss functions respectively. Finally, the center loss is used to reduce
the feature difference within a class (for example, the same pedestrian).

The loss of the pedestrian re-identification module is shown as follows:

Loss = LID + LTriplet + βLCenter (7)

LID, LTriplet and LCenter are shown as follows:

LID = −
∑B

i=0
[Gi(a) log(Gi(a)) +

(
1 − Ĝi(a)

)
log(1 − Ĝi(a))] (8)
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LTriplet = [dp − dn + α]+ (9)

LCenter = 1

2

∑B

j=1

∥∥ftj − cyj
∥∥2
2

(10)

LID represents the pedestrian ID loss, which is Cross-Entropy loss function. B rep-
resents the number of pedestrian ID. Ĝi(a) is the probability of predicting pedestrian ID,
The purpose of the LCenter calculation is the quadratic sum of the distance between the
pedestrian feature and the feature center.

4 Experiment

4.1 Datasets

At present, most researches on pedestrian re-identification are based on cropped pedes-
trian photos,which donot include the pedestrian background, such asDukeMTMC-ReID
[17], CUHK03 [5] and Market-1501 [18]. Since our goal is to re-identify pedestrians
in a scene with a complex background, most of the existing datasets are not available.
Therefore, the experiment chooses PRW [1] and CUHK-SYSU [20], two large public
datasets containing complete pedestrian background and labels. PRW is a dataset col-
lected by Professor Zheng on campus. There are 6 cameras for shooting and there are 16
video frame sequences; CUHK-SYSU is a dataset produced by scholars of the Chinese
University of Hong Kong, with 12490 frames of video taken on campus and 5694 frames
of a movie clip. The scenes of these two datasets are very challenging, including viewing
angle changes, relatively low pixels, and severe occlusion.

The experimental dataset is shown as Table 1.

Table 1. PRW and CUHK-SYSU datasets

Dataset All
frames

All boxes All
identities

PRW 11,816 43,100 932

CUHK-SYSU 18,184 96,143 8,432

The PRW dataset has 11,816 frames of video, including 43,100 pedestrian boxes
and 932 pedestrians with different identities. The training set includes 5,704 frames,
18,048 pedestrian boxes, and 482 pedestrians with different identities. The CUHK-
SYSU dataset has 18,184 frames of video, including 96,143 pedestrian boxes and 8,432
pedestrians with different identities. The training set includes 11,206 frames of video,
55,272 pedestrian boxes, and 5,532 pedestrians with different identities.
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4.2 Exploratory Experiments

Obviously, the greater the human workload feedback, the higher the accuracy of the
model. So, what threshold will be set to maximize the role of humans? In response
to this problem, we conducted some exploration experiments to explore the impact on
workload and accuracy by setting different IoU thresholds. Figure 6 shows the curve of
the number of overlapping pedestrian boxes with different IOU threshold settings. It can
be seen that the changing trend of the number of overlapping pedestrian frames in PRW
dataset and CUHK-SYSU dataset is similar.

Fig. 6. Curve of overlapping pedestrian boxes with IoU threshold

Both of them showed a decreasing trend with the increase of the threshold, and the
decreasing speed was slightly slow, then fast and then slow. When the IoU threshold is
less than 0.2, the number of overlapping pedestrian boxes is at a relatively high level,
and the number of overlapping pedestrian boxes decreases sharply from 0.2 to 0.3. After
0.3, the number of overlapping pedestrian boxes tends to be steady, and it is nearly 0
above 0.6. It can be seen that most of the overlapped pedestrian boxes have IoUs above
0.3.

Figure 7 andFig. 8 are the curves of themAPof themodel onPRWandCUHK-SYSU
datasets with different IoU thresholds respectively.

With the increase of the IoU threshold, mAP shows a downward trend, and the
decline rate shows a trend of a slowly decreasing at beginning, then become fastly and
gradually slow in the end. The analysis shows that when the IoU threshold is set small,
there are more cropped photos of pedestrians that overlap. Through human processing,
the model’s mAP can reach up to 48%. As the IoU threshold increases, the average
detection accuracy will decrease to a certain extent. If the threshold is 0.2 and 0.3, the
average detection accuracy is still at a high level. If the threshold is 0.4, the mAP has
been significantly reduced to a large extent, because when the IoU threshold exceeds 0.4,
the output overlapped pedestrian cropped photos are in a low number. If the threshold
is 0.3, there is already a large amount of overlap and occlusion in the cropped photos of
people, and a large number of overlapped pedestrian cropped photos are not output for
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Fig. 7. mAP curve on CUHK-SYSU Fig. 8. mAP curve on PRW

human judgment. However, the re-identification effect of the machine on the pedestrian
cropped photos with a larger overlap is not good, resulting in a large drop in mAP.

From experiments, we can conclude that when the threshold is 0.3, human judgment
can make up for the lack of machine re-identification to the greatest extent, so that the
higher mAP of the model can be achieved when the human workload is low.

4.3 The Results of the Experiments on Public Datasets

Table 2 and Table 3 show the results on PRW and CUHK-SYSU dataset. Our human-
machine collaboration model’s Rank-1 accuracy reached 74.0% and 94.6% on PRW
and CUHK-SYSU dataset respectively. Moreover, our human-machine collaboration
model’s mAP accuracy reached 42.2% and 92.8% on PRW and CUHK-SYSU dataset
respectively.

Table 2. Rank-1 and mAP on PRW

Model Rank-1(%) mAP(%)

ACF-Alex + IDEdet + CWS [19] 45.2 17.8

CLSA [20] 65.0 38.7

MGTS [21] 72.1 32.6

Localization Refinement [9] 70.2 42.9

HMRM 74.0 42.2

Our human-machine collaboration model has a better performance on the PRW
dataset, because the PRW dataset has more crowded scenes than the CUHK-SYSU
dataset. Traditionalmethods or deep learningmethods can not handle the occlusion situa-
tionwell, but people can easily judge by other features of pedestrians, so the performance
of our approach is testified effectively.
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Table 3. Rank-1 and mAP on CUHK-SYSU

Model Rank-1(%) mAP(%)

ACF + LOMO + XQDA 63.1 55.5

CLSA [20] 88.5 87.2

MGTS [21] 83.7 83.0

Localization Refinement [9] 94.2 93.0

HMRM 94.6 92.8

5 Human-Machine Collaboration Interactive Interface

5.1 Human-Machine Collaboration Interactive Interface

Based on HMRM, a human-machine collaboration interactive interface is developed.
The interactive interface is shown in Fig. 9. It provides a demonstration for the input
and output of tasks, and is the interface of the human-machine collaboration system to
the user. Users can upload videos through this interface, handle overlaps and view the
results. The interface is developed based on pyqt5 technology, including the function
of selecting pedestrians to be queried, the function of re-identifying pedestrians, the
function of playing the output video, and the function of human-machine cooperation
processing overlap. We use multi-threading technology to prevent problems such as
interface stuck.

There are many ways of human-machine collaboration, including serial collabo-
ration, parallel collaboration, and serial-parallel alternate collaboration. This interface
applies multi-threading technology to achieve parallel collaboration between human
and machine. It uses two threads to execute machine tasks and human tasks to improve
processing speed. On the one hand, the machine processes video segmentation tasks,
detection tasks, and re-identification tasks in thread one. On the other hand, the user
handles the overlap and submits feedback in thread two.

5.2 Virtual File Queue

We propose a concept named virtual file queue. the virtual file queue still follows the
concept of queue mentioned in computer science, that is, first in first out, or it can be
called first in first processing. For the overlapping pedestrian pictures output by the
model, we temporarily store them in the virtual file queue. During the process of human
processing, the overlapping pictures are transferred to the display interface for human
judgment according to the principle of first-in-first-processing. The virtual file queue is
essentially the storage of files, but when storing, we get the timestamp of the current
system and use the timestamp as the mark of the file, and the timestamp keeps increasing
over time. For each judge operation, the systemwill refresh the filemark list in the folder,
sort by timestamp mark, and take the first one. In this way, a simple virtual file queue
is realized through simple coding. It can ensure that the pictures judged by people are
strictly following the input order so that when the final result is fused, all the video
frames only need to be traversed once.
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Fig. 9. Human-machine collaboration interactive interface

6 Conclusion and Future Work

In this paper, we propose a new human-machine collaboration video pedestrian re-
identification model(HMRM) and formulate a task allocation strategy as well as a
result fusion strategy accordingly. Furthermore, we conduct exploratory experiments
on human workload, overlapping thresholds, and model accuracy. It is concluded that
higher accuracy can be achieved with less human incorporation. Finally, we develop a
human-machine collaboration video pedestrian re-identification interface and propose
a concept named virtual file queue. Our future work will consider exploring a more
highly collaborative pattern to improve efficiency. Humans can be used as modifiers of
model results, or as instructors of the model itself, and ultimately achieve the task of
re-identification of pedestrians quickly and well.
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Abstract. The resource scheduling of the container cloud system can be handled
as a path planning problem. In response to the need for container resource schedul-
ing that comprehensively considers the interests of users and service providers, this
paper combines user quality of service (QoS) models and resource load balancing
to study multi-objective container resource scheduling solutions, and proposes an
improved Dynamic Adaptive Differential Evolution Algorithm (DADE), which
adds adaptive changes to the mutation factor and crossover factor, and optimizes
the mutation strategy and selection strategy, so that the algorithm has a broad
solution space in the early stage; and a small-scale local search is carried out in
the later stage, the resource scheduling strategy based on this algorithm is real-
ized. Perform simulation experiments on the proposed algorithm and scheduling
strategy. Experimental results show that the DADE algorithm is superior to main-
stream heuristic algorithms in the evaluation of average function evaluation times,
solution accuracy, convergence speed and other indicators. The resource schedul-
ing effect has obvious advantages in task completion time, completion cost and
resource load balancing.

Keywords: Container · Resource scheduling · Differential evolution algorithm

1 Introduction

Container technology, a new generation of cloud computing virtualization technology
has received wide attention since it was proposed, compared with traditional virtual
machine technology, containers have the advantages of high efficiency, flexibility, light
weight, easy deployment and fast response [1]. Container technologies, represented
by Docker [2], are widely used by cloud computing service providers, and container
clouds are a replacement for traditional virtual machines. The construction of container
clouds requires consideration of multiple physical resources, user needs, system costs,
robustness, and load balancing, which makes resource allocation and management a
challenge. For dynamic and complex cloud computing runtime environment, how to
manage and schedule container cloud resources efficiently is a problem worth studying.

The resource scheduling problem of container cloud system belongs to a typical path
planning problem, which can be regarded as an NP-hard problem, while the traditional
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scheduling algorithm, such as first come first service algorithm and MinMin algorithm,
is difficult to solve such problems effectively. At present, one of the main directions
of relevant research is the introduction of intelligent planning optimization algorithms,
such as genetic algorithms, particle group optimization algorithms, ant colony algo-
rithms, etc. There have been researches on planning and scheduling container cloud
computing resources. In the literature [3], a resource scheduling method for container
virtualized cloud environment is proposed to reduce the response time of customer jobs
and improve the resource utilization of the provider, but the cost of user concern is not
involved. The literature [4] improves the ant colony algorithm, constructs themulti-target
scheduling model for the utilization of resources, and the experimental results show that
it can maintain the reliability of the system service and reduce the network transmis-
sion overhead, but the user-oriented QoS demand is still insufficient. The literature [5]
describes a dynamic load management method for assigning tasks to virtual machines,
using parameter processing time and response time to evaluate performance on the cloud
analyzer, which can achieve load balancing at the user level or virtual machine level,
without taking into account the time and cost issues that the user is most concerned
about. The literature [6] integrates the global search algorithm and firefly algorithm to
guarantee the user’s QoS demand, but does not consider the load of resources. In the
literature [7], the ant colony optimization algorithm and genetic algorithm are used to
obtain better scheduling results with short total task completion time and average task
completion time, but there is no systematic load balancing.

Although the above work from different angles to achieve the container cloud
resource scheduling allocation, but because the user is concerned about whether the task
can be completed, pay more attention to the cost and time to complete the scheduling,
and for service providers, it pays more attention to the cost of services, system stability
and system robustness. In this regard, this paper takes into account the interests of users
and service providers, and constructs a multi-target container cloud computing resource
scheduling model based on task completion time, completion cost and load balancing
of the system. Differential Evolution is a vector meta-heuristic random search algorithm
based on group differences [8], which performs well in solving NP-hard problems. For
the traditional intelligent planning algorithm, there are problems such as poor robustness,
small spatial search range and easy to get caught up in local optimal solution to different
degrees. This paper improves the traditional differential evolution algorithm, designs a
dynamic adaptive differential evolution algorithm (DADE), increases adaptive changes
to the variation and cross factors of differential evolution algorithm, and optimizes the
variation strategy and selection strategy, so that the algorithm in the early stage has a
broad solution space, and in the later stage of a small range of local search. The results
of this paper show that the improved algorithm efficiency is obviously improved, which
is obviously improved in handling the problem of resource allocation of container com-
puting, and improves the load balancing of the system while reducing cost and saving
task time.

2 Description of the Problem

Pay-as-you-go is an important feature of the container cloud service model. Users pay a
certain fee to obtain the corresponding services. Users consider their spending power at
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the same time to the cloud service providers to put forward the corresponding needs, and
the corresponding cloud service providers for their own benefit also want to minimize
costs, which requires amodel that can take into account the interests of both. This section
combines the user service quality QoS, in order to reduce the task completion time and
cost while ensuring the load balancing of resources, put forward a multi-target container
cloud resource scheduling model.

2.1 Problem Modeling

Task scheduling algorithm is to divide a task into several relatively independent sub-
tasks, and then assign each sub-task to the corresponding container nodes at the same
time to calculate, and finally the results of each calculation will be summarized pro-
cessing, to obtain the final results. This paper only analyzes the parallel calculations
of relatively independent sub-tasks in the above cases. T is a task set that contains n
elements, represented as: T = {t1, t2, · · · , ti, · · · , tn}, T represents the task that the user
needs to handle.

When a task is assigned to a container node, the container node collection is Ct =
{ct1, ct2, · · · , ctj, · · · , ctm},which containsm container nodes,where task ti corresponds
to cti, represented by the relationship matrix TC, that is:

TC =

⎡
⎢⎢⎢⎣

tc11 tc12 · · · tc1m
tc21 tc22 · · · tc2m
...

...
. . .

...

tcn1 tcn2 · · · tcnm

⎤
⎥⎥⎥⎦

TC is a 0,1 matrix, tcij means that the i-th task is running on the j-th container node,
because a task can only run in one container node, there can only be one 1 per row for
the relationship matrix TC.

(1) The time the task was completed

C_ET (ctj) =

n∑
i=1

M (ti)

Abality(ctj)
(1)

C_TT (ctj) =

n∑
i=1

Data(ti)

Band(ctj)
(2)

Among above, C_ET (ctj), C_TT (ctj), Abality(ctj) and Band(ctj) are the execution
time, transmission time, processing power and bandwidth of container node ctj .M (ti) and
Data(ti) represent the task amount of ti and the amount of data it transmits, respectively.
The total time it takes for each container node to complete the task is calculated as
follows:

totalTime(ctj) = C_ET (ctj) + C_TT (ctj) (3)
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It can be known that for a container node ctj, its total completion time T consists
of execution time and transfer time. When U is recorded as a task schedule, its task
completion time can be represented by the following:

Time(U ) = max(totalTime(ctj)), (4)

where Time(U ) represents the task completion time, max(totalTime(ctj)) represents
the maximum time the task completes, and the smaller Time(U ) indicates that the task
has the shortest total completion time, while more meeting the user’s time requirements.

(2) Task completion cost

For each container node, the execution and transfer costs per unit of time are different,
andwe calculate the total task completion cost by suming the costs of the container nodes
used, as shown in the following equation:

Cost(U ) =
m∑
j=1

C_ET (ctj) ∗ petj + C_TT (ctj) ∗ pttj, (5)

whereCost(U) represents the cost of the task, you can see that the smaller theCost(U)
indicates that the task is less expensive to complete, while more to meet the user’s cost
requirements, petj and pttj represent the container node ctj’s unit execution costs and
unit transfer costs, respectively.

(3) Load balancing

The load on container resources can be indirectly reflected by the usage of container
nodes. Standard deviation can reflect the volatility and stability of a set of data, we use the
container node execution time standard deviation BL to evaluate the load situation of the
system, the smaller the BL, indicating that the virtual node execution time fluctuations
are smaller, the load is balanced, there is no underload or heavy load, resources are
effectively utilized. It can evaluate the load of the system to some extent, and its standard
deviation is calculated as follows:

BL(U ) =

√√√√√
m∑
j=1

(C_ET (ctj) − C_ETavg)2

m
, (6)

where BL(U ) represents load balancing of container cloud resources, C_ETavg
represents the average execution time of the current container node.

2.2 Problem Normalization and Model Construction

Based on the completion time of the task, the cost of completion and the load balancing
of resources, this paper constructs a multi-objective resource scheduling model, and the



428 C. Hua et al.

linear weighting method is the method to solve the multi-objective problem, which can
be converted into a single target for processing. The linear normalization processing is
explained as follows.

First, time normalization is:

NormTime = Time(U ) − TotalTimemin

TotalTimemax − TotalTimemin
, (7)

where TotalTimemin and TotalTimemax represent the execution time of task set T on
the optimal and worst container nodes, respectively.

Second, cost normalization is:

NormCost = Cost(U ) − TotalCostmin

TotalCostmax − TotalCostmin
, (8)

where TotalCostmin and TotalCostmax represent the minimum and maximum costs
that Task Collection T performs on the container node, respectively.

Then, load balancing is normalized as:

NormBL = BL(U )

BLmax
, (9)

where BLmax = max(|C_ET (ctj) − C_ETavg |) is the maximum difference between
the execution time and the average execution time of the task.

Finally, after normalization, the target function can be expressed as:

F = c1 ∗ NormTime + c2 ∗ NormCost + c3 ∗ NormBL, (10)

where c1+c2+c3 = 1, c1, c2, c3 represent weight relationships for time, cost, and
load balancing, respectively. c1, c2, c3 can be automatically adapted to the needs of
users and service providers to meet the diverse needs of cloud users and the complexity
of cloud platforms.

3 DADE: Improved Differential Evolution Algorithms

The process of Differential Evolution Algorithm is similar to genetic algorithm, which is
a greedy genetic algorithm, and compared to other intelligent algorithms, DE algorithm
keeps the global search mode based on the population, using the evolutionary strategy of
variation, crossover, and selection to reduce the complexity of the evolutionary operation.
However, the DE algorithm is susceptible to early maturity convergence and search
stagnation in the later stages of evolution due to the reduced level of differentiated
information between individuals in the population. The DADE algorithm proposed in
this paper mainly optimizes the traditional DE algorithm in terms of the value of the
variation factor F, the value of the cross-factor CR, the improvement of the variation
strategy, and the adjustment of the selection operation.
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3.1 Introduction of Adaptive Variation Factor

It can be seen from the variation operation of differential evolution algorithm that the
variation factor F determines the variation of the assignment value of the difference
vector obtained in the variation operation, and it is closely related to the convergence and
convergence speed of DE algorithm. When F is large, the algorithm has a large solution
range and a high diversity of populations, but due to relatively slow convergence, the
global optimal solution may still not be found later in the algorithm iterations. When F
is small, the result is opposite to the above description, it is easy to reciprocate around
the current local optimal solution, and it is difficult to jump out. Accordingly, this paper
introduces an adaptive factorF that changes according to the current number of iterations
CI. The current number of iterations CI can well represent the evolution stage of the
population, which can be used to determine the change of the current adaptive factor F.
In the early stage of execution, the value of F is large, that is, the convergence speed
is reduced, extensive global search can be conducted, and diversity can be increased;
while in the later stage of execution, the value of F is small, that is, the convergence
speed is increased, and a local search phase with a small range is started near the optimal
individual found before, so as to obtain better results. The adaptive variation factor is
calculated by the following equation.

F = Fmax − (Fmax − Fmin) ∗ (CI
/
NI) (11)

Among them, NI indicates the total number of iterations, F min and F max represent
the minimum and maximum values of F respectively A large number of numerical
simulation experiments have been carried out in the literature [9] on relevant Standard
test function sets, which can be used as a reference for this work. In general, the optimal
value range of F can be set as [0.2, 0.9]. When the constructed population size exceeds
more than 10 individuals, the optimal value range of F is [0.2, 0.6]. Therefore, the value
of F max is determined according to the dimension N of the relevant solution space.

3.2 Improvement of Variation Strategies

The variation strategy is the most important step in the DE algorithm, and it is the key
indicator for the global and local search of the algorithm. The DADE algorithm selects
a novel variation strategy based on the adaptive cross-factor F constructed above. Its
expression is:

vg+1
i = (1 − F) ∗ xgr1 + F ∗ (xgr2 − xgr3) i �= r1 �= r2 �= r3 (12)

Since the variation factorF is a linear decreasing function, 1−F is a linear increasing
function. According to the search properties of the DE algorithm, a good differential
evolutionary algorithm should do a global search of the extensive solution space in the
early stages and a small local search strategy near the current optimal solution in the
later stages. The variation strategy chosen in this paper satisfies the above content. The
population is scattered in the solution space in the early stage for large-scale detection for
global search [9], that is, the weight coefficient of xgr1 is small, and the weight of xgr2 −xgr3
is large, which helps the algorithm to detect and search the current solution space. And as
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the search process proceeds, the population gradually converges to perform local search
near some local optimal solution, i.e., xgr1 has a larger weighting factor and xgr2 − xgr3
has a smaller weighting, which helps the algorithm to be in the vicinity of the optimal
individual currently being sought, a local search phase with a small span begins.

3.3 Dynamic Change Cross-Factor

In traditional algorithms, the value of the cross factor CR is often taken as a fixed value,
which will make the algorithm fall into a local optimum to a large extent and affect
the performance of optimization. According to the study of the differential evolution
algorithm in the literature [10], the differential evolution algorithm performs a global
search at an early stage and a local search at a later stage, among them, the setting should
be small in the global search and large in the local search. In this paper, a strategy for
dynamically varying cross-factors is proposed to enhance the global and local search
capabilities of the algorithm, as shown in the following equation.

CR = CRmin + (CRmax − CRmin) ∗ (CI
/
NI) (13)

Among them,CRmin andCRmax are the minimum and maximum values of the cross-
factor respectively. Thus, the global search capability of the algorithm is relatively strong
at the beginning of the iteration and the local search capability of the algorithm increases
as the CI increases. Using the settings of the interval of change for the cross-factor CR
in the literature [11], among them, CRmin = 0.5, CRmax = 0.9.

3.4 Improvements in Selection Strategies

The traditional selection strategy of the DE algorithm is to compare the adaptation values
of trial individuals ug+1

i and xgi generated bymutations and crossovermanipulations, and
select better adapted individuals as the next generation of new members. Although this
crossover process contributes to the evolution of populations, it can destroy good genes
and cause good individuals to be lost. In order to prevent this kind of damage, this article
improves the selection strategy, comparing the fitness value of the variant individual
vg+1
i , the test individual ug+1

i after the crossover operation and the target individual xgi .
Selection of better-adapted individuals as newmembers of the next generation, as shown
by the following equation:

xg+1
i = fitness_best(xgi , u

g+1
i , vg+1

i ). (14)

Among them, the operation means to select the optimal value of fitness in the current
set. Based on the above improvement methods, the innovation of the DADE algorithm
proposed in this paper is that the traditional DE algorithm has a small global search space
during the iteration process and is easy to fall into a local optimal solution at the later
stage of the iteration, and so on. Including the linear decreasing of the variation factor and
the linear increasing of the cross-factor to ensure that the algorithm has a relatively large
solution space at the early stage of the iteration process; at the same time, the optimal
selection of selection strategies can enhance the diversity of the solution space and
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optimize the individual populations, which can effectively avoid the situation of falling
into the local optimal solution. In the latter stage of the iteration, it can quickly converge
and perform a local search to find an excellent solution result. The implementation steps
of the DADE algorithm are shown below.

An analysis of the steps of the algorithm shows that the DADE algorithm does not
add any cyclic conditions to the traditional DE algorithm, the time complexity of the
DADE and DE algorithms are O(N ∗ NP ∗ NI). The specific flowchart of the container
resource scheduling policy based on the DADE algorithm is shown in Fig. 1.
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Fig. 1. Container resource scheduling policy process based on DADE algorithm

4 Experiments

This section experimentally verifies the work of this paper from the level of algorithm
and resource scheduling strategy respectively.

4.1 Algorithm Performance Experiment

Experiments are mainly based on different algorithms in the standard test function set
of test results and optimization curves to compare and analyze the algorithm’s solvency.
The closer the test results are to the optimal solution, the steeper the optimization curve
and the more it can illustrate the performance of the algorithm. The basic parameters
of the algorithm selected for the comparison experiment are shown in Table 1, and the
population size is NP = 5N, which is replaced according to each test function. All
algorithms run 100 times, with the maximum number of iterations set to 2000.

In order to verify the validity of the DADE algorithm, five representative functions
were selected from the standard test function collection [12]. Three of them are peak
functions (f1, f2, f3) and two are multimodal functions (f4, f5). They are used to conduct
comparative experiments on the above algorithms and compare them with the compar-
ison algorithms selected above. The description of the test benchmark function and the
global optimal solution are shown in Table 2.

Table 3 shows the test results of the five algorithms of DE, JDE, GA, PSO, and
DADE. The execution times are 20 times, and the average and variance are calculated.
Table 4 shows the optimal analytical solutions of these five algorithms. As can be seen
fromTable 3, in all test cases, DADE has the lowest average error and standard deviation,
which indicates that the DADE algorithm has higher stability and availability. It can be
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Table 1. The algorithm selected by the experiments and its basic parameters.

The selected algorithm The relevant parameters of algorithm

Genetic algorithms (GA) probmut = 0.001 probcor = 0.5

Particle swarm optimization algorithm (PSO) c1 = c2 = 0.5 w =0.8

Differential evolutionary algorithm (DE) F = 0.5 CR = 0.3

Adaptive differential evolutionary algorithm
(JDE)

F = 0.5 CR = 0.3 Fmin = 0.1, Fmax =
0.9

Table 2. The standard test function selected.

Function
name

Expression Number of
dimensions

Ranges Optimal
solution

f1 N∑
i=1

x2i
N = 30 xi ∈

[−100, 100]
0

f2 N∑
i=1

|xi| +
N∏
i

|xi|
N = 30 xi ∈ [−10, 10] 0

f3 N∑
i=1

[ 1
N−1

√
si∗

(
sin

(
50.0s

1
5
i

)
+ 1

]

si =
√
x2i + x2i+1

N = 30 xi ∈
[−100, 100]

0

f4 N∑
i=1

[
x2i − 10 cos(2πxi) + 10

] N = 30 xi ∈
[−5.12, 5.12]

0

f5 −20 exp

(
−0.2∗

√
1
N

∑N
i=1 x

2
i

)

− exp

(
1
N

N∑
i=1

cos(2πxi)

)
+ 20 + e

N = 30 xi ∈ [−32, 32] 0

seen from Table 4 that the optimal solution given by the DADE algorithm is better than
the other four algorithms, closer to the actual optimal solution. These results benefit
from the algorithm’s improved strategy, variation factor and strategy, and the adjustment
of selection strategy, which makes the algorithm have a wider solution space in the
early stage. Therefore, to a certain extent to avoid getting caught up in the problem of
local optimal solution. The change of cross factor makes the algorithm be able to search
locally in a small range of solving space later in execution, and find the optimal solution
as far as possible.

The results of the execution of the five algorithms are shown in Fig. 2, Fig. 3, Fig. 4,
Fig. 5 and Fig. 6. From these diagrams, it can be seen that the DADE algorithm can
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Table 3. Comparison of test results of DE, JDE, GA, PSO and DADE

Test function Algorithm
type

Average error Standard error

f1 DE 2.48e−28 8.55e−29

JDE 4.49e−24 2.20e-24

GA 1.04e−12 5.22e−13

PSO 1.43e−1 1.82e−1

DADE 0.0 0.0

f2 DE 4.22e−17 6.33e−18

JDE 2.04e−14 4.96e−15

GA 1.11e−06 0.0

PSO 28.21 11.37

DADE 2.15e−183 0.0

f3 DE 1.01e−1 1.67e−2

JDE 2.80e−1 7.23e−3

GA 3.40e−4 8.41e−4

PSO 1.91e−2 3.32e−2

DADE 1.14e−06 1.97e−06

f4 DE 27.14 2.56

JDE 6.33 2.74

GA 31.74 5.62

PSO 111.97 33.95

DADE 0.0 0.0

f5 DE 8.61e−15 1.62e−15

JDE 5.34e−13 1.46e−13

GA 2.08e−07 1.05e−07

PSO 16.58 6.74

DADE 4.44e−16 0.0

achieve better results for the selected test functions, and also shows the validity of the
algorithm. Compared with DE algorithm and JDE algorithm, DADE algorithm has good
results in the early and late stages, which is due to the DADE algorithm has a wide
range of solving space in the early stage of running, and has a good ability to jump out
of local optimal solution in the later stages of algorithm execution. Compared with GA
algorithm and PSOalgorithm, it can be found thatDADEalgorithmmay be second toGA
algorithm in the early stage of execution, but the results of DADE algorithm in the later
stage of execution are obviously better than them. DADE algorithm has a good ability
to jump out of local optimal solution, especially compared with the traditional adaptive
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Table 4. Comparison of optimal solutions of DE, JDE, GA, PSO and DADE

Test function f1 f2 f3 f4 f5

Theoretical solution 0.0 0.0 0.0 0.0 0.0

DE 1.27e−28 3.24e−17 7.30e−2 21.86 7.54e−15

JDE 1.22e−24 1.46e−14 1.46e−2 0.65 3.52e−13

GA 3.07e−13 1.11e−06 2.41e−07 19.89 1.19e−07

PSO 2.37e−4 1.79 1.00e−4 57.70 2.58

DADE 0.0 7.47e−184 1.13e−11 0.0 4.44e−16

Fig. 2. Convergence curve of
f1

Fig. 3. Convergence curve of
f2

Fig. 4. Convergence curve of
f3

Fig. 5. Convergence curve of
f4

Fig. 6. Convergence curve of
f5

Fig. 7. Image of f5

differential evolution algorithm (JDE), DADE algorithm shows superior performance.
This is related to the characteristics built by the DADE algorithm. It can get better
solution results, which shows that the algorithm is improved in the right direction. The
linear decrease and linear increase operations of the mutation factor and the cross factor
can effectively ensure the search range of the solution space in the early stage of the
algorithm. At the same time, the optimization of the selection strategy increases the
diversity of the population solution. The variation strategy which changes according to
the variation factor can make the algorithm more in line with the ability of large-scale
global search and later small-scale local search, and avoid the algorithm getting caught
in the local optimal solution. Figure 7 shows the Fine grain image of the test function
f 5 (Ackley’s Function).

4.2 Experiment of Resource Scheduling

This article uses CloudSim [13] 5.0 as a simulation framework. This comparison exper-
iment selects two traditional scheduling strategies MinMin, FCFS and two intelligently
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optimized scheduling strategies GA, DE and the improved DADE scheduling strategy.
Simulating the real cloud computing platform, randomly generating different virtual
nodes and task properties, selecting the unit pricing method of one of the three pricing
methods of container calculation [14], the specific properties ofwhich are shown in Table
5, where the number of container nodes is 30, the number of tasks range is [50,400],
increments of 50.

Table 5. Properties of task and container node.

Name Property Range

Ct Computing power (Mips) [100, 2000]

Number of CPUs [1, 2]

Bandwidth (MB/s) [300, 500]

Running memory (MB) [256, 2560]

Storage memory (MB) [102400, 512000]

Computing power unit pricing (MIPS/yuan/s) 0.03

Bandwidth unit pricing (MB/yuan/s) 0.01

Cloudlet The length of the task (Millions of instruction lengths) [500, 10000]

The size of the task transfer data (MB) [0.5, 20]

The results of the experiment are shown in Fig. 8, Fig. 9, Fig. 10 and Fig. 11. After
many full experiments on the solution of adaptability, the DADE algorithm obtained
71.32%,53.73%,42.37%and15.51% improvement comparedwith the above-mentioned
algorithm for comparison. Figure 8, Fig. 9, Fig. 10 andFig. 11 respectively show the result
comparison of the total target function, the task completion time, the task completion
cost, the load balancing. It can be seen that the solution result of DADE resource schedul-
ing strategy is optimal, and the target result solved byDADE is the smallest, which shows
that changing the scheduling strategy can take good account of the multi-target container
cloud resource scheduling model, which is closely related to the improvement of DADE
algorithm.

Based on the above experimental results, it is shown that the improvement direction
of DADE algorithm is successful. In view of the shortcomings of the DE algorithm, the
following improvements have been obtained: In the early stage of a wide range of global
search, increase the solution space, while increasing the diversity of populations; In the
later stage of the algorithm to quickly converge, since the population solution space to
be explored is already large, it is difficult to fall into the local optimal solution, so a small
range of local search is required. For the DADE algorithm, its unique dynamic adaptive
variation and cross factors, aswell as the improved genetic strategy and selection strategy,
can make the algorithm have a larger solution space and diverse population individuals,
which can effectively avoid the late into the problemof local optimal solution.At the same
time, the test results in CloudSim are also superior to other classical algorithms, which
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shows that the DADE algorithm can be used for container cloud resource scheduling,
and can obtain a better allocation strategy.

Fig. 8. The results of the target function Fig. 9. Task completion time

Fig. 10. Task completion cost chart Fig. 11. Load balancing

5 Conclusion

In this paper, in order to protect the common interests of users and services providers, we
constructed a multi-objective container cloud resource scheduling model according to
user’s task completion time and cost in QoS combined with the load balance of container
cloud resources, and based on the traditional differential evolution algorithm, adaptive
selection of mutation and cross factors and optimization of mutation and selection strate-
gies are added, named as DADE. The simulation results show that the container cloud
resource scheduling model based on DADE algorithm can significantly reduce the task
completion time and cost, and has a good effect in load balancing test. In the following
work, we will further consider the more complex resource scheduling situation, such as
the correlation between tasks, the usage of computing storage resources, etc., and further
optimize the algorithm.
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Abstract. With the rapid development of online social networks, academic social
networks (ASNs) platforms are increasingly favored by researchers. For the
scholar services built on the ASNs, recommending personalized researchers have
become more important, as it could promote academic communication and sci-
entific research for scholars. We propose a personalized recommendation method
combining similarity and trust degree in an academic social network. First, the
text-similarity hybrid model of LDA and TF-IDF is used to calculate the simi-
larity of scholars’ interests, moreover, the social similarity between scholars is
combined as the final similarity. Second, the trust degree is calculated according
to the multi-dimensional interactive behavior among scholars. Finally, the com-
bined similarity and trust degree between scholars are used as a ranking metric.
We demonstrate and evaluate our approach with a real dataset from an academic
social site SCHOLAT. The experiment results show that our method is valid in
recommending personalized researches.

Keywords: Personalized recommendation · Academic social networks · Trust
degree · Similarity

1 Introduction

With the beginning of online social networking, the mode of academic communication
and interaction among scholars has gradually changed from offline mode to academic
social network, which is a fine classification social network platform for researchers. The
emergence of academic social networks has played an important role inmaking scientific
discoveries and seeking opportunities for cooperation among researchers and promoting
academic exchanges [1]. The main friend recommendation algorithms in general social
networks have many methods such as graph-based recommendation algorithms [2],
RecommendationMechanismbasedonuser influence [3],Make recommendations based
on users’ content interests [4, 5], mixed recommendation [6] and similarity calculation
[7].

Most traditional college website portals are static display pages, which leads tomany
problems, such as difficulty in collecting and modifying teachers’ information, uneven
data quality, untimely updating of teachers’ information. It has been well solved on the
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Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 441–455, 2021.
https://doi.org/10.1007/978-981-16-2540-4_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_32&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_32


442 L. Qiu et al.

teacher information management platform. However, the exchange of teachers between
colleges is often limited to some related cooperation within the college, which leads to
a small communication circle among scholars, and it is difficult to find and effectively
establish friend relationships related to their fields.

In this paper, we take the real ASNs platform SCHOLAT1 as the source of massive
data, and use the hybrid model of integrating LDA [8] and TF-IDF to calculate the text-
similarity for the scholar information data, and integrates the social similarity among
scholars as to the final similarity. We also prose calculation method of trust degree in an
academic social network based on the literature [9], and further refine the trust degree
model among users. Add more realistic factors in line with the current trust model
under the current social network from the two aspects of cognitive trust and interactive
trust. Under the academic social network, scholars’ cognitive trust is divided into three
relationships: mutual attention, attention, and fans combined with the influence factor
of the common team of scholars to improve the trust calculation model. Finally, the
personalized recommendation results of scholars are obtained by combining similarity
and trust degree, which effectively solves the problem of a too-small circle of teachers’
friends and single recommendation of friends in the faculty information management
platform2. Summarized as follows:

1) Through the hybrid model of LDA and TF-IDF, the interest similarity between
scholars is calculated; combining the social similarity among scholars as to the final
similarity, it is helpful for scholars to find friendships in similar research fields.

2) Improve the calculation model of mutual trust among scholars, and integrate team
trust factor as the trust degree among scholars. Ability to obtain more realistic social
relationships and alleviate data sparseness.

3) We use SCHOLAT’s real data set for experiments. The results show that our
recommendation effect is significantly improved compared to the past.

2 Related Work

In modern society, social networking sites are an indispensable part of people’s work
and life. Due to the increasing amount of information available on the website and the
variety, personalized recommendations have become a major difficulty for researchers.
It can be subdivided into five aspects, The recommendation based on collaborative
filtering is mainly based on the informationmatrix between the user and the product. The
degree towhich the content-based recommendationmatches the system recommendation
projects through the user’s interest. Based on the graph structure, the similarity between
nodes is usually used to recommend for users. The hybrid recommendation algorithm is
mainly aimed at the fusion recommendation of the first three algorithms. The similarity
calculation method is based on the Pearson correlation and cosine similarity calculated
by users for common scoring items [10–13].

Hoi et al. [14] presented an estimate of the similarity between Twitter users’ entries
and behaviors on social networks, and the experimental results have a high accuracy

1 https://www.scholat.com/.
2 https://faculty.scholat.com/.

https://www.scholat.com/
https://faculty.scholat.com/
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rate. Zeng et al. [15] put forward a general recommendation algorithm, which integrates
user’s personalized preferences, geographic factors, and social influence, and achieves
a good recommendation result. Du et al. [16] take advantage of the structural relevance
of shoppers and products by using a neural co-autoregressive model for CF tasks, The
model combines analysis by distinguishing different attributes under different tasks.
Zhang et al. [17] proposed a two-layer neighbor recommendation model that integrates
user influence and credibility, and improves the accuracy of the model by selecting the
most influential and credible neighbors. Zheng et al. [18] by verifying the authenticity of
user identities in the community and the distribution of topics in the community. They use
the HIOCmethod to recommend users’ personalized models Liu et al. [19] presented an
adaptive method that considers trust and score, which to measure the implicit similarity
between users and friends when they are trustworthy. They considered the biases of users
and considered implicit feedback from users to improve the accuracy of the algorithm.
Yuan et al. [20, 21] introduce the semantics of the sentences between the two, combined
with the contextual summary of scientific articles to measure the similarity to obtain a
better semantic similarity relationship. Zhang et al. [22] designed a new type of Top-
N friend recommendation model based on quantifying users’ implicit trust strength
and social influence. Wang et al. [23] proposed a text similarity hybrid model (L-THM)
integrating LDA and TF-IDF for calculating text similarity. Themodel uses the semantic
information contained in the text itself and the keyword information reflecting the text
to comprehensively analyses and calculates the similarity between the texts.

Combined with the above-mentioned user friend recommendation methods, most
of them are carried out in the field of general social networks, which are limited to a
certain aspect of the user’s information, and often have many problems, such as sparse
user information, cold start and so on. On the other hand, they fail to fully consider the
social network structure and the characteristics of users’ multi-dimensional information
interaction to recommend friends with users. Therefore, aiming at the more interactive
behavior among users in specific fields and scenarios, this paper synthesizes the real sit-
uation under the academic social and analyzes the specific interactive behavior among
scholars from many angles. We propose a calculation method that integrates the simi-
larity and trust degree with scholars under the academic social network, and the final
result of TOP-N recommendation is to recommend friends of teachers under the faculty
information management platform, which proves the feasibility and effectiveness of this
method.

3 Methodology

In the specific field of the academic social network, in addition to the similarity extracted
from the LDA topic model and the TF-IDF model according to the scholars’ own profile
information and academic research achievements. More intimacy among scholars is
reflected in communication, cooperation, and interaction within the community, and
the more frequent interaction between them, the higher the degree of trust between
them. Therefore, combined with the similarity between scholars, taking into account
the close relationship between the interaction between scholars from the cognitive trust
and interactive trust to measure, and finally the integration of similarity and trust for the
personalized recommendation of scholar friends.
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3.1 Calculation of Similarity in Scholars

The interesting similarity among scholars is calculated by the weighted hybrid LDA and
TF-IDF model, which improves the effect of similarity calculation under a single factor,
effectively displays the semantics of the text to be expressed and alleviates the problem
of data sparsity when the text is too short.

LDA Similarity Calculation. As shown in Fig. 1 LDAmodel, the LDAmodel is a typical
directed probability graph model, which is mainly used to train a set of potential topics
containing a certain probability from the existing text set. The text is generated as follows:

(1) Drawing generation a topic distribution θm of text d from a Dirichlet prior α;
(2) Drawing generation the vocabulary distribution ϕk of the topic k from the Dirichlet

prior β;
(3) Drawinggeneration the topic zm,n, of the n-thwordof the text d from themultinomial

θm of the topic;
(4) Drawing generation the word wm,n, from the multinomial ϕk of the word;

Where is α prior distribution parameters of topic distribution; β is prior distribution
parameters of word distribution; θm is the topic distribution of the m-th text; ϕk is the
word distribution of the topic k; zm,n is the subject corresponding to the n-th word of
text m; wm,n is the n-th word of the text m.

Fig. 1. LDA model

Text similarity based on the LDA can map high-dimensional text content is trans-
formed into a low-dimensional semantic space theme, effectively reduce the dimension,
and make the most of the semantic information contained in the text itself. Therefore,
the scholars’ papers and profile data sets are uniformly merged into a long text for pro-
cessing, and then after data cleaning and word segmentation; the text topic probability
distribution is generated by the LDA model, and the calculation formula is as follows
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(1).

SLDA(ui, vi) = θu · θ�
v

‖θu‖ · ‖θv‖ =
∑K

k=1 θu,k · θv,k
√∑K

k=1 θu,k ·
√∑K

k=1 θv,k

(1)

Where θu and θv are topic probability vector of the u-th text and the v-th text; ‖θu‖
and ‖θv‖ are the norms of the topic vector of the u-th text and the v-th text; θu,k , and θv,k
is the probability value of the k-th topic of the u-th text and the v-th text; SLDA(ui, vi) is
Similarity between scholar ui and scholar vi based on LDA model.

TF-IDF Similarity Calculation. In the above LDA model similarity calculation, the
influence of words on the text is ignored, a lot of valuable knowledge contained in
the text is lost, and the calculation accuracy of text similarity is affected, while the TF-
IDF models similarity calculation can solve this problem very well. First of all, traverse
all the scholars, and get the corresponding text data according to the scholar ID; Then
the TF-IDF algorithm is used to design the scholar’s interest vector; Finally, the interest
similarity between any two scholars is calculated according to the ID list of scholars’
concerns STF−IDF (ui, vi), and the design algorithm is shown in Table 1 below.

Finally, the weighted hybrid calculation is carried out by combining the above LDA
and TF-IDF text similarity calculation method, which not only considers the potential
semantic relationship between texts, but also considers the impact of words on the text.
The final interest similarity among scholars is obtained, and the calculation formula is
as follows (2).

Msim(ui, vi) = αSLDA(ui, vi) + βSTF−IDF (ui, vi) (2)

Where SLDA(ui, vi) is interest similarity under LDA Model between Scholar ui and
Scholar vi ; STF−IDF(ui, vi) is interest similarity under TF-IDFModel between Scholar ui
and Scholar v;α and β are set as linear fusion parameters with equal weight.Msim(ui, vi)
is the ultimate interest similarity between the two scholars.

The academic social network topology is a directed graph. The more similar the
distribution of friends among scholars, the more likely they are to become friends with
each other. If the scholar ui pays attention to the scholar vi, then the scholar ui is called
the fan of the scholar vi, and the scholar vi is called the follower of the scholar ui. Fans
of scholar ui form a set, and followers from another set. The calculation formula based
on the follower is as follows (3)

Rsim(ui, vi) = | Follower(ui) ∩ Follower(vi) |√| Follower(ui| × |Follower(vi) | (3)

Where Follower(ui) is a collection of followers of scholar ui; Follower(vi) is a
collection of followers of scholar vi; |Follower(ui)| and |Follower(vi)| are the number
of scholars in the collection; Rsim(ui, vi) is the ultimate social similarity among scholars.

3.2 Calculation of Trust Degree in Scholars

Whencalculating the similarity of scholars, theyoften face the problemof data sparseness
and cold start. Increasing the trust metric among scholars can alleviate the problem of
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Table 1. TF-IDF Scholars’ interest similarity algorithm.

dataset sparseness and cold start. The trust between friends is a measure of the closeness
of the relationship between two people, which is obtained by gathering and analyzing the
interaction between users [24]. By analyzing the relationship of friends and interactions
among scholars in social networks to calculate the trust between scholars, amore realistic
social relationship can be obtained.

Aiming at the problem that the trust between users in reference [9] includes insuffi-
cient consideration of cognitive trust, and interactive trust, refine and improve the model
of cognitive trust, and interactive trust among scholars. Cognitive trust is to subdivide
the cognitive trust among users into different levels of relationships. In the current field
of academic social design network, the main cognitive relationships can be divided into
three types: mutual attention, attention, and fans, the results of cognitive trust formed
by this should be different. Interactive trust is the main factor influencing the integration
of more interactive trust in the current academic social network. For example, whether
scholars join a common team or not represents a stronger interaction between the two.
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In the past, the trust of scholars in academic social networks was calculated mainly
based on dynamic comments, retweets, and likes, as well as online chat and on-site
e-mail communications. The trust degree of the number of collections is increased, and
the trust calculation formula considering the directionality of behavior interaction is as
follows (4)–(9):

Cr(ui, vi) = Ic(ui, vi) + Ic(vi, ui)

2 × √
Max(Ic(ui, i)) × Max(Ic(vi, i))

(4)

Tr(ui, vi) = It(ui, vi) + It(vi, ui)

2 × √
Max(It(ui, i)) × Max(It(vi, i))

(5)

Zr(ui, vi) = Iz(ui, vi) + Iz(vi, ui)

2 × √
Max(Iz(ui, i)) × Max(Iz(vi, i))

(6)

Ch(ui, vi) = Ic(ui, vi) + Ic(vi, ui)

2 × √
Max(Ic(ui, i)) × Max(Ic(vi, i))

(7)

Er(ui, vi) = Ie(ui, vi) + Ie(vi, ui)

2 × √
Max(Ie(ui, i)) × Max(Ie(vi, i))

(8)

Sr(ui, vi) = Is(ui, vi) + Is(vi, ui)

2 × √
Max(Is(ui, i)) × Max(Is(vi, i))

(9)

Cr(ui, vi),Tr(ui, vi),Zr(ui, vi),Chr(ui, vi),Er(ui, vi), Sr(ui, vi) respectively repre-
sent the comment interactive trust, retweet interactive trust, like interactive trust, online
chat interactive trust, email communication interactive trust and favorite interactive trust
of scholar ui and trust of scholar vi.Ic(ui, vi), It(ui, vi), Iz(ui, vi), Ich(ui, vi), Is(ui, vi)
respectively represent the number of comments, likes, retweets, online chats, email
exchanges and favorites of scholar ui and scholar vi, On the contrary, it is the interac-
tive behavior of scholar vi to scholar ui. Max(Ic(ui, i)),Max(It(ui, i)… represents the
maximum interaction value between scholars ui, vi and all scholars I, and the formula
for calculating the trust of six items is as follows (10).

Ir(ui, vi) = αCr(ui, vi) + βTr(ui, vi) + γZr(ui, vi)+
λChr(ui, vi) + μEr(ui, vi) + δSr(ui, vi)

(10)

Where Ir(ui, vi) is fusion interactive trust, α, β, γ, λ, μ and δ are the fusion parame-
ters of each interaction, and the sum of the parameters is 1. Due to the difference of influ-
ence factors among different items, to solve the lack of objective rationality of the simple
fusion of parameters, the normalization method min-max is used for standardization in
the later stage, and its formula is as follows (11).

Ir(ui, vi) =
Ir(ui,vi)−Min(Ir(ui,i))

Max(Ir(ui,i))−Min(Ir(ui,i))
, Max(Ir(ui, i)) − Min(Ir(ui, i)) �= 0

0, Max(Ir(ui, i)) − Min(Ir(ui, i)) = 0
(11)

Where Ir(ui, vi) is the ultimate trust between the author ui and the scholar v.
Max(Ir(ui, i)) is the maximum degree of trust between scholar ui and all concerned
scholars; Min(Ir(ui, i)) is the minimum degree of trust.
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To make the degree of trust among scholars more specific and in line with the current
description of the relationship between scholars under the network, the trust factor of
the common team between scholars ui and vi are added, and the calculation formulas
are shown below (12).

Tr(ui, vi) = | Team(ui) ∩ Team(vi) |
| Team(ui) ∪ Team(vi) | (12)

Where Team(ui) and Team(vi) represents the set of teams that exist for scholar ui
and scholar vi, respectively. Tr(ui, vi) is the calculated trust factor of the common team
among scholars.

3.3 Personalized Scholar Recommendation Algorithm

Combined with the above-mentioned four parts of interest and social similarity, inter-
active trust, and team trust factors, the weighted fusion calculation is carried out as the
final recommendation score of scholars in the academic social network is calculated as
follows (13).

Fr(ui, vi) = ηRsim(ui, vi) + θMsim(ui, vi) + uIr(ui, vi) + κTr(ui, vi) (13)

Where Fr(ui, vi) is Scholars’ personalized final recommendation score. η, θ,μ, κ

are for each fusion parameter, the algorithm flow is shown in Fig. 2 below.

4 Experiments and Results

4.1 Datasets

We make a personalized recommendation for scholars based on the data from the real
academic social networking site-SCHOLAT, and finally, apply it to the teacher service
platform to recommend for teachers’ friends. After preprocessing the data set, 3,134
scholars, 4,4896 one-way friend relationships among scholars where each user has an
average of 16 real friends, and 2,7478 papers were selected. The data set mainly includes
basic information of scholars’ profiles, basic information of academic papers, and behav-
ioral interactive information such as scholars’ comments, likes, retweets, online chats,
email exchanges, and collections, etc.
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Fig. 2. A recommendation model combining scholars’ similarity and trust

4.2 Evaluation Metrics

To verify the accuracy of the recommendation, the commonly used evaluation crite-
ria recommended by Top-N are adopted. The recommendation results are verified by
comparing the Precision, the Recall, and the harmonic average F1 − measure of the
comprehensive Precision and Recall. The calculation formulas are as follows (14–16).

Precision = |R(u) ∩ T (u)|
|R(u)| (14)

Recall = |R(u) ∩ T (u)|
|T (u)| (15)

F1 − measure = 2 × Precision × Recall

Precision + Recall
(16)

Where R(u) is A set of scholars recommended in the experiment, T (u) is a Set of
scholars in the verification set, R(u) ∩ T (u) is a collection of recommended scholars
who have become friends. Finally, the comprehensive index of F1 − measure is used
to reflect the measurement of recommendation effect. According to the index of F1,
the personalized recommendation algorithm in this paper is compared with the recom-
mendation algorithm based on matrix decomposition, and the traditional collaborative
filtering algorithm.



450 L. Qiu et al.

4.3 Results and Analysis

When calculating the mutual trust degree of scholars according to formula (10), the
weights corresponding to the parameters α, β, γ, λ, μ and δ need to be adjusted as com-
ments, retweets, likes, online chat, email communications, and favorites, respectively.
According to the real social network environment, online chat and email communication
usually have a high degree of interaction. The fusion parameters α = 0.15, β = 0.15, γ
= 0.15, λ = 0.2, μ = 0.2, δ = 0.15 are representative for the calculation of trust degree.
Then the comprehensive recommendation score of the scholar is adjusted by the formula
(13). The score of the recommendation effect of the analysis of η, θ, μ, κ is shown in
Fig. 3 below.

Fig. 3. F1 under different weights of personally recommend

It can be seen from Fig. 3 that when the proportion of information similarity among
scholars decreases and the proportion of interactive trust increases, the score of F1 will
increase, indicating that the social relationship between scholars has a great impact on
the effect of recommendation. When the proportion of trust among scholars is constant,
the similarity has little effect on the recommendation effect of scholars. When η-θ-u-κ
is 0.2, 0.3, 0.3, and 0.2 respectively, it has better-personalized recommendation results
for scholars.

Figure 4 shows the influence of the number of recommendations on the score of F1-
measure when only scholar similarity, scholar trust degree, fusion similarity and trust
degree are considered. It can be seen that the fusion similarity and trust degree are better
than the other two cases, and the F1-measure is also greatly improved, and the effect is
the best when the number of recommendations is 10.

Figure 5 shows the comparison of experiments under different recommendation
algorithms. Especially when the number of scholars’ recommendations is 10, the F1
value of this recommendation algorithm is 16.49% and 29.52% higher than that of the
recommendation algorithm based on matrix decomposition and collaborative filtering,
respectively.
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Figure 6 shows the evaluation and analysis of personalized recommendation in Top-
N recommendation results with scholars’ similarity and trust degreewhen the parameters
η-θ-u-κ are 0.2, 0.3, 0.3 and 0.2. The N values are 5, 10, 15, and 20 pairs of accuracy,
recall, and F1-measure results, respectively.

Fig. 4. F1 under different methods of own experiment

Fig. 5. F1 under different recommended methods

Finally, the recommendation score calculated by the personalized scholar recom-
mendation under the academic social network is imported into the res_score field in the
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Fig. 6. Each evaluation index

database, where the sender represents the ID value of the fan and receive represents the
ID value of the follower. The following Table shows the final recommendation score of
any ten fans of the scholar whose Id number is 595 (Table 2).

Table 2. Partial recommended score

Sender Receiver Res_score

95619 595 1.1137539924235118

105349 595 1.0146073995760714

95749 595 1.0173437605269569

519 595 1.2062965536397061

3592 595 1.1146058750097334

52105 595 1.0142073991231219

94729 595 1.0136073995760724

106637 595 1.0146045315141275

529 595 1.4622173232898676

95508 595 1.0846173465245337

Ranking the top 10 scholars with the final recommendation score in Top-N, the
personalized recommendation list of integrated academic social network scholars under
the teacher service platform is displayed, and the effect is shown in Fig. 7.
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Fig. 7. Personalized recommendation display

5 Conclusions

Online academic social networking has increasingly become the mainstream way of
communication for scholars. Making full use of the non-private data sharing concept
and communication mode of social networks, a college faculty informationmanagement
service platform centered on academic social networks has been constructed. Online
trials have been carried out in many colleges and universities, and good feedback has
been obtained. On this basis, combining the similarity and trust calculation models on
teachers’ academic social networks provides a new channel for friend recommendation
for teachers’ academic communication and cooperation, which significantly improves
the accuracy of teacher recommendation and enriches academic exchanges and scientific
research between teachers and scholars.

Of course, there are some shortcomings in the study. The influence of the time decay
factor on the recommendation effect is not considered, and due to a large amount of
related data such as teachers’ profiles and papers, it is still a way of offline calculation.
As a result, it is impossible to recommend friends for teachers immediately according
to the personalized recommendation algorithm, a real-time recommendation will be a
major research direction in the future.
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Abstract. In the case of information overload of academic papers, the demand
for academic paper recommendation is increasing. Most of the existing paper
recommendation methods only utilize scholar friendship or paper content infor-
mation, and ignore the influence of temporal weight on research interest, and
hence they are hard to obtain good recommendation quality. Aiming at this prob-
lem, the method HNTA for academic paper recommendation based on the com-
bination of heterogeneous network and temporal attributes is proposed. HNTA
firstly constructs a heterogeneous network composed of different types of entities
to calculate the similarity between two papers, and then the temporal attribute is
introduced into scholars’ research interests which are divided into instant interests
and continuous interests to calculate the similarity between scholars and papers.
Finally, by weighting the above two similarities, the purpose of recommending
papers to scholars is achieved. Overall, HNTA can not only comprehensively uti-
lize both relationships of scholars and the content information of papers, but also
it considers the impact of the temporal weight of scholars’ research interests. By
conducting comparative experiments on the data set of the real academic social
network: SCHOLAT, the results show that HNTA performs better than traditional
paper recommendation methods.

Keywords: Academic paper recommendation · Heterogeneous network ·
Temporal attributes · Academic social networks

1 Introduction

In recent years, with the rapid development of the scientific research field, academic
papers are increasing exponentially. Scholars need to quickly obtain papers related to
their research interests among thousands of academic papers. In this case, the social rec-
ommendation system [1, 2] stands out to help users alleviate the problem of information
overload and recommend papers to users with their relevant interests. Therefore, the
academic paper recommendation system has become an indispensable tool for scholars
to find papers.
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At present, the existing recommendation methods at home and abroad are mainly
divided into three categories: recommendation based on content information [3–5]; rec-
ommendation based on Collaborative filtering [6–8]; recommendation based on hybrid
approach [9–11]. At the same time, with the emergence of a large number of academic
papers, a number of academic paper recommendation methods have been proposed.

In paper recommendations, Liu et al. [12] utilize keyword-driven and popularization
consciousness, and then propose a paper recommendation algorithm based on undirected
paper citation maps. Parvin et al. [13] propose a new collaborative filtering algorithm to
predict the similarity rating of users. Manju et al. [14] construct a heterogeneous graph
of papers and use the random walk method to alleviate the problem of cold start in the
paper recommendation system. Pan et al. [15] combine the citation relationship between
two papers and the contextual knowledge in the paper, and then propose a method based
on heterogeneous graphs for academic papers recommendation. Meng et al. [16] use the
coupling relationship to implement TOP-N recommendations of keywords. Catherine
et al. [17] propose a recommendation method based on the knowledge graph. Guo et al.
[18] calculate the similarity of Title-Abstract Attentive Semantics for recommending.
Yue et al. [19] propose a listwise learning-to-rank recommendation method based on
heterogeneous network analysis in social networks, and then construct a heterogeneous
network and utilize the link of relationships on themeta path to perform list-level ranking
for recommendation.

The above methods mainly considers the binary relationship between users and
items and is more based on the scholar’s basic information and the content of the paper
itself. However, in the actual situation, the paper recommendation method is usually not
only based on the content information associated with the scholars themselves, but it
should also take into account the changes in scholars’ research interests at different time
periods. The research interest and research history of scholars represent the progress and
progress of scholars. Research interest includes the decay and growth of interest, and
the time factor will have a certain impact on the research interest of scholars [20]. At
the same time, academic social networks usually contain rich and interrelated academic
information features, which can be used as a heterogeneous network containing multiple
entity types and relationship types [21], from which link relationships of scholars and
papers can be more conveniently obtained. In this paper, we propose an academic paper
recommendation method (HNTA) that combines heterogeneous network and temporal
attributes.

The main work of this paper include:

1. Constructing a heterogeneous network through different types of entities in the
papers.

2. Adding temporal attributes to scholars’ research interest which is divided into instant
interest and continuous interest.

3. Calculating the similarity between papers and papers and the similarity between
scholars and papers through the above heterogeneous network and temporal
attributes. By using the data set of the real academic social platform: SCHOLAT1,
our experiment verifies that HNTA is practical and effective.

1 http://www.scholat.com/.

http://www.scholat.com/
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2 Methodology

2.1 Constructing Heterogeneous Network

Firstly, the recommended words are extracted. The text information in the original paper
data set of SCHOLAT is subjected to word segmentation, and a list of stop words is used
to filter the text information to remove irrelevant stop words and symbols. The TF-IDF
algorithm [22] and the Information Gain algorithm [23] are used to segment the word
After processing the data, the recommended words are obtained. During this process,
the keywords in the papers is added to a custom dictionary to improve the precision in
the segmentation of texts.

TF − IDF = TFij × IDFj = nij
∑

k nk,j
× log

|D|
1 + | j; ti ∈ dj} | (1)

IG(T ) = H (C) − H (C |T ) = −
∑m

i=1
p(ci) log p(ci)+

p(t)
∑m

i=1
p(ci | t)log p(ci | t) + p

(
t
)∑m

i=1
p
(
ci | t

)
log p

(
ci | t

) (2)

Suppose there is a collection of n papers, P = {P1, P2, … , Pn}. Each paper in
the collection is represented by m different types of features, F = {F1, F2, ... , Fm}.
Each feature Fi consists of a set of feature sets, that is, Fi= {f 1i, f 2i, ..., f ni}. The
heterogeneous network is a huge network graph with semantic relations, which consists
of the relationship between entities and entities that exist in the paper. After extracting the
feature, the basic information of author, title, abstract, keywords and other information
are obtained, and then different types of entities are represented as interrelated and
different-shaped nodes to construct a heterogeneous network based on scholars and
papers (Fig. 1).

Fig. 1. Example of a heterogeneous network.
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2.2 Similarity Calculation Based on Heterogeneous Network

Similarity of Pairwise Recommended Words. The extracted recommended words
are constructed into a set of word vectors through theWord2Vecmodel [24], and then the
word vectors are used to calculate the semantic similarity between word pairs:Wsimilaity.
The calculating processes are shown in Eqs. 3 and 4,

W (X ,Y ) =
{
0 X ,Y /∈ keywords
Wsimilarity X ,Y ∈ keywords

(3)

W
(
ωi, ωj

) = α × WT
(
ωi, ωj

) + β × WK
(
ωi, ωj

) + γ × WA
(
ωi, ωj

)
(4)

WhereWT ,Wk ,WT respectively represent the similarity of the word pairs ωi and ωj

in the thesis among the topics, keywords and abstracts, α, β, γ respectively represent
the similarity of the topics, keywords and abstracts in the thesis.

Similarity of Pairwise Papers. The similarity between two papers can be measured
according to the similarity between recommended words. At the same time, there are
other similar papers in the papers and scholars’ entities to jointly construct a similarity
model of the papers. Then, the similarity between the recommended words is obtained
by training the word vector: Sw(p1, p2). The calculating processes are shown in Eqs. 5,

Sw(p1, p2) = α × WT (p1, p2) + β × WK (p1, p2) + γ × WA(p1, p2) (5)

Where WT (p1, p2) represents the similarity between the recommended phrases of
the topics between the two papers,WK (p1, p2) represents the similarity between the rec-
ommended phrases of the keywords between the two papers, andWA(p1, p2) represents
the similarity of the recommended words in the abstracts of the two papers. α, β, and
γ respectively represent the proportion of attributes in similarities, at the same time,
different types of papers have different parameter proportions.

2.3 Research Interest Similarity Based on Temporal Attributes

Interest in Continuous Research. Scholars’ continuous research interest mainly
refers to the relevant research interests that scholars continuously have research achieve-
ment in the process of research for a long time. In the time distribution of the data set of
SCHOLAT, the time span of the paper is large, so a time decay function is used with a
small time decay in the initial process: exponential time decay function. The calculating
processes are shown in Eqs. 6,

W
(
ty, t

) = 1

1 + eμ×(t−ty)
(6)
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The sum of word vectors for sexual research interests is:

CVuser =
∑m

i=0
W (MAX (Li(year))) × V (Li) (7)

Wherem is the total number of persistent keywords,Li is theword vector of persistent
keywords, W is the time decay function, V is the word vector of recommended words
after training. Then, the similarity between scholars and scholars in continuing research
interests is:

Csimilarity = cos(CVuser1,CVuser2) = �n
i=1CVuser1 × CVuser2

√∑n
i=1(CVuser1)

2 × √∑n
i=1 CVuser2

(8)

Interest in Instant Research. The scholar’s instant research interest represents the
research interest of scholars within a certain year. The key words of instant research
are the concentrated expression of scholars’ research interest in a certain year, which
mainly represents the change of scholars’ research interest.

RT = R − Rc (9)

IVuser = �k
i=0W (RT (i, year)) × V (RT (i)) (10)

Isimilarity = cos(TVuser1,TVuser2) = �n
i=1IVuser1 × IVuser2

√∑n
i=1(IVuser1)

2 × √∑n
i=1 IVuser2

(11)

WhereR represents the original recommendedwords extracted by the instant research
interest, Rc represents the Continuous research keywords of scholars, RT represents
the instant research interests after removing the persistent keywords, k represents It
is the length of RT . IVuser is the sum of word vectors of scholars’ instant research
interest.Isimilarity is the similarity of the instant research interests between scholars and
scholars. Finally, the similarity of research interests between scholars and scholars is:

Ssimilarity = σ × Csimilarity + τ × Isimilarity (12)

Where σ + τ = 1.

2.4 HNTA Recommendation Model

In the method of calculating the similarity proposed above, the similarity is measured
through two aspects as the final recommendation algorithm. Figure 2 shows the overall
process diagram of the HNTA for Top-N recommendation.
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Fig. 2. The framework of HNTA.

Similarity Between Search Terms and Recommended Terms. By calculating the
same keywords with the highest similarity to the current text as recommended words,
where the similarity of keywords between different attributes is measured according to
the similarity betweendifferent attributes. The calculation of semantic similarity between
search words and candidate words is shown in Eqs. 13,

S(key1, key2) =
∑m

i=1 Si(key1, key2)

m
(13)

Where m is the number of attributes to be compared in this article, which mainly
represent the abstract of the paper, keywords and topics.

Similarity between Scholars and Recommended Words. Calculate the similarity
between recommended words and scholars by combining scholars’ instant research
interest and continuation research interest.

Ssw(SCHOLAR,CW ) = ψ × SCVSCHOLAR + ω × SIVSCHOLAR (14)

Where SCVSCHOLAR represents the similarity of scholars’ continuous research inter-
est, and STVSCHOLAR represents the scholar’s instant research interest. ψ and ω respec-
tively represent the proportion of eachmodule. Finally, the recommendedwords between
user-search words are constructed, and the comprehensive standard of the above two
measures is used as the final TOP-N recommended standard:

STOP−N (SCHOLAR,KEY ) = α × S(KEY ) + β × S(SCHOLAR) (15)

Finally, finding the corresponding papers of TOP-N recommended words in the
heterogeneous network, so as to obtain a list of recommended papers for scholars. Table
1 shows the overall process of the HNTA.
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Table 1. The overall process.

HNTA Process:

Input: a scholar enters the search term;
Output: a list of Recommended papers;
Step1. Constructing a heterogeneous network;
Step2. Constructing the scholar’s research interest model based on temporal attributes;
Step3. Obtaining recommended words and find candidate papers through the heterogeneous
network;
Step4. Calculating the paper similarities: S(key1, key2);
Step5: Calculating the scholar similarities: Ssw(SCHOLAR,CW );
Step6: Weighting the two similarities: α × S(KEY ) + β × S(SCHOLAR), and getting a list of
top-n recommended paper: STOP−N (SCHOLAR,KEY )

3 Experiments and Results

3.1 Datasets

The algorithm proposed in this paper is recommended for academic papers in academic
social networks, so we choose the real paper data set of the online academic information
service platform-SCHOLAT for experiments. The data set mainly included scholars’
basic information, academic paper titles, abstracts, and keywords from 34,518 papers
after data preprocessing. Figure 3 shows a relationship diagram of a user’s paper in the
SCHOLAT data set.

3.2 Baseline Methods and Evaluation Metrics

In order to verify the recommended effect of HNTAmethod, the following experimental
methods are used for comparative analysis. The three methods are:

(1) PWFC [25], which uses a co-authored network constructed by academic achieve-
ments among scholars and the theme of published papers, builds a three-layer
paper recommendation model, constructs keyword vectors and classifies academic
achievements, and then researches on scholars. The co-authored network has added
a random walk model to extract relevant features for TOP-N recommendation.

(2) UPR [26], whichmainly proposes to construct the recommendationmodel of schol-
ars’ papers according to the recent research results of users and the relationship
between citations and citations between two papers. Among them, it mainly con-
structs the recent research interest model of scholars and the feature vector of
candidate papers.

(3) CB [17], which mainly adopts the classical content-based recommendation model.
Through the similarity of the research results published by scholars in the content
to make recommendations related to TOP-N.
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Fig. 3. The relationship diagram of the paper.

In this paper, Recall, Precission and F1-score value are used to evaluate the effect of
TOP-N recommendation.

Recall = 1

N

n∑

i=1

Li
Ln

(16)

Precission = 1

N

n∑

i=1

Li
Ri

(17)

F1 − Score = 2 × Precission × Recall

Precission + Recall
(18)

Where Ln represents all the research keywords that all users like among the recom-
mended research keywords. N represents the number of samples recommended by test
research interest, Li represents the number of research keywords recommended in the
sample, and Ri represents the total number of data recommended by TOP-N in the fourth
sample.

3.3 Parameter Tuning

In the time attenuation function, we could find that scholars will have a great interest in
a certain research in a period of time, and grow rapidly in a certain period of time.
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Temporal weight parameter plays an important role in the calculation of similarity
of research interest. In the data set, the time attenuation function have a large time span.
Compared with exponential time attenuation function, linear time attenuation function,
Logistic time attenuation function and Ebbinghaus time attenuation function, the expo-
nential attenuation function with smaller attenuation is selected finally. After analyzing
the temporal weight, it is found that when the attenuation factor is γ = 0.3, it will have
the best effect. Figure 4 shows the temporal attribute weights. Besides, we set α = 0.4,
β = 0.4, γ = 0.2 in formula (4) and α = 0.3, β = 0.5, γ = 0.2 in formula (5).

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1

top@5 top@10
top@15 top@20
top@25 top@30

Fig. 4. According to the proportion of research interest, 0.1 is used as the step size, and the
range is [0, 1]. The recommended results of different proportion are compared, and the time
attenuation is exponential attenuation. In the selection of parameters, choose the one with higher
recommendation Precision, that is, scholars’ research interest accounts for a higher proportion:
0.9.

3.4 Comparisons and Analysis

From the similarity among abstracts, titles and keywords of the previously trained papers,
the first m are selected for comparison. In this experiment, the experimental results are
compared in terms of Recall, Precission and F1-Score, in which the TOP-N is 5, 10, 15,
20, 25, 30 respectively. Table 2 resports the relevant recommended words of a scholar
on “friend recommendation”. Table 3 is a list of papers recommended by the scholar
after searching for the keyword “friend recommendation”.

The following figures are comparative analysis of HNTA and other algorithms:
PWFC, UPR, CB about Precission, Recall and F1-score.

As shown in Fig. 5 and Fig. 6, they respectively show the verification of the Precision,
Reacll and F1-score of the relevant results of the SCHOLAT data set using the three
algorithms. It could be found that, to a certain extent, the HNTA has good results in
various indicators.
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Table 2. The result of the recommended word of “friends recommendation”.

Number Recommended words Comprehensive similarity score

1 Personalized recommendation 0.6772

2 Recommendation algorithm 0.6681

3 User similarity 0.6511

4 Friend relationship 0.6428

5 Link prediction 0.6412

6 Social network 0.6322

7 User interest 0.6333

Table 3. Scholar Tang Yong’s recommended list of papers.

Num Recommendation_Paper_title

1 Friend Recommendation in Social Network Using Nonnegative Matrix Factorization

2 Explicit and Implicit Feedback Based Collaborative Filtering Algorithm

3 Design of Learning Resource Recommendation Model Based on Interest Community

4 A Novel Hybrid Friends Recommendation Framework for Twitter

5 Multiple Criteria Recommendation Algorithm Based on Matrix Factorization and
Random Forest

Precission                                                    Recall

0

0.2

0.4

0.6

top3 top5 top10 top15 top20

HNTA PWFC UPR

0

0.2

0.4

0.6

top3 top5 top10 top15 top20

HNTA PWFC UPR

Fig. 5. Precision and recall results of HNTA in different recommended lengths.

As shown in Fig. 7, through the comparison between the HNTA algorithm and
the CB algorithm, it is further proved that the HNTA algorithm will have better paper
recommendation results when there is no citation relationship or the citation relationship
network between scholars in the social network is not complete. The above experiments
prove the feasibility and practicability of HNTA.
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top3 top5 top10 top15 top20
HNTA 0.237 0.2177 0.2307 0.3225 0.3603
PWFC 0.1102 0.1698 0.2226 0.283 0.3042
UPR 0.1474 0.1898 0.2137 0.2117 0.242

0
0.1
0.2
0.3
0.4

HNTA PWFC UPR

Fig. 6. F1-score comparions with different recommended length.
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Fig. 7. The result of F1-score of HNTA and CB in different recommended length.

4 Conclusion

In this paper, on the research of paper recommendation methods, we conduct research
from the scholar’s research interests and the content of the paper, and then an aca-
demic paper recommendation algorithm combining heterogeneous network and tempo-
ral attributes (HNTA) is proposed. At the beginning, this paper constructs a heteroge-
neous network composed of different entities to calculate the similarity between papers.
Then, the temporal attributes are introduced into the extraction of scholars’ research
interest in order to calculate the similarity between scholars and papers. Finally, by
weighting the above two similarities, the purpose of recommending the papers to schol-
ars is achieved. The data is extracted from the real paper data set in the academic
platform: SCHOLAT, and the recommendation algorithm proposed in this paper was
used for experimental verification. Precision, recall, and F1-score in this paper recom-
mendation experiment were respectively carried out for the recommendation results.
Experiment verifies that the HNTA method has a good recommendation effect. Since
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the paper contains a large amount of information that could be mined, our next step will
be to consider adding trust between scholars and citation relationships between papers
to further improve the accuracy of similarity in order to obtain better recommendation
results.
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Abstract. Community-based Question and Answering, or CQA, has been exten-
sively studied nowadays. Studies focus on the characteristics on users help us
understand the usage of the platforms, and pave the way for downstream tasks
such as churn prediction, expert recommendation and spam detection. Different
from previous works, we focus on analyzing the behavioral differences between
different types of users, take the feedback of the community into consideration,
and predict users’ future behaviors by their historical behaviors and feedback of
the community. In this paper, we conduct a case study on Zhihu.com. We collect
data of questions, answers, comments and users from Zhihu.com, make a brief
analysis of the usage, divide the users into 3 groups named Takers, Devotees and
Participants and study the differences between each type by KS tests, and conduct
linear regressions to predict users’ future behaviors using their historical behav-
iors and feedback from the community. We find significant differences between
each type of users, and find several positive correlations between users’ historical
behaviors, feedback from the community and users’ future behaviors. By the anal-
ysis of users’ behaviors, our research provides a theoretical basis for the follow-up
studies.

Keywords: CQA · Community-based Question and Answering · User behaviors

1 Introduction

Community-based Question and Answering (CQA) platforms have been shed light on
nowadays for their huge potential value. Traditional Question and Answering (QA)
platforms have many shortages, for example: (i) many questions are asked in natural
languages, and they seek for people’s personal opinions and advices [1] so that they
can just be asked by humans; (ii) The lack of social functions. Social functions can
contribute to answer perfecting or user loyalty to the platform. On the contrast, CQA
platforms provide a community pattern for users to contact to each other. This way,
they can make use of UGC (User-Generated Content), which is a concept rised up
with the concept of Web2.0, which advocates personalization as its main feature. Users
become publishers and spreaders of information contents, instead of just receivers [2].
Through participating in questioning, answering, commenting as well as voting, users
can solve their own problems with the help of the others, share their own knowledge and
experience, and further gain a sense of satisfaction and identity.
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CQA platforms can be divided into 2 types: single-domain platforms, which focus on
only one specific domain, such as Stack Overflow [3] and Stack Cooking [4]; and open-
domain platforms,which focus onmore than one domain on the same time, such asQuora
[5], Yahoo!Answers [6] and Zhihu.com [7]. In this paper, we choose Zhihu.com, an
open-domain CQA platform that is well-received in China, as our research object. Users
ask all kinds of questions, ranging from daily life troubles to car manufacture. Instead
of questions themselves, Zhihu.com focuses more on the answers, so that everyone’s
unique life experience can be displayed in public. Through observations, we found that
users behave in different ways on the platform.

The predictions and motivations of the users’ behaviors are studied in different
ways [4, 8–12]. As innovation points, we consider the combination of users’ historical
behaviors and feedback on themselves from the other users as the input variable of the
prediction.

To do a detailed research on users’ behaviors, in this paper,we conduct a case study on
Zhihu.com.We collect information from the platformwithin 35 days, which is consisted
by more than 900 thousand questions, two million answers, four million comments and
1 million users. We will mainly focus on the questions below:

– What are the major types of users according to their behaviors? What are the
differences between each type?

– What are the relationships between users’ historical behaviors, feedback from the
platform and users’ future behaviors?

For the first question, we divide the users into 3 groups according to their asking and
discussing behaviors, and conduct two-tailed Kolmogorov-Smirnov (KS) tests to test the
differences between them from several aspects. For the second question, we extract sev-
eral features from users’ historical behaviors, following behaviors and feedback on their
behaviors from others, and conduct linear regressions to predict users’ future behaviors.
Our analysis made several discoveries:

– Firstly, through dividing the users into 3 groups as takers, devotees, and participants,
we observed significant differences between them from several aspects. In general,
Participants perform the best in the three, whether in behavior aspects or feedback
from others.

– Secondly, through linear regressions we found that, in the prediction of the number of
questions, the number of historical questions and the number of answers obtained by
historical questions are positively correlated to it; in the prediction of the number of
answers, the number of users’ historical answers, the number of users’ followers and
followees are positively correlated to it; on the prediction of the number of comments,
the number of users’ historical answers, the number of reviews, the number of fol-
lowers and followees are positively correlated to them, and the number of comments
received by users’ questions had a positive impact.

The rest of this article is organized as follows. In Sect. 2, we give a brief review of
the related works. In Sect. 3, we give a brief introduction of Zhihu.com and our dataset.
In Sect. 4, we divide the users into 3 groups and study the differences between them. In
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Sect. 5, we study the influence factors of users’ future behaviors. Both in Sects. 4 and
5, we suggest the hypotheses first and verify them by experiments. Finally, we conclude
our work in Sect. 6.

2 Related Works

CQA platforms are extensively studied before. Srba et al. [13] made a comprehensive
research on studies of CQA platforms. As for information of users’ behaviors, they are
used onto several research fields:

Expert Finding. Wang [1] made a comprehensive survey on expert finding in CQA
platforms. For example, prediction of the activity level of the expert users [12] and
depiction of users’ expertise [14], two typical research interests of expert finding, are
studied by making use of users’ behaviors. Question recommendation [4], which is also
included in this domain, can also be studied through users’ behaviors. Expert finding
contributes to the effectiveness of knowledge sharing through recommending experts to
questions or otherwise.

Spam or Abusive User Detection. Spam detection is early conducted on e-mails, but
there are a certain number of spam or abusive users observed on CQA platforms.
Kayes et al. [15] applied machine learning methods to the abusive user detection
on Yahoo!Answers. Le et al. [16] found struggling students through detecting their
behaviors to break the vicious cycle.

Churn Prediction. Dror [17] predicted the churn of new-comers by users’ profile, rate
of activity and interactions with others. They found that two important signals for churns
are the amount of answers users provided, which is closely related to themotivations, and
the recognition got from the community, which is measured in counts of best answers,
amounts of thump-ups, and positive feedback from the askers. Inspired by it, we consider
the feedback from the community as a feature used to predict the future behaviors of the
users.

Best Answer Finding. Through analyzing users’ voting behaviors [18] and users’ pro-
file [19], the quality of answers can be evaluated and, to go a step further, the best answer
can be found or predicted.

Researches also focused on the motivations of users’ behaviors. Instead of analyzing
directly on the users’ behaviors, different factors are concerned, including their national
culture [9] and privacy concerns [11].

The researches mentioned above use user behaviors into different research interests,
or detect the motivations of user behaviors. In this paper, we consider the combination
of users’ historical behaviors and feedback on them from the other users as the input
variable of the prediction of users’ future behaviors.
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3 Dataset Introduction

We choose Zhihu.com as our objective for the case study, which is a typical open-
domain CQA platform well-received in China. On the contrary of strategy of CQA
platforms which select the best answer for each question, there’s no best answer for any
question, but there are always worthy answers, such as useful experience of experienced
professionals, practical skills of specified domains, and list of books or articles shared
for newcomers, etc. Every answer is regarded seriously as some kind of writings, and
is protected by strict intellectual property protection measures. Based on such reasons,
instead of short quires, users of Zhihu tend to create long articles as answers. A typical
answer and its comments on Zhihu.com are shown in Fig. 1.

Fig. 1. An answer and its comments on Zhihu.com

We collect the questions asked from2019/03/30 00:00:00 to 2019/05/03 23:59:59, 35
days total, along with their answers and comments provided among the same time inter-
val, with a clawer. We collected a total of 912,287 questions, including 188,672 anony-
mous questions, 2,788,430 answers, including 250,892 anonymous answers, 4,533,118
comments of the answers, including 141,073 anonymous comments, and 1,987,372 users
related to them, who have a normal status of login.

The serious polarization can be seen through the basic analysis. The CDF of answers
to questions is shown in Fig. 2.

Among 513,116 questions which are answered, 36.82% of them has only 1 answer,
while 94.62% of them have ten or less. But at the same time, some questions have
more than 10,000 answers in total. The same circumstance occurs on the comments of
answers.

To make a further analysis, we find that among all the answers, 21.82% of them are
provided the same day as the questions are asked, while 83.17% of them take 10 days
or less.
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Fig. 2. CDF of the number of answers each question has collected

4 User Classification

We divide the users into 3 groups according to their behaviors.

– Takers.Users who only asked questions within the time interval of our experiment, or
in other words, within the 35 days. They did not involve themselves in the discussions.
There are 343,872 takers in total.

– Devotees.Users who only took part in the discussions, including answering questions
and commenting, within the 35 days. They did not ask any questions. There are
1,433,381 devotees in total.

– Participants.Users who got involved in all the activities, including asking, answering
and commenting, within the 35 days. In other words, within the time interval, partici-
pants asked at least 1 question and discussed with others for 1 time at least. There are
210,119 participants in total.

To detect the differences between the 3 kinds of users, first we make the several
hypotheses.

– Hypothesis 1. Takers and Participants behave differently in question asking.
– Hypothesis 2. Devotees and Participants behave differently in discussing, including
answering and commenting.

– Hypothesis 3. Takers, Devotees and Participants behave differently in following users
and being followed by users.

To test the hypotheses, we subdivided the asking and discussing aspects from users’
historical behaviors and feedback of the community, respectively. While the former
includes the amount of questions, answers and comments user provided, the latter
includes the answers for the users’ questions, the comments for the users’ answers,
and the vote-ups gained from answers and comments.

For the asking aspect, CDFs are shown in the figures below (Figs. 3, 4 and 5).
An overwhelming majority of the takers and the participants asked 10 or less ques-

tions. Overall, the participants performed better than the takers in asking questions, and
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Fig. 3. CDFs of the number of questions raised by takers and by participants, respectively.

Fig. 4. CDFs of the average number of answers received by takers and by participants,
respectively.

Fig. 5. CDFs of average vote-ups gained from answers received by takers and participants,
respectively.

the degree of polarization was greater. As for the feedback of the community, most of
the takers and participants gained at an average of 10 or less answers for their ques-
tions. Generally speaking, the participants performed better. In terms of the quality of
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the answers, indicated by the vote-ups they gained, the participants performed better as
well.

To make a quantitative test, we conduct two-tailed Kolmogorov-Smirnov tests, and
the results are shown below (Table 1).

Table 1. Results of KS tests of the takers and participants

Variable P value

Questioning Amount of questions ***

Feedbacks from the community Amount of questions that got answers ***

Amount of questions that got no answers ***

Average amount of answers for questions ***

Average amount of vote-ups got from
answers for questions

***

1*: P < 0.1; **: P < 0.01; ***: P < 0.001

The results indicate the significant differences between the takers and the participants,
both on behaviors of asking and feedback gained from the community. In that case, the
Hypothesis 1 is supported.

Similarly, the performance on discussing aspects of the devotees and the participants
are shown below (Table 2).

Table 2. Result of KS tests of the devotees and participants

Variable P value

Answering Amount of answers ***

Commenting Amount of comments ***

Feedbacks from the community Amount of answers which got comments ***

Amount of answers which got no
comments

***

Average amount of comments for answers ***

Average amount of vote-ups got from
comments for answers

***

Average amount of vote-ups for answers ***

Average amount of vote-ups for comments ***
1*: P < 0.1; **: P < 0.01; ***: P < 0.001

The results indicate the significant differences between the devotees and the
participants. In that case, the Hypothesis 2 is supported.
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In terms of the aspect of following, which is indicated by the amount of followees
and followers, the performances of the takers, devotees and participants are shown below
(Table 3).

Table 3. Results of KS tests between 3 kinds of users

P value

Number of followees Takers &
Devotees

***

Takers &
Participants

***

Devotees &
Participants

***

Number of followers Takers &
Devotees

***

Takers &
Participants

***

Devotees &
Participants

***

1*: P < 0.1; **: P < 0.01; ***: P < 0.001

The significant differences between 3 kinds of users are indicated from the results,
so that the Hypothesis 3 is supported.

To make a brief summary of this section, we divide the users into 3 groups, and
prove that there are significant differences between them from the aspects of questioning,
discussing and following, including their historical behaviors and the feedback from the
community.

5 User Behaviors Prediction

To make a better understanding of users’ behaviors and the relationships between them,
we conduct linear regressions to predict the future behaviors of users. Before start, we
also need to develop several hypotheses.

– Hypothesis 4. The users’ historical behaviors, including questioning and discussing,
are positively correlated with their future behaviors.

– Hypothesis 5. The feedback on users’ historical behaviors are positively correlated
with their future behaviors.

– Hypothesis 6. The following behaviors are positively correlated with users’ future
behaviors.

For Hypothesis 5 and 6, we subdivide them into several detailed hypotheses.
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• Hypothesis 5.1. The amount of answers gained by questions is positively correlated
with users’ future questioning behaviors.

• Hypothesis 5.2. The quality of answers gained by questions, indicated by the number
of vote-ups of the answers, is positively correlated with users’ future questioning
behaviors.

• Hypothesis 5.3. The admiration of the answers that a user provided, indicated by the
number of vote-ups of the answers, is positively correlated with the users’ future
answering behaviors.

• Hypothesis 5.4. The amount of comments gained by answers is positively correlated
with users’ future answering behaviors.

• Hypothesis 5.5. The quality of comments gained by answers, indicated by the number
of vote-ups of the comments, is positively correlated with users’ future answering
behaviors.

• Hypothesis 5.6. The admiration of the comments that a user provided, indicated by the
number of vote-ups of the comments, is positively correlated with the users’ future
commenting behaviors.

• Hypothesis 5.7. The amount of comments gained by answers is positively correlated
with users’ future commenting behaviors.

• Hypothesis 5.8. The quality of comments gained by answers, indicated by the number
of vote-ups of the comments, is positively correlated with users’ future commenting
behaviors.

• Hypothesis 5.9. The admiration of the answers that a user provided, indicated by the
number of vote-ups of the answers, is positively correlated with the users’ future
commenting behaviors.

• Hypothesis 6.1. The number of followees is positively correlated with users’ future
questioning behaviors.

• Hypothesis 6.2. The number of followees is positively correlated with users’ future
answering behaviors.

• Hypothesis 6.3. The number of followees is positively correlated with users’ future
commenting behaviors.

• Hypothesis 6.4. The number of followers is positively correlated with users’ future
questioning behaviors.

• Hypothesis 6.5. The number of followers is positively correlated with users’ future
answering behaviors.

• Hypothesis 6.6. The number of followers is positively correlated with users’ future
commenting behaviors (Tables 4, 5 and 6).

We conduct linear regressions on users’ amount of questions, answers and com-
ments on the 5th week, respectively. We use information among 4 weeks, including
users’ historical behaviors, feedback from the platform and information of followers
and followees, as the independent variables. We randomly extracted 20% data as testing
set, and the rest are treated as the training set. As for result, our model for questioning
prediction gains R2 = 0.504 and RMSE = 0.689; our model for answering prediction
gains R2 = 0.511 and RMSE = 0.697; our model for commenting prediction gains R2

= 265 and RMSE = 0.856. All the VIF of variables are lower than 3, indicating that
there’s no serious multi-collinearity between them (Tables 7, 8 and 9).
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Table 4. Statistical results of the variables of user historical behaviors

Variable Value

Amount of questions that got answers (P1) Min 0

Mean 0.54

Max 190

Amount of questions that got no answer (P2) Min 0

Mean 0.21

Max 76

Amount of answers that got comments (P3) Min 0

Mean 2.72

Max 183

Amount of answers that got no comment (P4) Min 0

Mean 7.43

Max 240

Amount of comments (P5) Min 0

Mean 15.91

Max 369

Table 5. Statistical results of the variables of feedback of the platform

Variable Value

Average of answers got from questions (P6) Min 0.00

Mean 1.73

Max 6,545.50

Average of comments got from answers (P7) Min 0.00

Mean 3.28

Max 2,797.50

Average of vote-ups of answers (P8) Min 0.00

Mean 33.48

Max 55,428.00

Average of vote-ups of answers got from questions (P9) Min 0.00

Mean 1.09

Max 4,570.00

Average of vote-ups for comments (P10) Min 0.00

Mean 6.94

Max 1,412.00

Average of vote-ups for comments got from answers (P11) Min 0.00

Mean 1.54

Max 2,120.50
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Table 6. Statistical results of the variables of followers and followees

Variable Value

Followees (P12) Min 0

Mean 105.14

Max 14,408

Followers (P13) Min 0

Mean 1721.40

Max 372,668

Table 7. Result of linear regression on users’ questioning behaviors

Variable Parameter Std.
error

P value

P1 0.5280 0.004 <0.001

P2 0.2893 0.004 <0.001

P3 0.0152 0.005 <0.01

P4 0.0052 0.005 0.251

P5 −0.0069 0.004 0.077

P6 −0.0068 0.004 0.057

P7 −0.0052 0.005 0.305

P8 0.0012 0.005 0.804

P9 −0.0011 0.004 0.754

P10 −0.0058 0.004 0.106

P11 −0.0033 0.004 0.375

P12 0.0035 0.004 0.332

P13 −0.0016 0.004 0.672

Users’ historical amount of questions, answers and comments are positively corre-
lated with their future questioning, answering and commenting behaviors respectively,
thus, the Hypothesis 4 is supported. Also, the amount of answers that got comments is
positively related to uses’ future questioning behaviors, and the amount of answers that
got comments is positively related to users’ future commenting behaviors. The amount
of vote-ups of answers is positively related to users’ future commenting behaviors, thus
the Hypothesis 5.9 is supported. The amount of followees and followers are positively
correlated to users’ future answering behaviors, thus the Hypothesis 6.2 and 6.5 are sup-
ported. The amount of the vote-ups of answers, the amount of followees and followers
are positively correlated with users’ future commenting behaviors, thus the Hypothesis
6.3 and 6.6 are supported.
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Table 8. Result of linear regression on users’ answering behaviors

Variable Parameter Std. error P value

P1 −0.0061 0.004 0.154

P2 −8.574e−06 0.004 0.998

P3 0.2672 0.005 <0.001

P4 0.5284 0.005 <0.001

P5 −0.0084 0.004 0.032

P6 −0.0042 0.004 0.242

P7 −0.0065 0.005 0.209

P8 −0.0014 0.005 0.789

P9 −0.0025 0.004 0.496

P10 0.0020 0.004 0.582

P11 0.0060 0.004 0.107

P12 0.0133 0.004 <0.001

P13 0.0180 0.004 <0.001

Table 9. Result of linear regression on users’ commenting behaviors

Variable Parameter Std.
error

P value

P1 −0.0024 0.005 0.625

P2 −0.0066 0.005 0.170

P3 0.0283 0.006 <0.001

P4 −0.0234 0.005 <0.001

P5 0.5801 0.005 <0.001

P6 −0.0031 0.005 0.496

P7 −0.0383 0.005 <0.001

P8 0.0368 0.005 <0.001

P9 0.0012 0.004 0.794

P10 0.0056 0.004 0.203

P11 0.0033 0.005 0.495

P12 0.0235 0.005 <0.001

P13 0.0272 0.005 <0.001
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On the contrast, other hypotheses are not supported.
To make a brief conclusion of this section, we conduct linear regressions to predict

users’ future behaviors using the data of their historical behaviors, feedback from the
community and their following behaviors, and find out several positive correlations
between them.

6 Conclusion and Future Work

In this paper, we conduct a case study on Zhihu.com, an open-domain CQA platform.
We give a brief introduction of the usage of the platform, divide the users into 3 groups
and detect the differences between them, and make predictions of their future behaviors.
We develop several hypotheses and the verification results are shown below (Table 10).

Table 10. Verification results on the hypotheses

Hypothesis Result Hypothesis Result

H1 Supported H5.7 Unsupported

H2 Supported H5.8 Unsupported

H3 Supported H5.9 Supported

H4 Supported H6.1 Unsupported

H5.1 Unsupported H6.2 Supported

H5.2 Unsupported H6.3 Supported

H5.3 Unsupported H6.4 Unsupported

H5.4 Unsupported H6.5 Supported

H5.5 Unsupported H6.6 Supported

H5.6 Unsupported

We find it interesting that the feedback from the community doesn’t have a wildly
positive relevance on users’ future answering behaviors, which is not in line with our
expectations. For further studies, we will try to do more in-depth studies on them.
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Abstract. The local community detection (LCD) method can discover the local
community structure in which the seed node is located. Compared with global
community detection, local community detection is characterized by its low cost
and high efficiency. However, most existing LCD methods only return a non-
overlapping community. Individuals in the real world may participate in multiple
communities, which can only be discovered by using overlapping local commu-
nity detection methods. In this study, an overlapping local community detection
algorithm based on modularity and node transitivity. First, the scope and struc-
ture information of the overlapping communities are obtained according to the
node transitivity. Second, NMF is used to obtain the number of overlapping com-
munities. Finally, the local modularity density based on edge weights is used to
refine the detected local communities. The experimental results validate the high
performance of our method to the other method in comparison.

Keywords: Complex network · Local community detection · Node transitivity ·
Local modularity

1 Introduction

Early community detection algorithms focused onmining the entire community structure
of a network, which is called global community detection [1]. However, at some point,
people only need to obtain a community structure where some nodes are located. There-
fore, local community detection came into being. Since Clauset proposed the concept
of local community detection [2], a series of excellent correlation algorithms have been
proposed successively [3, 4]. These algorithms aim to find a single local community.
But in reality, individuals in the real world usually belong to multiple groups. Therefore,
overlapping local community detection has more practical significance.

For a given seed node, overlapping local community detection is dedicated to discov-
ering overlapping communities where it is located. Most overlapping local community
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detection algorithms obtain overlapping communities by extracting nodes or node sets
similar to the seed nodes. However, there are deficiencies in subgraph extraction and the
accuracy of overlapping local communities mining. In this study, an Overlapping Local
Community Detection algorithm based on node Transitivity and Modularity density
(OLCDTM) is proposed. The main contributions of OLCDTM include:

(1) We proposed node transitivity to find the scope and structure information of the
overlapping communities which ensures that the correct number of overlapping
communities can be found.

(2) A local modularity density based on edge weight is proposed to expand the over-
lapping local communities by considering the internal structure information and
the weight of edges, which can precisely excavate the real structure of overlapping
communities.

(3) Experimental comparison is made on real and artificial datasets. The results show
the efficiency of the OLCDTM algorithm.

2 Related Work

2.1 Local Community Detection

There are many types of LCD algorithms. A classic LCD algorithm is based on local
modularity. In 2005, Clauset et al. [2] first designed the local modularity R and the
corresponding local community detection algorithm. In 2008, Luo et al. [4] designed
another local modularity, namely M, and corresponding algorithm LWP. In 2018, Luo
et al. [5] designed two algorithms based on R and M. In 2019, Meng et al. [6] designed
the FuzLhocd methods, FuzLhocd is based on higher-order information.

Another local community detection algorithms mainly detect the central node. Chen
et al. [3] designed the classical method LMD, which is utilized by the centrality of the
node. In 2020, Luo et al. [7] designed the LCDNNmethod, which is by using the concept
of nearest nodes with greater centrality (NGC). Jian et al. [8] proposed CLOSE by using
the local structure of networks.

He et al. [9] designed an algorithm by using spectral clustering, which divides com-
munities by computing the Krylov subspace. Li [10] designed an LCD method which
can be used for multi-layer networks.

2.2 Local Overlapping Community Detection

Up to now, the existing overlapping local community detection algorithms are relatively
few. In 2017, Hollocou et al. [11] proposed an overlapping local community detec-
tion algorithm MULTICOM. MULTICOM embeds areas near seed nodes into low-
dimensional vector Spaces to find overlapping communities. However, MULTICOM
requires multiple parameters but also has low time efficiency and accuracy.

In 2019, Ni et al. [12] proposed a framework LOCD and implemented six different
versions of traditional non-overlapping methods based on this framework. However, the
accuracy of LOCD depends largely on the local community detection method used.
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In 2018, Kamuhanda [13] designed the MLC method by using non-negative matrix
factorization. MLC uses BFS mining subgraphs, the number of layers in BFS limits the
subgraphs from obtaining complete information about the overlapping communities,
which reduces the accuracy of community count. Meanwhile, MLC uses NMF to mine
the community, it cannot detect the complete structure of the community. Based on the
above, our method firstly naturally obtains the maximum range of subgraph by using
the node transitivity. Then, we use the local modularity density based on edge weight to
detect the structure and optimization of the overlapping communities.

3 The OLCDTM Algorithm

3.1 Basic Concepts

Given a complex network G = (V, E), where V is the nodes of G, E is the edges of
G. A local community structure C is given by Fig. 1. In Fig. 1, C can be specifically
divided into a core node that has no contact with the outside and a boundary node that
has contact with the outside. For the rest of the network, the details are unknown. The
basic concepts used by OLCDTM are described below.

Fig. 1. Local community structure

Definition 1 (neighbors of node). The direct neighbors of node v, Γ (v), are defined as
follows:

τ(v) = {u ∈ V |(u, v) ∈ E} (1)

Correspondingly, Γ (C), are defined as follows:

τ(C) = ∪v∈Cτ(v) − C (2)

Definition 2 (transitivity of node). The transitivity of two nodes, T (u, v), are defined
by:

T (u, v) =
∑

z∈(τ (u)∩τ(v)) �z

�u + �v + 1
(3)

where �u refers to the number of triangles with node u as a vertex, and the side length
of the triangle is 1.
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Definition 3 (nonnegative matrix factorization). NMF transforms amatrixX ∈ Rm∗n
into two non-negative matrices V ∈ Rm∗c andH ∈ Rc∗n, such that X ∼= VH . This proved
to beNP-hard. Therefore, aminimum error formula based on the Frobenius norm is used,
which is defined as follows:

V ,Hmin≥0 X − VHF (4)

where the Frobenius norm for the matrix X is defined as follows:

XF = 2

√∑m

i=1

∑n

j=1

∣
∣xij

∣
∣2 (5)

Definition 4 (local modularity density based on edge weight). The local modularity
density based on edge weight of C, QW (C), is defined by:

QW (C) = din(C)

d(C)
· wp(C) −

(
dout(C)

d(C)

)

(6)

where din(C) is the total degrees of each node inC. dout(C) is the number of connections
between C and the rest of the network. d(C) is the total degrees of C. wp(C) is a density
parameter based on edge weight:

wp(C) =
∑

(u,v)∈EC
d(u)·d(v)
2|EC |

VC · (VC − 1)
(7)

The wp(C) take into account the overall density of the community and avoids the
problem of resolution limit. Sowp (C) replaces the number of edges with the probability
that each edge is connected.

Definition 5 (node penalty factor). The penalty factor for v to be added to C, r(C, v),
is defined by:

r(C, v) = 2 · ∑
i,j∈(τ (v)∩C) εij

|τ(v) ∩ C| · (|τ(v) ∩ C| − 1)
(8)

where εij = 1 if there exists an edge between i and j, otherwise εij = 0. The penalty
factor reflects the importance of node v to be added.

Definition 6 (incremental local modularity density based on edge weight). The
local modularity density based on edge weight increment can be expressed as:

�QW = QW
(
C ′) − QW (C) + r(v) (9)

where C ′ is the set after node v is added to C.

Definition 7 (Jaccard coefficient). The Jaccard coefficient of two nodes, J(u, v), is
defined by:

J (u, v) = |τ(u) ∩ τ(v)|
|τ(u) ∪ τ(v)| (10)
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Definition 8 (community tightness). The tightness of community C, ρ(C), is defined
by:

ρ(C) =
∑

i,j∈C J (i, j) · αij
∑

i∈B,j∈(τ (i)−C) J (i, j) · αij
(11)

where αij = 1 if there exists an edge between i and j, otherwise αij = 0. B represents the
boundary part of C.

Definition 9 (similarity between nodes and communities). The sim (v, C) is defined
by:

sim(v,C) = |τ(v) ∩ τ(C)|
min(|τ(v)|, |τ(C)|) (12)

3.2 Algorithm Description

Framework of the Algorithm. The proposedOLCDTMalgorithmbased on node tran-
sitivity and modularity density is mainly divided into three stages: (1) finding core sub-
graph. (2) determining community number. (3) detecting overlapping local communities.
The framework of OLCDTM is shown in Algorithm 1.

Algorithm 1 OLCDTM
Input G=(V, E), the seed node s.
Output C1, C2,…, Ck.
1： Csub =FindCoreSubgraph (G,s);
2： k,ori= DetermineCommunityNumber ( Csub );
3： For each k Do
4：      Ck =DetectOverlappingLocalCommunity(G,ori,k);
5： End for
6： return C1, C2,…, Ck.

Finding Core Subgraph. First, the transitivity of the seed node with each of its neigh-
bors is calculated. Then, OLCDTM selects the node with non-zero and the largest tran-
sitivity value in the neighbors as the transfer object. Second, OLCDTM marks the seed
node and the selected transfer object, and add the transfer object to the core subgraph.
Third, OLCDTM starts a new search from the transfer object. The function repeats the
above steps until the transfer object and all its unmarked neighbors have a transitive value
of 0. Finally, all nodes in the core subgraph and their neighbors are returned as the final
core subgraph. The details of the finding core subgraph stage are given in Function 1.
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Function 1 FindCoreSubgraph
Input G=(V, E), seed node s.
Output Core subgraph Csub.
1： Ntrans=[s], Nlabled={s}, i=0, Csub = Ø;
2： While True Do
3： vtransnode = Ntrans[i];
4： Vc = Ø,
5： Vunlabled = Ø;
6： Vunlabled = (vtransnode) – Nlabled ;
7： For each node v in Vunlabled Do
8： calculate T(vtransnode ,v) according to equation (3);
9： If T(vtransnode ,v) > 0 then
10： Vc = Vc ∪ {v};
11： End if
12： End for
13： If Vc = Ø Then
14： break;
15： End if
16： Vmax={v | v∈Vc & max(T)= T(vtransnode,v)};
17： If len(Vmax) >1 Then
18： For each v in Vmax Do
19： calculate d(v); //calculate the degree of node v
20： End for
21： Vmaxdeg={v | v∈Vmax & max(d)= d(v)};
22： Vmax = Vmaxdeg;
23： End if
24： Ntrans .append(Vmax);
25： Nlabled = Nlabled ∪ { Vmax };
26： i += 1;
27：End while
28：Csub = Csub ∪ Ntrans ;
29：For each v in Ntrans Do
30： Csub = Csub ∪ (v);
31：End for
32：return Csub ;

Determining Community Number. The application of NMF in community detection
algorithms usually exists in global community detection [0-0]. In 2018, Kamuhanda
et al. first applied NMF to local community detection [0]. The algorithm decomposed
the network’s adjacency matrix A to the matrix V ∈ Rm∗k and H ∈ Rk∗n through NMF.
The algorithm starts NMF from k = 1 until k reaches the maximum value n. NMF stops
running when it finds an optimal value for k. The appropriate k value refers to that when
k = k + 1, the matrix H output by NMF exists a whole row with an element value of 0
after post-processing.

Elements in H need to be normalized in each iteration:

Normalize
(
hij

) = hij
∑k

x=1 hxj
(13)

After normalization, Eq. (14) is used to keep the centers of nodes.

Subtract
(
hij

) =
{
1 hij = 1
0 hij < 1

(14)
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The details of the determining community number stage are given in Function 2.

Function 2 DetermineCommunityNumber
Input Subgraph Csub, A: the adjacency matrix of Csub.
Output The number of overlapping community k, original members of each 
community ori. 
1： k = 1, i = 1, , ori= Ø;
2： While k < n Do //n is the size of the subgraph Csub
3： V,H=NMF(A,k);
4： For each element hij in H Do
5： hij = Normalize(hij) according to equation (13);
6： hij = Subtract(hij) according to equation (14);
7： End for
8： If hij( j = 0,1,2,…,n) = 0 Then
9： break;
10： Else
11： k += 1;
12： End if
13：End while
14：While i ≤ k Do
15： If hij( j = 0,1,2,…,n) = 1 Then
16： orii = orii ∪ { hij };
17： End if
18： i += 1;
19：End while
20： return k, ori;

Detecting Overlapping Local Community. At this stage, k times community detec-
tion is performed, thereby obtaining k communities. First, the algorithm uses Eq. (11) to
divide different moments. Then, community expansion is carried out through a constant
optimization Eq. (9). When ρ(C) > 1, the community has been formed. The details of
this stage are shown in Function 3.

3.3 Complexity Analysis

Suppose the local community has n nodes, m edges, each node connects d edges on
average. Function 1 requires O(pn2 + d2n2) time. Function 2 requires O(kr2) time.
Function 3 requires O(k (qmn2 + dn2)) time. In summary, OLCDTM’s time complexity
isO(pn2 + d2n2 + kr2 + kqmn2 + kdn2). Since p, d, k, r, and q<< n, the time complexity
of OLCDTM is O(mn2).

The space complexity of OLCDTM is O(nd) because the neighboring nodes of the
entire local community need to be stored in the worst case.
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Function 3 DetectOverlappingLocalCommunity
Input G = (V, E), the number of overlapping community k, original members of 
each community ori.
Output C1,C2,…,Ck.
1： Initialize i=1;
2： While i ≤ k Do
3： Ci =orii;
4： calculate ( Ci ) according to equation (11);
5： While ( Ci ) < 1 Do
6： For each u∈ (orii) Do
7： calculate ∆QW according to equation (9);
8： End for
9： QW max = {u | u∈ (orii) & max( ∆QW )= ∆QW(u)};
10： Ci = Ci ∪ { QW max };
11： calculate ( Ci ) according to equation (11); 
12： End while
13： While True Do
14： maxsim = 0;
15： For each node u ∈ ( Ci ) Do
16： calculate ∆ ( Ci );
17： If ∆ ( Ci ) ≥ 0 Then
18： calculate sim (u, Ci ) according to equation (12);
19： If sim (u, Ci ) > maxsim Then
20： maxsim = sim (u, Ci )
21： End if
22： Else
23： continue;
24： End if
25： End for
26： If !(u∈ ( Ci ) & ∆ ( Ci ) ≥0) Then
27： break;
28： End if
29： Ci = Ci ∪ {u}; //u refers to the node with the maximum similarity 
30： End While
31：End While
32： return C1,C2,…,Ck.

4 Experiments

4.1 Datasets Description

Real Datasets. Weselected 8 real datasets for experimental analysis. They are the Strike
dataset [16], the Karate Club dataset [17], the Dolphin dataset [18], the Polbooks dataset
[19], the Adjnoun dataset [20], the Football dataset [21], the email-Eu-core dataset [22]
and the Amazon dataset [23]. The information of the 8 real datasets is given in Table 1.
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Table 1. Description of real datasets

Network Nodes Edges Average degree Communities

Strike 24 75 6.25 3

Karate 34 78 4.59 2

Dolphin 62 159 5.13 2

Polbooks 105 441 8.40 3

Adjnoun 112 425 7.59 2

Football 115 616 10.66 13

email-Eu-core 1005 25571 50.89 42

Amazon 334863 925872 5.53 75149

Artificial Datasets. The LFR benchmark generation tool [24] is used to manufacture
artificial datasets required for the experiment. The specific parameter settings of each
network used in the experiment are given in Table 2.

Table 2. Description of the artificial datasets

Dataset Parameter

D1 N = 1k, μ = 0.1–0.6, k = 10, maxk = 30, minc = 20, maxc = 100, on = 100, om = 3

D2 N = 1k, μ = 0.2, k = 10, maxk = 30, minc = 20, maxc = 100, on = 100, om = 2–5

D3 N = 1k–4k, μ = 0.2, k = 10, maxk = 30, minc = 20, maxc = 100, on = 100, om = 3

D4 N = 1k, μ = 0.2, k = 10, maxk = 30, minc = maxc = 20–100, on = 100, om = 3

4.2 Experimental Scheme

In the experiments, we selected 4 local community detection algorithms as baseline algo-
rithms. Namely, Clauset [2], LWP [4], MLC [13] andMULTICOM [11]. The parameters
of all algorithms are used as suggested by the authors.

4.3 Evaluation Metrics

F-Score [25] is selected as the evaluation index. The definition of F-Score is as follows:

F−Score = 2 ∗ p ∗ r

p + r
(15)

r = |F ∩ T |
T

(16)
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p = |F ∩ T |
F

(17)

where F is the size of the results detected by LCD methods, T is the size of the true
community. And p represents precision, r represents recall. F-Score ∈ [0, 1].

4.4 Experimental Results on Accuracy

Experimental Results on Real Datasets. We utilize various seed selection strategies
for different real datasets. For the first six datasets in Table 1, specifically, each vertex
is used as the seed node to calculate the F-score, then take the arithmetic mean of the
experiment as the result. For the last two networks that have a large scale of nodes, we
randomly select some nodes as seed nodes. The experimental result is given in Table 3.

Table 3. F-Score on real datasets

Network Clauset LWP MLC MULTICOM OLCDTM

Strike 0.6246 0.8693 0.8576 0.7183 0.7596

Karate 0.6482 0.6837 0.8631 0.3938 0.8936

Dolphin 0.4158 0.4619 0.7152 0.6919 0.8911

Polbooks 0.4900 0.5338 0.7131 0.1770 0.8155

Adjnoun 0.2090 0.2364 0.5541 0.2625 0.6707

Football 0.7207 0.7221 0.3289 0.5352 0.7360

email-Eu-core 0.5419 0.5546 0.2824 0.1736 0.6483

Amazon 0.6087 0.6603 0.6954 0.2543 0.7754

In Table 3, OLCDTM achieves the highest value of F-score on almost all networks.
A possible reason is that OLCDTM uses the triangle-based node transitivity to explore
themaximum range of the overlapping information and uses the local modularity density
based on edge weight to detect communities. As a result, OLCDTM can obtain higher
experimental accuracy. TheMLC algorithm obtains a second better performance and the
results of Clauset and MULTICOM are poor. LWP gets the highest performance on the
Strike network because the local modularity M used in LWP pays more attention to the
compactness within the community, which is more suitable for the Strike network that
the boundaries between communities are sparse. Due to the high density of the email-
Eu-core network, the accuracy of all algorithms has been reduced to a certain extent, but
OLCDTM still obtains the optimal value.
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Experimental Results on Artificial Datasets

(1) The variation of mixing parameter μ

We first conduct experiments about precision on non-overlapping seed nodes to
objectively describe the accuracy of each algorithm. For the six networks of the D1
dataset, we randomly select 200 non-overlapping nodes in each network as seed
nodes. We divide these seed nodes into high degree groups and low degree groups
to analyze the sensitivity of seed nodes. The results are given in Fig. 2.

Fig. 2. F-score on non-overlapping nodes

InFig. 2, the accuracyof each algorithmvarieswith differentμvalues. The larger the
μ is, the smaller theF-score is.A significant reason is that the ability of the algorithm
to correctly identify the community is gradually increased due to the community
results become fuzzy when the value of μ is increasing. Furthermore, we observe
that OLCDTM achieves the best results in both the high degree group and low
degree group, and the MLC algorithm obtains the second better performance. A
primary reason is that OLCDTM uses the local modularity density based on edge
weight to detect community technique to effectively improve the robustness of the
algorithm.
To effectively evaluate the accuracy of OLCDTM in overlapping local community
detection, we select 200 overlapping nodes from the D1 dataset as seed nodes and
compare with two overlapping local community detection algorithms MLC and
MULTICOM. Since Clauset and LWP only return a single local community, they
are not taken into account. The results are given in Fig. 3.
In Fig. 3, OLCDTM performed well in both high and low-degree groups. The F-
score values of the three algorithms in the high group are lower than those in the
low degree group. A possible reason is that the low degree overlapped nodes which
are usually located at the junction of two communities are more suitable to explore
multiple different overlapping communities by using them as seed nodes. However,
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Fig. 3. F-score on overlapping nodes

the location of height nodes is more inclined to the community center, which makes
it difficult to find overlapping communities.

(2) Different values of om
We use om to control the changes of overlapping communities of each seed node.
In Fig. 4, the accuracy of OLCDTM, MLC, and MULTICOM does not change
much with the increase of om. OLCDTM and MLC algorithm obtains better F-
score in low degree group, which shows that the stage of finding core subgraph
can effectively mine the real overlapping communities of seed nodes. Furthermore,
the finding core subgraph stage based on node transitivity adopted by OLCDTM
can provide more comprehensive real information. As a result, OLCDTM achieves
higher accuracy than the other algorithms on the D2 dataset.

Fig. 4. F-score on parameter om

(3) Comparison with different seed nodes
We compare OLCDTM, MLC, and MULTICOM on different seed nodes. Namely,
seed nodes in non-overlapping communities, seed nodes with om equal 3, and
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seed nodes with om equal 5. In Fig. 5, the performance of each algorithm on
non-overlapping nodes is higher than that on overlapping nodes. The accuracy of
OLCDTM on different seed nodes is better than that of the other two algorithms.

Fig. 5. F-score on different types of seed nodes

4.5 Experimental Results on Running Time

We randomly select 100 seed nodes from each network in both D3 and D4 groups, and
then take the average running time as the experimental result. In Fig. 6(a), the running
time does not change much with the increase of network scale. A primary reason is that
the time consumed by the local community detection methods has nothing to do with
the overall size of the network.

Fig. 6. Running time on parameter N. (a) Running time on parameter N. (b) Running time on
different community sizes

In Fig. 6(b),MULTICOM takes the highest time. The difference in time cost between
the OLCDTM algorithm and the MLC algorithm is not obvious because they both use
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NMF to mine the number of overlapping communities and detect multiple overlapping
communities simultaneously. Clauset and LWP have lower time cost because they only
return a single local community.

5 Conclusions

This study proposes the OLCDTM method. On the one hand, the information of over-
lapping communities is mined by nodes’ transitivity to ensure that the exact number of
overlapping communities is obtained. On the other hand, we use a new local modularity
calculation equation to locate the overlapping local communities more precisely. In the
future, we consider developing incremental strategies to adapt OLCDTM to dynamic
networks.
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Abstract. In recent years, we have witnessed the rapid development of
types and quantities of Web APIs. However, it is challenging for users
to select Web APIs that best match their requirements and to learn how
to invoke a Web API correctly. Although Web API providers often pub-
lish documents that describe the functionalities of Web APIs and how
to use them, users still have to collect information to acquire knowl-
edge about the usage information of Web APIs. Stack Overflow, the
largest programming-related question-and-answer (Q&A) website, has
many posts about Web APIs. Therefore, we have designed and imple-
mented a System to Obtain iN sights on Web APIs from Stack Overflow
(SONAS). SONAS collects questions related to Web APIs and classifies
them into different categories using a deep learning model. The statistics
on the numbers of different types of questions indicate the usage informa-
tion of Web APIs. Furthermore, SONAS predicts the future usage trends
of Web APIs, based on a long short-term memory model with multi-task
learning. The experiments on a real-world dataset prove SONAS can
provide useful insights on Web APIs.

Keywords: Web API · Stack overflow · Data mining · Text
classification · Time series prediction

1 Introduction

In recent years, Web services on the Internet have grown rapidly [1] and Web
APIs have become a major type of Web services [2]. Many organizations package
their capabilities, resources or data into services and publish them on the Web
in the form of Web APIs, causing an exponential increase both in the number of
Web APIs and the functions they provide. For example, on ProgrammableWeb
(https://www.programmableweb.com), more than 20,000 Web APIs have been
published so far.

When a developer wants to use Web APIs, he has to consider many fac-
tors such as functionality, maintainability and efficiency. Web API providers
often publish informative documents on their Web API to assist developers to
learn about a Web API’s functionalities. Moreover, semantic technologies can

c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 499–514, 2021.
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be applied to describe the functions of Web APIs and classify them based on
these documents‘[3]. For example, the LDA model can be used to search for Web
APIs with similar functions [4], and the semantic similarity can be calculated
to help classify Web APIs [5]. Researchers have provided techniques to measure
and predict the quality of service (QoS) of Web APIs based on historical QoS
information [6,7]. However, this information is not sufficient because developers
want to obtain knowledge on the usage information of Web APIs, such as Web
APIs’ popularity.

There are many sources to mine insights on Web APIs, such as Alexa.com [8]
and some technical forums. Stack Overflow (https://stackoverflow.com/) is the
largest online technical forum for developers. There are many posts about Web
APIs. Mining these questions and answers will help us obtain knowledge of these
Web APIs. Unfortunately, there is no research on how to obtain insights into a
specific Web API from Stack Overflow as yet.

It is very challenging to mine knowledge of Web APIs from Stack Overflow.
Firstly, to collect and filter Web API-related questions and answers is not an easy
task since Stack Overflow is not designed specifically for Web APIs. Secondly,
the questions and answers are expressed in natural language, which should be
processed by applying natural language processing techniques before mining.
Thirdly, the topics covered by the posts are diverse which adds to the difficulty of
extracting the knowledge we need. Therefore, we have designed and implemented
a System to Obtain iN sights on Web APIs from S tack Overflow (SONAS).

The main contributions of this paper are as follows: Firstly, we propose a data
processing method based on positive and unlabeled learning to filter relevant
questions. Secondly, we classify questions into HOWTO -type, ERROR/BUG -
type and OTHERS -type using a TextCNN model. Thirdly, we design an LSTM
model with multi-task leaning to predict the numbers of different types of ques-
tions, which can indicate the usage information of Web APIs. We also perform
experiments to show that the techniques applied by SONAS efficiently obtain
insights on Web APIs from Stack Overflow. To the best of our knowledge, SONAS
is the first system that is able to mine knowledge on a specific Web API from
Stack Overflow.

This paper is organized as follows. Section 2 introduces the related work. In
Sect. 3, the framework of SONAS is presented. In Sect. 4, we describe the meth-
ods for Web API-related data collection and filtering. Section 5 reports how ques-
tions are classified. The mining and prediction approaches of Web APIs’ usage
information are introduced In Sect. 6. Section 7 describes the system implemen-
tation of SONAS and the experiment results. Section 8 summarizes the threats
to validity of our work and Sect. 9 concludes the paper and makes suggestions
for future work.

2 Related Work

There is a lot of research on how to obtain information on the functionality and
performance of Web Services. In [2], Maleshkova et al. point out that the use

https://stackoverflow.com/
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of Web APIs requires a lot of manual work. Based on a manual inspection and
analysis of the main body of public Web APIs, they provide detailed informa-
tion about common description forms, output types and reusability levels, etc.
In order to better describe Web APIs, semantic descriptions can be provided so
that they are easier to browse and more meaningful for humans while also being
machine-interpretable [3]. Moreover, based on the descriptions of Web APIs,
they can be classified or clustered using machine learning algorithms. For exam-
ple, in [4], a word embedding augmented LDA model is proposed to cluster web
services. Yang et al. [9] propose a deep neural network model for services clas-
sification. In order to help developers select Web APIs, some researchers have
proposed approaches for searching and ranking Web APIs. For example, in [10],
a faceted approach is proposed for searching and ranking Web APIs that takes
into consideration the API’s attributes as found in their HTML descriptions.

In addition to the functional descriptions of Web Services, developers also
want performance information. In recent years, many researchers have proposed
approaches to measure and predict the QoS of Web services. For example, in [6],
probabilistic graphical models (PGMs) are utilized to yield near-future time
series predictions for QoS information based on the invocation records collected
from Web services. Some researchers have proposed context-aware QoS predic-
tion models. In [7], the users’ geographical information, company affiliations and
country affiliations of the services are modeled as contexts. Then an ensemble
model is applied for context-aware QoS prediction.

Some researchers use information on the social websites to help developers
use Web services. For example, Torres et al. [11] proposed a faster Web API
discovery method using social information from ProgrammableWeb. In [12], a
popular ranking framework that considers three factors of Web APIs is proposed,
which is also based on the datasets from ProgrammableWeb. In [13], a time-
aware linear model is proposed to predict the popularity of an API using the time
series feature of APIs and API’s self-features from ProgrammableWeb. Although
ProgrammableWeb provides rich information about Web APIs and Mashups, it
lacks information on the usage of Web APIs in practical applications.

Many researchers make use of the data on Stack Overflow to propose
approaches or develop tools. For example, [14] reports on the prevalence and
severity of API misuse on Stack Overflow. In [15], an approach to automatically
augment API documentation with “insight sentences” from Stack Overflow is
presented. In [16], a prototype plug-in that augments Stack Overflow with def-
initions and examples of API calls in the questions and answers is presented to
help novice programmers.

In order to identify the concerns of client developers when using Web APIs,
Venkatesh et al. undertook an empirical study on developer forums and Stack
Overflow [17]. Our work also mines Web API-related data from Stack Overflow,
however the difference is that we aim to obtain knowledge for each specific Web
API whereas Venkatesh et al. investigated the problems of using Web APIs from
a global view. They conduct an empirical study on 32 popular Web APIs from
seven domains. Although their case study shows the results of each Web API,
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their findings focus on the global views of Web APIs. In [18], Rodriguez et al.
investigated Apache spark usage by mining Stack Overflow questions. We also
mine Stack Overflow questions but our goal is to provide a general framework
to obtain knowledge on different Web APIs, not for dedicated software.

3 The Framework of SONAS

SONAS consists of three modules. Figure 1 presents the overview of the three
modules of SONAS.

• Data Collection and Filtering Module: This is responsible for collecting and
selecting the relevant data from Stack Overflow on Web APIs. We do not
know whether a question is related to a Web API or not. Therefore we try
to find questions which possibly discuss a Web API and filter out questions
which are not actually related to Web APIs.

• Question Type Classification Module: The filtered questions are classified into
different types by this module.

• Usage Information Mining and Prediction of Web APIs Module: After the
questions are classified, this module undertakes a statistical analysis on these
questions and the usage information of a Web API can be measured in terms
of the number of different types of questions. Predictions of the number of
different types of questions also tell us the future trends in relation to a Web
API. Different types of questions can indicate different metrics of the Web
API.

Fig. 1. Overview of SONAS

Users can input a Web API’s name, and SONAS collects and filters the
Web API-related data from Stack Overflow first, and then Question Type Clas-
sification Module and Usage Information Mining and Prediction of Web APIs
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Module mines insights on the Web API, finally the results of these two modules
are organized and output to users.

The Data Collection and Filtering Module uses positive and unlabeled learn-
ing (PUL) [19] to filter relevant data. After this step, we can obtain clean datasets
on Web APIs. The Question Type Classification Module is based on a TextCNN
model. Predictions of Web APIs’ different types of questions relies on a long
short-term memory (LSTM) with multi-task learning. The details are introduced
in the following sections.

4 Web API-Related Data Collection and Filtering

4.1 Data Format

Stack Overflow makes its data publicly available in XML format. There are
several XML documents such as posts.xml, comments.xml, users.xml, tags.xml,
etc. [20]. In this paper, we focus on posts.xml which contains the text in the
body of the posts. So far, there have been over 40 million posts in posts.xml,
spanning 127 months, from August 2008 to February 2019 and there are two
types of posts, questions and answers.

4.2 Data Collection and Filtering

Data Collection On Stack Overflow, every question-type post has 0 to 5 tags
such as <html>, <android> etc. to show what this post is about [21]. Since
tags can be added by any users in an arbitrary way, there are often quite a few
tags for the same Web API. For example, there are over 10 tags for the YouTube
API, such as <youtube-api>, <youtube> and <youtube-api-v3>. For all these
tags, the size of the corresponding data is different and the relevance of the data
to a Web API also differs.

For each Web API, in order to acquire the relevant data as completely as
possible, in the first step, we combine a keyword search and a tag search to
collect the data. The data containing the keywords of the Web API in the title
or the text body and those containing the tags related to this Web API are all
collected.

Spurious Relevant Data Removal. Some of the data obtained in the first
step does not have tags related to the Web API or a keyword in its title, and
the keywords only appear in the code segments or the HTML hyperlinks of the
text body. We remove this spurious relevant data directly.

Irrelevant Data Removal Through PUL. If the keywords of a Web API
only appear in the text body one or two times, we cannot easily judge whether
this data is Web API-relevant or not. At the same time, different tags and the
positive data may have different relevance. We need to filter out irrelevant data
from the dataset obtained in the previous two steps.
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If we consider the relevant data as positive samples and the irrelevant data
as negative samples, then all the original data in the dataset represent unlabeled
samples. We need to find all the positive samples from the unlabeled ones. Of the
different tags for the same Web API, we can pick out the tag that is the mostly
related to this Web API. For example, <youtube-api> is the tag most related to
the YouTube API. We consider data with this tag as part of the positive samples.
After some positive samples and a lot of unlabeled samples are obtained, we can
use PUL to collect all the positive samples from the unlabeled samples.

PUL is a branch of semi-supervised learning. There are many techniques
to solve PUL problems, such as PU bagging [22] and positive unlabeled random
forests [23]. After comparing several algorithms, we finally choose a two-step app-
roach [24] to solve this problem. The algorithm begins with a positive dataset P
and an unlabeled dataset U . RN is used to store the reliable negative examples.
In the first step, we view P as a positive dataset and U as a negative dataset,
and the data is used to train a Naive Bayes Classifier. Then the data in U is
predicted, and all the negative data is put into RN . In the second step, we build
a SVM classifier and use data in P and RN to train the model. Let Q = U -
RN, then we use the SVM classifier to predict the data in Q, and the negative
data is put into RN . We repeat step two until RN == U or all the data in Q
is positive. Finally the algorithm returns the dataset Q, which contains all the
positive data in U .

By using this algorithm, we can find much positive data from unlabeled
dataset U when we only be provided a small positive dataset P , and it is accept-
able that this algorithm may not collect all the positive data, which will not
cause large errors in the results.

5 Question Type Classification for Web APIs

5.1 The Types of Questions About Web APIs

The questions posted on Stack Overflow are of different types. Studying the
statistics on these types of questions on a Web API helps developers understand
which aspect is most likely to cause problems for the users and it also indicates
the usage information of this Web API in actual applications to some extent. So
the classification of question types is meaningful.

In [25], sentences are divided into 5 categories, which are ANOMALY ,
EXPLANATION , HOWTO, PROPERTY and OTHER. By carefully exam-
ining the relevant data on Web APIs, we decide to study two types of questions,
which are HOWTO and ERROR/BUG. HOWTO -type questions are generally
caused by developers’ lack of skills or the absence of technical documents. A typ-
ical example of this type question is “How to print Twitter API requests reply?”.
For HOWTO -type questions, the words how to, is it possible to or is there a way
to often appear in their titles or their text bodies. ERROR/BUG -type ques-
tions are usually caused by bugs in codes or abnormal return values in programs.
Typical words or phrases appearing in this type of questions are error, fail or
bug. According to the statistics, HOWTO and ERROR/BUG -type questions
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account for over 60% of all questions, so we decide to divide the questions into
three categories, i.e., HOWTO, ERROR/BUG and OTHERS.

After analyzing the characteristics of the posts, we find that the types of
questions can be distinguished from their titles and text bodies. In most cases,
the title of a question is a single sentence or a few phrases, which is a summa-
rization of the question. However, the title is often too short or is written in
a casual format, making it very difficult to classify the question based only on
its title. On the other hand, the text body of a question is usually composed of
several sentences, and almost all developers can clearly express their questions
in the text body. Therefore, we decide to use both the title and the text body
of a question for type classification.

5.2 Question Type Classification Process

Data Preprocessing. Firstly, because there is much information in the text
bodies that is irrelevant to question classification, such as the HTML tags like
<p> and <code>, code segments and HTML hyperlinks, we delete these com-
ponents to remove noises.

Secondly, we separate the long text bodies into short sentences. The lengths
of the text bodies of questions vary greatly. The text body is often composed
of multiple sentences with different meanings and expressions, while a single
sentence usually contains a much simpler meaning and clearer expressions. We
find that many sentences do not contribute to the classification of the question
types, if we classify long text directly, it can easily cause large errors, so we sep-
arate the long text bodies into short sentences using Natural Language Toolkit
(NLTK) [26] and classify them first. Because the titles of questions are usually
very short and rarely contain more than one sentence, we treat each title as a
sentence.

Sentence Classification. This problem can be viewed as a short text multi-
classification problem, and we refer to TextCNN [27,28], a convolutional neural
network (CNN) model. We can use several convolution kernels of different sizes
to get more features.

Question Type Classification. After obtaining the classification results of
all the sentences, we convert them to the results of the questions. We count the
number of sentences in the different types as new features and use k-Nearest
Neighbor (kNN) to solve this multi-classification problem.

6 Usage Information Mining and Prediction of Web APIs

6.1 Usage Information Mining and Prediction

After classifying the questions into types, we can count the number of different
types of questions. The total number of all the three types of questions can
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indicate popularity of the Web API, it shows how many discussions there are
about the Web API on Stack Overflow. And the number of HOWTO -type
questions tells us whether a Web API is easy to use, so it indicates usability
of the Web API in a way. By counting the number of ERROR/BUG -type
questions, we know how often a developer encounters an error or bug, so we can
learn the reliability of the Web API roughly.

In addition to mining the current usage information of Web APIs, developers
also need to know the future trends so they can make a more rational choice.
Since the number of the different types of questions per time unit (such as per
month ) can be organized into regular time series data, time series prediction
approaches can be applied to forecast future trends in relation to Web APIs.

6.2 LSTM Models for Prediction

SONAS uses a type of recurrent neural network (RNN) [29], the long short-term
memory (LSTM) model [30], to predict the number of questions of Web APIs.
However, as there are internal relationships between the number of different
types of questions, we can use multi-task learning to learn common features to
perform multiple predictions at the same time.

Multi-task learning is a type of transfer learning algorithm with broad appli-
cations. Given m learning tasks, where all or part are related but not exactly the
same, the goal of multi-task learning is to help improve the performance of each
task using the knowledge contained in these m tasks [31,32]. Multi-task learning
is based on shared representation, which learns multiple related tasks together
to obtain better generalization performance [33].

(a) the single-task LSTM Model (b) the multi-task LSTM Model

Fig. 2. The Structures of the single-task LSTM Model and the multi-task LSTM Model

There are many forms of multi-tasking learning models. We set the number
of tasks to 2 and the structures of the single-task model and multi-task learning
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model are shown in Figure 2(a) and 2(b) respectively. The multi-task learning
model we design is a multiple-input multiple-output model, in which each task’s
output value is affected by both inputs at the same time. The model is trained
using the weighted loss values of the two tasks.

7 System Implementation and Experiments

7.1 System Implementation

SONAS is built based on the Python Flask framework. It provides two functions
in the form of Web APIs. The first function is to analyze the usage information
of one Web API. When users input the name of a Web API, this name is passed
to the system as a string. Then the data collection and filtering algorithm, the
TextCNN model and the LSTM model are invoked step by step. This process
only takes a few minutes. The results obtained in every step are displayed. The
second function is a usage information comparison between two Web APIs. When
users input two Web API names, each API’s results are collected, and some
results are compared.

7.2 Experiments

Dataset. We select 50 categories with the most Web APIs on Programmable,
and sort the Web APIs of each category by followers. Then for each Web API,
we check whether there is a corresponding Stack Overflow tag and make sure
that the number of posts of this tag is greater than 200, bacause it is difficult
to draw reliable conclusions based on too few posts. Finally, we collect 105 Web
APIs from 11 different categories on ProgrammableWeb.

Data Processing Experiment. For any Web API, We assume that the tag
distributions of the positive data and negative data are different so we can use
tag information in the PUL algorithm.

In order to verify the correctness of the assumption, we first check whether
the data with the most related tag is positive. We randomly pick 20 Web APIs,
and for each one, we pick a tag which is most related to this Web API. Of these
data, we randomly choose 20 posts to manually check and the average percent
of positive samples is 94.5%, which means that it is reasonable to view this kind
of data as positive samples.

Then we verify that any Web API’s tag distributions of positive data and
negative data are different, which is measured in terms of cosine similarity. For
each Web API, we select the most related tag and regard questions with this
tag as positive samples. We calculate the tag distribution similarities between
positive samples and unlabeled samples, and the average value is 0.83. We also
randomly separate the positive dataset into two parts and the average tag dis-
tribution similarity between them is 0.95. From this result we can conclude that
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Table 1. Performance prediction results with LSTM models

Web API
name

LSTM (Single
target
sequence)

LSTM
(target
sequence +
driving
sequences)

AR MA ARIMA ES

Admob API 0.1660 0.1503 0.2007 0.2020 0.2035 0.2039

Amazon EC2
API

0.2119 0.1786 0.2235 0.2292 0.2236 0.2491

Amazon S3
API

0.2843 0.2688 0.3110 0.3181 0.2942 0.3301

Buffer API 0.1904 0.1828 0.2010 0.1989 0.1989 0.1984

Facebook API 0.0341 0.0266 0.0308 0.0310 0.0307 0.0315

Gmail API 0.1515 0.1180 0.2099 0.2119 0.1972 0.2118

Google App
Engine API

0.0652 0.0582 0.0668 0.0673 0.0669 0.0677

Google Drive
API

0.0926 0.0782 0.0846 0.0845 0.0794 0.0847

Google Maps
Android API

0.0161 0.0139 0.0147 0.0151 0.0158 0.0161

Google Maps
Places API

0.2834 0.2822 0.3360 0.3406 0.3356 0.3393

Google Maps
API

0.1717 0.1689 0.1734 0.1728 0.1728 0.1729

Google Plus
API

0.0084 0.0081 0.0089 0.0092 0.0089 0.0105

Heroku API 0.1475 0.1201 0.1396 0.1414 0.1308 0.1728

iTunes and
iTunes
Connect API

0.0310 0.0245 0.0174 0.0178 0.0178 0.0180

Payments
Gateway API

0.2690 0.2508 0.2875 0.3040 0.2878 0.2969

Paypal API 0.0127 0.0112 0.0334 0.0339 0.0335 0.0347

SMS API 0.0831 0.0757 0.0832 0.0835 0.0838 0.0838

Twitter API 0.0441 0.0419 0.0575 0.0593 0.0587 0.0587

WooCommerce
API

0.2280 0.2255 0.2583 0.2644 0.2391 0.2569

YouTube API 0.1255 0.1222 0.1296 0.1278 0.1278 0.1285
∗ The bold font indicates the best result, and the underline indicates the second best
result.
∗∗ The traditional models we use are autoregressive model (AR), moving average model
(MA), autoregressive integrated moving average model (ARIMA) and exponential
smoothing (ES).
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positive samples are very similar whereas unlabeled datasets which include neg-
ative samples have different tag distributions. Therefore, it is feasible to use tag
information to find positive data in an unlabeled dataset.

After data processing, the positive dataset and negative dataset are obtained
for the selected Web APIs. The average similarity of tag distributions in ques-
tions for the positive datasets and negative datasets is 0.76, while it is 0.97 for
positive dataset. From the results it can be found that after data processing, the
similarity between the positive datasets and the negative datasets has dropped
significantly, while the similarity between the two separate positive datasets is
still very high, which means most of the selected data from the unlabeled datasets
are positive. To evaluate the results, for each Web API, we also manually check
some data, the average precision is 92.0% and the average recall is 84.4%. This
result proves the data processing algorithm is effective.

Question Classification Experiment. We label 5000 sentences for the sen-
tence classification and 200 questions for question type classification. We use
the 90% of the data to train the model and the remaining data to test the
performance of the model.

The accuracy of the TextCNN classification model on the test set is 94.8%,
which proves our labeling and experiment settings are effective. The prediction
accuracy of the kNN algorithm is 99.6%, which means by using the classification
results of sentences, we can accurately identify the question type.

As an example, we select Twitter API to see the question classification
results. For Twitter API, most questions are the HOWTO -type, while fewest
questions are the ERROR/BUG -type. The results indicates that the biggest
problem of using Twitter API is not to fix the errors or bugs, but the way to
implement some functions or use some methods.

Experiment to Predict Future Trends for Web APIs. We collect monthly
data on 20 Web APIs from August 2008 to February 2019. For each Web API, we
get three time series, which is the number of questions per month, the number of
HOWTO -type questions per month and the number of ERROR/BUG -type
questions per month. We set the input step to 4 and the output step to 1. To
compare the prediction performance, we first use the time series of the number
of total questions per month as an univariate input, and then we use the other
two series as driving series to help improve the results of the first series. We
use mean squared error (MSE) to measure the performance and compare this
with traditional models (See Table 1). For each prediction task, we set 5 random
number seeds and train the model 5 times and calculate the average result.
From the table, we can see that if we only use one sequence as input to learn
an LSTM model, sometimes the result can be worse than using a traditional
model. However, if we use two sequences related to the input sequence as driving
sequences, the results will be better.

As an example, we predict the number of questions on the Gmail API for
the next 4 months, which is shown in Figure 3. We can see the number of ques-
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tions will decrease a little in the next few months, and there is an interesting
relationship between question number and the API versions.

Fig. 3. The Predicted number of questions per month for Gmail API

MTL&LSTM Experiment Results Analysis. For each Web API, we use
the number of ERROR/BUG and HOWTO -type questions as task 1 and task
2. The results are compared with single-task models, as shown in Table 2. We
can see that there are only three combinations that do not work well, so we
can draw the conclusion that using the LSTM model with multi-task learning
improves the prediction performance.

8 Threats to Validity

Our approach relies on problem type classification. We divide question types into
three categories because HOWTO and ERROR/BUG-type questions account for
over 60% of all questions. It is possible to divide questions into more types. How-
ever, it will lead to problems of insufficient data samples for some minor types and
performance degradation problems. Compared with some other approaches [34],
our classification approach is relatively simple. Fortunately, our approach can
get accurate results (accuracy 99.6%).

The prediction relating to one version of the Web API may not be applicable
to the prediction on the next version. Unfortunately, for most questions that are
related to Web APIs, their tags do not contain the Web API version information.
Currently, we obtain the version update events from other data sources and
simply display them on the statistical curves of problem numbers. The influences
of Web API version updates have not been modeled in our model. The good
news is in most cases changes between consecutive Web API versions are not
significant so that the prediction on one version is applicable to the prediction
on the next version in these cases.

Currently, SONAS only provides general information about a Web API’s
usage. It can not obtain precise and quantitative performance information of
Web APIs because there is no enough quantitative performance data reported by
the posts on Stack Overflow. However, general usage information is still helpful
for developers.
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Table 2. Multi-task learning & LSTM model results

Web API
name

Single-task
LSTM

Multi-task
LSTM

Web API name Single-task
LSTM

Multi-task
LSTM

Admob API 0.1691 0.1648 Google Maps
API

0.1354 0.0879

0.0495 0.0493 0.1913 0.1862

Amazon
EC2 API

0.1492 0.1487 Google Plus
API

0.0114 0.0076

0.1436 0.1381 0.0105 0.0087

Amazon S3
API

0.1717 0.1401 Heroku API 0.1863 0.1849

0.1907 0.2036 0.1387 0.1296

Buffer API 0.1324 0.1273 iTunes and
iTunes
Connect API

0.0097 0.0086

0.0974 0.0988 0.0699 0.0644

Facebook
API

0.0658 0.0588 Payments
Gateway API

0.2522 0.2464

0.0305 0.0283 0.2423 0.2395

Gmail API 0.2458 0.1947 Paypal API 0.0368 0.0351

0.2123 0.1821 0.0436 0.0346

Google App
Engine API

0.0814 0.0734 SMS API 0.0216 0.0218

0.0326 0.0308 0.0873 0.0889

Google
Drive API

0.1315 0.1069 Twitter API 0.0294 0.0261

0.0860 0.0822 0.0398 0.0314

Google
Maps
Android
API

0.0393 0.0392 WooCommerce
API

0.2252 0.2160

0.0174 0.0153 0.2800 0.2778

Google
Maps
Places API

0.2403 0.2331 YouTube API 0.1281 0.1237

0.1958 0.1870 0.1404 0.1311
∗ The bold font indicates the best result.
∗∗ For each Web API, the first row is the result of ERROR/BUG -type questions and
the second row is the result of HOWTO -type questions.
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9 Conclusions and Future Work

In this paper, we introduce SONAS, a system to obtain insights on Web APIs
from Stack Overflow. Although there are many questions and answers that are
relevant to Web APIs on Stack Overflow, it is a difficult task to filter data
that actually discusses Web API-related issues. Therefore, SONAS uses positive
and unlabeled learning to select Web API-related questions. Then the questions
are classified based on a TextCNN model. The numbers of different types of
questions roughly indicate the popularity, reliability and usability of the Web
APIs. Therefore, SONAS predicts the number of different types of questions
using an LSTM model with multi-task learning. Experiments on a set of Web
APIs prove SONAS can give insights to developers.

Currently, SONAS only divides the questions into three types. If we can
divide the questions into more types, the measurement will be more comprehen-
sive. In the current version of SONAS, only questions relevant to Web APIs are
processed. However, the answers to these questions are also of great value. In
the future, we will mine the answers and questions at the same time. Last but
not least, to combine the data from Stack Overflow and other sources to mine
knowledge of Web APIs is also a very promising research topic.
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Abstract. In the traditional network structure analysis research, it
mainly analyzes the characteristics of individuals in the network or the
way of connection. However, these studies do not reflect the general
phenomenon of social networks, for example, each organization usually
includes individuals with different characteristics. Only by fully under-
standing the characteristics and the original hierarchical structure of the
network, can we improve the network security and the management of
the network. Therefore, we aim to analyze the overall characteristics of
the network and dissect the relationship between the layers of various
networks as well as the relationship between individuals in each layer
without destroying the network structure. From a new point of view, the
network is analyzed by using the characteristics of network matrix struc-
ture and some properties of core/periphery structure. We analyze several
real networks and verifies the intensity of the core/periphery structure
relationship in the network.

Keywords: Layer · Core/periphery structure · Intensity

1 Introduction

Research on the structure of social networks is very important in many fields
[1,15], which not only helps to understand the structure and operation of the
network, but also plays a key role in the design and implementation of some
strategies of social groups [8,11]. With the continuous development of society,
some characteristics of social networks will change accordingly. The research on
the network structure has never stopped. Although the network structure keeps
changing with time, the characteristics of the relationship between nodes have
always been regular.

Regarding the general laws of the network, first, there are generally hierar-
chical relationships in the network; second, the relationship between the layers,
or the nodes within each layer may also be very different, then the connections
between these nodes will be very different (Such as collaborative relationship
between management and employees), and this relationship conforms to the
core-periphery (CP) structural characteristics. In recent years, stratification has
attracted scholars research interest [4,12]. These studies have almost divided the
c© Springer Nature Singapore Pte Ltd. 2021
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network into several layers based on a certain feature, and have not explored the
relationship between nodes in the layer and the relationship between layers after
layering. We will further reveal the strong intra-layer CP relationship and inter-
layer CP relationship in the network on the basis of layering. There are several
problems that need to be explored

– Given any network, how to quickly determine the type of its structure?
– How to analyze the hierarchical relationship of the structure in different net-

works?
– How to detect the core/periphery relationship within and between layers of

networks with different structures?

Fig. 1. Contrasting clustering with layering. Notes: the same color represents the same
feature

It is worth mentioning that although many clustering methods are used
for data mining, cluster analysis is a multivariate statistical method for clas-
sifying research objects according to certain characteristics. It does not care
about the causal relationship between variables. Therefore, when exploring the
core/periphery relationship of each part, layering is better than cluster analysis.
As shown in Fig. 1, the core and periphery nodes can obviously appear on the
same layer. We also verified later in the experimental part.

There are many studies on core/periphery structure, and almost all of them
divide a network into the core and the periphery. In fact, multilayered core/peri-
phery structure may exist between and within the network layer, we will reveal
it. In response to the above three problems, given an arbitrary network, first, we
quickly identify the type of network structure, and at the same time find that any
network is in line with the three types we proposed. Secondly, different matrix
analysis methods are used to analyze the above three types of structures. Finally,
there is also a strong core/periphery relationship within each layer parsed, and
the strength of the relationship within the layer is verified using the character-
istics of the CP structure.

2 Related Work

The research on the network structure ranges from local to global. There are
local research on the clustering coefficient and correlation of the network system
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structure [2,16], and global research on the group or community structure of the
network [6]. And community testing and similar community testing to detect
CP structure [5,10]. These studies have provided great help for many scholars
in the back, but they did not consider both local and global at the same time.
We conduct research from the perspective of the combination of global and local
network structures. There is also a separate inquiry into the issue of network
centers. And the super hubs of social networks tend to avoid collaboration and
form a potentially competitive subgroup at the core of the network [7,18,20]. The
competitive relationship exists not only at the same layer, but also at different
layers. We have verified the CP relationship at different layers. Of course, the
hierarchical issues on social networks have also attracted a lot of attention. The
layering of k-shell [12], the layering of cells in the human body [9], and the multi-
layer network inferred by the data collected by the human microbiome project
[21], and the use of k-core or k-truss to disrupt the network layer by layer [23,24].
These are not the same as using the network’s matrix features and CP structure
to analyze the network locally and globally at the same time. These studies
decompose the network. The purpose of this paper is to analyze the relationship
between the layers. Therefore, their method may help solve some of the problems
raised, but it cannot be applied to solve the whole problem.

3 Preliminaries

In this section, we present some basic notation and concepts that will be used
throughout the paper.

3.1 Basic Core-Periphery Structure Notation

Let G = (V,E) denote a social network, where V = {v1, v2, · · · , vn, } is the
set of n nodes and E ∈ V × V is the set of edges. The number of nodes in the
network is n, which can be expressed as a matrix A. The matrix A is represented
as a measurement matrix, and the elements inside are represented by aij , A =
(aij)n×n.

As a notion of ideal core/periphery structure, Borgatti and Everett defined
[3]: The lower right corner of the matrix is all 0, and the rest are all 1. In the arti-
cle, we use B to represent an ideal core/periphery matrix, and the elements inside

are represented by bij , B = (bij)n×n. When i �= j, bij =
{

0 if i ≥ k, j ≥ k
1 otherwise

,

where k is the number of nodes in the core. Because the link relationship of agent
itself is not considered, when i = j, the value of bij is set to null, and adjacency
matrix can be represented as Fig. 2. To make the notation more readable, we
will often denote two arbitrary nodes by u and v and the i-th node is denoted
by ui or vi.

Fix a matrix B, if the core nodes are u1, u2, ..., uk, the periphery nodes are
uk+1, uk+2, ..., un, then it can be concluded that the subset in {u1, u2, · · · , uk} is
the core of {uk+1, uk+2, · · · , un}, etc. Note that for convenience of calculation,
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Fig. 2. Example of idealized core/periphery structure matrix B

when i = j in matrix A, aij is null, corresponding to the matrix (Fig. 2), which
will not affect our experimental results. Measurement matrix A is not necessarily
a matrix of nodes in the whole network, but a matrix of some nodes in the
network. To detect the strength of core/periphery relationship, these nodes need
to be compared with matrix B, so the number of rows and columns of matrix B
must be the same as that of matrix A.

3.2 Measurement Criteria

In this section we will talk about a measurement method used to measure the
results of subsequent experiments. An arbitrary network G or a matrix A of
an organizational structure, the closer the matrix A is to B, the more obvious
the core and the periphery, indicating that it conforms to the core/periphery
structure. For matrix A and matrix B, if the number of equal values of aij and
bij is more, A and B tend to be equal. When the values of elements in matrix
A and matrix B are completely equal, then A is the matrix of core/periphery
structure network in ideal state. We use the similarity p to measure the final
result of their comparison. The similarity value is between 0 and 1, so we do a
normalization process, dividing the number of equal elements in two matrices
by the total number of elements:

p =

n∑
i=1

n∑
j=1

aij � bij

n ∗ n − n
, aij ∈ A, bij ∈ B (1)

where � represents XNOR. We assume that the total number of nodes is n,
excluding the diagonal elements of the matrix, then the number of elements in

the matrix is n ∗ n − n.
n∑

i=1

n∑
j=1

aij � bij can be seen in the matrix as the number

of aij equal to 0 in the lower right corner and the number of other parts equal
to 1. We assume that the number of network nodes is n and the number of core
nodes is m − 1, so the intensity of core/periphery relationship can be expressed
as follows:

p =

n∑

i=m

n∑

j=m

aij � bij � 0 +

(
n∑

i=1

m−1∑

j=1

aij � bij � 1 +
m−1∑

i=1

n∑

j=1

aij � bij � 1

)

n ∗ n − n
(2)
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In the equation,aij ∈ A, bij ∈ B. For the convenience of later description, we

express the value of
n∑

i=1

m−1∑
j=1

aij � bij � 1 +
m−1∑
i=1

n∑
j=1

aij � bij � 1 as x, and the

value of
n∑

i=m

n∑
j=m

aij � bij � 0 as y, which is equivalent to p = (x+y)/(n∗n−n).

4 Problem Statement and Its Theoretical Analysis

Definition 1. Let G = (V,E) denote a network, the connection relationship
between nodes is represented by matrix A, A = (aij)n×n. We use deg (u) to
represent the degree of u.

F (u) = {v : v ∈ V &deg(v) > deg(u)} (3)

In the sorted matrix A in Fig. 3, F (u4) = {u5, u2}.

Definition 2. Let s =
{

0 if < u, v >∈ E
1 otherwise

, sums(v) is the number of nodes

whose rows and columns are greater than that of node v and whose state is s. k
and l represent the row and column of node v, respectively.

sum1(v) =
n∑

i=k+1

aik +
n∑

j=l+1

alj (4)

sum0(v) = 2 (n − k) − sum1(v) (5)

C (u) = {v : v ∈ F (u)&sum1(v) ≥ sum0(v)} (6)

The values of sum0(v) and sum1(v) for each node are illustrated in Fig. 3(b),
and Fig. 4 is an example of calculating F (u) and C (u).

As mentioned in the measurement criteria, it can be seen from matrix B that
0 converges in the lower right corner and 1 converges in other parts. That is to
say, the more 0 in the lower right corner, the better, and the more 1 in other
parts, the better.

At the beginning, the matrix is irregular, so it is necessary to store and
exchange node positions. Try to make more rows of 1 up and more rows of 0
down, so we will sort the nodes according to degree. The purpose is to make it
easy to observe and calculate the next step by letting the number of rows with
a concession value of 1 go up and the number of rows with a concession value of
0 go down (Fig. 3(a)).

In Sect. 3.2 , it has been mentioned that the intensity of core/periphery rela-
tionship is related to the number of 0,1. When comparing matrices A and B,
the number of 0 or 1 of the first row and the first column is calculated, so the
elements of the first row or the first column should not be calculated again when
calculating the second column or the second column. For example, (Fig. 3(b))
a1j and ai1 should not be calculated when calculating sum1(u2) or sum0(u2).
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Fig. 3. Example of matrix sorting. (b) The number of 0 or 1 after each node excludes
F (u).

Fig. 4. Example of calculating F (V ), C(V ) after matrix sorting.

Theorem 1. In a sorted matrix, if sum1(v) ≥ sum0(v), the node is suitable as
the core rather than the periphery.

Proof. In Eq. 2, p is affected by two parts, x and y. If a node v satisfies sum1(v) ≥
sum0(v), we can know sum1(v)/(n ∗ n − n) ≥ sum0(v)/(n ∗ n − n) according to
this condition. Adding sum0(v) to y is not as good as adding sum1(v) to x to
make p higher. Nodes in the core can make the measurement matrix A closer to
the matrix B, so node v is suitable as the core rather than the periphery.

Example 1. In Fig. 3, each node is judged step by step. As shown in Fig. 3(b),
the sum0(v) and sum1(v) corresponding to u5 are 6 and 2 respectively. After
excluding F (v) from nodes u2, u4, u3 and u1, the number of 0 and 1 corre-
sponding to the row and column is calculated as shown in Fig. 3(b). sum1(v)
of u2 and u5 is greater than sum0(v), so they are more suitable as core nodes.
On the contrary, when u4, u3 and u1 are calculated, sum0(v) is greater than
sum1(v), so they are more suitable as periphery nodes. It can be seen that the
bottom right corner of the sorted matrix A2 is all 0, and the rest 1 is more.
The highest accuracy of A2 in accordance with the core/periphery structure is
(6+4+2+1+0)/(5×5−5) = 65%. The core nodes are u5, u2, and the periphery
nodes are u4, u3, u1.

In fact, from Example 1, we can find a rule can be proposed that we can
directly search for the closest or equal positions of sum0(v) and sum1(v), and
compare them with sum0(v) and sum1(v) in the following line, respectively.
In case of inversion, it is actually the demarcation point between the core and
the periphery (the demarcation point of example 1 is u4). In this way, we can
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search this demarcation point directly, which greatly reduces the computational
complexity. The demarcation point we mentioned above is equivalent to the
demarcation point between the core and the periphery of a layer. In the fol-
lowing discussion, the demarcation point we will mention is also the demarca-
tion point between layers of the network. For example (Fig. 4), the demarcation
point within the layer is u2, u4, and the demarcation point between layers is
u3. The demarcation points between layers satisfy sum1(u3) ≥ sum0(u3), and
the upper row(u1, u3) of the demarcation points(u2, u4) in the layer satisfies
sum1(u1 or u3) ≥ sum0(u1 or u3).

Theorem 2. In the sorted matrix, each demarcation point u and the follow-
ing(behind) nodes can only be used as periphery nodes of nodes (C(v)) satisfying
sum1(v) ≥ sum0(v) in F (u), ∀v ∈ V .

Proof. In the sorted matrix, the number of 1 decreases gradually. In C(u),
∀v ∈ C (u) , sum0(v) ≤ sum1(v). And because any node v′ below (behind) the
demarcation point satisfies sum0(v′) ≤ sum1(v) and sum1(v′) ≤ sum1(v), each
demarcation point and the nodes below can only be used as the periphery nodes
of C(v).

The problem of demarcation points has been solved. In this section, we will
analyze different networks. The following will give an example of how to deter-
mine the network type, the layering method for the three types of network struc-
ture, and the structural relationship between the nodes in the layer and the nodes
in each layer. We use IN to express the relationship between layers, and OUT to
express the relationship within each layer. Several types of matrices are sorted
according to the above method. In order to observe the structural features con-
veniently, the diagonal elements in matrix A are not neglected in figure for the
time being and are presented in the figure. And they are not considered in cal-
culation, which will not affect the results. Three types will be discussed below,
i and j represent the rows and columns of matrix A, respectively.

Type 1: When i = 1, j = 1, sum0(v) ≤ sum1(v). Under this condition, it is
defined as type 1, then the first node is the core and a core node of the whole
network. Next, all demarcation points are searched. A boundary line appears at
the position where the reversal occurs after sum0(v) and sum1(v) comparison.
The first node below the boundary line is the demarcation point. The upper left
corner of a square with a solid line is the demarcation point (Fig. 5). If there
are two demarcation points, the demarcation points are two nodes u1 and u2

corresponding to akk and aqq lines. Because when i = k, j = k, sum0(u1) ≤
sum1(u1). The same reason, when i = q, j = q, sum0(u2) ≤ sum1(u2), which
shows that u1 is the core of the node in the middle solid square box. The same
u2 is the core of the node in the smallest solid wire frame.

The upper and lower layers of each demarcation line can correspondingly be
divided into two layers of the network. Draw three layers of the network (Fig. 5).
The first layer contains the nodes between the dashed line and the middle solid
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Fig. 5. Example of layering of type 1 . (b) Layer l1 is the first layer of matrix A .

frame. In this layer, sum0(v) and sum1(v) in each line is compared by the above
method. When sum0(v) is greater than sum1(v), it is the dividing line between
the core and the periphery in the first layer. Because the first row above the
demarcation point must be sum0(v) greater than sum1(v), the corresponding
node of that row must be the periphery node of the upper layer. It is concluded
that each of the three layers above has its own core and periphery. We use li
for layer i. The first layer l1 has been drawn in the Fig. 5(b). The solid line
represents the boundary between the core and periphery of layer l1. The core
and periphery of the first layer are expressed as l1c and l1p, respectively, and
other layers are defined by analogy. Layer i is the core of layer j with li ← lj ,
and layer i is the core of layer j and layer k with li ← lj + lk. Figure 5(a) shows
the relationship between layers and Fig. 5(b) shows the relationship between the
inner core/periphery structure of each layer. As for the network hierarchy that
appears above, it can be expressed as: L = l1 + l2 + · · · + ln
The relationship within each layer satisfies(IN):

l1c ← l1p, l2c ← l2p, · · · , lnc ← lnp (7)

The relationship between type 1 layers satisfies(OUT ):
⎧⎪⎪⎨
⎪⎪⎩

l1c ← l1p + l2 + l3 + · · · + ln
l2c ← l2p + l3 + l4 + · · · + ln

· · ·
l(n−1)c ← ln

(8)

L sees the entire network as a whole layer. Each relationship can be compared
with matrix B to calculate the accuracy and reflect the strength of the relation-
ship. This network hierarchy presents water wave shape. This kind of network is
multi-layer CP structure, similar to onion structure, which is different from the
two-layer CP network proposed before [17].

Type 2: When i = 1, j = 1, sum0(v) > sum1(v), then the first node is not
suitable for the core of the whole network, so it is necessary to search for the
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Fig. 6. Example of layering of type 2

existence of demarcation points. If there is a demarcation point, this is defined as
type 2. Then search the first demarcation point from top to bottom, and divide
the whole network into two main parts, which are defined as upper plate and
lower plate. They are separated from the first demarcation point (as shown in
the Fig. 6). The line above the row corresponding to akk is the dividing line. At
this time, the network is mainly composed of two parts, and the two parts are
analyzed separately. Figure 6 shows that both parts conform to type 1. In real
life, there are two main parts of a network, and each has its own management
system. It is worth noting the difference between type 1 and type 2. Type 1 is to
treat the network as an onion-like whole, while type 2 is to divide the network
into two parts. Any one of the two parts may conform to type 1, type 2 and type
3. The figure shows that two small parts correspond to type 1. Note that if there
is no demarcation point on the upper or lower part, or the plate is relatively
large, you can choose to search for it in the same way as type 3. About type
2, as for the network layer that appears above (Fig. 6), it can be expressed as:
L = l1 + l2
The intra-layer relationship(IN) is:

l1c ← l1p, l2c ← l2p, · · · , lnc ← lnp (9)

The interlayer relationship(OUT ) of the upper plate(l1) is
⎧⎪⎪⎨
⎪⎪⎩

l11c ← l11p + l12 + l13 + · · · + l1n
l12c ← l12p + l13 + l14 + · · · + l1n

· · ·
l1(n−1)c ← l1n

(10)

The interlayer(OUT ) relationship of the lower plate(l2) is
⎧⎪⎪⎨
⎪⎪⎩

l21c ← l21p + l22 + l23 + · · · + l2n
l22c ← l22p + l23 + l24 + · · · + l2n

· · ·
l2(n−1)c ← l2n

(11)
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Fig. 7. Example of layering of type 3, (a) type 3 converted to type1, and (b) type 3
converted to type 2.

Type 3: When i = 1, j = 1, sum0(v) > sum1(v), then the first node is not
suitable for the core of the whole network. And if there is no demarcation point
in search, it is defined as type 3. Then this time is more special, generally because
the network is larger. The core of the network is hidden, and many new agents
may join the network at any time. Almost all new agents are on the periphery
of the network, with a high centrifugal rate [14,22]. There are few network cores
and too many periphery nodes. We define these nodes as libertarian, represented
by the symbol α. Their addition affects the network matrix, does not establish
strong links with the core, and the peripheral links of the matrix are sparse.
The more libertarian, the more sparse the network is. For example, in scale-free
networks, libertarian is particularly common [13]. And satisfy the relationship:

L = l1 + l2 + · · · + ln + α (12)

At this point, we need to find the largest major part of the network that excludes
libertarian. We exclude these nodes in order from the right to the left of the
matrix. When we exclude the first one, we judge whether the matrix satisfies
when i = 1, 1 < j < n − 1, sum0(v) ≤ sum1(v). The number of elements of
libertarian is expressed by t. If not, then judge in turn whether it satisfies:
when t = 2, 3, · · · , n and i = t, t < j < n − t, sum0(v) ≤ sum1(v).

When the demarcation point appears in the middle of the matrix, it stops.
Apart from libertarian, the rest goes back to type 2 (Fig. 7(b)). Or when the
sum0(v) of the first line is less than or equal to sum1(v). At this point, excluding
libertarian, the rest goes back to the type 1 (Fig. 7(a)).

For an arbitrary network, the type is first determined and then calculated in
three ways. Our experiments(NTDL) show that the first two types almost exist
in smaller networks, while the last one generally exists in larger networks. We
can solve any complex network according to the above three types, analyze its
overall and internal relations, and help us improve network security or increase
cooperation by intervening in the network.
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5 Experimental Results and Discussions

Table 1. Statistics of datasets

Dataset monkey football bitcoinalpha GrQc bitcoinotc HepTh Facebook Orkut

Vertices 35 115 3783 5242 5881 12008 134833 3072441

Edges 69 613 14124 14496 21492 118521 1380293 117185083

max deg 12 12 511 81 795 491 1469 33313

Datasets: 8 real-life network networks are deployed in our experiments. The
original data of all are from http://snap.stanford.edu/ and http://konect.uni-
koblenz.de/. Table 1 shows statistics of 8 datasets which are listed in increasing
order of their edge numbers.

In the experimental part, the three algorithms are first compared with each
other. In Fig. 8, the Random algorithm and the CPDG algorithm are used for
comparison. The Random algorithm selects the same network as our proposed
algorithm (NTDL), but it uses a random extraction method when selecting nodes
as the core and periphery. Compared with random algorithm, in order to ver-
ify that the proposed algorithm can well test the core/periphery relationship
between nodes in the network. In addition, the NTDL and CPDG algorithms
both sort the nodes according to their degree. The difference between the two
algorithms is that the NTDL algorithm uses the method of finding the demar-
cation point in Sect. 4. The CPDG algorithm is to divide core nodes and the
periphery nodes equally. It can be seen from the bar graph that the proposed
algorithm has greater advantages than Random and CPDG.

In Fig. 8, the line graph tests the strength of the relationship between OUT
and IN in the network(intensity). According to different networks, it is divided
into three different types. The monkey network has only 35 nodes, a very small
network, which was detected as type 1 through experiments; the football network
is also relatively small, which is detected as type 2; the other networks are larger,
which is type 3. It can be concluded from the line graph that many nodes in the
network have a strong core/periphery relationship.

In addition, we used cluster analysis as a comparison. We adopt k-means++
clustering method based on network embedding features. Figure 9 shows the
intensity of CP relationships in clusters and between clusters after clustering
through 8 networks. Figure 9(a) shows the situation within the cluster. Since
clustering generally classifies nodes with similar features into one cluster, the
CP relationship in the cluster is not obvious. It can also be seen from the experi-
ment that the abscissa represents the cluster. For example, the monkey network
is divided into 2 clusters (corresponding to the layer we divided). Figure 9(b) is
to avoid the bad results caused by the similarity of the nodes in a cluster. Let
two different clusters construct the core and the periphery separately to see if
they can produce different effects. However, experiments have shown that there

http://snap.stanford.edu/
http://konect.uni-koblenz.de/
http://konect.uni-koblenz.de/
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Fig. 8. The relationship strength among network layers(OUT ) and within network
layers(IN), and the comparison among three algorithms.

is no good effect, and the intensity does not exceed 50%. The abscissa represents
the combination of different clusters after network clustering, for example, the
football network is divided into 3 clusters, then there are A(3, 2) = 6 arrange-
ments. The networks including GrQc, bitcoinotc, bitcoinalpha, Facebook and
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Fig. 9. Clustering algorithm explores core/periphery relationship

Orkut have A(5, 2), A(5, 2), A(7, 2), A(10, 2) and A(13, 2) cases, respectively.
We extracted 12 cases and presented them in the figure. It is further proved that
when the clustering algorithm is studying the strength of CP relationship, the
algorithm we proposed is more effective than it.

6 Conclusion

We propose and study the problems and methods of comprehensive analysis of
the network from a new perspective. The purpose is to find out the ubiquitous
cooperative relationship and distribution of nodes in the network. Experimental
research shows that the real network generally has a certain hierarchical struc-
ture. There may be a relationship between network layers. The collaboration
between nodes within the layer also shows strong core/periphery characteristics.
The method proposed in this paper is feasible on small or large networks and
has scalability.

In short, we make three main contributions:

– First, we use the structural characteristics of the network matrix and the
connection of nodes to determine the type of network structure. For example,
a multi-layer CP network similar to the onion structure has high security [19];
there is also a scale-free network that is familiar to everyone, and the core is
good in concealment, but once attacked, the entire network is easy to collapse
[13]. You can analyze the structure and surrounding conditions of the core,
make certain adjustments to the network, and improve the security of the
network. Through matrix analysis, we classify the network into three types
and explain each type.

– Second, we analyze the layer of the network. Although every network is con-
stantly changing, the algorithm proposed is applicable to any stage of the
network, which helps to constantly detect the characteristics of the network
structure, facilitate management and make appropriate adjustments.
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– Third, regarding nodes in the layer, the cooperation or competition between
nodes makes their connections very different. It is found through experiments
that many relationships conform to the core/periphery distribution. We also
explain the relationship of the nodes at each layer to help understand the
specific situation of individuals in the network.

For further study, we will continue to explore how to deal with the problem of
layered modules that are too large or too small. In addition, the onion network
has high security, and the multi-layer CP structure proposed is similar to it. If
the security is also relatively high, we will try to intervene in the network to
construct the CP structure to enhance the security of the network.
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Abstract. Named entity recognition (NER) for specialty domain is a
challenging task since the labels are specific and there are not sufficient
labelled data for training. In this paper, we propose a simple but effective
method, named Light Transfer NER model (LTN), to tackle this prob-
lem. Different with most traditional methods that fine tune the network
or reconstruct its probing layer, we design an additional part over a gen-
eral NER network for new labels in the specific task. By this way, on the
one hand, we can reuse the knowledge learned in the general NER task
as much as possible, from the granular elements for combining inputs, to
higher level embedding of outputs. On the other hand, the model can be
easily adapted to the domain specific NER task without reconstruction.
We also adopt the linear combination on each dimension of input feature
vectors instead of using vector concatenation, which reduces about half
parameters in the forward levels of network and makes the transfer light.
We compare our model with other state-of-the-art NER models on real
datasets against different quantity of labelled data. The experimental
results show that our model is consistently superior than baseline meth-
ods on both effectiveness and efficiency, especially in case of low-resource
data for specialty domain.

Keywords: Named entity recognition · Light transfer model ·
Specialty domain

1 Introduction

Name entity recognition (NER) refers to the recognition of entities with specific
meanings in the text, such as person, location, organization etc. It is a funda-
mental task in natural language processing that provides useful information on
constructing knowledge graph, syntactic parsing or information retrieval.

There are lots of research works on the general NER task, One of the rep-
resentative kind of methods focus on handcrafted rules, which need a lot of
c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 530–541, 2021.
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linguistic knowledge, and the rules of different languages or domains are not the
same. Kim [10] proposed to use Brill rule and Hanisch et al. [5] proposed a sys-
tem named ProMiner to recognize entities in biomedical text. Build handcrafted
rules is laborious, and not portable. Traditional machine learning models like
maximum entropy Markov models (MEMMs) [16] and conditional random fields
(CRF) [11] have a good performance in NER task. But these methods often
require feature engineering, which is troublesome. Compared to these models,
the neural models handle the NER task more effectively in an end-to-end mode.
The use of neural network structure to solve the problem of NER can be traced
back to 2003, when Hammerton [4] first proposed a NER model based on LSTM.
In 2011, Collobert et al. [2] proposed a multilayer neural network to tackle the
NER task, where they use the language model to compute word embeddings
and apply multiple tasks to train the model. Then, Huang et al. [7] proposed the
neural architecture BiLSTM-CRF for NER, where BiLSTM is used to extract
sequence representations and CRF is for decoding tags. Similarly, Ma and Hovy
[15] adopt both word level and character level features to feed the proposed
LSTM-CNN-CRF model. In recent years, language model pretraining methods
such as BERT [3] and ELMO [18] achieved state-of-the-art performance in many
NLP tasks including NER. Li et al. [12] proposed a BERT-MRC architecture for
NER which recognitions entities through machine reading comprehension task
and then Li et al. [13] introduce dice loss to improve the performance of BERT-
MRC.

Although most of these methods achieve good performances, they usually
require a lot of labelled data for training the neural network. Considering the
general NER task in their works, i.e. the entities are recognized by common
sense, the data can be shared across different methods.

There is an increasing need to recognize specific entities in specialty domain.
For example, in the field of Biology, the entities that are considered for amino
acids, such as Glycine, Glutamic acid, Lysine, rather than person names as the
general NER task. In another specialty example of procuratorate, the extracted
elements are domain specific. The considered entities are the crime suspect,
procurator, court, and etc. Although the purpose of NER task for specialty
domain is similar with the general NER task, the label set are completely dif-
ferent. Thus the pretrained neural network for the general NER task can not be
directly applied to this specific task. Furthermore, there are usually not sufficient
labelled data in specialty domain to train a specific neural network.

To address this challenging problem for low-resource NER in specialty
domain, some works adopt the transfer learning. Wang et al. [19] propose a
label-aware double transfer learning framework, where both the Bi-LSTM fea-
ture representations and the CRF parameters are transferred to the specific NER
task. Lin and Lu [14] adapt the top layers of existing NER neural architecture
to solve the specific task. Recently, Jia et al. [8] consider the language model as
the companied task with NER model and adopt multi-task learning to tackle the
NER task for a new specialty domain. As expected, these methods benefit a lot
from the general NER task by transfer learning. But they are not appropriate
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for the Chinese NER task since they do not take advantage of the characteristics
of Chinese components. The most related work is the lattice-structured LSTM
model for Chinese NER, proposed by Zhang et al. [20]. It encodes a sequence of
input characters as well as all potential words that match a lexicon and achieves
the best results on their provided specialty domain datasets. However, in order
to encode lexicon effectively, the lattice-structured LSTM model is designed with
a very complex cell structure. Motivated by this work, we explore the effective
use of character level and word level information of Chinese. But different with
their method, we design the linear combination on each dimension of input fea-
ture vectors rather than the concatenation operation, which reduces about half
parameters in the forward levels of network and makes the transfer light. Besides,
our transfer part is delicately constructed. Our contribution are summarized as
follows.

Firstly, to tackle the problem of NER in specialty domain, we propose a
simple but effective Light Transfer NER model (LTN) that consists of the general
part (LTN-G) and transfer part (LTN-T), as illustrated in Fig. 1. LTN-G is based
on the combination of BiLSTM and CRF networks, which is pre-trained by a
general NER dataset. For each token of the input sequence, we make full use
of Chinese characteristics, including the pretrained embeddings of characters
and words, as well as the information on part of speech (POS) tags. The POS
embeddings are randomly initialized and updated with the network. For the light
weight purpose, we combine the character and word embeddings in a linear way
on each dimension instead of the concatenation operation on the whole vector
as traditional methods, which can integrate the semantics and at the same time
reduce the number of parameters in the forward network.

Secondly, in the transfer part, we try to reuse the knowledge learned in the
general part as much as possible, from the granular elements for combining
inputs, to a higher level embeddings of sentence. Thus, we take into account the
hidden states of the final level of LTN-G as the inputs to the transfer part since
these high-level sequences contain rich semantics and latent syntax knowledge.
Similarly, the outputs of general tag sequence are embedded and are fed to the
transfer part also. For the light purpose, we adopt the gated recurrent unit
(GRU) in this part since it has fewer parameters compared to LSTM.

Finally, we perform experiments on real datasets and compare with other
state-of-the-art methods. The results on two Chinese specialty domain datasets
show that our model outperforms other baseline methods in the Chinese NER
task on both effectiveness and efficiency. Even with a small quantity of labelled
data, our model still has an acceptable result. Besides, it is worth mentioning
that there is no need to change either the data tags or the CRF layer of LTN-G
in the transfer process.
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2 The Light Transfer Model

2.1 General Part

As illustrated in Fig. 1, the general part of our model LTN is based on the
BiLSTM-CRF [6,7] structure where the BiLSTM encodes context information
better than LSTM and the CRF has proved to be effective in NER task. It is
pretrained on the general NER datasets and is fine-tuned for the specific NER
task.

Fig. 1. The light transfer NER model (LTN)

Let x = c1, ..., cn be a Chinese character sequence of input sentence, and
y = y1, ..., yn be the ground truth NER tag sequence for x. Each character ci is
mapped to vector xc

i using a pretrained character embedding lookup table:

xc
i = ec(ci). (1)

After word segmentation, the input sentence can be seen as a word sequence
x′ = w1, ..., wm. Each word wj is mapped to vector xw

j with pretrained word
embeddings:
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xw
j = ew(wj). (2)

If a word consists of only a single character after word segmentation, it is also
regarded as a word that is pretrained with other words, denoted by xw

i = ew(ci).
Each word embedding has the same dimensions with a character embedding. For
clarity, we adopt ew to represent the pretrained word embedding lookup table
and ec to represent the one for characters. The footmark i represents the ith

character in x and j represents the jth word in x′.
Different from other character and word based NER models, we use linear

combination on each dimension of their embeddings which reduce the number of
parameters in the forward network. In Chinese NER task, the input sequences
usually involves gold word segmentation. Hence, the error brought by word seg-
mentation will affect the network performance. To alleviate this problem, in our
model, each character belongs to a word in an input sequence has two different
representations after word segmentation. If a character ci is the end of a word
wj , we use the character embedding xc

i and the word embedding xw
j to represent

it. For the characters that are not in the end of wj , we represent the characters
with a single character word embedding xw

i instead of the word embedding xw
j .

Compared with the method that uses same word embedding for all characters in
a word, our method could better encode Chinese word information and improve
the performance of the NER model. Therefore, for each position ci, the combined
vector xl

i is computed by:

xl
i =

{
αxc

i + (1 − α)xw
i if ci is not the end of wj

αxc
i + (1 − α)xw

j if ci is the end of wj

(3)

where α is a parameter vector to balance the weights between character and
word.

Furthemore, we add POS information to the representation of each character.
We embed POS information with a shared POS embedding lookup table. Each
word wj has a unique POS tag pj belonging to it. Unlike word embedding, all
characters in a word have the same POS embedding. The POS embedding of
each word is represented by:

xp
j = ep(pj). (4)

Here, ep is the POS embedding lookup table which is randomly initialized at the
beginning of the training and updates during the training.

For the input sequence x = c1, ..., cn, the final input representation at cell i
is:

xi = xl
i ⊕ xp

i (5)

where ⊕ represents concatenation. We apply a standard bi-directional LSTM
for x to learn the context, where each cell accepts xi and computes it with the
previous hidden state for the current state hi:

−→
h i = LSTM(

−→
h i−1,xi) (6)
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←−
h i = LSTM(

←−
h i+1,xi) (7)

hi =
−→
h i ⊕ ←−

h i (8)

The standard CRF model is used as the output layer for LTN-G. The output
probability p(y|x) is computed over label sequence y = y1, ..., yn:

p(y|x) =
exp{∑

i(w
yi

CRFhi + b
(yi−1,yi)
CRF )}∑

y′ exp{∑
i(w

y′
i

CRFhi + b
(y′

i−1,y
′
i)

CRF )}
(9)

where y′ represents a possible label sequence, and wyi

CRF is a model parameter
specific to yi, and b

(yi−1,yi)
CRF is a bias specific to yi−1 and yi. We use the first-

order V iterbi algorithm to find the label sequence with a highest score. Given a
set of labelled training data G from general domain, the sentence-level negative
log-likelihood loss with L2 regularization is used to train the general part model:

Loss = −
∑

(x,y)∈G

log(p(y|x)) + λ‖Θ‖2 (10)

where λ is the L2 regularization parameter and Θ represents the parameter set.

2.2 Transfer Part

The transfer part LTN-T is based on BiGRU-CRF structure since GRU [1] has
fewer parameters and is more efficient than LSTM. We takes the output tag
sequence and hidden states of LTN-G as the inputs to the transfer part. For an
input sequence x = c1, ..., cn, let l = l1, ..., ln denote its output tag sequence of
by LTN-G. Each tag li is mapped to an embedding xt

i represented as:

xt
i = et(li). (11)

Here et represents a shared tag embedding lookup table. So the input sequence
t = t1, ..., tn of LTN-T is computed by:

ti = xi ⊕ xt
i ⊕ hi (12)

where hi represents output of general part BiLSTM at step i and xi is the input
representation from the general part. We apply a standard bi-directional GRU
layer for the input T , where the computation at each cell i is as follows.

−→
h i = GRU(

−→
h i−1, ti) (13)

←−
h i = GRU(

←−
h i+1, ti) (14)

hi =
−→
h i ⊕ ←−

h i (15)

Similar with the general part, we apply the standard CRF as the output of
transfer part and use the first-order V iterbi algorithm to compute the highest
scored label sequence. The loss function is the same with Eq. 10.
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2.3 Training Process

We first train the general part LTN-G with the labelled data for the general
NER task. After it performs well in the general task, it can be reused for NER
tasks in different domains. When we train the network for a specific NER task,
there is no need to change the tag set of the CRF layer in LTN-G. The new
labels for the specific task are only applied to the CRF layer of the transfer part.
The whole process is presented in Algorithm 1. When applying it to different
specialty domains, we can reuse the parameters of the general part, which makes
transfer model light.

Algorithm 1. Transfer learning
Require: General domain data G and tag set TG; Specialty domain data S and tag

set TS

Ensure: Transfered model for target domain
1: General part training:
2: while training steps not end do
3: split training data into minibatches Gm ⊂ G:
4: ΔhLSTM , ΔwCRF , Δα... ← train(Gm)
5: update general part parameters Θ
6: end while
7: load the parameters Θ of LTN-G
8: Whole model training:
9: while training steps not end do

10: split training data into minibatches Sm ⊂ S:
11: ΔhGRU , ΔhLSTM , ΔwCRF , Δα... ← train(Sm)
12: update LTN parameters
13: end while

3 Experiments

3.1 Datasets and Experiment Settings

We adopt three chinese datasets in different domains, MSRA NER [9], Weibo
NER [17] and Resume NER [20], the statistics of which are shown in Table 1.

MSRA [9]: It is a news domain dataset which contains three types of entities:
PER (person), LOC (location), and ORG (organization). MSRA is used as
shared task on SIGNAN backoff 2006. Since this dataset contains sufficient data
and is widely adopted in the Chinese NER research works, we select it to pretrain
LTN and other comparison models for the general NER task.

Weibo [17]: It is a low-source social media domain dataset from Sina Weibo
which contains four named entities: PER.NAM (person), LOC.NAM (location),
ORG.NAM (organization) and GPE.NAM(geo-political). It also contains four
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nominal entities:PER.N0M (person), LOC.N0M (location), ORG.N0M (organi-
zation) and GPE.N0M(geo-political). There are five types of entities different
from MSRA.

Resume [20]: It is a resume domain dataset annotated by Zhang et al. [20].
It contains eight types of entities: NAME (name), LOC (location), ORG (orga-
nization), CONT (Nationality), RACE (race), TITLE (title), EDU (education)
and PRO (profession). There are five types of entities different from MSRA.

Comparatively, both Weibo and Resume contain different entities. Thus,
they are used for the specific NER task. It is worth mentioning that the labelled
entities in Weibo are more sparse than Resume.

We implement the algorithm in Pytorch. The sizes of embeddings of charac-
ter, word and part-of-speech are set 50. Dropout rate is set 0.5. We use stochastic
gradient descent(SGD) for optimization and the learning rate is set to 0.01.To
ensure the fairness of the experiment, we use the same pre-trained embedding
to initialize the embedding layer of all models.

Table 1. Datasets statistics

Dataset Type Train Dev Test Entity/Sentence

MSRA Sentence 46.4k – 4.4k 1.58

Char 2169.9k – 172.6k

Entity 73.3k – 4.3k

Resume Sentence 3.8k 0.46k 0.48k 3.54

Char 124.1k 13.9k 15.1k

Entity 13.438k 1.63k 1.497k

Weibo Sentence 1.4k 0.27k 0.27k 1.35

Char 73.8k 14.5k 14.8k

Entity 1.885k 0.414k 0.389k

3.2 Comparison Methods and Metrics

The comparison models in this paper are as follows, where the precision (P),
recall (R) and F1-score (F1) are adopted as the evaluation metrics. CharLSTM
was selected as the baseline model to test the improvement brought by semantic
information embedding, such as POS and word embedding.

1. CharLSTM: the BiLSTM-CRF structure network with the character
embeddings as input. To compare the effects of transfer learning, we intro-
duce a variant CharLSTM-T that is pretrained for the general NER and
transferred for the specific NER by replacing the CRF layer of CharLSTM.
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Table 2. Comparison results on Weibo

Models Precision Recall F1

CharLSTM 58.77 48.55 53.17

Lattice 67.61 51.93 58.74

LTN-GC 69.16 51.45 59.00

LTN-G 68.47 51.93 59.07

La-DTL* – – 57.74

CharLSTM-T 62.35 48.79 54.74

Lattice-T 67.69 53.14 59.54

LTN 69.45 58.21 63.34

*indicates the result reported in the cor-
responding reference.

Table 3. Comparison results on Resume

Models Precision Recall F1

CharLSTM 92.69 92.64 92.67

Lattice 94.81 94.11 94.46

LTN-GC 94.45 94.05 94.25

LTN-G 94.37 94.60 94.49

CharLSTM-T 93.89 94.36 94.12

Lattice-T 94.67 94.85 94.76

LTN 94.87 95.40 95.14

2. Lattice [20]: the state-of-the-art Chinese NER model that achieves the
best results on Weibo and Resume. To compare the effects of transfer learn-
ing, we also introduce a variant Lattice-T that is transferred for the specific
NER on its CRF layer.
3. La-DTL [19]: a transfer learning model for cross-specialty NER which
conducts both feature representation transfer and parameter transfer with
label-aware constraints.
4. LTN and Variants: LTN is our transfer model. The general part of LTN
named LTN-G and the transfer part of LTN named LTN-T. In addition, to
verify the effect of linear combination between character embedding and word
embedding in the general part, we design the model LTN-GC to replace the
linear combination with concatenation operation.

3.3 Experiment Results

Effectiveness. We first verify the performance of our model comparing with
other models and present the results in Table 2 and 3, respectively. The models
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in the upper part of each table are trained directly on the dataset for specialty
domain without any transfer learning, while the lower part contains the mod-
els with transfer learning. The models in the lower part of each table are first
pretrained on MSRA, and then transfered to Weibo and Resume.

On both datasets, our model LTN achieves the best results on F1-score.
It is worth mentioning that the result of our model general part (LTN-G) on
two datasets is similar with Lattice without transfer learning. Comparing the
variants of our model, LTN-G and LTN-GC achieve similar results on both two
datasets. This illustrates that the linear combination of the input vectors in
LTN-G reduces the parameters of network without loss of accuracy.

The results in the lower part of Table 2 and 3 show that our transfer model
outperforms other methods. This illustrates that the adoption of contextual
information learned in the general domain benefits the transfer process, which
is better than simply adapting pre-training weights to a specialty domain. On
Weibo, our model LTN also performs better than La-DTL. Although La-DTL
uses more sophisticated techniques for the transfer learning approach, it does
not leverage the semantic information of the general domain more effectively
than LTN.

Comparing the results on two datasets, we can see that the performance on
Resume is much better that Weibo. This is because Resume contain more
labelled data than Weibo such that models can be trained well without trans-
fer learning. Our model LTN improves a lot comparing with baseline methods,
which convinces the performance of transfer learning and illustrates the effec-
tiveness of reusing knowledge from the general task.

Table 4. F1-score against different data size on Weibo

Model 10% data 25% data 50% data 100% data

LTN 45.02 51.41 62.57 63.34

Lattice 28.39 39.45 53.96 58.74

CharLSTM 22.71 32.48 48.16 53.17

Table 5. Model processing speed on Weibo

Model Train (sent/sec) Test (sent/sec)

LTN 19.37 67.87

Lattice 8.10 24.32

CharLSTM 23.98 135.45
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Robustness. Then we quantify the robustness of models under insufficient data,
we conducted the experiments against different proportion of data on Weibo.
Lattice and CharLSTM are trained directly on Weibo without transfer learn-
ing. Table 4 shows the F1-score of models trained with Weibo of different dataset
size, namely 10%, 25%, 50%, and 100%, respectively.

The results in Table 4 show our model performs much better than Lattice
and CharLSTM on all cases. Specially, even in the case of 10%, our model still
achieves an acceptable result. This convinces that the performance benefits from
transfer learning, while Lattice and CharLSTM model are affected much by
the dataset size. It is worth mentioning that our model needs only half of the
data to achieve the equivalent result of Lattice.

The results on the robustness of LTN illustrate that the proposed transfer
learning based method can be adapted to a new area without much labelled
data. This attributes to that the knowledge that are learned in the general NER
are reused in the domain specific NER task.

Efficiency. Since a light model should process data fast in either training or
testing, we compare the proposed model with others on this metric. Table 5 shows
the processing speed in terms of sentences per minute at the same environment.
The results on both training and test processes show that our model LTN is
much faster than Lattice. Lattice is designed in order to better use lexicon
information and the complicated network structure leads to the slow speed of
training and testing. Although the CharLSTM model with the simplest net-
work structure is faster than our model, together considering its performance,
our model is light and with the best performance.

4 Conclusion

We propose a light and effective transfer model for the NER task for specialty
domain. By designing an additional part over a general NER network, we reuse
the knowledge learned in the general NER task as much as possible, from the
granular elements for combining inputs, to a higher level embeddings of outputs.
At the same time the model can be easily adapted to the domain specific NER
task without reconstruction. We compare our model with related works on real
datasets. The experimental results show that our model is consistently superior
than baseline methods on both effectiveness and efficiency, especially in case of
low-resource data for specialty domain.
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Abstract. Identifying outliers in data is an essential assignment in data mining.
It aims to find the data that is significantly different from other data in the data
streams, and scholars have proposed many outlier detection methods in recent
years. Because pattern-based outlier recognition technology clearly illustrates the
causes of anomalies, they have received extensive attention. However, the existing
pattern-based outlier identification techniques main use frequent patterns or rare
patterns with perform the outlier identification operations, which will affect the
precision from outlier identification. To improve the exactness of outlier detection
on data streams, in this paper, the maximum frequent patterns and minimum rare
patterns are combined together and regarded as a whole as the pattern used in
the process of outlier detection, and then it redefines the deviation index, so as to
perfectly measure the abnormal degrees of outlier in the data streams. Dependent
upon those search patterns and characterized deviation index, Novel maximum
frequent andminimumrare pattern-based outlier detectionmethod are put forward,
that is, specific MFaMRP-OD, which can faultlessly recognize those possibility
outliers.

Keywords: Outlier detection · Maximum frequent patterns · Minimum rare
patterns · Data streams · Deviation index

1 Introduction

Identifying outliers in data is an essential assignment in data mining. It aims to identify
outliers (aka abnormal data instances) that are significantly different from other data
instances. Compared with normal data, some important information is often hidden
behind the outliers. For example, the sales number of luxury goods is very few in the
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commodity transactions, thus, compared with the daily necessities, the luxury goods
transaction records are more like the outliers. However, since the transaction of luxury
goods not only can increase the transaction amount of the mall, but also can reflect
the purchase level and consumption habits of the users, which helps the mall to make
the targeted adjustments. Thus, the transaction of luxury goods should be attracted
more attention than that of daily necessities. Outlier detection technology has been
generally utilized within fraud detection [1], network intrusion detection [2], network
traffic detection [3], weather prediction [4] and other fields.

With the development of communication technology, a large amount of dynamic data
transmitted in the form of streams are collected from the cameras, sensors and Internet,
they are called data streams. Compared with static data, data streams are continuous,
rapidly generated and unlimited amount of data instances. These characteristics of data
streams put forward the following more stringent requirements for outlier detection: 1)
Data stream will produce data continuously, which makes it impossible to store all the
data information completely in memory. Thus, it is essential to identify those possibility
outliers starting with information streams then afterward filtering them for best once
[5]; 2) The quickly and continuously arrival of the data streams require the detection
algorithm has fast response capabilities [6]; 3) The fluctuation and dynamic change
of the data instances in the data streams requires the detection algorithm has a good
adaptive ability [7]. However, for static data sets, a larger part of the existing outlier
recognition would be recommended. They performed the outlier identification opera-
tions through examining those datasets numerous times. In addition, in the algorithm of
outlier detection using distance and density, the distance between each data instance is
used to figure the deviation level of transactions. However, the limitation of the distance
will make the distance-based algorithms use the numerical value to represent the clas-
sification characteristics of the data in the process of outlier calculation, so as to judge
the deviation degree. This operation will affect the precision from outlier identification
by the numerical changes. To dispose of this trouble, scholars have proposed outlier
detection algorithms based on pattern mining [9–13] to search for the outliers, in which
the frequent patterns are used to better identify the potential outliers in the data streams
and what’s more, demonstrate those outliers sensibly.

The algorithm for detecting outliers by pattern is consisted of pattern mining and
outlier identification, and the transactions that contain more frequent patterns are judged
as outliers. According to the above judgment principles, the running process of frequent
pattern-based outlier detection algorithms can be summarized as follows: (1) Mining
frequent patterns with occurrence times exceed or equal to the user-defined minimum
occurrence frequency; (2) designing the corresponding deviation index based on the
mined frequent patterns; (3) Ascertain those deviation levels of transaction dependent
upon designed outlier deviation indexes., thus accurately identifying the potential out-
liers. In addition, to decrease those scale about incessant utilized patterns within those
outlier identification stage, the outlier detection algorithm based on maximum frequent
patterns [11] and the outlier detection algorithm based on closed frequent patterns [12]
are proposed. Compared with the frequent patterns, the rare patterns are more in line
with the definition of the outliers, thus, scholars also put forward the algorithm to detect
outliers in data streams by using the least rare pattern [13].
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Because the data distribution in the data stream has uncertain characteristics, those
frequent pattern based outlier identification calculations or those base rare pattern-based
outlier identification calculations can’t adjust with known data conveyance situations.
For example, in the traffic data streams, the data distribution during the commuting
time period is very dense, while the data distribution during other time periods is rela-
tively sparse. Therefore, the changes of the data streams result the following problems
no matter which type of pattern-based outlier detection method is selected: (1) When
processing the dense data streams, the use of outlier recognition calculation based on
rare pattern will cause low recognition accuracy because of the small scale of the mined
rare patterns; (2) When preparing these poor data streams, the use of outlier recogni-
tion calculation based on frequent pattern will lay a foundation for the problem of low
recognition accuracy, because there are indeed several frequent examples that could be
mined in the design mining stage. In addition, the detection accuracy is also affected
by the differences of minimum support threshold. For example, it has the possibility
that cannot mine any frequent patterns when the minimum support threshold is set too
large, which will affect the performance of the frequent pattern-based outlier detection
algorithms. The inverse may be that it shows the likelihood that can’t mine any extraor-
dinary designs when those base backing edge will be situated as well small, which will
decrease the identification exactness from rare pattern-based outlier identification cal-
culations. Therefore, neither of these two algorithms can obtain good detection results
when dealing with data distributions that are not good at.

The judging guideline about outlier identification dependent upon design mining
may be that the frequent characteristics would be included for the transaction, the more
improbable it may be tomake confirmed concerning an outlier. Conversely, themore rare
pattern features contained in a transaction, the greater the probability that the transaction
will be judged as an outlier. It can be seen that frequent patterns and rare patterns
work together on the process of outlier detection. Frequent patterns have a negative
effect on outliers, and infrequent patterns have a positive effect on outliers. In the data
stream, a single consideration of one of the outlier characteristics may affect the outlier
detection rate due to the uncertainty of the data streamdistribution. To further enhance the
adaptability of the outlier detection algorithm to uncertain data distribution, we consider
both the frequent patterns and rare patterns on the transform of outlier identification,
so as to effectively deal with data streams with different data distribution. So as with
quicken those transforming velocity about outlier detection, we diminish the number for
designs utilized patterns within the outlier identification transform eventually, perusing
utilizing the maximum frequent patterns and the minimum rare pattern to displace the
frequent patterns and the rare patterns individually. Furthermore, we put forward an
algorithm (MFaMRP-OD) to detect outliers by using the maximum frequent pattern and
the minimum infrequent pattern on faultlessly recognizing the possibility outliers from
data streams.
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The primary center points as takes after:

(1) We put forward to consider both frequent patterns and rare patterns in the process
of identifying outliers. Under the mined maximum frequent patterns and minimum
rare patterns, we outline an successful deviation indicator MFaMRP, which can a
chance to be used to assess the deviation level of the transactions.

(2) Under the designed deviation indicator MFaMRP and the excavated maximum
frequent patterns andminimum rare patterns, we raise an outlier detection algorithm
MFaMRP-OD should faultlessly recognize those possibility outliers in the data
streams.

(3) We perform a considerable measure of investigations on a true dataset, and the
test outcomes exhibit that the suggested MFaMRP-OD algorithm might faultlessly
recognize the possibility outliers.

Whatever remains of this paper will be orchestrated similarly as takes after. The
second portion discusses the previous research. The third portion gives some basic def-
initions. In the fourth portion, we first propose the maximum frequent pattern mining
algorithm and the minimum rare pattern mining algorithm, and then propose the outlier
detection algorithm. The fifth portion gives the test outcomes on the real datasets. The
sixth portion concludes the full content.

2 Previous Research

Outliers are an important task and have received widespread attention. In order to accu-
rately detect outliers, many methods have been proposed in the past, which can be
summarized as: statistics-based outlier detection method [14], distance-based outlier
detection method [15], density-based outlier detection method [16], clustering-based
outlier detection method [17] and pattern-based outlier detection algorithms [18–20].
Compared to different sorts of outlier detection methods that use accurate numerical
values to identify outliers, the pattern-based outlier detection method uses the frequency
of data as the basis for outlier determination. The accuracy of outlier detection will not
fluctuate strongly with the change of data streams. Therefore, this method has received
extensive attention. Combined data mining and outlier detection for the first time, He
et al. put forward an outlier detection algorithm FindFPOF [18] in light of the mining
of frequent patterns, which enables users in the business field to directly use association
rules to achieve outlier detection. However, this method is very sensitive to the setting
of the parameters, thus, it may dig out expansive number of frequent patterns which
may be could reasonably be expected on bring about excessively yearn running time. In
response to the over problems, Zhang et al. found that the long running time is caused
by the repeated calculation of frequent patterns, and proposed an improved method LFP
[19]. LFP uses the downward closure of frequent items to effectively solve the prob-
lem of long running time, but the input parameters are still very sensitive which will
have a greater impact on the detection accuracy. Lin et al. proposed an outlier detection
algorithm OODFP [11] that uses the maximum frequent pattern for the data stream of
time series. The detection accuracy and time consumption of this method are lower than
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FindFPOF, but when the input parameters are small, the time advantage of this method is
greater small. In addition, closed frequent patterns are a lossless compression of frequent
patterns, thus Hao et al. used closed frequent patterns instead of frequent items to tackle
the issue of long time-consuming identify outliers phase, and proposed the FCI-Outlier
outlier detection method [12]. Its computational cost is lower than FindFPOF, and with
the greater the degree of support, the detection accuracy can reach 100% at some times.
Since rare patterns are more in line with the definition of outliers and are helpful for
detecting outliers, Hemalatha et al. first proposed the MIFPOD [13] outlier detection
algorithm starting with the viewpoint of the base rare pattern, and the identification pre-
cision about this technique is superior to FindFPOF, whose running time may be shorter.
Cai et al. proposed an outlier detection methodMRI-AD [20] for rare patterns for sensor
data streams. This method guarantees detection accuracy while ensuring a small running
time and memory.

In short, the design of outlier index only considers a single influencing factor, and
does not consider frequent patterns and rare patterns together as abnormal factors. Aim-
ing at the problem of uncertain data stream distribution, this paper adds frequent patterns
and rare patterns together as abnormal factors into the design of outlier indicators to
achieve the goal of improving the accuracy of outlier detection.

3 Basic Definitions

In this portion, we basically present fundamental standpoints of the data streams, pattern,
frequent pattern, rare pattern, maximum frequent pattern, and minimum rare pattern.

Definition 1: Data streams: Assume that the transactions T1, T2, T3,…, Tn, T (n+1) are
arriving continuously in a certain order, and then the data streams D is represented as D
= {T1, T2, T3,…, Tn, T (n+1)}, where Tn is the transaction that arrives at n-th time.

As data continues to arrive, we use the sliding window (SW ) to partition the latest
arrival data and form the index of the sliding window according to the division order. The
volume of the slidingwindow (|SW |) indicates the amount of themost recent transactions
that the algorithm can handle at one time.

Definition 2: Pattern: Pattern P = {P1, P2, P3,…, Pn, P(n+1)} represents the col-
lection of all items appearing in the latest sliding window transaction. The pattern
Pk = {P1,P2,P3, . . . ,Pm} ⊂ P indicates that Pk is a subset of P, and Pk is called
a k-pattern when |Pk | = k, where the value of k is ranged in [1, m].

Definition 3: Support: the pattern Pm is supported by the number of occurrences in the
sliding window, which is recorded as sup(Pm).

Definition 4: Frequent pattern (FP): If the support of pattern Pm is not less than the
predefinedminimum support threshold (min_sup), then thePm is called frequent pattern,
it can be expressed as FP = {Pm | sup(Pm) ≥ min_sup}.
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Definition 5: Maximum frequent pattern (MFP): Assume that all supersets
of frequent pattern Pm are marked as Pk . If the support of all patterns
in the set Pk is less than the predefined minimum support threshold, then
Pm is the maximum frequent pattern, it can be expressed as MFP =
{Pm | ∀x ∈ Pk , sup(x) < min_sup ∧ (Pm ⊆ x) ∧ (sup(Pm) ≥ min_sup)}.
Definition 6: Rare pattern (RP): If the support about pattern Pm may be short of the
predefined minimum support threshold, Pm is called a rare pattern, it can be expressed
as RP = {Pm | sup(Pm) < min_sup}.
Definition 7: Minimum rare pattern (MRP): If all subsets of the rare pattern Pm are
frequent patterns, then Pm is called a minimum rare pattern, it can be expressed as
MRP = {Pm | sup(Pm) < min_sup ∧ {∀y ⊆ Pm, sup(y) ≥ min_sup}}.

4 Outlier Detection Algorithm

For the proposed maximum frequent and minimum rare pattern-based outlier detection
algorithm MFaMRP-OD. It identifies potential outliers through two stages, first, search
all the required patterns appearing in the data, and then use the required patterns to set
outlier indicators to identify outliers. Thus, we detailed describe the proposedMFaMRP-
OD algorithmwith two sections, and then use an example to show the specific operations
of outlier detection.

4.1 Pattern Mining Stage

At that stage of search all patterns, the traditional methods continuously scanned the
datasets and performed the pattern mining operations from (k-1)-pattern to k-pattern
in an iterative manner, so the time complexity is very high. However, when the item
being processed may be a data stream that continuously generates data, in the customary
technique, the data instance may not have the opportunity to be saved quickly, or reach
the speed alternately equal to the data stream generation speed. Because the MRI-Mine
algorithm [17] uses a data structure that combines a hash table and a two-dimensional
matrix, it may be more effective to filter those transactions in the data stream to store
data information by scanning once. In addition, the support calculation operation of the
extended patterns can be quickly completed through the intersection operation in the
matrix list, thus, the time consumption is relatively short. Based on the advantages of the
MRI-Mine algorithm, we use the idea of theMRI-Mine algorithm to mine the maximum
frequent patterns and minimum rare patterns.

However, the MRI-Mine algorithm is recommended for mining the minimum rare
patterns, but they can not completely search out the maximum frequent patterns. There-
fore, some methods are needed to mine the maximum frequent patterns simultaneously.
In the process of searching for the desired pattern, we use the anti-monotone property
[15] to whether the frequent pattern meets the condition of the maximum frequent pat-
tern, thus making the algorithm can simultaneously mine the minimum rare patterns and
maximum frequent patterns. The improved MRI-Mine method mines the corresponding
patterns through the following steps.
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Step 1: Use a two-dimensional hash list and matrix to store the information of each
data instance occurrence, where the hash table stores the support of each data instance.
If the data instance exists in the transaction, then the corresponding position is written
as 1, otherwise, the corresponding position is written as 0.

Step 2: Erase extraordinary designs whose support will be less min_sup in the hash
table, same time the pattern designs whose support will be not short of what min_sup
will be spared with performing those further “pattern extension” operations. In addition,
the support of each pattern in the hash table is taken out to determine the support of the
2- pattern position that supports the expansion based on the rare patterns required by
the minimum support, and the frequent 2-pattern is also used to perform those further
“pattern expansion” operations.

Step 3: Haphazardly select two (k-1) patterns for those same prefix (the length of prefix
is (k-2)) from the hash table to generate k-patterns (k> 2). And then, the corresponding
support values of the patterns in the two-dimensional matrix are taken out to perform the
union operation, thus Ascertaining those support of the pattern with length k which is
recombined by two k-1 patterns, and the support of the recombined pattern with length
k is put away in the hash table. If the support value of the k-pattern is not less than
min_sup, it is a frequent pattern, and then the maximum frequent pattern is detected
through the anti-monotone property; Assuming that its support will be under min_sup,
afterward perform the base minimum rare identification operation. If any subset of
extended k-patterns is rare pattern, it should be deleted from the hash table, otherwise,
it is a minimum rare pattern. Repeat the above operations until all maximum frequent
patterns and minimum rare patterns are discovered.

And then, we use the data stream that is shown in Table 1 to describe the improved
MRI-Mine method, where |SW | is set on 5, and the min_sup will be situated on 3, and
the particular procedure of the design mining operations is shown in Fig. 1.

Step 1: Display all the information of the data instance in the data streams, it is shown
in Fig. 1(a). The hash table records all patterns in the sliding window and their corre-
sponding appearing times, while the matrix shows the specific distribution of the pattern
in different transactions.

Step 2: In Fig. 1 (b), frequent 1-pattern with support not under than min_sup is shown.
In view those support from item {D} is under min_sup, it is a minimum rare pattern
and should be deleted from the matrix and hash table. And then, the result of 2-patterns
generated by randomly connecting the frequent 1-patterns is shown in Fig. 1(c), where
the rare 2-patterns are deleted and the frequent 2-patterns are saved in the matrix, it is
shown in Fig. 1(d). Because the subsets of 2-pattern {AC} ({A} and {C}) are frequent
patterns, thus, pattern {AC} is a minimum rare pattern.
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Step 3: Presentation those consequences about 3-patterns that is presented stretched by
those frequent 2-patterns, furthermore it is demonstrated over Fig. 1(e). Following the
support of the 3-patterns is judged. The frequent patterns are {ABE} and {BCE}, and
they are shown in Fig. 1(f), while the rare patterns are {ABC} and {ACE}. Because the
subset {AC} of {ACE} and {ABC} is a rare pattern, thus, these two patterns are not
rare patterns, they should be deleted directly. And then, the remaining two frequent 3-
patterns are extended to 4-pattern {ABCE}, and it will be indicated previously Fig. 1(g).
Because the support for {ABCE} is 2, it is a rare pattern. Because the subset of {ABCE}
(including: {ABC}, {AC} and {ACE}) are rare patterns, therefore, example {ABCE}
may not be the minimum rare pattern. Finally, the minimum rare patterns are {D} and
{AC}, and the maximum frequent patterns are {ABE} and {BCE}.

Table 1. Illustration from data mining

TID Transactions

T1 A, D, B, E

T2 A,B,D

T3 A,E,C,B

T4 B,C,E

T5 A,B,E,C

… ……

Fig. 1. Display of specific pattern mining operations

4.2 Outlier Detection Stage

In the outlier identification stage, the fundamental errand is to design the outlier devia-
tion index to assess those outlier levels of transactions. From the point of view of these
excavated maximum frequent patterns and the minimum rare patterns, it will be funda-
mental to consider the specificity of the two designs when planning deviation index. The
deviation index may be supportive, and will perfectly identify the abnormal values that
could be reasonably expected.
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Unique in relation to the existing the maximum frequent patterns outlier detection
algorithms and the minimum rare patterns outlier detection algorithms, it may be funda-
mental to consider those impact of both themaximum frequent patterns and theminimum
rare patterns on the judgment of the deviation level of each transaction at the same time.
Therefore, in order to accurately identify the possibility of outliers, we designed the
index of accompanying deviation.

The Deviation Index of Transaction in Light of the Maximum Frequent Pattern
Design. (TMFP): The more frequent pattern is included over a transaction, the more
improbable the transaction is on making an outlier, and the subset of the maximum fre-
quent pattern is frequent pattern. In other words, the transaction is more averse to being
an outlier if it holds a greater amount maximum frequent patterns. Under certain cir-
cumstances, the longer the maximum frequent pattern, the more subset of the maximum
frequent pattern. Therefore, for two transactions containing the same number of maxi-
mum frequent patterns, the transaction containing the longer maximum frequent pattern
length is more likely to be normal, that is, the length of the maximum frequent pattern
is negatively related to the deviation degree of the transaction. On the other hand, the
support of the mined maximum frequent pattern indicates the number of occurrences of
the pattern. Thus, the support degree of the maximum frequent pattern is the greater, the
transaction containing the maximum frequent pattern has the more common character-
istics, and the degree of transaction outlier is lower, that is, the support of the maximum
frequent pattern plays an opposite role to the judgment of transaction outlier degree. In
summary, the deviation index TMFP of the maximum frequent patterns is designed as
follows:

TMFP(Ti) =
∑

X⊆Ti

1

sup(X ) × len(X )
(1)

Ti represents the transaction, X represents the maximum frequent pattern contained in
the transaction, sup(X) denotes the support value of the maximum frequent pattern {X},
and len(X) denotes the length of the maximum frequent pattern {X}.

The Deviation Index of Transaction Based on theMinimumRare Pattern (TMRP):
Firstly, assuming that transactions contain more minimum rare patterns, it is unlikely
that transactions will not be judged as outliers. The littler support of the minimum rare
patterns held in the transaction demonstrates that the showing up abnormal possible of
the example is substantially higher. Thus, transaction should be a chance to be an outlier
through holds those minimum rare patterns for little support. For the held minimum
rare patterns in the transaction, those shorter lengths imply that there would be more
additional extraordinary possibilities that the more rare patterns can have a chance come
into being through this minimum rare pattern, so the transaction that contains the shorter
minimum rare pattern will not object as abnormal. Through the above analysis, the
deviation index of the transaction based on the minimum rare pattern is designed as
follows:
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TMRP(Ti)= (
∑

Y⊆Ti

min_sup − sup(Y )

len(Y )
) ×

∑
Y⊆Ti

sup(Y )

|MRP| × (countZ∈MRP,len(Z)=1(Z) + 1)

(2)

|MRP| represents the number of the minimum rare patterns, len(Y ) represents the
length of the minimum rare pattern {Y}, {Z} represents the minimum rare pattern with
a length of 1, count(Z) represents the number of rare pattern {Z} that is contained in the
transaction.

Transaction Deviation Index (MFaMRP): For a transaction in the data streams, if
it contains less frequent patterns or more rare patterns, then this transaction will be
judged as an outlier. Since themaximum frequent patterns and theminimum rare patterns
successfully correspond to the frequent patterns and rare patterns respectively, the TMFP
and TMRP couldmake use of those two index to viably assess those deviation level of the
transaction. The maximum frequent pattern is positively correlated to the determination
of the outlier, and theminimumrare pattern is negatively correlatedwith themeasurement
of abnormal degree. In light of the above analysis, those transaction deviation index
MFaMRP is outlined as takes after:

MFaMRP(Ti) = TMFP(Ti) − TMRP(Ti) (3)

According to the designed deviation index, the degree of deviation is assessing, and
then those transactions are sort as stated by the diminishing deviation degrees, that is, a
transaction with a greater deviation degree will be judged as the final outlier. It should
be noted that if a transaction does not contain any maximum frequent pattern, then the
TMFP is directly set to 0. If a transaction does not contain any minimum rare pattern,
then the TMRP value is directly set to 0. The recommended outlier detection algorithm
based maximum frequent and minimum rare pattern MFaMRP-OD is demonstrated in
in Algorithm 1.
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02.TMFP(Ti)=0, TMRP(Ti)=0, MFaMRP(Ti)=0

03.for each Ti in SW do

04.   if MFP {X} in Ti then

05.      1( )
( ) ( )

i

i
X T

TMFP T
sup X len X⊆

=
×∑

06.   else

07.      TMFP(Ti)=0

08.   end if

09.   if MRFP {Y} and {Z} in Ti then

10.      
, (Z) 1

( )
( )( )=( ) ( ( ) 1)

( ) | |
i

i

Y T
i Z MRP len

Y T

sup Y
min_sup sup YTMRP T count Z

len Y MRP
⊆

∈ =
⊆

− × × +
∑

∑

11.   else

12.      TMRP(Ti)=0

13.   end if

14.   a ( ) ( ) ( )i i iMF MRP T TMFP T TMRP T= −

15.end for

16.sort Ti according to their decreasing MFaMRP values 

17.top k transactions with large MFaMRP values→ Outliers 

18.return Outliers

19.slide the window

20.return 01

Algorithim1:MFaMRP-OD

Input: Data streams, |SW|, min_sup

Output: Outliers in descending order

01.Mine MRPs and MFPs
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And then, we use the above example to demonstrate the specific operation of the
MFaMRP-OD algorithm, where the mined maximum frequent patterns are {ABE} and
{BCE}, and the mined minimum rare patterns are {D} and {AC}.

Step 1: Calculate the TMFP for each transaction.
TMFP(T1) = 0.11; TMFP(T2) = 0; TMFP(T3) = 0.22; TMFP(T4) = 0.11; TMFP(T5)
= 0.22.
Step 2: Calculate the TMRP for each transaction.
TMRP(T1) = 3; TMRF(T2) = 3; TMRF(T3) = 1.5; TMRF(T4) = 0; TMRF(T5) = 1.5.
Step 3: Calculate the MFaMRP for each transaction.
MFaMRP(T1) = −2.89, MFaMRP(T2) = −3, MFaMRP(T3) = −1.28, MFaMRP(T4)
= 0.11, MFaMRP( T5) = −1.28.

Therefore, the probability of a transaction that will be determined as an outlier in
the descending order is: T4, T5, T3, T1, T2.

5 Experiments

When testing the effectiveness of the MFaMRP-OD method, we use the related algo-
rithms similar to the algorithm strategy as control experiments, including method of
detecting outliers utilizing frequent patterns: FindFPOF and LFP, method FCI-Outline
for detecting outliers utilizing closed frequent patterns, and method of detecting outliers
utilizing minimum rare patterns: MRI-AD and MIFPOD. All analysis and compari-
son will be performed on the machine running Windows10 framework with inter(R)
Core(TM)I5-5200U 2. 2GHz processor, the execution environment will be Python 3. 7.
The dataset utilized within those analysis is theWisconsin breast tumor dataset (WBCD)
fromUCI machine Taking in library. The size of the dataset is 699, including 458 benign
cases and 241 malignant cases, where the malignant are recorded as outliers, and each
transaction has 9 integer attributes. In the experiments, two assessment indices about
“Precision” and “Recall” would be used to assess the identification effectiveness of the
MFaMRP-OD algorithm. Precision will be basically attained toward ascertaining the
proportion of the amount of outliers detected by those algorithms to the real outliers in
the current window. The recall will be basically attained toward ascertaining the propor-
tion of the amount for outliers distinguished by those algorithms calculation in the top
n bits for data, the place n speaks to the real amount for outliers in the current window.
Those examinations are tried under separate |SW | and corresponding min_sup, the place
the |SW | will be set with 20, 30 and 40, the correspondingminimum support value setting
will always follow the ratio of the minimum support value to |SW|, which is 40%, 50%
and 60%, regardless of the size of |SW|. The test effects might make seen from Fig. 2 to
Fig. 4. In the figures, those X-axis speaks to the particular amount of the sliding window,
and the Y-axis speaks to the identification effectiveness.

It can have a chance to be seen from Fig. 2 that at the extent from required sliding
window may be situated should 20, those “Precision” and “Recall” of the suggested
MFaMRP-OD algorithm realize the most elevated to the majority sliding windows. In
any case of the min_sup may be situated on 8, 10 or 12, these two evaluation indexes
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often can arrive at with 100% inside the window. Compared with the method of com-
parison, the identification effectiveness of the MIFPOD method is practically near the
recommended MFaMRP-OD method. Although the identification effectiveness of the
MIFPOD method may be generally superior other result, these two assessment indexes
would be much higher when the identification effectiveness of the MIFPOD technique
would be compared with the MFaMRP-OD method. Compared with the method of
comparison, the identification effectiveness of FCI-Outlier and MRI-AD methods are
at middle of the level done a large portion cases, the “Precision” and “Recall” from
these two strategies could compass with 100% in uncommon cases. The identification
effectiveness of the FindFPOF and LFP techniques would be moderately poor. At the
same time the identification effectiveness of LFP may be much more terrible, a direct
result the blue line clinched alongside Fig. 2 would be fundamentally brought down over
the green line.

(a) min_sup=8                                 (b) min_sup=10                              (c) min_sup=12 

(a) min_sup=8                                 (b) min_sup=10                              (c) min_sup=12 
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Fig. 2. Detection accuracy of MFaMRP-OD method when |SW | is set to 20

The sliding window will be situated to 30 and the size of min_sup may be increas-
ing, the lines for diverse shades on Fig. 3 have fewer intersections, but the presented of
“Precision” and “Recall” by MFaMRP-OD technique are more effective. Done the vast
majority cases, the identification precision of MFaMRP-OD may be at present higher
over other algorithms and can even considerably range to 100% under the same condi-
tions. The recall rates from LFP are still positioned to keep going to a minimum. These
phenomena substantiate those conclusions we got starting with Fig. 2.
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(a) min_sup=12                                 (b) min_sup=15                             (c) min_sup=18 

(a) min_sup=12                                 (b) min_sup=15                             (c) min_sup=18
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Fig. 3. Detection accuracy of MFaMRP-OD method when |SW| is set to 30

(a) min_sup=16                                 (b) min_sup=20                             (c) min_sup=24 

(a) min_sup=16                                 (b) min_sup=20                             (c) min_sup=24
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Fig. 4. Detection accuracy of MFaMRP-OD method when |SW | is set to 40
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It could be a chance to be seen starting with Fig. 4 that when sliding window
might methodology up to 40 pieces of transactions during the same time, FCI-Outlier,
MFaMRP-OD, MIFPOD, and MRI-AD will the more information focuses cover and
the red line is essentially higher over the opposite lines in the different windows except
to the ninth window, regardless of the “Precision” and “Recall”. But overall, under
the minimum support of different values, the performance of MFaMRP-OD algorithm
ranks first. The above phenomenon further shows that our proposed algorithm has better
performance.

6 Conclusions

To explore those issue that the existing pattern-based outlier detection strategies that
is just utilize the frequent patterns or rare patterns in the outlier identification, this
paper proposes an effective maximum frequent and minimum rare pattern-based outlier
detection algorithm, namely MFaMRP-OD, to adequately recognizing those possibil-
ity outliers starting with the information from transactions. First of all, in order to dig
out the needed patterns, the maximum frequent patterns and minimum rare patterns are
accurately mined from the data streams by adding additional judgment conditions of the
MRI-Minemethod, thereby giving the requiredmode for outlier identification operation.
In the stage of outlier identification, in light of those mined patterns, three outlier indica-
tors are needed to realize the abnormal sorting of each transaction, so as to promote the
recognition accuracy in thisway. Those test effects on the open datasetWBCDhint at that
those suggested MFaMRP-OD technique can attain superior identification effectiveness
on slide windows over that from claiming FindFPOF, LFP, FCI-Outline, MRI-AD and
MIFPOD techniques under distinctive sizes about sliding window and unique min_sup
in the corresponding window. In addition, the identification effectiveness of MFaMRP-
OD method might scope to 100% over sliding windows. The suggested MFaMRP-OD
method might explore the issue that frequent pattern-based outlier identification can’t
acquire outlier identification effectiveness under those vast min_sup values, and the
minimum rare pattern-based outlier identification routines can’t acquire identification
effectiveness under the substantial min_sup values.

In the next work plan, we intend to arrange to coordinate the existing pattern-
based outlier detection algorithm and the recommended MFaMRP-OD algorithm in
the framework of visualization, so as to be able to more intuitively show the reasons
why transactions are judged as outliers to the users.
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Abstract. It is meaningful for researchers to find the interested and
high quality new papers. We propose the Joint Text and Influence
Embedding recommendation model (JTIE) to consider both the paper
quality and the content correlation. We train a paper embedding based
on its core elements: contents, authors and publication venues. The qual-
ity of a new paper is evaluated based on the author authority and the
venue reputation. The citation relationships between papers are consid-
ered asymmetric such that they can reflect the user’s consideration on the
intrinsic influence of a paper. We learn user interests by one’s historical
references or a set of query keywords. Finally, papers are recommended
according to the relatedness between user interests and paper embed-
dings. We perform experiments against three real-world datasets. The
results show that our model outperforms baseline methods on both the
personalized recommendation and the query keywords based retrieval.

Keywords: Academic paper · Recommendation · Embedding

1 Introduction

There is a large number of academic papers published every year. To continuously
have creative ideas, researchers are interested in the state-of-the-art theory and
technology. It is important to find the high quality new papers. Personalized
paper recommendation has become a major technique for helping researchers
handle huge amounts of papers. To improve user experience, it is essential that
the recommendation model predicts users’ preferences on papers and provides
explainable results. To satisfy the above requirements, there are some challenges,
such as the assessment of a new paper quality and the inherent correlation
between a user interest and the paper content.
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Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 558–570, 2021.
https://doi.org/10.1007/978-981-16-2540-4_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_40&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_40


Embedding Based Personalized New Paper Recommendation 559

The recent attention on explainability has lead to the development of a series
of explainable recommendation models. A fundamental question explainable rec-
ommendation aims to answer is how we balance accuracy and explainability. The
purpose of this paper is to illustrate how to effectively optimize accuracy and
explainability in a joint and unified framework. The key idea is that fully exploit-
ing the correlations between the recommendation task and the explanation task
potentially enables both tasks to be better off than when they are considered
separately.

To evaluate a paper quality, most of existing works consider paper citations,
including the citation amount and the quality of them [17,24,29]. The more
citation a paper receives, the better quality it has. However, such metric is
not applicable for a new paper quality evaluation, because there is less cita-
tion. Many works based on their publication texts and calculate the content
correlation between the profiles and papers [12,14,23]. Generally, representa-
tive publications and references well illustrate one’s research interests. But these
content-based methods neither model the user’s preference on paper quality nor
consider the inherent semantic connection between user interests and papers for
recommendation.

To solve the problems, we propose a Joint Text and Influence Embedding
(JTIE) based recommendation method for providing related new papers. Given
an academic corpus, which includes paper contents and citation relationships, our
model learns the latent influence of new papers and recommends the most related
papers to researchers. Based on the contents and the citation relationships, we
model the semantics and influence of the elements related to papers, such as the
authors and the venues. We embedding paper contents, authors and venues as
vectors in the same latent space. Then the representation of a paper is fused
on the basis of the former elements. Paper citation reflects the preferences of
authors’s consideration on the intrinsic influence of a paper, which consists the
author authority and the venue reputation. The idea behind is that a paper
and its references always share some common features, the embedding of them
should be close in the latent space. We model the influence as the asymmetric
probabilistic propagation based on citation relationships.

When recommending new papers to a user, we first consider the user interests.
Research interests could be learned from user published papers and references.
We utilize these information to predict his interests and judge if he could be
interested in a new paper. Since a user always follow the academic works or
authors in a specific area, we profile a user interest from the papers he ever
cited, and recommend the most similar new papers to him. We also consider
a general query requirement for a researcher in the form of query words. We
perform experiments on three real-world datasets and the results illustrate that
our method performs better than the existing methods.

The rest of this paper is organized as follows. First, we introduce related
works about embedding and paper recommendation systems in Sect. 2. Then we
present definitions and propose our models in Sect. 3, detail our recommendation
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strategies in Sect. 4, and show our experiments and evaluations in Sect. 5. Finally,
we draw our conclusions in Sect. 6.

2 Related Work

Content-Based Embedding. Content-based Embedding is high related with our
work, such as word embedding models, which are very helpful means to embed
items into lower-dimension latent vectors seeing that the relationships between
neighbor nodes remain close in the latent space, such as ISOMAP [28] and
Laplacian eigenmap [3]. Word2vec is a method of word embedding, of which the
most frequently mentioned two models are CBOW and Skip-gram. Proposed by
Mikolov et al. [18], the vectors learned by these models have been utilized to
find semantically similar words and proved their great performance.

Most of the current methods focus on the relatedness between a user inter-
est and paper contents. A widely adopted method with paper recommendation
is Content Based Filtering (CBF). CBF calculates similarity among items and
recommends similar items to target users. Chakraborty et al. [4] propose a diver-
sified citation recommendation system for scientific queries, which considers the
semantically correlated articles. Sugiyama et al. proposed to use TF-IDF val-
ues of keywords as elements in a paper’s vector and represent an author with
his publications and citations [24]. However, this method does not consider the
semantic ambiguity on user chosen words. However, these paper recommenda-
tion methods based on explicit factors of similar items or users without learning
various kinds of relationships in the Citation Network.

Structure-Based Embedding. Many network embedding methods were inspired
by word embedding. LINE [26] and DeepWalk [20] are network embedding mod-
els which be can applied to large-scale networks. They are designed to preserve
the proximity between vertices and keep the structure of the network. Super-
vised PTE were then proposed as an expanding method for the heterogeneous
networks but it is not specific for a bibliometric task [25]. Embedding has also
been used in research of author identification [5]. However, they only consider
homogeneous networks where all the nodes are of the same type and cannot scale
to a heterogeneous network containing various kinds of nodes and relations such
as author-write-paper and author-published in-venue. To recommend related
high-quality works to researchers, some works use network structure and rela-
tionships between items and users to promote the accuracy of recommendation.
Network-based recommender systems [2,9,10] are also related closely with our
work. However, their network refers to social network, which cannot be widely
applied to networks that do not contain such explicit social relationships, such
as “following” or “mutual following” relationships. Besides, they only leverage
the network structure without considering the semantics of the textual items
such as papers or books.
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Fig. 1. The joint text and influence embedding model

Paper Recommendation. Another related personalised paper recommendation
method is CF based systems. Sugiyama et al. [23] propose a comprehensive
evaluation of scholarly paper recommendation by an adaptive neighbor selection
method in a collaborative filtering framework. Matrix Factorization (MF) is a
model-based Collaborative Filtering and was used in recommender system in
previous works [7,14,16]. It considers the latent semantics of users and items.
For example, Zhang et al. [32] use a low-dimensional linear model to describe the
user rating matrix in a recommendation system. They present a hybrid approach,
which learns an additive linear combination of canonical to represent each user’s
rating profile. However, the dataset in this problem contains millions of authors
and papers. Even if we extract hundreds of authors amongst them, the matrix
could be extremely sparse. Besides, MF is a CF method so it also could not solve
new paper recommendation problem.

To solve the above problem, some works explore the use of deep neural net-
works to learn the interaction function from data. However, there is little related
work on employing deep neural networks for recommendation in contrast to the
vast amount of models on MF methods. He et al. [11] present a Neural network-
based Collaborative Filtering architecture to model latent features of users and
items in recommendation task. Yates et al. [30] adopt the PageRank method to
quantify the authority of an author by the citation network. Xie et al. [29] con-
sider the new paper recommendation problem by learning the inherent relativity
of word usages from an academic dataset, and computing the potential influence
of a new paper by contents, publication venue and author reputation. There are
some other academic recommendation, which also seem related with our work,
such as experts ranking [1,19,21], partner recommendation [6,31], hot research
topic prediction [22] and etc.
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3 Joint Text and Influence Embedding

We propose the JTIE method to generate the embedding of papers, authors and
venues. Given a corpus, we learn both semantics and influence from the contents
and the citation relationship. Then the deep paper semantics and the latent
features of the elements related to the paper quality, such as the authors and
the venue, are further learned. We model the representation vector of a paper
on the basis of its content, authors and venue The diagram is illustrated in Fig.
1 in a down-top view.

3.1 Item Embedding

In this section, we present the notions that would be used in the following discus-
sion, and learn the embedding of papers, authors and venues in a latent space.

For a given academic corpus, we construct a citation network G = (P,E),
where =P denotes the paper set, E = {(p, r)|p, r ∈ P, p cites r} denotes the
citation relationship between papers. We definite the keyword set, the author
set and the venue set of the academic corpus as K, A and V , respectively. Each
paper p is accompanied with an attribute set (Kp, ap, vp), in which Kp ⊆ K
denotes the set of keywords mentioned in p, ap means the author of p and vp

means the publication venue of p.
At first, we model the representation of a paper based on the learned embed-

ding of its elements. The contents and the quality are two main concerns when
users refer papers, thus these are key points when we model the representation
vector for a paper. With respect to the paper contents, keywords are direct fea-
tures in depicting paper contents, which are characteristic words extracted from
the paper. Let Ip represents content vector of p, which is the mean value of all

keyword vectors extracted from this paper. Ip is calculated as Ip =
∑

ki∈Kp
Iki

|Kp| ,
where Iki

denote the vector representation of keyword ki.
With respect to the paper quality, we consider both the authority of the

author and the reputation of the venue. The author of a paper reflects its author-
ity and its research directions. A paper is more likely to be a good work if its
author has published many high citation papers. And an author usually focus
on a few research directions, which will reflect on his papers. Also, the venue of
a paper can reflect both its reputation and research topics. If a paper is pub-
lished in top conference, it tends to be more influential in a certain research field.
Besides, each conference concentrates on the topics within a specific direction, so
papers published in similar venues share similar research contents. Let xp denotes
the representation vector of p, which is calculated by a weighted sum of its con-
tent vector, author embedding and venue embedding: xp = αIp + βRap

+ γRvp
.

Rap
and Rvp

denote the author and the venue embedding vector for paper p,
respectively. α, β, γ ∈ [0, 1] are parameter for balancing the weight of keywords,
author and venue, α + β + γ = 1.

Based on the paper embedding, we consider the asymmetric relationships
between papers. We define a relevance score between a paper and its reference,
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which is expected to be high if there is citation relationship between them. Let
pair (p, r) means two papers p, r ∈ P . The relevance score g(p, r) denotes the
extent of p citing r g(p, r) should reflect three features: the semantic relatedness
between two papers, the research interest of ap and vp, the influence of ar and vr.
We adapt the dot product of xp and xr to model their semantic relevance score.
The reference relationship is unidirectional and asymmetric, so we add local bias
vectors M1 and M2, which shift xp and xr due to their different semantics in
the path. Then the relevance score between the two papers is defined as

g(p, r) = IT
p Ir + M1

Txp + M2
Txr (1)

We adopt soft-max function to model the probability that there exists cita-
tion relationship between pair (p, r), which is denoted as Pr(p|r).

Pr(p|r) =
exp(g(p, r))

∑
p′∈P exp(g(p′, r))

(2)

3.2 Objective Function

After embedding the items into a latent space, we formulate the loss function as

L = −
∑

(p,r)∈G

log Pr(p|r) (3)

Then we have the objective function as follow:

arg min
θ

L = arg min
θ

−
∑

(p,r)∈G

log
exp(g(p, r))

∑
p′∈P exp(g(p′, r))

(4)

where θ is the parameter to be learned. Since the time cost to re-calculate the
normalization part in Eq. 2 is intolerable, we adopt negative sampling as in NCE
[8] which solves the problem of estimation of un-normalized data. Let Pr+(p|r) =
Pr(p|r) denotes the Probability Distribution Function(PDF) of every positive
sample (p, r) ∈ E, Pr−(p|r) denotes the artificial noise distribution of each
negative sample (p, r) /∈ E, and G′ denote the set of all negative samples. The
loss function can be re-written as follows

L = −
∑

(p,r)∈G

log σ(log Pr+(p|r)) −
∑

(p′,r′)∈G′
log(1 − σ(log Pr−(p′|r′))) (5)

Stochastic gradient descent method is adopted to update the parameters Ra,
Rv, M1 and M2. There might be millions of pairs in the form of (p, r), so storage
for all these pairs is intolerable. Sampling must be applied to solve this problem.
A straightforward and efficient way of sampling is to sample nodes following
the sequence of the tuple, i.e., to r, p, and a one by one. Papers with more
citations are more likely to be sampled as the first node of the sampled tuple,
i.e., r in our instance. So we pre-compute the citations of all papers and then
sample r according to distributions of numbers of their citations. Once r has
been sampled, positive sampling and negative sampling are performed next.
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4 Personalized New Paper Recommendation

4.1 Personalized Recommendation Based on User Interests

We recommend related new papers to users based on their research interests.
Deep research interests could be learned from user publications and references.
We utilize these information to predict their interests and judge if they could
be interested in the new paper. Let U denote the set of users who have publica-
tions. Each user in a ∈ U has a reference set REa, i.e., all papers he referenced
before the publish time of the new paper. The representation of user interest
is calculated by the mean of reference vectors as μa =

∑
r∈REa

xr

|REa| , where xr is
representation vector of a paper r ∈ REa. With the above metric, we calculate
the similarity between new papers and researcher’s interests. Given a researcher,
we recommend the most similar new papers to him.

4.2 Personalized Recommendation Based on Keyword Query

We consider a general query requirement for recommendation. Users could pro-
vide a set of query keywords, denoted by Q ⊂ K. We solve the problem in two
aspects: contents relevance and venue reputation. We model the user query as
the mean of keyword representation vector, which is calculated as μq =

∑
k∈Q Ik
|Q| ,

where |Q| denotes the number of keywords in Q.
Then we calculate the similarity between μq and the content vectors of new

papers, choose the most related ones from the user as candidates. Besides user
interests, it is better to recommend papers with high reputation and trusts, so
we choose top k papers published in top conferences from the candidate set as
our results. This recommending method could also be applied to new researchers
who have not published any paper yet.

5 Experiments and Analysis

5.1 Datasets

We adopt three datasets to verify our model. The first dataset is the citation
network of DBLP downloaded from AMiner [27]. It contains information about
title, abstract, venue, author, year of publication, reference information about
a paper. The second dataset is crawled from Scopus website dataset1. Each
paper contains a title, authors, an abstract, keywords, citation information and
discipline labels.

Another dataset is the internal patent database released by United States
Patent and Trademark Office (PT for short)2, which includes the information on
all published patents at the PT. Each patent contains the ownership (referred to
as authors in this paper), mark characteristics, classification, prosecution events,
1 https://www.scopus.com/.
2 https://bulkdata.USPTO.gov.

https://www.scopus.com/
https://bulkdata.USPTO.gov
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Table 1. Dataset statistics

Dataset #papers/patents #authors #keywords #venues

AMiner 3056388 1752401 354693 11397

Scopus 1304907 482602 127630 7653

PT 182260 73974 - -

references, renewal and maintenance history. The patent dataset does not contain
the venues and keywords information, so we consider the impact of the authors.

We adopt the Seg-phrase model [15] to extract the keywords, which iterates
the process of phrase segmentation and keyword extraction to obtain the most
representative phrases. We combine the phrases (two or more words) extracted
by Seg-phrase and unigrams with relatively higher tf-idf values, and take this as
the keyword set. Stopwords are removed from the keyword set.

After cleaning, the statistics of these datasets are shown in Table 1. As a
matter of convenience, papers and patents are named collectively as papers.

5.2 Baseline Methods and Metrics

We compare our model with the following methods.

– WNMF-5 [32]: This is the weighted nonnegative matrix decomposition
method, where each entry in Matrix is set 1 if the researcher has cited the
paper, and 0 otherwise. The feature number is set to 5.

– WNMF-10 : The same method with the above with the feature number being
10.

– NBCF [23]: A neighborhood-based Collaborative Filtering algorithm, which
is a comprehensive evaluation of scholarly paper recommendation by an adap-
tive neighbor selection method in a collaborative filtering framework.

– MLP [11]: It uses Multi-Layer Perceptron to learn the non-linear interaction
function of embeddings from data.

All the parameters of baseline methods are empirically set to the optimal
values.

For each user, we prepare k candidate papers/patents. Each candidate
set contains 1 really cited paper/patent at least. The candidate papers are
ranked according to the relatedness between user interests and paper vectors.
We dopt nDCG@k as a measurement [13]. nDCG@k is often used to mea-
sure effectiveness of web search engine algorithms. nDCG@k is calculated as
nDCG@k = DCG@k

IDCG , DCG@k =
∑k

i=1
reli

log2(i+1) , where reli = 5 if the i-th paper

is really cited by the researcher, otherwise reli = 0. IDCG =
∑|Cite|

i=1
5

log2(i+1)

is the ideal discounted cumulative gain, in which |Cite| means the number of
papers that are really cited by the researcher among the candidate papers.



566 Y. Xie et al.

Table 2. The experiments on the personalised new paper recommendation

nDCG@k Aminer Scopus PT

k = 20 k = 30 k = 50 k = 20 k = 30 k = 50 k = 20 k = 30 k = 50

WNMF-5 0.7914 0.7852 0.7256 0.7797 0.7686 0.6819 0.6797 0.6586 0.5419

WNMF-10 0.8265 0.7892 0.7316 0.7889 0.7725 0.7052 0.6789 0.6625 0.5652

NBCF 0.8331 0.7994 0.7322 0.7932 0.7856 0.7272 0.6932 0.6756 0.6272

MLP 0.8391 0.8011 0.7649 0.8263 0.8201 0.7305 0.7063 0.6801 0.6504

Our Method 0.8693 0.8512 0.8053 0.8309 0.8257 0.7399 0.7309 0.7057 0.6899

Table 3. Query based recommendation compared with MLP

User
Query Our method MLP

J. Han

Information
Network

Knowledge
Discoverry

Data
Mining

1. DeepTutor: An Effective, Online
Intelligent Tutoring System That
Promotes Deep Learning
2. Quantifying Robustness of Trust
Systems against Collusive Unfair
Rating Attacks Using Information
Theory
3. Deep Learning Architecture with
Dynamically Programmed Layers for
Brain Connectome Prediction
4. Evaluating the statistical
significance of biclusters
5. A Gaussian Process Latent
Variable Model for BRDF Inference

1. Convergence properties of general
network selection games
2. Quantifying the Targeting Performance
Benefit of Electrostatic Haptic Feedback
on Touchscreens
3. The Role of Environmental Predicta-
bilityand Costs in Relying on
Automation
4. Reflective Informatics: Conceptual
Dimensions for Designing Technologies
of Reflection
5. When hybrid cloud meets flash crowd:
Towards cost-effective service provisioning

D. Patterson
High
Performance
Computing

Computer
Architecture

Parallel

1.Markov Mixed Membership Models
2.The effect of head mounted display
weight and locomotion method on the
perceived naturalness of virtual
walking speeds
3.Influence at Scale: Distributed
Computation of Complex Contagion
in Networks

1.Convergence properties of general
network selection games
2.Quantifying the Targeting Performance
Benefit of Electrostatic Haptic Feedback
on Touchscreens
3.The Role of Environmental Predicta-
bilityand Costs in Relying on Automation

5.3 Evaluation on Personalized New Paper Recommendation

Recommendation Based on User Publications and References. To eval-
uate the performance of our recommendation, we compare our model with other
methods on new research papers in this subsection. We randomly select 300, 100
and 50 researchers in Aminer, Scopus and PT datasets, respectively, to verify the
performance of our model. The authors must satisfy the following conditions:

– Have published at least 5 papers and have cited at least 5 papers before year
Y ;

– Have cited at least 1 paper after year Y ;
– The above academic papers should contain titles, authors, venues and

abstracts, while the patents should contain titles, abstracts and authors.

The dataset is separated into two parts according to their published years.
Papers published before year Y are used for training and after year Y are used
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Table 4. The comparison between methods with different number of representative
papers (#rp)

Average nDCG Aminer Scopus

#rp = 1 #rp = 3 #rp = 5 #rp = 1 #rp = 3 #rp = 5

WNMF-5 0.664 0.754 0.770 0.633 0.706 0.765

WNMF-10 0.680 0.760 0.790 0.659 0.715 0.761

NBCF 0.690 0.769 0.821 0.676 0.721 0.782

MLP 0.759 0.853 0.871 0.681 0.747 0.805

Our Method 0.771 0.861 0.874 0.706 0.752 0.828

Table 5. The comparison between methods with different ratios between samples
(positive samples: negative samples)

Average nDCG Aminer Scopus

10:1 1:1 1:10 10:1 1:1 1:10

WNMF-5 0.679 0.754 0.730 0.633 0.726 0.693

WNMF-10 0.702 0.761 0.753 0.659 0.732 0.706

NBCF 0.720 0.775 0.753 0.676 0.742 0.731

MLP 0.743 0.821 0.770 0.680 0.775 0.734

Our Method 0.791 0.869 0.780 0.708 0.801 0.754

for testing. Then for each user, we prepare k candidate papers, each candidate
paper set must satisfy the following conditions:

– Each candidate set contains 1 really cited paper at least;
– All candidates should be published after year Y , the papers contain titles,

authors, venues and abstracts, while the patents should contain titles,
abstracts and authors;

– The authors of these candidates should have been embedded during the train-
ing process;

– The candidates should be textually similar with the papers that cited by the
user before year Y . The cosine similarity is adopted to calculate the semantic
similarity between candidates and really cited papers.

Year Y is set 2014, then we rank the candidate papers for new paper recom-
mendation.

The evaluation results on the three datasets are shown in Table 2. We can
see that our method is very helpful in improving the performance of new paper
recommendation.

Recommendation Based on Keyword Query. Our method could recom-
mend for users who provide their queries. However, we do not have comparing
metrics in aspect of contents relevance and we do not have their publication
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information so we cannot examine through their reference. Therefore, we test
if our search results of some queries could retrieve content-relevant papers with
higher reputation. We rank all the papers in a given area and see if papers
retrieved by our method are more relevant to the query and querist. The results
in Table 3 shows that our recommendations are more likely to the querists.

Evaluation on Parameters Settings. To quantify the influence by different
parameter settings, we perform the above experiments with different settings
on Aminer and Scopus. As the results shown in Table 4, the performance of
our proposed personalized cross domain paper recommendation increases with a
increasing number of papers. It is easy to understand that our recommendation
method better grasp an author’s requirement when she has more publications.
Table 5 shows that our model performs best when the ratio between positive
and negative samples is 1 : 1.

6 Conclusion

In this paper, we propose the Joint Text and Influence Embedding method for
personalised recommendation on new papers. A paper is represented by the
vectors of content, authors and published venue in the same latent space and
the objective function is designed for the consistency of content semantics and
paper influences in the citation network. Then we adopt the stochastic gradient
descent method for optimization. A new paper is evaluated by its contents,
authors’ authority and the reputation of the publication venue. A user interest
is learned either by one’s historical references or a set of query keywords. Then
we recommend the top-k related new papers. The results of the experiments
show our method outperforms other methods.

Acknowledgement. This work was supported by the National Key R&D Pro-
gram of China (2018YFC0831401), the Key R&D Program of Shandong Province
(2019JZZY010107), the National Natural Science Foundation of China (91646119),
the Major Project of NSF Shandong Province (ZR2018ZB0420), and the Key R&D
Program of Shandong province (2017GGX10114). The scientific calculations in this
paper have been done on the HPC Cloud Platform of Shandong University.

References

1. Asiwal, K., Suresh, B.K., Reddy, G.R.M.: Analysis of academic research networks
to find collaboration partners. In: Stephanidis, C. (ed.) HCI 2016. CCIS, vol. 618,
pp. 8–14. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-40542-1 2

2. Bedi, P., Kaur, H., Marwaha, S.: Trust based recommender system for semantic
web. IJCAI 7, 2677–2682 (2007)

3. Belkin, M., Niyogi, P.: Laplacian eigenmaps and spectral techniques for embedding
and clustering. NIPS 14, 585–591 (2001)

https://doi.org/10.1007/978-3-319-40542-1_2


Embedding Based Personalized New Paper Recommendation 569

4. Chakraborty, T., Modani, N., Narayanam, R., Nagar, S.: Discern: a diversified cita-
tion recommendation system for scientific queries. In: 2015 IEEE 31st International
Conference on Data Engineering (ICDE), pp. 555–566. IEEE (2015)

5. Chen, T., Sun, Y.: Task-guided and path-augmented heterogeneous network
embedding for author identification (2016)

6. Chikhaoui, B., Chiazzaro, M., Wang, S.: A new granger causal model for influence
evolution in dynamic social networks: the case of DBLP. In: AAAI, pp. 51–57
(2015)

7. Gu, Q., Zhou, J., Ding, C.: Collaborative filtering: weighted nonnegative matrix
factorization incorporating user and item graphs. In: Proceedings of the 2010 SIAM
International Conference on Data Mining, pp. 199–210. SIAM (2010)

8. Gutmann, M.U., Hyvärinen, A.: Noise-contrastive estimation of unnormalized sta-
tistical models, with applications to natural image statistics. J. Mach. Learn. Res.
13(Feb), 307–361 (2012)

9. Guy, I., et al.: Personalized recommendation of social software items based on
social relations. In: Proceedings of the Third ACM Conference on Recommender
Systems, pp. 53–60. ACM (2009)

10. He, J., Chu, W.W.: A social network-based recommender system (SNRS). In:
Memon, N., Xu, J., Hicks, D., Chen, H. (eds.) Data Mining for Social Network
Data. Annals of Information Systems, vol. 12. Springer, Boston (2010). https://
doi.org/10.1007/978-1-4419-6287-4 4

11. He, X., Liao, L., Zhang, H., Nie, L., Hu, X., Chua, T.S.: Neural collaborative
filtering. In: Proceedings of the 26th International Conference on World Wide
Web, pp. 173–182. International World Wide Web Conferences Steering Committee
(2017)

12. Hu, Y., Koren, Y., Volinsky, C.: Collaborative filtering for implicit feedback
datasets. In: Eighth IEEE International Conference on Data Mining. ICDM 2008,
pp. 263–272. IEEE (2008)
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Abstract. Knowledge graphs (KGs) are developing rapidly and has a wide range
of applications in various fields. But there have been relatively few Chinese ency-
clopedias with the scholar knowledge graph so far. Therefore, we rely on the
academic social network-SCHOLAT to complete the construction of scholar KG.
The purpose of this scholar KG is to solve the problems that the information of
scholars is not updated in time and scattered in the organizations’ websites. This
paper introduces in detail the key technologies for constructing scholar KG, such
as knowledge extraction, organization and management of scholar KG. At the
same time, we take advantages of KG in semantic expression into account. We
apply the scholar KG to the scholar encyclopedia system. Based on the scholar
KG, we completed the scholar recommendation on the Scholar Encyclopedia. On
the other hand, the scholar KG will also provide the basis for more intelligent
applications of SCHOLAT in the future.

Keywords: Knowledge graph · Artificial intelligence · Named-entity
recognition · Scholar recommendation

1 Introduction

Nowadays the Internet has entered the era of big data. Massive amounts of data provide
good conditions for scientific research scholars, allowing them to create greater academic
value for scientific research. But on the other hand, the massive amount of data itself
can easily lead to information overload, so it takes a lot of time and energy to extract
useful information from it. At the same time, searching for the information of countless
scholars themselves is also a relatively expensive task. So it is necessary to know how
to use computer technology to manage the large amount of information data that has
accumulated on the Internet. At the same time, we must also consider the accuracy
and effectiveness of network information, because this is not only related to the actual
experience of network users, but also has been a difficult problem studied by experts
and scholars and industry. KGs can solve this problem because it has natural advantages
in organizing and understanding the massive information on the Internet. Therefore,
in order to realistically reflect the things in the objective world and reduce the cost of
Internet data acquisition, Tim Berners-Lee believes that the Web should not only be a
link between web pages, and proposed the concept of the Semantic Web in 1998. That

© Springer Nature Singapore Pte Ltd. 2021
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is, a web page is not just a web page, but an entity in the objective world, such as people,
institutions, and places. At the same time, it is believed that the links between web pages
represent the relationship between entities, such as birthplace, founder, and location [1].
Google proposed the concepts of KGs in 2012. The original purpose was to achieve a
more intelligent search method than the existing search engines to improve the search
experience and improve the search quality [2]. The essence of KG is a knowledge base
of the semantic web, which is built on a directed graph. The nodes of the graph represent
entities, corresponding to the web pages in the semantic web. The edges represent the
relationships between entities and correspond to the links between web pages in the
semantic web. Major technology companies have proposed that KG is the foundation
of artificial intelligence. The reason is that KG can provide knowledge reserves for
machines to think and understand problems like humans.

In this paper, we mainly rely on the data of SCHOLAT1 to construct scholar KG.
At the same time, in order to make up for the shortcomings of the number of entities
extracted from the scholar network, we have also integrated the knowledge of Chinese
academic knowledge fields fromdifferent sources on the Internet, such as general domain
knowledge base Baidu Encyclopedia, Ownthink2, Baidu academic etc. After extracting
a large amount of relevant knowledge from these different data sources, we begin to con-
struct scholar KG. And after the construction of scholar KG is completed, the scholar
KG is applied to the Scholar Encyclopedia knowledge website for efficient query and
scholar recommendation. At the same time, it also provides a professional scholar KG
to ordinary users, which reduces the cost of acquiring scholar information, and pro-
vides knowledge reserves for other KGs applications, such as semantic understanding
technology, intelligent search technology, human-computer dialogue Technology etc.

2 Related Work

KG is the current research hotspot and its application is very extensive. At present, KGs
that are relatively well-known abroad include DBpedia, Yago, Babelnet, etc. DBpedia
[3] uses an automated extraction framework to extract knowledge information in vari-
ous languages from Wikipedia sites, with more than 30 million entities and hundreds
of millions of RDF triples. Yago [4] integrates data from Wikipedia, WordNet3, and
GeoNames to add time and space attribute descriptions to knowledge items.

There are well-known KGs such as Baidu Zhixin, Sogou Zhicub, Zhishi.me, XLore
and so on in China. Among them, Zhishi.me developed by Shanghai Jiao Tong Uni-
versity has the following knowledge sources: Baidu Encyclopedia, Chinese Wikipedia,
Interactive Encyclopedia, etc. There are currently 14,307,056 entities extracted from
Baidu Encyclopedia, the number of entities extracted from Interactive Encyclopedia is
up to about 5,551,163, and 903,462 entities extracted from Chinese Wikipedia are inte-
grated. In addition, Tsinghua University has developed XLore [5]. XLore’s main sources
of knowledge are the following: Baidu Encyclopedia, Chinese and English Wikipedia,

1 https://www.scholat.com/.
2 https://www.ownthink.com/knowledge.html.
3 https://wordnet.princeton.edu/.

https://www.scholat.com/
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Interactive Encyclopedia, etc. A great feature is the support of bilingual Chinese and
English. So far it has contained about 10856042 examples, 663740 concepts and 56449
attributes.

However, Chinese encyclopedias that use scholar KG are still rare. The domestic
typical scholar knowledge libraries include CNKI scholar library and Tsinghua Univer-
sity scholar library. Among them, there are many scholar entities included in the CNKI
scholar library. But the information of scholars in the knowledge library is often not
updated in time, so it is not accurate enough to some extent. And on the other hand, the
scholar’s entity has more redundancy. However, the scope of scholars at Tsinghua Uni-
versity is relatively limited, and only scholars from Tsinghua University are included.
In order to solve the problem that the scholar information is not updated in time and the
scholar information is scattered in the organization’s website. We will build a KG for
the scholar field based on the real scholar data of SCHOLAT and integrate the scholar
data of other Chinese encyclopedias. Finally, the constructed scholar KG is applied in
the Scholar Encyclopedia system.

3 The Construction of Scholar Knowledge Graph

When constructing domain KGs, we refer to the general KGs construction technology to
a large extent. Taking the domain specificity of the scholar KG into account, there is also
a certain professional specificity in the construction of the scholar KG. So the first step
in constructing scholar KG is to use Named Entity Recognition (NER) [6, 7] to extract
knowledge from unstructured data on the Internet [8], including named-entity extraction
and relationship extraction. Among them, the source of structured data is mainly from
SCHOLAT [10]. The semi-structured data and unstructured data are mainly from Baidu
Encyclopedia, Baidu Academic and Ownthink. Then we perform data fusion and entity
alignment on the knowledge from different data sources. The second step is to construct
knowledge ontology, organize and apply scholar knowledge. The technical process of
scholar KG construction is shown in Fig. 1.

Fig. 1. The technical process of scholar KG construction
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3.1 Knowledge Extraction

The first step in the processes of constructing KG is knowledge extraction. Themain task
of knowledge extraction is to extract useful information from the massive heterogeneous
data of the Internet, and use the knowledge extracted by knowledge extraction technology
as the knowledge unit for constructing scholarKG.Knowledge extraction is a technology
that automatically extracts structured information such as entities, relationships, and
entity attributes from unstructured data [12].

3.2 Named Entity Recognition

As an important technology of natural language processing (NLP), NER is mainly used
to identify entities in text data, such as names of people, places, and organizations [11].
In a specific field, there will be different vocabularies as the entities in the field. For
example, in the academic field, the name of a paper can be defined as an entity and the
name of a project can be defined as an entity. In the field of e-commerce, the name of
a product can be defined as an entity. The names of the entities are infinite, flexible and
ambiguous. There is a large amount of triple knowledge in KGs. And entities are an
important part of triple knowledge. Therefore, NER technology plays an indispensable
role when constructing and expanding KG.

Generally, NER is mainly divided into role labeling framework and sequence label-
ing framework. NER based on role labeling includes perceptron sequence labeling, con-
ditional random field-based sequence labeling [13], Hidden Markov Model sequence
labeling [14] and so on. Both the role tagging framework and the sequence tagging
framework rely strongly on manually annotated data sets. With the development of deep
learning technology, Huang Z et al. [7, 15] proposed a BiLSTM-CRF model based on
recurrent neural network to solve the problem that NER tasks rely heavily on hand-made
features and specific domain knowledge. And the model does not depend on specific lan-
guages and external dictionary resources. Therefore, this paper uses the BiLSTM-CRF
model for NER.

The structure of BiLSTM-CRF model is shown in Fig. 2. The first layer of the
model is the embedding layer, which vectorizes the input sentence. The embedding layer
can be expressed in two ways, one-hot vectorized representation and low-dimensional
dense vectorized representation. For one-hot vectorized representation, the dimension
represents the number of words in the dictionary, and each dimension represents a word.
If a vector is used to represent a word, there is only one non-zero item in the vector,
and the remaining items are all 0. For low-dimensional dense vector representation,
its dimension is less than the number of words in the dictionary. If a vector is used
to represent a word, a certain item has a larger probability value, and the other items
have a smaller probability value. So the vector in this way has spatial significance. One-
hot representation is easy to implement with code. So, this paper uses one-hot vector
representation. The second layer of the model is the bidirectional LSTM [16] layer. The
multidimensional vector of the sentence is used as the input of the BiLSTM layer at
each time step. For a sentence X = (x1, x2, ..., xn) contains N words, and each word can
be mapped to an n-dimensional vector, where n is one- hot vector dimension. LSTM
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Fig. 2. The structure of BiLSTM-CRF model

is implemented using the following (1)–(5) formulas below, where ‘ ∗’ denotes the
convolution operator and ‘�’, as before, denotes the Hadamard product:

ft = σ
(
Wxf ∗ xt + Whf ∗ ht−1 + Wcf � ct−1 + bf

)
(1)

it = σ(Wxi ∗ xt + Whi ∗ ht−1 + Wci � ct−1 + bi) (2)

ct = ft � ct−1 + it � tanh(Wxcxt + Whcht−1 + bc) (3)

ot = σ(Wxoxt + Whoht−1 + Wcoct + bo) (4)

ht = ot � tanh(ct) (5)

where σ represents the logistic sigmoid function, and o, i and f are respectively the
output gate, input gate, forget gate.Whi represents the hidden-input gate matrix andWxo

represents the input-output gate matrix.
Combine the hidden state sequences output by the forward and reverse LSTMs to

obtain a complete hidden state sequence. Then a linear layer is connected, and the
hidden state vector is mapped from n-dimensional to k-dimensional, thereby obtaining
the sentence feature matrix M, where k is the number of labels in the BIO label set. Each
dimension in the feature matrix M can be regarded as the score of a certain label. If we
directly perform Softmaxmulti-classification, it is equivalent to performing independent
k classification for each position. In this way, the information that has been marked
cannot be used, and illegal label sequences cannot be avoided. For example, the location
entity must start with B-LOC, but Softmax may get illegal results such as I-LOC or
I-LOC, so we need to change the Softmax result Access to the third layer to solve the
problem of illegal labels. The third layer of the model is the CRF [17] layer. Assuming
the sentence length is w, the input of the CRF layer is a (w + 2)*k-dimensional matrix,
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which represents the transfer score from the first label to the kth label. When performing
label prediction, we can use the previously marked labels. The final output of the model
is the result obtained by the probability scoring function, as shown in formula (6).

S(X,Y) =
∑n

i=0
Ayiyi+1 +

∑n

i=1
Pi,yi (6)

Where X = (x1, x2, ..., xn) is the word vector of the input sentences after word
segmentation, and Y = (y1, y2, ..., yn) represents the predicted labels. After training,
the accuracy rate on the test data set can reach 88.62%. The entity recognition model
supports direct input of sentences and returns all the person, location, and organization
entities in the sentence. This interface can be provided to the Scholar Encyclopedia
website.

3.3 Knowledge Graph Representation

Knowledge graph representation refers to modeling KG, so that knowledge calculation
and reasoning canbe conveniently carried out. TheSemanticWeb is basedon the resource
description framework RDF. In RDF, knowledge always appears in the form of<subject,
predicate, object> triples. The subject is an individual. A predicate is an attribute, and
an attribute can connect two individuals, or connect an entity and an instance of a data
type. The object can be an individual or an instance of a data type. RDFS (RDF Schema)
provides a simple description of classes and attributes, thereby providing modeling
primitives for RDF data.

RDF and RDFS can provide simple semantic representation, but their expressive
power is still weak. For example, it is impossible to prove whether two classes or two
individuals are equivalent (for example, it cannot be stated that “Shuren Zhou” and “Xun
Lu” are the same person). For this reason, W3C proposed OWL (Web Ontology Lan-
guage)4 language extension RDFS, which is a recommended language for representing
ontology on the Semantic Web.

RDFS and OWL use discrete symbols to represent KGs, which can effectively repre-
sent data in a structured manner. However, discrete symbols cannot express correspond-
ing semantic information and perform semantic calculations in the computer. Therefore,
it cannot be well applied to downstream tasks, such as intelligent answer and semantic
search. In order to solve this problem, the concept of knowledge embedding is proposed,
which is tomap entities and relations to a low-dimensional continuous vector space. This
kind of research onmapping the entities and relationships in KG to the continuous vector
space is called Knowledge Graph Embedding [9] (KGE) and Representation Learning.
Wang Q et al. [9] introduces the related methods and research progress of KGE.

The idea of KGE is to learn and train the model through the method of supervised
machine learning. During the training process, the model can learn the information of
the semantic layer. The main idea of the classic TransE [18] model is to vectorize the
triples. If a triple <h, r, t> holds, the formula h + r ≈ t holds.

4 https://www.w3.org/OWL/.

https://www.w3.org/OWL/
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4 Scholar Recommendation Application Based on Scholar
Knowledge Graph

Scholar KG has stored tens of thousands of relationship attributes, such as colleague
relationship, alumni relationship, paper cooperator relationship, project cooperator rela-
tionship, etc. In the graph database, we can perform efficient data query according to
the depth of the relationship. Therefore, we use the scholar KG to recommend scholars.
This paper mainly uses content-based scholar recommendations. We recommend schol-
ars by calculating the similarity of atlas entities and the relationship between entities.
The recommended process is shown in the Fig. 3.

When a user visits a scholar’s information homepage, the page document is loaded
first, and then an asynchronous request is sent through AJAX technology. Finally, the
relevant page returns the packaged recommendation list and loads it into the page. After
receiving the request in the background, call relevant background methods to find the
thesis collaborators, project collaborators, patent collaborators, scholars in the same
work unit and scholars in the same research field. When acquiring entities are in the
background method, query the scholar KG using the query statement Cypher of Neo4j
database. Comparedwith the relational database, because themulti-table Cartesian prod-
uct operation is avoided, the query efficiency will be significantly improved. And the
home page of scholars is shown in the Fig. 4. The following describes the specific
implementation of the recommendation algorithm.

Fig. 3. The recommended process. Where m is the threshold for the number of recommended
scholars. If the number of candidate scholars is more than m, the m scholars with the highest
scores are selected. If the number of candidate scholars is less than m, the corresponding number
of scholars will be supplemented according to the number of homepage visits.

Calculate the similarity between the attributes of the current homepage entity and all
the scholars in the recommendation list. The main attributes that need to be compared
are character tags, research fields, work units, job titles, and personal profile information
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Fig. 4. The home page of scholars

in plain text. Before the calculation of similar paragraphs, these text data need to be
processed, mainly including word segmentation and stop words. Then compare with the
current homepage scholar, calculate the cosine similarity of each attribute separately.
The formula for calculating the cosine similarity is shown in (6). A and B represents two
vectors respectively.

cos(A,B) =
∑n

i=1(Ai · βi)√∑n
i=1(Ai)

2 ·
√∑n

i=1(Bi)
2

(7)

For the similarity between each candidate scholar and the target scholar,we obtain the
scholar’s similarity by linearly weighting the similarity of each attribute. The calculation
formula is shown below (7).

Sim(u, v) = α1Sim F(u, v) + α2Sim L(u, v) + α3SimW (u, v)+
α4Sim T (u, v) + α5Sim R(u, v)

(8)

Where Sim(u, v) represents the similarity value between the current scholar u and
the target scholar u, SimF represents the similarity in the research field, SimL is the
similarity in the label, SimW is the similarity in the work unit, SimT is the similarity in
the title, and SimR is the similarity in the profile information. After practice, we choose
α1 = 0.1 α2 = 0.1 α3 = 0.35 α4 = 0.1 α5 = 0.35.

Finally, we use the list of similarity Top5 scholars. If less than 5 scholars are obtained
in the recommendation model, the corresponding number of scholars will be randomly
selected from scholars who are in Top 20 clicks.

5 Conclusions

In this paper,we construct scholarKGbased onSCHOLATdata andother openKGsdata.
In addition, some key technologies of constructing scholar KG are introduced, including
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knowledge extraction, knowledge ontology construction, KG storage and visualization.
Based on this scholar KG, we have realized the scholar recommendation function in
Scholar Encyclopedia. Because the scholar KG we constructed is mainly based on the
real data of the SCHOLAT, and filters out those scholars who have not updated the profile
for a long time. Therefore, the scholar information included in the scholarKG is authentic
and time-sensitive. At the same time, the scholar KG also lays a solid foundation for
more intelligent applications of Scholar Encyclopedia and SCHOLAT.

Although scholar KG has so many advantages, it is not mature enough at present.
For example, the number of entities and relationships in scholar KG is still relatively
limited. The relationship between entities needs to be optimized. The entity types of
KG can be more abundant. In the next work, we will spend more time to expand the
number of entity relationships and provide a more complete knowledge reserve for more
intelligent applications in SCHOLAT. At the same time, we will continue to optimize the
structure of scholar KG. And in order to make scholar KG more rich and more diverse,
we will continue to expand the types of entities.
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under grant number 61772211, by National Natural Science Foundation of China under grant
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Abstract. Recent deep learning-based approaches have achieved
remarkable performance in the animal-image classification field. How-
ever, previous deep learning-based approaches consume large amounts
of computational resources, thus is not suitable for deployment under
resource-constrained environments. To address this problem, we propose
a novel Multiprocess Convolutional Network (MPNet). Specifically, this
network contains two subnetworks. The first one employs a convolutional
network to extract abstract semantic features from a horizontal view-
point. To make full use of semantic information, we design the other
subnetwork to extract features from a vertical viewpoint. Then we cal-
culate the gram matrix of these feature maps by element-wise multi-
plication. Meanwhile, we adopt weight sharing strategy to reduce model
parameters. Experiments on the Animals with Attributes (AWA) dataset
has demonstrated that our proposed approach achieves 87.54% top-1
accuracy with 33.57MB parameters. Compared with the other state-of-
the-art approaches, our model saves more computation cost and yields
higher accuracy.

Keywords: Animal classification · Multiprocess convolutional
network · Weight sharing

1 Introduction

The animal classification is a hot research task in the field of computer vision.
The task aims at recognizing the animal from a picture of the natural scenes,
which can be utilized in many fields such as the wild animals researches, the pro-
tection of endangered animals, and the animal husbandry [23]. The core challenge
of animal classification is to maintain balance in recognition accuracy, execution
speed, and memory usage.

Traditional works [2,6] utilize Bags-of-Visual-Words (BVW) techniques to
tackle with the classification problems, most of traditional approaches calcu-
late Scale-Invariant Feature Transform (SIFT) [17] features, then employ k-
means cluster SIFT features to obtain Word Frequency Vector (WFV). Many
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approaches combine the WFV with machine learning algorithms to classify ani-
mal images. Though achieving a fast speed, most of methods obtain an unsat-
isfied performance in recognition accuracy. Because the features of traditional
methods are manually extracted, these low-level features contain a lot of noise
information.

Compare with traditional methods, deep learning methods [3,7,22], can
extract high-level features yet yield promising accuracy. Chen et al. [5] build a
lightweight convolutional network that only contains one convolutional layer and
two fully connected layers. However, the features generated by only one convolu-
tional layer still contain a lot of noise information, leading to unsatisfied recog-
nition accuracy. Yuan et al. [28] compare MobleNet-Beta [28] with ten widely-
used models include ResNet50 [10], ResNet101, MobileNet [11], MobileNet V2
[19], DenseNet121 [12] and so on. They demonstrate that the ResNets [28] yield
extremely high accuracy. The residual network can extract sufficient the high-
level semantic information by many convolutional layers. Besides, information
propagated directly from the shallow convolutional layer to the deep convo-
lutional layer by utilizing the skip connection structure, which avoids vanish-
ing gradient problem. However, ResNets have too many convolutional layers,
resulting in huge amounts of computational cost and time-consuming inference,
which is not feasible to the application in devices with limited memory resources.
The MobileNet [11] proposes depthwise separable convolution to reduces model
parameters. Compared to the ResNets, the MobileNet achieves a good balance
between accuracy and efficiency.

To make full use of the semantic information, we investigate the process of
the human recognize object. From a physiological view, Tanenbau and Freeman
[21] have demonstrated that the system of human vision consists of two paths.
Concretely, Tanenbau et al. [21] believe the fact: When people observe an image,
people first observe the position of the object, then observe the appearance of
the object. From a cognitive view, our proposed approach is similar to the three-
views drawing in mathematics. We can reshape the general appearance of the
object by observing three-views drawing. This process motivates us to design a
model for achieving an obvious performance improvement.

Based on the above analysis, we propose a Multiprocess Convolutional Net-
work (MPNet), which recognizes the animal categories as the process of the
human cognitive. Initially, we design two convolutional networks called hori-
zontal subnetwork and vertical subnetwork, respectively. Each subnetwork can
generate the same size of the feature maps. To save memory usage, we adopt
weight sharing measure. Thereafter, we reshape the size of subnetwork-2 feature
maps. Then we calculate the gram matrix of all the network feature maps to
fuse semantic information.

Similar to most current networks [27], we divide the MPNet into two stages.
The first stage, which consists of two parallel convolutional layers, is designed to
collecte semantic information. The second stage, which contains a fully connected
layer and an output layer, is presented to recognize the animal categories. We
utilize an average cross entropy loss function to optimize the MPNet.
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In this paper, we carry out experiments on the Animals with Attributes
(AWA) dataset to evaluate the effectives of our method. The MPNet achieves
87.54% top-1 accuracy and has only 33.57MB parameters, which outperforms
MobileNet V2 [19] by 3.4% top-1 accuracy and only 20.42% the number of param-
eters of ResNet101 [28]. To more comprehensive evaluate our model, we compare
some metric including the parameter of network and the Float-point operations
(Flops) with other popular models. Consequently, the consumption of memory is
greatly reduced, and incorporating the multiviewpoints features improves recog-
nization accuracy. In addition, we employ the Receiver Operating Characteristic
(ROC) curve to evaluate the performance of MPNet.

In summary, our main contributions are listed as follows:

– A novel trade-off model called Multiprocess Convolutional Network for recog-
nizing animal image. Our proposed network can extract semantic information
from both horizontal and vertical views.

– We adopt weight sharing measure to reduce the number of parameters and
utilize the gram matrix of feature maps to improve model accuracy.

– To verify our model, we conduct a series of experiments to compare several
models in terms of computational efficiency and effectiveness. In particular,
our model outperforms MobileNet V2 [19] by 3.4% top-1 accuracy, and the
usage of memory is 7 times smaller than the ResNets [28].

The remainder of this paper is organized as follows. Section 2 will introduce
current methods related to animal classification and discuss the advantages and
disadvantages of these works. Section 3 will describe the details of the proposed
model. Section 4 will conduct experiments and discuss the results. Finally, Sect.
5 will draw a conclusion and have a outlook on the future work.

2 Related Works

In summary, previous animal image classification methods can generally be
divided into two groups: Non-learning classifying methods and Learning clas-
sifying methods.

Non-learning methods [18,21,22] extract abstract semantic information by
Word Frequency Vector (WFT), then combine with other traditional machine
learning algorithms to recognize images. Manohar et al. [18] propose an animal
recognition system with supervised and unsupervised approaches. They firstly
extract Gabor features, then utilize Linear Discriminate Analysis (LDA) [13]
approach to reduce the dimension of the feature maps. In addition, Manohar et
al. [18] reduce the dimension of the feature via adopting Principle Component
Analysis (PCA) [25], then utilize k-means [1] algorithm to divide features. How-
ever, these traditional methods only extract low-level semantic information. The
results of classification hardly can satisfy the actual demands.

Learning approaches mainly utilize deep learning techniques [4,13,28]. These
approaches can extract more high-level semantic information. Yuan et al. [28]
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propose a novel network, called MobileNet-Beta, they firstly pretrain the convo-
lutional neural network with SISURF feature maps, then train the network again
on original dataset. The MobileNet-Beta model obtains a more better result com-
pared with MobileNet [11]. To make full use of these abstract information, Lin et
al. [16] propose a bilinear model for fine-grained categorization, which consists
of two feature extractors. Nevertheless, the bilinear model occupies a substan-
tial amount of computation resources. Huang et al. [12] establish the connection
between different layers, which reduces the number of parameter. Wang et al.
[24] utilize a bank of convolutional filters to enhance the mid-level representation
learning. However, these methods do not consider the local information in the
image. Although these methods have achieved better recognition accuracy, the
number of network parameters is larger. Comparing with these approaches, our
approach not only achieves promising accuracy but also requires less memory,
which is more feasible for being applied to the restricted hardware devices.

3 Multiprocess Convolutional Neural Network

In this section, we will introduce the proposed Multiprocess Convolutional Neu-
ral Network (MPNet), which consists of two subnetworks, called subnetwork-1
and subnetwork-2, respectively. The overview framework of our model as shown
in Fig. 1. Let Igt be the ground truth images and Iin be the input images of the
network. At first, we transform Igt into Iin, then feed Iin into subnetwork-1. At
the same time, we feed Iin into subnetwork-2, then reshape the size of the feature
maps of subnetwork-2. Finally, we combine the feature maps of subnetwork-1 and
subnetwork-2, then feed them into the fully connected layer.

Fig. 1. The architecture of our model. We utilize the double network to discriminate
animal image
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3.1 The Structure of the Multiprocess Convolutional Neural
Network

The input Iin of MPNet is a 3× 256× 256 image. The subnetwork-1 consists of
the four convolutional layers. For the first two convolutional layers, the kernels
of convolution are set to 11× 11 and 5× 5 for enlarging respective fields and
avoiding too much information loss. The kernel of the last two convolutional
layers is set to 3× 3, which not only increases the learning ability of the network
but also reduces the number of parameters. Meanwhile, the other subnetwork
setting adopts weight sharing measure. Both subnetworks are able to be trained
simultaneously in this way.

3.2 The Calculate of the Multiprocess Convolutional Neural
Network

In this subsection, we further discuss the detail of MPNet, we assume that
the output feature maps of subnetwork-1 are F1 and the subnetwork-2 are F2.
Because the dimensions of output features are four dimensions and we only focus
on the third and the fourth dimension. Let F

[height,width]
1 represent the third and

the fourth dimension of the F1, the F
[height,width]
2 be the third and the fourth

dimension of the F2, the formula for F
[height,width]
1 and F

[height,width]
2 as follow:

F
[height,width]
1 = [α1, α2, . . . , αn]T , (1)

F
[height,width]
2 = [β1, β2, . . . , βn]T , (2)

where α, β both are n dimensional row vectors, n is the number of columns.
Then we calculate the gram matrix of these feature maps by element-wise mul-
tiplication to integrate F1 with F2. The process of calculating the gram matrix
can be presented as follow:

Result = F
[height,width]
1 [F [height,width]

2 ]T , (3)

specifically,
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note that the value of F1 is equal to the value of F2 by utilizing weight sharing
measure. Therefore, the product of (αi · βT

j ) is equivalent to (αi · αT
j ). Finally,

the result of integrating F1 with F2 is called gram matrix in mathematics.
In the training process, the back propagation of the above transformation

operation is shown in Fig. 2.
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Fig. 2. An overview diagram of back propagation of multiprocesses mixed processing

Intuitively, the kind of fusion can be regarded as the combination of dif-
ferent semantic information under the same features of the image, which has
been demonstrated in [8,15]. From a cognitive viewpoint, we describe this fusion
process as presented in Fig. 3.

Fig. 3. The Multiprocesses Network semantic analysis

We observe feature maps from horizontal view obtain the features of
subnetwork-1, and obtain the features of subnetwork-2 from vertical view. By cal-
culating the gram matrix of subnetworks features, we can obtain multi-viewpoint
features, which takes full advantage of extracting abstract semantic information.

We first handle the original image with the one-hot encoding method. Mean-
while, we use the average cross entropy loss function to train our model. Let
ytrue be the true label, ypred represent the value of predicting and L represent
average cross entropy loss function L is defined as:

L = − 1
M

∑
x

ytrue(x) log(ypred(x))

+(1 − ytrue(x)) log(1 − ypred(x)),
(5)

where M is the number of mini-batch size and x is the input image. With the
increase of the gap between the values of ypred and ytrue, the value of L becomes
larger. What is more, this growth is similar to exponential growth, which causes
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the greater “penalty” for the current model. The advantage of L that the model
tends to make the ypred closer to the ytrue and makes convergence speed faster.

4 Experiments

4.1 Experimental Dataset

We evaluate our model on the Animals with Attributes (AWA) dataset [26].
Before feeding image into the network, we do pixel mean processing to image,
which not only removes the average intensity of the image but also removes
common parts and highlight individual differences.

4.2 Training Strategy

We implement all experiments with mini-batch size 64 and 150 epochs. Our
model is optimized by the Adam algorithm with a learning rate of 0.0001.

4.3 Evaluation Metrics

In this work, we employ four metrics to evaluate our model. Firstly, the accuracy
of the recognition indicates how well the true value matches predicted value,
which is significant to evaluate the learning ability of the model. The formula is
as follows:

acc =
N1

N
, (6)

where acc is the accuracy of recognition, N1 is the number of correctly recog-
nized sample, N is the total number of samples. Secondly, network parameters
represent the number of parameters learned by the network, which reflects how
much memory the model occupies, contains the number of parameters of the
convolutional layer and fully connected layer. Thirdly, the Floating-point opera-
tions per second (Flops) presents the computational complexity of the network,
which benefits to analyze the running time of the network. Finally, to evalu-
ate the generalization performance of the model, we draw Receiver Operating
Characteristic (ROC) curves and computer Area Under ROC curve (AUC).

4.4 Experiment Result

We conduct a series of experiments to verify the effective of our model, including
the Multiprocess Convolutional Neural Network (MPNet) and the Single Process
Convolutional Network (SPNet) are compared in terms of accuracy, the influence
of depth on model performance, and compare the MPNet with other state-of-
the-art models.
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Comparison the Multiprocess Convolutional Neural Network with the
Single Process Convolutional Network: The Single Process Convolutional
Network (SPNet) is a standard convolutional network. For fairness, the exper-
iments of SPNet and MPNet are carried out on the same conditions. Table 1
shows the recognition accuracy of the two networks in the test dataset.

Table 1. Comparison of evaluation metrics

Network Accuracy Model Size(MB)

SPNet6 75.90% 6.44

MPNet6 87.45% 33.54

In the test datasets, we can see from Table 1 that the accuracy of the MPNet
outperforms the SPNet by 11.55% top-1 accuracy, whereas the MPNet6 increases
four times parameters compared with the SPNet.

Fig. 4. a: The accuracy of different depth networks b: The flops of different depth
networks c: The running time of different depth networks

Influence of Depth on the Multiprocess Convolutional Neural Net-
work: Previous works [9,20] have demonstrated that deeper neural networks
are beneficial to object classification on large data size. Therefore, we inves-
tigate the effect of different depth on model performance. All the evaluation
matrix performance presented in Table 2. The depth of each network: from two
convolutional layers in the MPNet4 to five convolutional layers in the MPNet7.

Figure 4 shows that the evaluation matrix of different models. According to
Fig. 4, we find out that model achieves higher accuracy as the depth of network
increases. However, large amounts of learnable parameters in the networks are
required to be optimized, which results in a lower inference speed.

The Analysis of the ROC Curve of the Multiprocess Convolutional
Neural Network: After the above analysis, to achieve a better trade-off
between accuracy and efficiency, we choose MPNet6 as our base model. Figure 5
presents the ROC curves of the MPNet6. As can be seen from Fig. 5, the average
value of the AUC of the MPNet6 is 0.9799, which demonstrates that our network
has obtained better generalization ability.
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Table 2. Comparison of evaluation metrics of different depth networks

Network Depth Accuracy Model Size(MB) Running time(s) Flops

MPNet4 4 82.10% 8.40 1.28 0.6G

MPNet5 5 85.74% 33.57 1.29 0.78G

MPNet6 6 87.45% 33.57 1.32 1.04G

MPNet7 7 88.97% 33.58 1.42 1.92G

Fig. 5. The ROC curve of the multiprocesses network

Comparison of the Multiprocess Convolutional Neural Network and
Other Convolutional Neural Networks: We compare the MPNet with six
models including AlexNet [14], ResNet50, ResNet101, ResNet152, MobileNet
V1, and MobileNet V2 on the AWA dataset. The results are presented in the
following Table 3.

As shown in Table 3. Although the ResNet152 achieve 96.32% top-1 accuracy,
this model increases 7 times parameters compared with our model. In addition,
our model outperforms MobileNet V2 [19] by 3.4% top-1 accuracy whereas the
MobileNet V2 occupies less memory. For a comprehensive comparison, our model
yields better performance than other models and more suitable for the use of
limited hardware conditions.

Table 3. Comparison of evaluation metrics of different networks

Network Accuracy Model Size(MB)

ResNet50 95.95% 99.77

ResNet101 96.60% 164.38

ResNet151 96.32% 224.94

MobileNet 82.53% 23.39

MobileNet V2 84.12% 22.12

AlexNet 76.9% 60.9

MPNet6 87.54% 33.57
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5 Conclusion and Future Work

In this paper, we present a Multiprocess Convolutional Neural Network
(MPNet), which contains two subnetworks. The first one extracts semantic
information from a horizontal viewpoint, the other extracts semantic informa-
tion from a vertical viewpoint. Moreover, we employ weight sharing measure to
reduce memory consumption. A series of experiments have demonstrated the
effectiveness of our methods in the field of animal recognition. In the future, we
will further improve our approach for better application in other fields, such as
object detection, fine-grained recognition, pointwise localization.
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Abstract. Social live video streaming systems, for example Facebook Live,
Youtube Live, and Twitch.tv, are currently very popular both in industry and in
academia. In this article, we provide a detailed analysis of broadcasting patterns
in social live streaming based on our publicly available (anonymized) dataset that
contains behavioral information on over 5,819 streamers. We found that streamers
have distinctive streaming patterns, which we summarize into 5 groups, including
professional streamers, regular streamers, casual streamers, hit-and-run streamers
and lost professional streamers. We investigate the behavioral differences among
them, namely the amount of donations streamers received and the number of dan-
maku messages streamers received. To alleviate the influence of unrealistic online
situation, for our measurement, we analyze the factors that potentially influence
the amount of donations streamers received except professional streamers. Among
other results, we find that the number of person who have donated free gifts, is
positively correlated with the amount of donations the streamers received for reg-
ular streamers. In contrast, for other three types of streamers, we conject that there
are much audience who maybe prefer to donate free gifts rather than valuable
gifts. Our findings and discussions are insightful for improving social live video
streaming services.

Keywords: Broadcasting pattern · Behavioral difference · Donation

1 Introduction

Social live video streaming has become very popular in both industry and academia
with the flexibility and interactivity of their novel services, they have become a serious
challenge to traditional TVs [1] and have made great impacts in our daily lives, in
related industries [2], and in our culture [3]. These platforms allow users to interact with
each other in many different ways. Beyond entertainment, they join to socialize and to
communicate [4–6], to learn and to cooperate [6, 7], and to seek out experiences that
are different from their own lives [6]. In return, broadcasters satisfy their social needs
[6], gain (sometimes world-level) appreciations, and receive tangible rewards for their
effort and some even build their career and make livings [8] through user donations.

With the proliferation of social live video streaming systems, in recent years plenty
of research has been carried out, ranging from quantitatively revealing the basic char-
acteristics of these systems [9–14] and optimizing the resource allocation to meet the
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dynamic and heterogeneous demands from the huge user base [15–18], to qualitatively
analyzing user engagement and arguing usermotivations towatch and to broadcast [4–6].
However, understandings on streamers’ broadcasting patterns and exploring the impact
of the amount of donations the streamers received are rather limited. In this article, we
use Douyu [19], a popular social live video steaming system in China, as an example
and we analyze broadcasting patterns in social live video streaming systems. Besides
traditional streaming features, Douyu displays user donations and the user chats during
streaming, making it possible to collect and to analyze the relationship between the
broadcasting patterns and the amount of gifts streamers received.

Following the above motivations, the research questions we intend to answer are as
follows:

– What are the behavioral differences between the professional streamers, regular
streamers, casual streamers, hit-and-run streamers and lost professional streamers?

– What are the factors that influence the amount of gifts streamers received, and do they
have similar effects for the latter four types of streamers?

– To answer the first question, we conducted one tailed Kolmogorov-Smirnov test.
For the second question, we build ridge regression models for the regular streamers,
casual streamers, hit-and-run streamers and lost professional streamers respectively,
to identify factors that influence their receiving gifts behavior. We consider a variety
of features and particularly, we intend to examine whether the maximum number of
consecutive online days could be an influence. We have the following findings:

– Firstly, we observe significant behavioral differences between the above mentioned
five broadcaster groups, in terms of the amount of user donations and the number of
danmaku messages streamers received.

– Secondly, from streamer’s perspective, we find that the number of cases that streamer
was offline the day before but online in the next day is negatively correlated with how
many valuable gifts they received for most streamers.

– Thirdly, from donor’s perspective, the number of danmaku messages is positively
correlated with the amount of user donations for streamers. But the number of users
who send danmakumessages plays a positive role only for casual and lost professional
streamers.

2 Related Work

Characterizing Social Live Video Streaming Systems. With the rise of social live
video streaming systems, in recent years a number of studies were carried out for char-
acterizing these systems. Kaytoue et al. proposed models for predicting video popularity
in Twitch [11]. Deng et al. studied the workload of the Twitch streams and found that it
is affected significantly by game tournaments [9]. Jia et al. compared Twitch with other
systems and investigated their repositories and user activities [10], Raman et al. inves-
tigated Facebook Live and found that many attributes of Facebook Live deviate from
both the concepts of live and broadcast [12]. Siekkinen et al. [13] and Wang et al. [14]
analyzed the Quality of Service in Periscope including playback smoothness, latency,
video quality, and the energy consumption.
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UserDonation. User donation is a rather unexplored area in social live video streaming.
Lee et al. [20] analyzed 12 videos of live streams and found that viewers were motivated
by the reciprocal acts of streamers. Based on surveys and interviews, Lu et al. [6] inves-
tigated on the motivations and the experiences of the viewers and provided insight into
the role user donation and fan group-chat play in engaging users. Closet to our work,
Wang et al. [21] and Jia et al. [22] carried out large-scale analyses and provided prelim-
inary characterizations of user donations in online social video systems. In contrast, our
analysis is based on a dataset containing all user activities for five months, which allows
us to reveal both the short-term and long-term dynamics of user donations and streamer
churn.

3 Hypotheses Development

3.1 Behavioral Differences Between Different Streamers

For our analysis, we have only considered streamers who have streamed in prior three
months, and even last two months, 5,819 streamers in total. There is typically an imbal-
ance in between streamers who broadcast online. A small number of streamers can
guarantee live broadcast every week, and the average number of live broadcast is 6 days
or more per week, and even the number of cases that streamer was offline the day before
but online in the next day is not more than once every two weeks, we will here refer to
as professional streamers. Approximately about 10% of the streamers’ total live broad-
cast days are lower than that of professional streamers, but they basically guarantee an
average live broadcast of more than 5 days per week, we call it regular streamers. Some
streamers with a live broadcast lifetimewhich less than 60 days in 5months, and the total
live broadcast days that are less than 30 days, are believed to be hit-and-run streamers.
A fraction of streamers who had a continuous broadcast of more than one month in
the early stage, and then suddenly disappeared, will be described as lost professional
streamers. And those other streamers that weren’t mentioned above, here referred to as
casual streamers.

Hypothesis 1. Those streamers behave differences in the amount of user donations
streamers received and the number of danmaku messages streamers received.

3.2 Impact of the Amount of Donations Streamers Received

While most previous works on user donations analysis have considered features related
to the number of danmaku messages and the number of free gifts received, we believe
that (e.g., the number of cases that streamer was offline the day before but online in
the next day) also impact user willingness to donate valuable gift, as users who have
recognized that streamers often be offline or uncertainmight not be encouraged to donate
as well. We make the following hypothesis:

Hypothesis 2. The number of cases that streamer was offline the day before but online
in the next day is negatively correlated with the amount of user donations.
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Hypothesis 3. The number of online sessions is positively correlated with the amount
of user donations.
Hypothesis 4. The online time length is positively correlated with the amount of user
donations.
Hypothesis 5. Theminimum number of consecutive offline days is negatively correlated
with the amount of user donations.
Hypothesis 6.Themaximumnumber of consecutive offline days is negatively correlated
with the amount of user donations.
Hypothesis 7. The minimum number of consecutive online days is positively correlated
with the amount of user donations.
Hypothesis 8. The maximum number of consecutive online days is positively correlated
with the amount of user donations.
Hypothesis 9.Thenumber of danmakumessages is positively correlatedwith the amount
of user donations.
Hypothesis 10. The number of users who have sent danmaku messages is positively
correlated with the amount of user donations.
Hypothesis 11. The number of free gifts is positively correlated with the amount of user
donations.
Hypothesis 12. The number of users who have donated free gifts is positively correlated
with the amount of user donations.

4 Methodology and the Douyu Dataset

In this section, we give a brief introduction of the ecosystem of Douyu, and we introduce
our measurement methodology and the dataset used throughout this article.

4.1 An Overview of Douyu

Douyu.com is a prominent crowdsourced live video broadcastingwebsite inChinawhere
any registered user can set up a channel and broadcast live videos on the Internet. The
success of any streaming communities lies in the broadcasters actively providing the
contents and as an effective encouragement, many popular streaming communities such
as YouTube Live and Twitch have adopted user donation mechanisms [9–14]. However,
in these enterprise giants the behaviors of streamer and audience remain a secret and it is
not clear what pattern exist among streamers about online living-style nor what are the
behavioral differences between different streamers with different patterns. It’s critical to
collect and to reveal the cluster of streamers and their behavioral difference that needs
real effort to be established.
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Table1. Douyu donation dataset.

# streamers 5,819

# streaming sessions 392,099

Session length aggregate/mean 2,043,750/351.22 h

# danmaku messages aggregate/mean 81,853,985/14,067

Amount of user donations aggregate/mean 206,913,644/35,558.28 USD

Table2. Statistics on the broadcaster activity and popularity.

Mean Median Max Description

Alldays(p1) 58.56 46 154 The number of days online

Lifespan(p2) 129.68 137 154 Lifetime

#Conversion (p3) 11.48 10 43 The number of cases that streamer was
offline the day before but online in the
next day

Times(p4) 67.38 50 389 The number of online sessions

Length(p5) 351.22 192 3,644 The online time length

Ter0min(p6) 1.81 1 57 Minimum number of consecutive
offline days

Ter0max(p7) 39.95 37 148 Maximum number of consecutive
offline days

Ter1min(p8) 2.81 1 154 Minimum number of consecutive
online days

Ter1max(p9) 20.19 10 154 Maximum number of consecutive
online days

Value(z0) 35,558.28 3.71 45,136,797 The amount of donations streamers
received

danmaku(z1) 98,466.73 12,046 77,186,496 The number of danmaku messages
streamer received

danmakuU(z2) 19,932.63 7,348 5,535,982 The number of person who have sent
danmaku messages

GiftNMR(z3) 215,973.2 1,825 346,021,290 The number of free gifts streamer
received

GiftNMU(z4) 2,739.32 752 1,503,456 The number of person who have
donated free gifts
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4.2 Measurement Methodology and the Dataset

Our data collection is carried out based on Douyu’s RESTful APIs, which started in
April, 2019 and we have considered only broadcasters of the game League of Legends
(LOL). For our analysis, we repeatedly crawled and recorded their streaming activities
every ten minutes. Meanwhile, we collected all the danmaku messages and donation
information for the streamers in real time through Douyu’s danmaku API. In total, we
get 5,819 valid streamers who have streamed at least once from April 8th to July 8th,
2019, and have streamed some sessions in the last two month periods (from July 8th to
September 8th, 2019). In this way, we get a comprehensive view for these broadcasters,
including (i) the time and the duration of their streams, (ii) the time and the users who
have sent danmaku and themessages of the danmaku, and (iii) the time and the users who
have made donations and the value of the donations. Overall, the 5,819 broadcasters in
our analysis have streamed 392,099 sessions in the five month periods, with an average
session length of 5.21 h. In total, they have accumulated 206,913,644 US dollar worth
of donations. The basic statistics of our dataset and of the streamers are shown in Table
1 and Table 2, respectively.

5 Results

In this section, we demonstrate the basic characteristics of streamers with different
broadcasting pattern in Douyu, and test whether different types of streamers behave
differently on the amount of donations received and the number of danmaku messages
they received. In addition, from both the streamers’ and the donors’ perspectives, we
decide to explore the factors that how to impact the amount of donations streamers
received.

5.1 Descriptive Analysis

In this article, we observe that there are different broadcast modes among streamers.
Some streamers broadcast almost every day, some of them disappear after a month or
so, and some even have a high frequency in the early stage but almost disappear in
the later stage. In order to have a deeper communication on the number of danmaku
messages streamers received and the amount of donations the streamers received, the
influencing factors of it are analyzed more clearly, and the streamers are divided into 470
professional streamers, 614 regular streamers, 4,441 casual streamers, 113 hit-and-run
streamers and 181 lost professional streamers, respectively, based on the characteristics
of live broadcasting in Sect. 3.1. The statistical results of key variables of them are
described in Table 3.
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Table 3. Statistics results of the variables.

Variable Professional Regular Casual Hit-and-run Lost professional

The number of days online Mean 145.14 123.41 40.89 8.27 78.57

Median 146.00 124.00 33.00 5.00 78.00

Max 154.00 147.00 130.00 29.00 121.00

Lifetime Mean 153.58 149.14 127.25 41.00 116.69

Median 154.00 153.00 132.00 44.00 114.00

Max 154.00 154.00 154.00 59.00 154.00

The number of cases that streamer was offline the day
before but online in the next day

Mean 5.31 12.38 12.29 4.16 6.72

Median 5.00 13.00 11.00 4.00 6.00

Max 11.00 23.00 44.00 13.00 16.00

The number of online sessions Mean 170.49 146.21 46.00 9.06 93.43

Median 161.00 140.00 35.00 6.00 90.00

Max 389.00 332.00 236.00 39.00 209.00

The online time
length

Mean 1,246.18 816.61 191.68 34.53 560.70

Median 1,109.25 765.25 122.00 16.33 506.67

Max 3,643.83 3,336.00 2,390.83 321.17 1,961.33

The minimum number of consecutive offline days Mean 1.03 1.14 1.83 8.73 1.45

Median 1.00 1.00 1.00 2.00 1.00

Max 7.00 20.00 48.00 57.00 33.00

The maximum number of consecutive offline days Mean 3.03 10.14 46.79 71.90 49.28

Median 2.00 8.00 44.00 71.00 47.00

Max 12.00 34.00 148.00 90.00 111.00

The minimum number of consecutive online days Mean 19.55 3.14 1.05 1.18 2.59

Median 3.00 1.00 1.00 1.00 1.00

Max 154.00 140.00 16.00 10.00 121.00

The maximum number of consecutive online days Mean 76.01 41.74 10.68 3.64 45.60

Median 68.00 37.00 7.00 2.00 41.00

Max 154.00 140.00 91.00 26.00 121.00

5.2 Verification of Behavioral Differences Between Streamers

We conducted one tailed Kolmogorov-Smirnov (KS) test to test whether different types
of streamers behave differently on two aspects, namely the amount of donations received
and the number of danmaku messages they received. The results are shown in Table 4,
from which we observe significant behavioral differences. Hypotheses 1 is supported.

5.3 Exploration on the Factors in Donations Received

In this section, to alleviate the influence of unrealistic online situation, for our mea-
surement, we examine the factors that potentially influence the amount of donations
streamers received except professional streamers (Hypotheses 2–12), we propose ridge
regression models. As for factors, we mainly consider two aspects, including streaming
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activity and streamer popularity as shown in Table 3. The results of the regression model
for four types of streamers are reported in Table 5.

Table 4. Results of the one tailed KS test.

Variable P_value

#Danmaku messages Donation received

Professional VS Regular *** ***

Professional VS Casual *** ***

Professional VS hit-and-run *** ***

Professional VS Lost professional *** ***

Regular VS Casual *** ***

Regular VS hit-and-run *** ***

Regular VS Lost professional *** ***

Casual VS hit-and-run *** ***

Casual VS Lost professional *** ***

hit-and-run VS Lost professional *** ***

1 *:p < 0.05; **:p < 0.01; ***:p < 0.001.

Impact of the Amount of Donations for Casual Streamers, Hit-and-Run Streamers
and Lost Professional Streamers. As for the casual streamers, their live broadcasting
time may not be regular enough to accumulate a large number of loyal fans. Therefore,
although the live broadcasting time is long, they receive few gifts (parameter = −
0.35). However, from the perspective of danmaku (parameter = 0.11) and free gifts
(parameter = 0.1), it still meets our expectations. By contrast, the number of person
who have donated free gifts shows negative effect on the amount of donations streamers
received. We conject that the viewers maybe prefer to donate free gifts rather than
valuable donations, so H2, H3, H5, H6, H8, H9, H10 and H11 are supported for casual
streamers.

For only broadcast on the early stage of the streamer (hit-and-run streamers), the
experimental results show that the gifts they receive mainly affected in danmaku (param-
eter = 0.06) and free gifts (parameter = 0.04). When it comes to the lost professional
streamers, it’sworth noting that theminimumnumber of consecutive offline days (param-
eter=−147.9) is negatively correlated with the amount of donations. We guess that the
audience is still regretting the sudden departure of the streamers and hoping for his early
return, so H5 is supported. Now we summarize hypotheses testing results in Table 6.
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Table 5. Results of ridge regression for different streamers.

Variable Regular Casual hit-and-run Lost professional

R2: 0.99 R2: 0.99 R2: 0.97 R2: 0.79

The number of cases that streamer was
offline the day before but online in the
next day

2115.3 −10.64 −7.14 −20.74

The number of online sessions 122.07 8.26 1.65 0.91

The online time length −0.05 −0.35 0.01 −0.08

The minimum number of consecutive
offline days

921.23 −21.52 0.3 −147.9

The maximum number of consecutive
offline days

500.66 −4.67 1.43 −16.56

The minimum number of consecutive
online days

−158.2 −243.2 −12.08 37.07

The maximum number of consecutive
online days

184.26 37.78 1.66 −21.23

The number of danmaku messages
streamers received

0.03 0.11 0.06 0.08

The number of users who have sent
danmaku messages

−0.07 0.24 −0.08 0.01

The number of free gifts streamers
received

0.07 0.1 0.04 0.05

The number of person who have
donated free gifts

9.62 −1.61 −0.32 −0.85

Table 6. Hypotheses testing results.

Hypotheses Regular Casual hit-and-run Lost professional

H1 Supported Supported Supported Supported

H2 Unsupported Supported Supported Supported

H3 Supported Supported Supported Supported

H4 Unsupported Unsupported supported Unsupported

H5 Unsupported Supported Unsupported Supported

H6 Unsupported Supported Unsupported Supported

H7 Unsupported Unsupported Unsupported Supported

H8 Supported Supported Supported Unsupported

H9 Supported Supported Supported Supported

H10 Unsupported Supported Unsupported Supported

H11 Supported Supported Supported Supported

H12 Supported Unsupported Unsupported Unsupported
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6 Conclusion and Future Work

In thiswork,weprovided an in-depth analysis onuser donation for four types of streamers
in LOL. We revealed the behavioral differences between different streamers, in term of
the amount of user donations and the number of danmaku messages they received.
We found that professional streamers receive relatively more messages and gifts, the
regular streamers next, and the third is lost professional streamers. We further discussed
the factors that influence the amount of gifts streamers received, and observed that the
number of cases that streamer was offline the day before but online in the next day is
negatively correlated with how many valuable gifts they received for streamers, except
regular streamers, and the minimum number of consecutive offline days is negatively
correlated with the amount of user donations for casual and lost professional streamers.
On the other hand, from the user’s perspective, the number of danmaku messages is
positively correlated with the amount of user donations for streamers. But the number
of users who have sent danmaku messages only play positive role for casual and lost
professional streamers. As for the number of free gifts, it is positively correlated with
the amount of user donations for streamers. In contrast, the number of users who have
donated free gifts is positively correlated with the amount of user donations only for
regular streamers. Our research provide valuable information for maintaining of social
live streaming systems.
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Abstract. There is emotional contagion in virtual space, and the process of emo-
tional contagion is also affected by emotional recurrence. However, the exist-
ing emotional contagion model does not consider the impact of individual emo-
tional recurrence on emotional contagion in the virtual space. Therefore, the emo-
tional contagion process cannot be simulated. The paper proposes a method of
recurrent emotional contagion in virtual space. First, we construct an individ-
ual emotional recurrence contagion model based on SIRS (Susceptible-Infected-
Recovered-Susceptible), we propose emotional recurrence contagion rules, and
consider the impact of emotional recurrence in the virtual space on the emotional
contagion process; secondly, we construct a virtual space emotional recurrence
contagion model (REC) and solve it to simulate the process of emotional recur-
rence contagion. Third, we build a WS small-world network based on REC sim-
ulation. Provide REC (Recurrent emotional contagion model) simulation process
in WS small-world network to verify the rationality of the REC. Finally, the REC
is simulated to show the simulation effect of emotional recurrence contagion.

Keywords: Emotional recurrence contagion · SIRS model · Virtual cyberspace ·
The small-world network

1 Introduction

After Hatfield [1] put forward the definition of emotional contagion, a large number of
researchers were attracted by emotional contagion, and thus a large number of emotional
contagionmodels were produced. Currently, emotional contagionmodels can be divided
into two categories, emotional contagion models in physical space and emotional conta-
gion models in virtual space. The emotional contagion model in physical space is mainly
to study the emotional contagion of individuals in real life, such as when disasters such
as earthquakes and fires occur, people’s emotional changes. The emotional contagion
model in virtual space is mainly to study the emotional contagion of users in the network,
such as tracking Facebook updates to study large-scale emotional contagion in social
networks [2].

On the basis of emotional contagion, more and more researchers have begun to study
the influence of factors such as age, gender [3], and personality [4] on the process of
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emotional contagion, but they have ignored the factor that emotionswill recur. Therefore,
the emotional contagion process cannot be genuinely simulated. In the context of virtual
space, understanding the impact of personal emotional recurrence on the emotional
transmission process is a challenging issue.

The emotional contagion process in the virtual space will be affected by the recur-
rence of individual emotions. Common infectious disease models include SIS [5]
(Susceptible-Infecte2d-Susceptible) model, SIR [6] (Susceptible-Infected-Recovered)
model and SIRS model [7]. After considering several models, in order to reproduce the
emotional recurrence contagion, we refer to the classic SIRS model.

This paper uses the classic infectious diseasemodel (SIRSmodel) tomodel emotions,
and proposes a method of emotional recurrence contagion in virtual space. We first
proposed a method of recurrent emotional contagion in virtual space; Second, construct
and solve the emotional recurrence contagion model. Finally, the model is simulated to
show the simulation effect of emotional recurrence contagion. The research content and
innovations of this article are as follows:

(1) Methods of recurrent emotional contagion in virtual space

Aiming at the problem that the process of emotional contagion cannot be truly simu-
lated, a method of recurrent emotional contagion in virtual space is proposed Methods.
First, we construct an individual emotional recurrence contagion model, propose the
emotional recurrence contagion rules, and consider the impact of recurring emotions on
the emotional contagion process in the virtual space; Second, we construct and solve the
emotional recurrence contagion model (REC) in the virtual space.

(2) Simulation on WS small-world network based on emotion recurrence model

We construct a WS small-world network based on REC simulation, and discuss the state
transition of nodes in the small-world network. Provide the REC simulation process in
WS small-world network to verify the rationality of the REC.

(3) Visualization of emotional contagion process

We simulate REC to verify and visualize the theoretical analysis results. This method
can simulate the process of emotional recurrence contagion. The experimental results
show that the emotional recurrence contagion process described by the above method is
in good agreement with reality.

2 Related Work

After the emotional contagion was proposed, many researchers began to study the emo-
tional contagion in physical space or the emotional contagion in virtual space. The emo-
tional contagion model in virtual space main targets the emotional contagion of social
platform users [8]. R. Fan et al. [9] proposed a model to simulate emotional contagion
in online networks. Kramer et al. [10] conducted a large-scale experiment on Facebook.
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As researchers deepen their research on emotional contagions, many researchers
have added other factors such as personality, age, gender, and groupings to the emotional
contagion process. Researchers usually divide the factors that affect emotions into two
categories: social factors and personal factors. Social factors are mainly factor such as
environment, status, closeness of relationship, and trust. Personal factors are mainly
influencing factors such as personality, gender, and age. Guy et al. [10] modeled the
behavior of heterogeneous people based on the theory of personality traits. Lhommet
et al. [4] proposed a model based on relationship. Lu et al. [11] proposed a personality
model to simulate heterogeneous traffic behavior.

In recent years, emotional contagions are no longer limited to negative emotional
contagions, and positive emotional contagions have also begun to be widely studied.
Faroqi et al. [11] designed a system to investigate how security personnel alleviate the
fear of the crowd. The evacuation simulator built by Cai et al. [12] showed that safety
officials have a more substantial contagion effect, which can slow down the speed of
evacuees. Zhang et al. [13] proposed a positive emotion contagion based on the Internet
of Things (IoT-PEC) method to evacuate people, and solve congestion and confusion
during crowd evacuation by appropriately deploying security personnel and maximizing
the impact of positive emotions. However, most researchers have not considered the
characteristic of emotion recurrence. In this paper, we considered the importance of
emotional recurrence in the process of emotional contagion in virtual space.

3 Emotional Recurrence Contagion in Virtual Cyberspace

In order to simulate the process of emotional recurrence contagion, this section first
constructs an individual emotional recurrence contagion model, and then proposes the
emotional recurrence contagion rules. The following two subsections will introduce
these contents separately.

3.1 Emotional Contagion Model

In the individual emotional recurrence contagion model, this article considers the emo-
tional recurrence factors in the virtual space. These factors will be introduced in two
parts: recurrent emotions and contagion space.

Recurrent emotional contagions exist in virtual spaces. Therefore, In this section,
we set a triples S(i) = (State (i, t), μV , δV ) to represent the attributes of individual i in
virtual space. To quantify, State(i, t) represents the state of individual i at any time t,
μV represents the cure rate of infected persons, and δV represents the recovery rate of
temporarily immunized persons.

This section divides the individual states into the following three categories: suscep-
tible persons in virtual space, infected persons in virtual space, and temporarily immune
persons in virtual space. This section defines State (i, t) = (XS, XI, XR), XS means sus-
ceptible persons in virtual space, XI means infected persons in physical space, and XR
means temporarily immune persons in virtual space.
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3.2 Emotional Contagion Rules

Emotional contagion will occur in virtual space, and emotional recurrence will also have
an impact on the crowd’s emotional contagion process. Therefore, this section proposes
the rules of emotional recurrent contagion to simulate emotional recurrent contagion.
The probability of a susceptible individual being infected as an infected individual is
βV , the probability of an infected individual being cured as a temporarily immunized
individual is μV , and the probability of a temporary immunized individual returning to
a susceptible individual is δ. This section proposes the following emotional contagion
rules.

(1) The susceptible person XS in the virtual space can be infected by the virtual space
infected person XI with probability to become the virtual space infected person XI.

(2) The infected person XI in the virtual space can be cured by the virtual space tem-
porarily immunized XR with probability to become the virtual space temporarily
immunized XR.

(3) XR who is temporarily immune to virtual space has a probability of reverting to
virtual space susceptible XS.

4 REC Construction and Solution

This section first constructs REC to simulate the process of contagion. This section first
uses the mean field theory to establish the REC model, it then uses the finite difference
method to numerically solve the REC.

4.1 The Mean Field Equations for the REC

In this section, the average field theory is used to derive the evolution process of REC,
and the average field equation of REC is obtained as follows. As shown in Table 1, this
section defines the parameters of the REC average field equation.

Table 1. Parameter values in the contagion space

Parameters Description

N The size of the crowd

XS(t) At time t, the proportion of susceptible persons

XI(t) At time t, the proportion of infected persons

XR(t) At time t, the proportion of temporarily immunized

The framework of the RECmodel is shown in Fig. 1. The solution of the REC satisfy
the following constraints:

XS(t) + XR(t) + XR(t) = 1 (1)
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Fig. 1. REC model frame diagram. Among them, XS is a susceptible individual in the virtual
space, XI is an infected individual in the virtual space, and XR is a temporarily immune individual
in the virtual space. βV is the contagion rate, μV is the cure rate, δ is the recovery rate, and P0 is
the factors that causes emotional relapse due to factors other than emotion.

The change in the number of individuals infected person XI in unit time Δt can be
expressed as:

N[X I (t + �t)− X I (t)] = βVX
S(t)NXI(t)�t − μVNX

I(t)�t+ P0X
S(t)N�t (2)

βVX S(t)NX I (t)Δt indicates the number of susceptible individuals infected,
μVNX I (t)Δt indicates the number of infected individuals cured, P0X S(t)NΔt repre-
sents the number of susceptible individuals in the virtual space infected by factors other
than those infected.

The change in the number of individuals susceptible person XS in unit time Δt can
be expressed as:

N[X S(t + �t)− X S(t)] = −βVX
S(t)NXI(t)�t − P0X

S(t)N�t+ δXR(t)N�t (3)

βVX S(t)NX I (t)Δt indicates the number of susceptible individuals infected,
P0X S(t)NΔt indicates the number of susceptible individuals infected, δXR(t)NΔt
represents the number of temporarily immunized individuals restored to susceptible
individuals in the virtual space.

The change in the number of individuals in XR of the temporarily immunized person
in the virtual space within the unit time �t can be expressed as:

N[XR(t + �t) − XR(t)] = μVNX
I(t)�t− δXR(t)N�t (4)

μVNX I (t)Δt indicates the number of infected individuals in the virtual space
cured by temporary immunizations, δXR(t)NΔt indicates the number of temporarily
immunized persons in the virtual space restored to susceptible.

The average field equation of REC obtained from the above is:

dX I (t)

dt
= βVX

S(t)X I (t) − μVX
I (t) + P0X

S(t) (5)

dX S(t)

dt
= −βVX

S(t)X I (t) + δXR(t) − P0X
S(t) (6)

dX R(t)

dt
= μVX

I (t) − δXR(t) (7)
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4.2 Numerical Solution of the REC

In order to explore the changes in the number of susceptible individuals, infected indi-
viduals, and temporarily immune individuals in the REC model over time, we use the
finite difference method to solve the problem numerically. The numerical solutions of
different individuals in the population will be described in detail below.

At time t, using the finite difference method, the mean field equation of XI(t) can be
expressed as:

X I (t + �t) = [βVXS(t)XI(t) − μVX
I(t) + P0X

S(t)]�t + X I (t) (8)

At time t, using the finite difference method, the mean field equation of XS(t) can be
expressed as:

X S(t + �t) = [−βVX
S(t)XI(t) − P0X

S(t) + δXR(t)]�t + X S(t) (9)

At time t, using the finite difference method, the mean field equation of XR(t) can be
expressed as:

XR(t + �t) = [μVX
I (t) − δXR(t)]�t + XR(t) (10)

Given the initial conditions of individuals in different states in the population at
time t = 0, the proportion of individuals at time can be obtained according to the above
equation.

4.3 Simulation for the REC

This section will introduce REC simulation to describe how emotions recur in a virtual
space scene.

This paper considers the impact of emotional recurrence on the emotional contagion
process. Therefore, this section builds a WS small-world network for REC simulation.
This section uses G(V, E) to represent the WS small-world network. Finally, in order to
reflect the emotional recurrence, we add a small probability P0, that is, other factors that
can cause emotional recurrence.

This section uses the roulette method to explore the state transition of nodes in the
recurrentWS small-world network. This section analyzes the state transition of any node
in the recurrent WS small-world network at the time interval [t, t + 1]. First, calculate
the state transition probability of each node, and then determine the state of the node at
the next moment based on this probability.

5 Experiments and Analysis

This section is divided into three parts: the first part is the numerical simulation of REC,
the second part is the REC simulation in the cyclic WS small-world network, and the
rationality of the model is verified, and the third part is the visualization of the emotional
transmission process.
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5.1 Numerical Simulation of the REC

REC is numerically simulated to explore the changing trends of different groups in the
virtual space and analyze the thresholds of some important parameters. Set μV = 0.1,
δ = 0.05, P0 = 10–7 , XI = 100, XS = 4 × 104, XR = 0 as the default value of the
experiment in this section.

Threshold Analysis of β. Perform threshold analysis on the contagion rate of virtual
space. In Fig. 2, when βV = 3× 10−6, obvious emotional recurrence can be observed.
When βV = 5× 10−6, no recurrence of emotions. When βV = 10−7, significant emo-
tional recurrence. Therefore, the virtual space contagion rate has a threshold, threshold
at [10−7, 3× 10−6].

Fig. 2. Changes in the number of infected persons in the virtual space under different contagion
rates.

Threshold Analysis of μ. Analysis of the cure rate μV of Virtual space, by observing
Fig. 3, it is found thatwhenμV =0.001, theMood relapses disappear.WhenμV > 0.001,
it can show normal recurrence. So there is a threshold.

Threshold Analysis of δ. Observing Fig. 4, it is found that when the recovery Rate δ =
0.15, the number of contagions gradually stabilized, and a small-scale emotional recur-
rence occurred. When the recovery rate δ = 0.01, the number of susceptible decreases
first and then gradually increases, while the number of contagions gradually decreases,
and there is no recurrence. When δ = 0.05, emotional recurrence occurs, so there is a
threshold for the recovery rate. The threshold is (0.01, 0.15).

5.2 Simulation of the REC on Recurrent WS Small-World Network

In this section, a recurrent WS small-world network with 5000 nodes is used for REC
simulation to further analyze the rationality of REC. Each iteration of the simulation
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Fig. 3. Changes in the number of infected persons in the virtual space under different cure rates.

Fig. 4. Changes in the number of infected persons in the virtual space under different recovery
rates.

experiment is 1000 times. Set μV = 0.3, δ = 0.1 in this experiment. Through 50 exper-
iments and 1000 iterations, MV , which is the proportion of infected individuals in the
virtual space, is obtained. Observing Fig. 5, it is found that the numerical simulation
curve and the network simulation curve have a high degree of fit. Therefore, REC has
good stability.
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Fig. 5. Simulation of REC on WS small-world Network

5.3 Visualization of the Emotional Contagion Process

We visualized the results of the recurrence of emotions in the virtual space.

Visualization of Emotional Recurrence Contagion. The experiment explores the
emotional contagion of individuals in the virtual space through the recurrent WS small-
world network. In this experiment, the nodes are divided into three categories, namely
susceptible nodes, infected nodes and temporary immune nodes. In this experiment, N
= 100, k = 4, μ = 0.3, δ = 0.1 and β are determined by the number of infected nodes
in neighbor nodes. Figure 6(a)–(d) shows the individual emotional state in the virtual
space at different times, showing the entire process of emotional recurrence contagion
in the virtual space. The red mark indicates the randomly selected infected node in the
recurrent WS small-world network. Blue markers indicate susceptible individuals, and
green markers indicate temporarily immunized individuals. The yellow marks indicate
re-infected individuals. The experimental result shows the state transition of the node.
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Fig. 6. Process of emotional recurrence contagion (Color figure online)

6 Conclusions

The paper proposes amethod of recurrent emotional contagion in a virtual space based on
SIRS. First, we construct an individual emotional recurrence contagion model, propose
emotional recurrence contagion rules, and consider the impact of emotional recurrence
in the virtual space on the emotional contagion process; Second, we construct and solve
the emotional recurrence contagion model (REC) in the virtual space to simulate the
emotional recurrence contagion process more realistically. Third, we build a WS small-
world network based on REC simulation. Provide the REC simulation process in theWS
small-world network to verify the rationality of the model. Finally, REC is simulated to
show the simulation effect of emotional recurrence contagion. The method can simulate
the emotional contagion process more realistically, and can guide crowd evacuation.
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Abstract. Container technology becomes increasingly popular in pub-
lic cloud platforms. Although many Container Auto-Scaling Algorithms
(CASAs) have been proposed recently, there is still a lack of standard-
ized frameworks to evaluate them comprehensively. This paper proposes
a comprehensive evaluation method for CASAs. We firstly proposed a
set of CASA evaluation metrics considering the requirements of cloud
provider and user, and then designed a test data set based on real-world
system load traces and 6 workload patterns. Experiments on some rep-
resentative CASAs are conducted to demonstrate the effectiveness of the
proposed evaluation method. Our research can provide cloud providers,
operators and users with more comprehensive and systematic informa-
tion about CASAs.

Keywords: Cloud computing · Container auto-scaling algorithm ·
Evaluation metrics · Workloads · Service level agreement

1 Introduction

Cloud computing is used to achieve efficient, convenient, and on-demand access
to the configured computing resources (network, servers, storage, applications,
services). With the establishment of the CNCF organization, especially the
maturity of PaaS cloud platforms such as Kubernetes, container technology
becomes increasingly popular in public cloud platforms. Since the container pro-
vides computing resources under the PaaS platform, the Container Auto-Scaling
Mechanism becomes an important infrastructure for the container cloud plat-
form.

At present, there are many challenges on CASA evaluation. The most of
all are the diversity of user’s requirements and the complexity of varieties of
application scenarios. In recent years, although many CASAs have been proposed
[8,16,19,20], , there is still no unified evaluation standard. At present, there is a
lack of regulatory frameworks to comprehensively evaluate CASA, which increase
the difficulty for users to select appropriate CASA for their applications. First,
some metrics and measurement methods of the metrics system [10,27] built
c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 616–627, 2021.
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on the IaaS platform are not suitable for container clouds. Secondly, some of
the literature on CASA [8,16,19,20] used their own metrics lacking a uniform
definition. Another problem of evaluating CASA is the lack of a comprehensive
load test data set to cover a variety of application scenarios, such as literature
[2,8,16,19–21].

Our goal is to propose a standard to comprehensively evaluate the applicable
scenarios and metrics of the CASA. The main jobs include:

– Our paper attempts to unify and clarify the metrics from the literature and
we propose a container cloud metrics system for the evaluation of auto-scaling
algorithms.

– Our paper proposes how to construct load test data sets, then designs a test
data set based on real-world system load traces and 6 workload patterns to
test the CASA.

– Our paper uses multiple metrics to characterize the compared algorithms,
covering different aspects of performance. And we adopts radar diagrams to
allow easy visual comparison between algorithms.

The rest of the paper is organized as follows. Section 2 summarizes the related
works. Section 3 describes the system architecture. Section 4 proposes a CASAs
metrics system. Section 5 shows details on the workloads. Section 6 describes
the experiments’ setting and results. Section 7 presents the conclusions.

2 Related Work

2.1 Cloud Service Evaluation Metrics

Cloud service evaluation metrics focuses on evaluation from the perspective of
cloud providers or end-users. Feng et al. in [10] collected key metrics such as
resources, cost, and QoS from different providers to evaluate different cloud
services. Literature [22,27] has proposed cloud service frameworks for evaluating
specific performance and quality of service attributes. Garg et al. in [11] proposed
the SMICloud framework and mechanism to measure service quality and rank
cloud services provided by different cloud providers.

2.2 CASA Evaluation Metrics

Almost all CASA experiments focuses on performance, resource, or other evalua-
tions. For example, Kan et al. in [19] gives a metrics of instance scaling with load.
Literature [20] gave similar metrics, and it also introduced elasticity. Chang et
al. in [8] gives the number of instance scaling and resource utilization. Horovitz
et al. in [16] proposed the experimental evaluation metrics including resource
utilization, response time, and SLA violation.
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2.3 Workload in Auto-Scaling Algorithm

The auto-scaling algorithm literature usually uses real loads or self-constructed
loads for experimental evaluation. Literature [2] used the page request data of
German Wikipedia. Chang et al. in [8] constructed a rising-smooth load scenario.
Load scenarios similar to sine waves have been constructed in [16,21], which are
highly predictive. Kan et al. in [19] constructed a rising-smooth-falling load
scenario and an up-and-down oscillating load scenario and used the real load
dataset of FIFA WorldCup98.

3 System Design

3.1 System Overview

Fig. 1. System architecture

Figure 1 shows the overall structure of our framework. The microservice appli-
cation and CASAs used in our experiments were deployed on the cloud platform
supporting Istio service mesh in the form of Docker images. Mixer collects teleme-
try data from various proxies and stores the data in a time series database, such
as Prometheus used in our system.

In the experiment, we use the load transmitter to send requests and access
our application through the ingress gateway. The CASA we deploy in the pod
obtains the current service performance metrics from the time series database,
and make scaling decisions based on algorithmic strategies. Then perform inward
or outward scaling of services through Replica Controller. Finally, we collect and
analyze experimental data through the data collector.
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3.2 Definition of Collected Data

Prometheus provides a functional expression language PromQL, which enables
users to find and aggregate time series data in real time. The data can be dis-
played in the form of graphs, such as Grafana. Our data collector queries the
metrics through PromQL syntax as follows:

– Response time t. Response time is a commonly used QoS metrics, and it
is most intuitive to measure service quality and SLA satisfaction.

– Request success number Ns/failure number Nf . The success and failure
of the request number are used to measure the reliability of a service.

– Service available time Ta/unavailable time Tu. The availability and
unavailability of service time are measure of service availability.

– Supply pods n. The number of supply pods reflects the changes in service
instances that currently apply CASA.

4 Metrics System

ISO 9126 software quality model [18] is an international standard for the evalua-
tion of software quality. The standard defines six quality characteristics, namely
functionality, reliability, usability, efficiency, maintainability, and portability.
Further, the Cloud Services Measurement Initiative Consortium (CSMIC) has
proposed the Service Measurement Index (SMI) attributes [24] based on the
international standard in 2011. Based on the above, this paper adopts some SMI
attributes, such as reliability, availability, service stability, and elasticity. At the
same time, combined with the characteristics of container clouds and existing
literature results, we propose a metrics system for container-based service auto-
scaling algorithm, as shown in Fig. 2.

Fig. 2. Hierarchical relationship between metrics
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4.1 Reliability

Related Metrics. The reliability defined in [11] is the ability of a service to
maintain normal operation without failure in a given time and condition. The
reliability is calculated based on the mean time to failure promised and the
number of failed users. The service reliability defined in [3] is the ability of the
system to provide acceptable services, which is essentially the part where the
service request is successfully served.

Proposed Metrics. Reliability refers to the probability of a service being suc-
cessfully completed in a certain period of time and under certain conditions. In
our experiments, if the CASA cannot effectively complete the instance expan-
sion, it will cause a large number of user requests to fail. In order to evaluate
the reliability of the CASA, we define this metrics as:

Reliability =
Ns

Ns + Nf
(1)

4.2 Availability

Related Metrics. A general availability definition is given by checking the
status code of the web server response in [13]. In [3,26], it was considered that
the service interruption event caused a long time user request to fail and retry,
the service was considered unavailable. The work in [11] defines availability as
the percentage of time a user can access the service.

Proposed Metrics. Availability is the percentage of time the system is avail-
able. The definition in [3,26] combines downtime, which is more suitable for the
VM environment. Our experiments are closer to the definition of [11] above. By
accessing the service successfully or not, we record the percentage of the total
available service time in the total service time to obtain the availability metrics:

Availability =
Ta

Ta + Tu
(2)

4.3 Service Stability

Related Metrics. The work in [11] defines service stability as the variability
of service performance. For computing resources, it is the deviation from the
specified SLA performance.

Proposed Metrics. The above definition of service stability is mainly for per-
formance. In our experiments, our scaling algorithm makes SLA commitments
to users through response time. The benefit of calculating service stability by
response time is that it can be perceived by users.
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Service Stability =
1√

(t1−T̄ )2+···+(ti−T̄ )2

i

(3)

where ti is the response time at time i, and t̄ is the average response time within
a service time T .

4.4 Elasticity

Related Metrics. The definition of elasticity in [14] refers to the degree to
which the system adapts to workload changes by automatically providing or
removing resources. The work in [2,15] also use the above definition of elasticity,
the difference is the way of metrics aggregation. The work in [23] defines elasticity
from the perspective of service consumers.

Proposed Metrics. Through investigation, we found that the definition of
elasticity in [14] has been widely accepted and used for service evaluation in
cloud computing. We modified part of the elasticity measurement and propose
a new elasticity evaluation metrics to measure the elasticity of services after
applying different CASAs. We define the deployment speed of containers as:

S =
Δn

ΔT
(4)

Where Δn represents the number of container changes, ΔT represents the
time period of container changes. It calculates the number of containers that
can be deployed within a scaling period of time. We define the elasticity as the
deployment speed of containers within a scaling period of time, and divide the
elasticity into scaling-out elasticity Eo and scaling-in elasticity Ei:

So =
Δno

ΔTo
(5)

Eo =
So

ΔTo
(6)

Where So is the scaling-out speed of container, Δno is the number of scaling-
out container changes, ΔTo is the time period of scaling-out container changes.
Same goes for Ei. Therefore, the elasticity in this paper is:

Elasticity = ωo × Eo + ωi × Ei (7)

with ωo, ωi ∈ [0, 1], ωo + ωi = 1
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4.5 SLA Satisfaction

Related Metrics. The SLA defined in [25] requires that the cloud system allo-
cate resources not less than the requirements of cloud-based applications. The
work in [29] defines the SLA violation rate as the number of SLA violations
divided by the number of service requests from the application in each deploy-
ment scenario. The work in [1] calculates the violation rate by setting the SLA
threshold for violation of response time, also [12].

Proposed Metrics. The SLA satisfaction metrics in this paper is measured
by response time. We define the SLA satisfaction metrics as the ratio of the
response time that meets the maximum allowable response time to the overall
response time. Within the measurement time T :

SLASatisfaction = 1 −
∑T

i=1 max(ti − tsla, 0)∑T
i=1 ti

(8)

where ti is the response time at time i, and tsla is the maximum allowable
response time we set in advance.

5 Workload Structure

In order to make our test more practical and reflect different load scenarios,
we use the real-world traffic statistics data sets as the basis for simulating load
scenarios. For example Wikipedia [28], which is more popular as the load of the
CASA, and it has been used in [2,19] and other papers. According to the data,
combined with the load scenario division in [7,17], the load feature classification
of this paper is shown in Fig. 3:

Fig. 3. Workload characteristics

– Gentle. This scenario describes where the load variation range is not large,
and usually there is only a small amplitude fluctuation.

– Rise. This scenario describes where the load monotonically rises within a
certain period of time, such as a web application activity being promoted.



A Comprehensive Evaluation Method for Container 623

– Decline. This scenario describes where the load decreases monotonically
within a certain period of time, such as users terminating a session activ-
ity.

– Burst. This scenario describes where a peak load suddenly occurs at a certain
time and then returns to normal, such as some product browsing pages of on-
time activities.

– Diurnal. This scenario describes scenes with obvious day and night load
changes.

– Seasonal. This scenario describes a pattern that recurs periodically.

Based on the classification of load characteristics, we extract multiple pieces
of load data from the real-world traffic statistics data sets, and compress each
piece of data into an hourly experimental sample.

6 Experimental Evaluation

6.1 Experiment Settings

The CASA we used for evaluation was deployed on a cloud platform supporting
Istio and Kubernetes. There are five 4 core 8G nodes and two 8 core 16G nodes
in our Kubernetes cluster. The operating system is CentOS7. In this experi-
mental environment, we deployed a modified application Bookinfo [5] as a test
application. Our experiment stipulates that only the number of instances should
be scaled, so we set a fixed resource quota for the instance with CPU of 0.25
cores and memory of 512 MB.

The auto-scaling algorithms we used for evaluation are: the static threshold
algorithm and Q-learning algorithm mentioned in [9], the SARSA algorithm
mentioned in [4], and the ARIMA algorithm mentioned in [6]. Among them,
static threshold and Q-learning are reactive algorithms, and SARSA and ARIMA
are proactive algorithms. We set the same SLA of response time for these four
algorithms as tsla = 250 ms.

6.2 Results Analysis

We calculated the relative metrics vector of each metrics in the four algorithms,
and compare the differences between different CASAs in the form of radar dia-
grams. The smaller the mean pod number, the better our expectations of the
algorithm, the rest is opposite. We classify CASAs under different load scenar-
ios, and get the comparative performance of the four algorithms under six load
scenarios, as shown in Fig. 4 and Table 1.
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Fig. 4. Comparison of four auto-scaling algorithms in different scenarios

Table 1. The data of algorithms in different scenarios

Scenario Algorithm Reliability Availability Service Sta. Mean Pod Num. Elasticity SLA Sat.

Gentle Static threshold 99.55% 97.44% 0.01514 3.04 42.16% 93.36%

Q-learning 100.00% 100.00% 0.02744 3.37 12.99% 99.78%

SARSA 100.00% 100.00% 0.02531 3.29 19.94% 99.36%

ARIMA 99.97% 100.00% 0.02727 3.18 21.46% 98.95%

Rise Static threshold 100.00% 100.00% 0.02355 2.29 61.07% 99.40%

Q-learning 100.00% 100.00% 0.02721 3.33 11.61% 99.99%

SARSA 99.94% 99.86% 0.01999 3.54 37.84% 97.56%

ARIMA 100.00% 100.00% 0.02391 3.16 26.25% 99.89%

Decline Static threshold 99.52% 96.64% 0.00822 3.04 31.78% 91.35%

Q-learning 99.67% 99.10% 0.01673 3.51 9.26% 96.29%

SARSA 99.64% 99.02% 0.01465 3.73 12.27% 94.84%

ARIMA 100.00% 100.00% 0.02132 3.57 20.60% 99.18%

Burst Static threshold 99.68% 98.13% 0.01534 2.65 23.89% 95.75%

Q-learning 99.77% 99.27% 0.01863 3.33 11.37% 97.23%

SARSA 99.39% 98.41% 0.01418 3.08 22.14% 94.39%

ARIMA 99.86% 99.55% 0.01944 3.07 18.70% 97.23%

Diurnal Static threshold 99.57% 97.38% 0.01040 3.15 15.96% 91.92%

Q-learning 99.78% 99.29% 0.02337 3.74 9.43% 97.22%

SARSA 99.37% 97.59% 0.01773 5.01 4.73% 92.32%

ARIMA 99.80% 99.48% 0.01859 3.86 3.22% 96.20%

Seasonal Static threshold 100.00% 100.00% 0.01788 2.88 11.47% 98.97%

Q-learning 99.91% 99.59% 0.01864 3.66 6.75% 97.17%

SARSA 99.35% 98.14% 0.01541 4.10 7.79% 90.16%

ARIMA 100.00% 100.00% 0.02304 3.69 4.49% 99.40%

Comprehensively, the ARIMA algorithm has relatively good reliability and
availability. The static threshold algorithm has less instance cost and higher
elasticity. The Q-learning algorithm and ARIMA algorithm are always the first
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or second in service stability and SLA satisfaction. We can know that ARIMA
has better SLA satisfaction in dealing with seasonal load scenario, which because
the seasonal load scenario can be followed regularly. The improvement of the
SLA satisfaction is related to the mean pod number. But the more the mean
pod number is not always able to get a higher SLA satisfaction, such as SARSA
algorithm. This is due to the scaling characteristic of SARSA itself.

In general, we can draw the conclusion that the same CASA acts on different
workload patterns may have different performance and different CASA acts on
the same workload pattern, performance metrics have their own advantages and
disadvantages.

The above algorithm case study shows that the method we proposed is effec-
tive. Therefore, cloud providers, operators, and users can use it to analyze dif-
ferent CASA from multi-dimensional metrics, and they should more carefully
combine their own service workload patterns to choose more suitable algorithm.

7 Conclusion and Future Work

This paper proposes a comprehensive evaluation method for CASAs, which is
dedicated to comprehensively and systematically evaluating the applicable sce-
narios and various metrics of CASAs. This paper proposes a container cloud-
based metrics system and builds a load data set for testing the CASA. Exper-
iments on some representative CASAs are conducted to demonstrate the effec-
tiveness of the proposed evaluation method.

Our research might provide important help for algorithm designers, users,
and operators to fully understand, monitor, and evaluate the service quality
and capabilities of the container cloud. In the future, we will further explore the
evaluation metrics system of the CASA on complex services to make the method
proposed in this article more applicable.
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Abstract. Addressing issue reports is an integral part of open source
software (OSS) projects. Although several studies have attempted to
discover the factors that affect issue resolution, few pay attention to
first responders, who is the first to post their comments after an issue
report is published. We are interested at how first responders affect issue
resolution process for OSS projects. Therefore, we extract the data from
Github to perform our empirical study. By obtaining their identity types
and speech acts, we analyze the impact of first responders with different
identity types on the efficiency of issue resolution based on three metrics
and find that identified users especially collaborators make first response
can improve the efficiency of issue resolution. Furthermore, we make
use of the identity type information of the first responders to forecast
the issue lifetime and the results show that this information can also
improve the accuracy for short-term prediction. It also verifies that first
responders have a direct influence on the issue resolution process.

Keywords: Issue resolution · First responder · Issue resolution
efficiency · Issue lifetime prediction

1 Introduction

Issue registering, tracking and resolution are very important in open source soft-
ware (OSS) projects [3]. Anyone can submit an issue through an issue tracking
system on open source hosting platforms such as GitHub and Google Code.
However, tackling these issues is burdensome for developers and it is usual that
these issue resolution tasks are delayed or even completely ignored. Previous
studies show that problems of issue overstocking may arise over time [10] and
a considerable portion of issues in GitHub are pending for months or even over
a year [7]. Therefore, effective strategies should be implemented to improve the
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issue resolution process such as prioritizing issues to be resolved and allocat-
ing resources for each issue clearly in practice and more importantly, we should
understand the influential factors behind successful issue resolution processes.

As a collaboration process, issue resolution consists of multiple actions that
occur in order and involves several persons. Just as the old saying goes, “Well
begun is half done”, first responder tends to play a decisive role in the process
of issue resolution. It can be assumed if the first responder leads issue resolution
well, then other stakeholders will be willing to participate in the resolution pro-
cess and the efficiency of issue resolution will increase. On the contrary, if the
first responder misleads the direction of resolution or increase the complexity of
the problem, the whole process will slow down, which may result in a pended
issue.

There are various types of roles involved in OSS projects. People of different
identity types have different responsibilities and authority in projects and all of
them may be involved in issue resolution. We want to study the response pat-
terns of people with different identity types as the first responders and their first
responses’ impact on the efficiency of issue resolution. At the same time, whether
the identity type information of first responders is useful for issue lifetime pre-
diction is also our concern. Through this research, we are looking forward to
forming some suggestions to increase the efficiency of issue resolution.

There are different types of issues and they may have very different micro-
process patterns. In this paper, we focus on the issues relating to the mainte-
nance activities. Moreover, the ISO/IEC 14764 standard [11] defines four types
of maintenance activities spanning the different motivations that software engi-
neers have while undertaking changes to an existing software system. Issues can
be mapped to these maintenance activities through a classification model. In
this paper, we only focus on issues relating to corrective maintenance, which
corresponds to bugs and accounts for nearly half of all issues.

Therefore, in this paper, we aim at answering the following research questions:
RQ1: What is the majority identity types of first responders and what are the

common speech acts of their first responses?
RQ2: How do the first responders with different identity types affect issue

resolution?
RQ3: Is first responders’ identity type information useful for issue lifetime

prediction?
In order to answer these questions, firstly, we collect and preprocess data from

Github to extract first responders of issues and construct models to extract their
speech acts in first responses. The distributions and characteristics of identity
types and their common speech acts are analyzed. Then, we analyze the impact of
first responders with different identity types on the efficiency of issue resolution
based on three metrics. Finally, we try to utilize the identity type information
of first responders as an additional feature for issue lifetime predictions.
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2 Related Work

In previous work, several factors are discovered that affect issue lifetime. Murgia
et al. [11] find that the issue resolution time depends on the type of maintenance
performed, where corrective and perfective maintenance are generally faster than
adaptive and preventive maintenance. Destefanis et al. [4] discover that the level
of politeness in the communication process among developers has an effect on
the time required to fix issues. Liao et al. [10] find an association between issue
commits and the lifetime of a project and build a three-segment model and define
three phases, which provides new knowledge about issues. [16] examines factors
affecting bug fixing time along three different dimensions and compares them
using descriptive logistic regression models. In our work, we explore the impact
of first responder’s identity type on issue resolution time, which has never been
explored before.

Bug-fixing time prediction and issue lifetime prediction have been received
significant attentions in recent years. Weiss et al. [14] predict the time spent on
fixing an issue based on the average time of its similar issues. Al-Zubaidi et al.
[2] use multi-objective search-based approach to estimate issue resolution time
which makes estimation models accurate and simple simultaneously. Giger et
al. [5] and Rees-Jones et al. [13] present decision-tree-based models to predict
bug fix time while Panjer et al. [12] utilize logistic regression models. Kikas
[8] predict issue resolution time based on random forest models using dynamic
and contextual features. Zhang [17] present a kNN-based classification model
for predicting whether a bug will get a slow or a fast fix. In this work, we
also construct issue lifetime prediction models but our emphasis is to show an
improvement in the predictors’ performance when putting the identity type of
first responder into features.

3 Dataset and Methodology

3.1 Dataset

In this study, we collect issue data using public APIs from GitHub and only
closed issues updated at or after January 1, 2017 are included. The ten popular
projects used in this study vary in domain, scale and programming language and
they all provide dynamic platforms for bug reporting, discussing and fixing.

Since we focus on issues relating to corrective maintenance, issue reports
must be classified first. We rely on labels applied to each issue report in GitHub
to identify their maintenance type. Finally, 4863 issues relating to corrective
maintenance are collected and included in the dataset. We do some important
preprocessing before extracting first responders of an issue. Usually people take
for granted that first responder is the first one who leaves a comment under an
issue. However, we find that about 15% of first commenters discovered using this
method are issue creators themselves and what they do in their first comment is
usually information supplement. When issue creators become their issues’ first
commenters, they often add what is supposed to be clarified in the body of an
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issue and we can not regard them as the first response. The solution for this
problem is to filter issue creators’ comments until other users participate in and
we regard the first comment not by the issue creator as the first response and
the commenter as the first responder.

Fig. 1. A classification standard for speech acts in the process of issue resolution

3.2 Speech Act Classification

In order to answer RQ1, we need to do speech act classification for the first
response. This relies on our previous work and since it is not our emphasis, we
introduce our classification method briefly here.

After reading a lot of issues, we proposed a classification standard for speech
acts in the issue resolution process based on the dialog behavior of the comments
in the issue Fig. 1. According to the stage of the speech acts of comments, they
can be divided into three categories: Bug Identification, Problem Definition and
Solution Development and Non-period. The first two categories correspond to
the two stages of issue resolution, and the third category is speech acts that
occur at any time during the issue resolution process.

We would like to automatically classify every comment in the issue resolution
process, so we need to construct a machine learning model. First, we performed
the labeling task and manually labeled 1915 comments as a training data set.
In feature selection, we select 1–3 n-grams with word frequency ≥ 1, use chi2
method to select top250 features, then manually add some important keywords
which we find in the manual labeling stage, and finally add some non-verbal
features. Through comparison, the model adopts the best-performing random
forest method, and the final performance metrics Micro-F1 (Accuracy) reaches
0.703.
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3.3 Issue Lifetime Prediction

To answer RQ3, we construct prediction models to show an improvement in the
predictors’ performance when calculating the identity types of first responders
into features.

Feature Selection. The performance of prediction models relies on features
that are properly selected. Our feature engineering is based on the work of [8]
and [13]. Furthermore, we also add the following new features to the features
we chose based on previous work: CodeIncluded for whether the body of an
issue includes code or not, CleanedTitleLength for the number of words in the
issue body with markdown parsed and tags removed and CreatorAuthority for
whether the creator has authoritative identity type in the project.

The selected features can be divided into three classes, i.e., Issue features,
Issue creator features and Project features. Issue features describe the
contents of an issue and its related events. Issue creator features reflect the
characteristics of the author of an issue, which relates to issue contents and
quality. The resolution processes of issues are also be affected by their projects
and project features reflects their issue resolution statuses and activity levels.

Model Training. We train prediction models based on observation point at
1 day, we collect all issues that were first responded in 1 day in our dataset to
predict whether they will be closed with different prediction horizons. Naturally,
the prediction horizon should end after the observation point. The prediction
horizons are chosen to match calendric periods (week, fortnight, month, quarter,
semester and year), which leads to six prediction horizons (7, 14, 30, 90, 180 and
365 days). Since we have one observation point, for each prediction horizon, we
should train one model.

Evaluation Metrics. Although the prediction task is a binary classification
problem in our study, we still utilize the macro-averaged F1-score and micro-
averaged F1-score to evaluate the classifiers because correctly predicting the
fact that an issue can be closed in a given prediction horizon or not is equally
important so that traditional metrics for binary-classification are not sufficient.
Instead, macro-averaged F1-score and micro-averaged F1-score provide overall
insights into the performance of models for this problem.

4 Experiments and Results

4.1 Identity Type and Speech Act of First Responders

Overall Identity Type Distribution of First Responders. As a collabora-
tion process, issue resolution involves all kinds of people with different identity
types. There are 5 types of identities in GitHub: Owner, Collaborator, Contrib-
utor, Member and None, the classification standard is project users’ authority
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Fig. 2. The distribution of identity types of issue creators, all responders and first
responders

and contribution in the project. Their specific definitions described by GitHub
[1] are as follows:

– Owner: The person/s who has administrative ownership over the organization
or repository.

– Collaborator: The person who has Read, Write, or Admin permissions to one
or more repositories in an organization.

– Contributor: The person who has contributed something to the project.
– Member: The person who uses the project and might be active in conversa-

tions or expresses his opinion on the project’s direction.
– None: Other users.

Roughly speaking, we name ‘None’ as ordinary users and others as identified
users.

We first make a statistics of identity type distribution in issue creators, all
responders and first responders, respectively. The distribution pie chart is shown
as Fig. 2.

From the distribution of identity types of issue creators we can easily find
that most (63%) issue creators are ordinary users without special identity type
which indicates that submitting issue reports is a low barrier operation that
any GitHub user can submit an issue report while coming across an issue. Of
course, experienced users like contributors, collaborators and owners can raise
an issue for others’ help when they can’t handle it alone, which reflects that
issue resolution is a collaboration process that needs collective intelligence.

However, for a user to participate in the discussion of issue resolution, the
threshold is greatly increased. The majority (71%) of responders are at least
active users in the project and the proportion of ordinary users has dropped
significantly. This is in line with our common sense that only senior users with
prior knowledge can participate in problem solving well.

As for first responders, the proportion of ordinary users is further reduced
to 14%. Starting issue resolution requires higher professionalism and authority.
Comparing distribution of identity types of all responders and first responders,
another major difference is the proportion of collaborators, which increases 12%
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in first responders. Project collaborators are more accustomed to actively accept-
ing the responsibility to start issue resolution due to their authority in the project
and this identity type group will be our focus in our further study.

Fig. 3. The distribution of speech acts of ordinary users and identified users

Common Speech Acts of First Response. We do speech act classification
for the first response of ordinary users and identified users respectively and Fig. 3
shows the result. The most significant distinction between ordinary users and
identified users lies in the difference of proportion of RC (Reproduction Con-
firmation), SD (Problem Analysis and Solution Development) and PI (Progress
Inquiring and Pinging Others).

For identified users, their first responses’ speech acts have a 20% decline in
RC while have a 12% rise in SD and a 9% rise in PI compared with ordinary users.
This reflects the diversity of function between ordinary and identified users’ first
responses. For ordinary users, they tend to prove the bug can be reproduced like
‘I have come across the same issue!’, then the issue created will more likely to
be proved as a bug and others will join in the resolution communication. For
identified users, based on their knowledge and their responsibility, they are more
customized to push forward the resolution process by assigning related people
or directly trying problem analysis and solution development.

To answer RQ1 in general, first responders are identified users in major-
ity(86%) and collaborators are especially accustomed to starting the issue resolu-
tion communication. Ordinary users are likely to confirm the bug while identified
users do more assignment or development during their first response.

4.2 Impacts on Issue Resolution with Different First Responders

In this section, we will show the difference in efficiency of issue resolution when
users with different identity types make first responses. We propose three metrics
to characterize efficiency of issue resolution:

– First Response Hours: The interval from the creation time of an issue to the
time that the first response is made.
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Table 1. The efficiency of issue resolution for first responders with different identity
types

Metrics Ordinary Identified

None Overall Member Contri. Collab. Owner

First response hours Mean 996 402 481 366 242 166*

Median 47 5 8 9 0* 5

Average response hours Mean 949 767 842 757 386* 4392

Median 214 102 138 167 11* 3382

Issue lifetime Mean 4296 3547 3927 3486 1783* 19095

Median 982 572 758 797 188* 22781

– Average Response Hours: The average interval between any two adjacent
responses.

– Issue lifetime: The interval from the creation time of an issue to the time
that the issue is closed.

These three metrics measure the efficiency of issue resolution from three per-
spectives, i.e., start stage, middle stage and whole process. Table 1 presents the
results.

First we analyze the result from a macro perspective, which is the difference
between ordinary or identified users. Compared to issues with ordinary first
responder, those with identified first responder achieve better efficiency in all
dimensions, i.e., first response hours, average response hours and issue lifetime
are all lower than those of unidentified first responder. This may bring us a
heuristic conclusion: To encourage identified users to make first response
can improve the efficiency of issue resolution.

Then we focus on the detailed diversity among issues with different kinds
of identified first responders. It is obvious that issues with collaborators as first
responders perform best in most metrics and the gap is really huge. It should
be pointed out that the median first response hour for collaborators is 0 which
means half and more of collaborators can make first response for an issue within
1 h, which is very impressive. Except for high ‘starting speed’, when first respon-
ders are collaborators, the efficiency of the issue resolution process and final
issue resolution time will also be sharply reduced. We attribute this tremendous
advance to collaborators’ professionalism, influence and authority:

– Collaborators’ experience and knowledge allow them to make fast and effec-
tive first response to identify the issue or assign it to related developers, which
provides a good beginning for issue resolution.

– Collaborators usually have certain influence and authority in one project,
which may motivate other project users to join in the process of issue resolu-
tion.

Unexpectedly, issues whose first responder is project owner himself suffer
from extremely high average response hours and issue lifetime. We conduct a
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Table 2. Prediction Performances of models for different observation points and pre-
diction horizons

Prediction horizon days macro-F1 micro-F1 AUC

initial +identity type initial +identity type initial +identity type

Observation at 1 day after issue is opened

7 0.528 0.562* 0.740 0.777* 0.531 0.559*

14 0.575 0.619* 0.664 0.696* 0.574 0.618*

30 0.653 0.669* 0.657 0.673* 0.653 0.669*

90 0.696 0.694 0.717 0.716 0.692 0.691

180 0.741 0.741 0.802 0.804 0.726 0.725

365 0.781 0.783 0.893 0.894 0.747 0.750

sample survey and find that the cause is these issues are mostly open and difficult
issues remaining multiple rounds of dialogue, which determines that they cannot
be closed in a short time.

To answer RQ2, When identified users, especially collaborators make first
response, the efficiency of issue resolution will be improved.

4.3 Identity Type of First Responder on Issue Lifetime Prediction

In order to answer RQ3, we construct models with first responder’s identity type
information in contrast to models without identity type information to show that
this information is beneficial to lifetime prediction.

We analyze model performance for different observation points and compare
initial models (initial) and models with first responder’s identity type informa-
tion (+identity type). Table 2 shows the result.

It is not hard to see an improvement when taking first responder’s identity
type information into account for short-term prediction. The reason may be
considering their identity type information is like getting first responder’s help
to make a decision. First responder’s identity type information can be regarded
as a prior probability. At an early period when other features can barely provide
information, adding prior probability is of great help for classifiers.

5 Threads to Validity

We present various threats to validity of our study according to the guideline
reported in [15]. Any conclusions made from this work must be considered with
the following issues in mind.

Threats to internal validity are concerned with factors that may affect
a dependent variable and were not considered in the study. In this study, we
examine the influence on issue resolution efficiency of first responder’s identity
type in various projects. We assume that properties of issues in each project are
uniformly distributed so that we can build a correlation between efficiency of
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issue resolution and first responder’s identity type. However, the heterogeneity
of issues in each project cannot be avoided. In addition, there are several rela-
tionships between some issues in a project, i.e., they are not independent. These
will inevitably affect our results to some extent.

Also, issue misclassification can happen [6,9], which may have impact on our
study.

Threats to external validity are concerned with the generality of our
results. In our study, we use issues from 10 projects that are representatives of
the open source domain which have different backgrounds, development practices
and goals. To improve generality, we can extend our study to more representative
projects.

6 Conclusion

In this paper we try to study the impact of identity type of the first responder on
issue resolution. Based on the issues extracted from 10 distinctive and represen-
tative projects in the open source domain, we collect data and do preprocessing
to extract first responders of these issues and extract their common speech acts
in the first response. We find most of first responders are at least active users
in a project. The distributions and characteristics of each identity type and
their common speech acts are analyzed. Then, we analyze the impact of first
responders with different identity types on efficiency of issue resolution based on
three metrics we proposed. We find that allowing identified users especially col-
laborators to make first response can improve the efficiency of issue resolution.
After this, we construct models for issue lifetime prediction in GitHub projects
for different calendric periods with identity type of first responders in order to
demonstrate value within first responder’s identity type information. The results
show that models with first responder’s identity type achieve better accuracy for
issue lifetime prediction for short-term prediction.

In this study we only focus on issues relating to corrective maintenance.
However, there are other types of issues. Although the number of these issues
is smaller, they are also of great significance in open-source software project
maintenance. Specifically, perfective maintenance aims to enhance performance,
adaptive maintenance deals with feature requests and preventive maintenance
involves actions to be taken to avoid future bugs. One possible direction for future
work is to study the impact of first responder’s identity type on resolution time
of these types of issues.
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Abstract. Clustering algorithms aim at gathering similar data points from a
dataset in an unsupervised manner. Although the batch clustering algorithms have
relatively high accuracy, they cannot make use of the dynamic clustering results
efficiently. The requirement of using the whole dataset in calculation results in
the problems of resource waste and high time cost. On the contrary, incremental
clustering only needs to update the varied part of a model upon the arrival of new
data, which makes it unnecessary to recluster the whole data all the time. The
feature is very suitable for the streaming data process, but it decreases the accu-
racy of the algorithms and cannot satisfy the low latency requirement of real-time
data processing. In response to this problem, the paper proposes a novel unified
batch and streaming clusteringmodel (UBSCM) based on streaming computation,
which includes a streaming cluster feature updating mechanism (SCFUM). The
Flink framework is used to implement a new streaming KMeans algorithm based
on UBSCM (KMeansUBSP). The experiments on the real-world datasets validate
that the new streaming KMeans algorithm is effective in clustering the batch and
streaming data in a unified manner.

Keywords: Unified batch and streaming · KMeans · Streaming cluster update

1 Introduction

With the development of electronic information technology and the popularization of
the mobile Internet of Things. Real-time data processing becomes an important issue.
As an unsupervised learning algorithm, which is widely used in clustering similar data
to mine the hidden value of data.

According to different processing scenarios, clustering algorithms can be roughly
divided into three categories, including batch clustering algorithms, incremental clus-
tering algorithms, and streaming clustering algorithms [1–3]. The batch clustering algo-
rithmmainly solves batch data clustering. However, unable to get all the data at once due
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to the limitation of memory size and disk space. Thus, incremental clustering appears.
The incremental clustering algorithm can update the later data incrementally, which
solves the defect that the traditional clustering algorithm requires full computation.With
the development of digital informatization, timeliness has become a very important label
for big data. In this way, many streaming clustering algorithms have emerged to adapt
to the data that is continuously generated in real-time. Typical representatives include
CluStream [4] based on hierarchy andDenStream [5] based on grid density. However, the
streaming clustering model cannot support the cluster analysis of batch data effectively.
To meet the increasing demand for stream data processing, a large number of computing
engines have emerged [9]. The implementation of clustering algorithms includes main-
stream parallel computing frameworks based on Apache Hadoop [6], Apache Spark [7],
Apache Flink [8], etc. Among them, Hadoop is suitable for a large amount of static
data processing, but its frequent IO read and write cannot satisfy low-latency streaming
data processing. Spark pioneered memory computing by storing data in memory for
iterative computation. Spark Streaming is a discrete stream model that uses micro-batch
processing, not real streaming. Flink is a more novel streaming computing engine that
provides features such as stateful streaming processing, event time semantics, exactly
one-time processing, and backpressure control. In terms of the design principle, Flink
is more suitable for lower processing delay and more complex streaming scenarios than
Spark.

Because of the different application scenarios of batch data clustering and streaming
data clustering, the Flink streaming computing engine is used in this article to treat batch
data as bounded streaming data processing. Combining batch clustering and streaming
clustering algorithms, the realization mechanism and scheme of batch-stream unified
KMeans are proposed. The main contributions of this paper are as follows:

(1) Propose a unified batch and stream clustering model based on stream computing.
The cluster center is initialized in the first time window, and the cluster is contin-
uously updated in subsequent windows. The algorithm satisfies the high precision
of batch clustering and the low latency of streaming clustering.

(2) Propose a cluster feature update mechanism based on streaming iteration. Create
cluster features as an iterative stream for the update. Using this mechanism can
realize a streamlined iterative clustering algorithm.

(3) Implement the KMeans based on unified batch and stream processing using Flink.
The unified batch and stream clustering model and the cluster feature update mech-
anism based are used to implement the batch-stream unified KMeans algorithm. It
is verified through experiments that the algorithm meets the requirements of batch
data and streaming data, and also has better performance in accuracy and time.

2 Related Work

Related work mainly aims at improving the design principles and implementation
schemes of clustering algorithms.

In terms of clustering design, the earliest traditional KMeans clustering algorithm
was proposed by Macqueen in 1967 [10]. KMeans clustering algorithm’s idea is simple
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and widely used. However, the obvious disadvantage of this algorithm is that its cluster-
ing accuracy depends on the selection of the initialization center. Davi et al. Proposed
kmeans++ algorithm [11]. This method uses the point as far away as possible in the
data set as the cluster center for initialization, which aims at solving the problem of dif-
ficulty in initialization. Unfortunately, the aforementioned clustering algorithm cannot
dynamically add data. Because of this defect, Pham et al. proposed incremental based
on objective optimization function K-means incremental clustering algorithm [12]. In
reference [7], an improved initialization method of incremental KMeans is proposed.
However, incremental KMeans can’t support streaming data generated by high speed and
low delay. In reference [4], a two-stage data stream clustering CluStream is proposed.
Although the algorithm can meet the requirements of stream clustering, it cannot find
outliers. Reference [13] proposed a new data stream clustering algorithm DenStream.
Introduce potential microclusters and outlier microclusters to optimize the shortcomings
of CluStream that cannot find outliers. However, these two stream clustering methods
cannot meet the requirements of high precision in the case of batch data.

In the implementation of parallel clustering and streaming clustering algorithms,
mahout [14], as a machine learning algorithm library based on MapReduce [15] in the
Hadoop computing framework, encapsulates a large number of data mining algorithms,
including clustering algorithms such as KMeans, canopy [16], fuzzy KMeans [17], etc.
However, the Hadoop computing framework will produce a large number of disk IO
read and write operations in the calculation. So it cannot support the implementation of
streaming clustering. In order to speed up the calculation, the Spark computing frame-
work saves the data in memory for calculation. Spark ML algorithm library is a perfect
machine learning algorithm library in the ecosystem. The clustering algorithm includes
traditionalKMeans,Gaussianmixture clusteringGMM,and label propagationLDA[18].
Streaming KMeans [19] algorithm is implemented by Spark streaming. Flink regards
batch data as a special case of streaming, providing more natural streaming. Alibaba
proposed the machine learning algorithm platform Alink [20], which supplemented
the deficiencies of Flink in machine learning algorithms. However, it does not imple-
ment a streaming generation model algorithm. The unified clustering model proposed
in this paper combines batch clustering rules with flow clustering rules. A unified batch
and stream KMeans clustering algorithm is implemented to solve different clustering
scenarios.

3 Preliminary

3.1 MapReduce Computing Model

TheMapReducemodel and its open-source implementation ofHadoop have beenwidely
adopted by industry and academia, attributable to a simple and powerful programming
model, which hides the complexity of parallel task execution and fault tolerance from
users [15]. The computing framework is a parallel computing framework for large-scale
data, which is widely used with low cost, high reliability, and high scalability. Among
them, theMahoutmachine learning algorithm library is based on theHadoopMapReduce
computing framework. The core idea of this framework is to divide and conquer, using
Map and Reduce to process data. In a nutshell, the data is divided into numerous small
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chunks, which are then processed by the Map function, then aggregated by using the
Reduce function. Unfortunately, the intermediate results generated by the calculation
need to be stored in the HDFS distributed file system of Hadoop, which seriously affects
the calculation performance.

3.2 DAG Model

Spark and Flink introduced the Directed Acyclic Graph (DAG) model based on the
MapReduce computing model. At a higher level, both engines implement a driver that
describes the application’s high-level control flow, which relies on two main parallel
programming abstractions [21]. The DAG model provides support for streaming data
processing. Spark caches intermediate data results and high-frequency usage inmemory,
storing data in a format called resilient distributed dataset (RDD). This mode is very
suitable for a large number of iterative calculations inmachine learning. Spark Streaming
uses “micro-batch” to process streamingdata, unifying the streaming in batch processing.
Flink engine has attracted much attention in the field of stream computing in recent
years. It regards batch data as a special case of streaming data. What’s more, it provides
exactly one-time semantics, stateful computing, streaming iteration, and three temporal
semantics to satisfy various streaming application scenarios. These advanced streaming
features provide higher fault tolerance and lower latency.

4 Unified Batch and Streaming KMeans Algorithm

4.1 Unified Batch and Stream Clustering Model

Different from other clustering algorithms, USCM supports both batch data and stream
data clustering. Read multi-source data from the file system, message queue, network,
etc. using the Flink streaming computing framework. Then use the window function for
clustering update. The processing structure of the unified batch and stream clustering
model is shown in Fig. 1.

In the model, you can set the time window size and the number of initialization
iterations. You can also increase the number of initialization iterations through parame-
ters, resulting in higher accuracy. The Cluster Center is initialized for the first window
data. When the subsequent window data arrives, the algorithm broadcasts the iterative
stream of cluster features to all the nodes in the Keyby() partition and updates them.
To guarantee the consistency of data processing, the cluster characteristics are saved as
states. Finally, the updated cluster characteristics are sent back to the iterative stream.
If the time window is large enough, the first window can hold all the data. In this way,
both batch and stream data clustering can be satisfied.

4.2 Streaming Cluster Feature Update Mechanism

SCFUM designs the cluster feature into an iterative stream. The updated cluster features
are returned to the iterative stream to rebroadcast. For the partition-based clustering
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Fig. 1. The processing structure of unified batch and stream clustering model

algorithm, the cluster feature is the cluster center. The update rule of the streaming
KMeans in the window is shown in the following formula.

ct+1 = (ct × nt × a)+ (xt × mt)

nt + mt
(1)

nt+1 = nt × a + mt (2)

Where c is the cluster center; n is the number of points corresponding to the cluster
center; a is the decay factor used to define the influence of past points in the new cluster;
x is the cluster center generated by the window data point; m is the number of points
corresponding to the window data generated cluster center. The specific update process
of the streaming cluster feature update mechanism is shown in Fig. 2.

As shown in Fig. 2, first of all, the cluster feature update mechanism reads incoming
streaming data and partitions the data randomly. In seconds, the broadcast iterated stream
of cluster features is read in the partition, and the data points are divided according to
the acquired cluster features. Then divide the different partitions and use formula (1)
and formula (2) to recalculate each partition to obtain new cluster features. Finally, the
new cluster feature is passed back to the cluster feature stream.

4.3 The KMeans Based on Unified Batch and Stream Processing

The implementation of the KMeansUBSP algorithm uses UBSCM and SCFUM. The
overall flow of the algorithm is as follows. First of all, the program will continuously
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Fig. 2. Streaming cluster feature update mechanism

readmulti-source data provided by Flink source, including the file system, distributed file
system, Kafka, Socket, etc. In seconds, the read data is Data pre-processing in real-time,
and the preprocessing includes filtering outliers and missing values. A time window
partition for scrolling by the given window size. Then call the flow clustering method
to update the cluster center. Finally, the continuous output produces the result of cluster
partition and output. The implementation process of the streaming clustering method is
as follows. First, read the window data from the outside. Determine whether it is the first
window. If it is, use KMeans++ to initialize the cluster center for the window data. Then
update the cluster iteratively. Finally, the cluster center is created as an iterative stream
for broadcasting. If not, then directly read the iterative stream of the previous window
update and broadcast it. The window data and the cluster center are merged, and the data
points are divided into different partitions according to the nearest cluster. Then divide
the partition into a window, and update the cluster in the partition window according
to formulas (1) and (2). Finally, the updated clusters are passed back to the stream and
the clustering results are returned. The specific implementation of the KMeansUBSP is
shown in Algorithm 1.
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Algorithm 1. KMeansUBSP
Input: The point DataStream ds, the number of cluster centers k, window size winS, the 
number of initial iterations iterN, decay factor decay.
Output: The point division result rResult.
1. ds ds.filter(null);
2. dataWin ds.createWindow(winS); // Partition window.
3. isFirst TRUE;
4. IF(isFirst)THEN // Determine if it is the first window.
5. isFirst FALSE;
6. centers InitCenter(dataWin,k,winS,iterN); // Use KMeans++ to initialize the 

cluster center.
7. cIteStream centers.iterate(); // Create a central iteration stream.
8. END IF
9. WHILE (dataWin.hasData) DO // Window has data.
10. conStream ds.connect(cIteStream.broadcast()); // Use the Flink operator to 

connect the two streams and broadcast the cluster center to all parallel nodes.
11. pResult FindClosest(dataWin,conStream); // Find the nearest cluster center 

based on Euclidean distance.
12. cUpdate UpdateCenter(pResult,decay); // Update the cluster center according 

to formulas (1) and (2).
13. cIteStream cUpdat; // Pass the updated cluster back to the iteration stream.
14. END WHILE
15. return pResult;

5 Experiments

5.1 Experimental Environment

In the experiment, a total of 5 physical machine servers were used to build Spark and
Flink clusters. Each server has a total CPU core number of 20, total memory of 256G,
and a hard disk capacity of 2 × 300G.

5.2 Experimental Datasets

The real datasets of UCI [22] are used to verify the method proposed in this paper. Some
information about the data set is given in Table 1 below.

Table 1. UCI datasets

Data sets Clusters Dimension Size

Seeds 3 7 210

Wine 3 13 178

HTRU2 2 9 17898

Occupancy detection 2 7 20560
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5.3 Evaluation Metrics

A widely used evaluation index “Macro F1” [23] is selected to verify the performance
of the KMeansUBSP algorithm. The macro_F1 is the weighted harmonic average of the
macro precision rate (macro_P) and macro recall rate (macro_R), which is often used to
evaluate the quality of the model. The formula is as follows:

macro_P = 1

n

n∑

i=1

Pi (3)

macro_R = 1

n

n∑

i=1

Ri (4)

macro_F1 = 2× macro_P × macro_R

macro_P + macro_R
(5)

5.4 Precision Experiment

Batch Precision Experiment. In this experiment, batch datasets of Seeds, Wine, and
HTRU2 were transferred to Spark Streaming-KMeans, Spark KMeans, Alink KMeans,
and KMeansUBSP for calculation and comparison of macro_F1 values.
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Fig. 3. Batch accuracy results

As shown in Fig. 3, Spark StreamingKMeans has a low macro value, around 0.2 in
Seeds andwines, because it only provides random initialization and specifies cluster cen-
ter initialization, and does not support iterative computation. For HTRU2 data, the high
value of the macro is due to the prediction error caused by the big difference between
positive and negative examples, and the defect that KMeans Algorithm cannot detect
outliers effectively. The KMeansUBSP algorithm proposed in this paper introduces the
distance probability initialization of KMeans ++ to the first window and provides iter-
ative calculation so that the value of macro_F1 in Seeds and wines is higher than the
Spark Streaming algorithm by about 0.6 and 0.4. Spark KMeans uses the default ran-
dom initialization method but provides iterative calculations, which is lower than the
KMeansUBSP algorithm by about 0.15 in wines. AlinkKMeans uses the initialization of
KMeans|| by default, which is equivalent to the accuracy of KMeansUBSP. In summary,
the KMeansUBSP algorithm has higher accuracy results for batch data clustering.
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Streaming Precision Experiment. This experiment uses the 7-day data from February
4, 2015, to February 10, 2015, in the time series data set Occupancy Detection, and the
incremental experiment is performed according to data blocks divided into days. This
experiment uses Spark Stream-ingKMeans and KMeansUBSP to compare real-time
macro_F1 values.
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As shown in Fig. 4, in a data block clustering on February 4th, the value of macro_F1
of the KMeansUBSP algorithm is close to 1, while the value of Spark StreamKMeans
is only close to 0.5. This is because of the different initialization methods and iterative
updates of the two algorithms. In the second and third windows, the macro_F1 value of
the KMeansUBSP algorithm is higher than Spark Stream-ingKMeans by about 0.6. This
is because the KMeansUBSP algorithm saves the previous clustering results through the
Flink state mechanism and extracts them for use in the next clustering. In the data blocks
on February 7th and February 8th, the macro_F1 of the two algorithms is the same and
only 0.5. This is because the data is too scattered and the KMeans algorithm cannot
identify outliers. In the clustering of data blocks on February 9, the macro_F1 value of
theKMeansUBSP algorithm began to rise again, exceeding 0.5 of the StreamingKMeans
algorithm. This is because KMeansUBSP saves the updated cluster center and can con-
tinue to be used in the future to produce higher accuracy. We set windows of different
sizes to read the Occupancy Detection data set in Kafka for clustering, for exploring
the relationship between the macro_F1 score and the window size of the KMeansUSBP
algorithm. Use the macro_F1 score to score the results. The result is shown in Fig. 5. As
the window decreases, the value of macro_F1 first decreases and then increases. This
is because when the window is greater than 300ms, the accuracy is mainly affected by
the amount of data. When it is less than 300ms, the accuracy is mainly affected by the
number of updates.

5.5 Running Time Experiments

This experiment uses data from the time series datasets Occupancy Detection for 5 days
from February 5, 2015, to February 9, 2015. Kafka is used to continuously send datasets
to the corresponding topics, and the algorithm continues to consume the corresponding
topics until all the data is processed.

As shown in Fig. 6, when the window size is less than 500 ms, the KMeansUBSP
algorithm proposed in this paper is faster than Spark StreamingKMeans. The execution
time of the program is 1 s and 2 s faster in the window size of 300 ms and 200 ms,
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respectively. This is because KMeansUBSP uses the Flink streaming engine, which has
a smaller granular delay. When the window is greater than 500 ms and reaches 2000 ms,
the processing time of the Spark StreamingKMeans algorithm is 2 s faster than the
KMeansUBSP algorithm. This is because KMeansUBSP iterates on the initial clusters
and the delay increases as the data in the time window increases.

0
2
4
6
8

10
12
14
16

200 300 500 1000 2000

Ti
m

e(
s)

Window size(ms)

Spark StreamingKMeans KMeansUBSP

Fig. 6. Streaming runtime results

6 Conclusions

This paper proposes a batch stream unified clusteringmodel based on stream processing,
the model uses the cluster feature update mechanism based on the iterative stream.
Considering the difference between batch clustering and streaming clustering, the cluster
features are created into iterative stream processing, and the cluster features stored in the
state are constantly updated. Then transfer the updated clusters to the stream, which can
effectively handle both batch and stream clustering scenarios. Finally, achieve the effect
of a unified batch and stream. The KMeansUBSP implemented in this paper belongs to
a partition-based clustering algorithm. To make the proposed unified batch and stream
model more general. Next step, the UBSCM and SCFUM proposed in this article will
be combined to implement other types of clustering algorithms, such as density-based,
hierarchical-based, grid-based, etc.
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Abstract. Social media network is inseparable from image recognition, and
image super-resolution (SR) reconstruction plays an important role in image recog-
nition. The changes of scale and geometry are rarely considered in the image super-
resolution reconstruction based on deep learning over the years, we introduce a
super-resolution reconstruction network based on deformable convolutional net-
work. We replace the ordinary convolution with the deformable convolution to
pretend the geometric deformation and extract abundant local features. The image
super-resolution reconstruction is usually based on the conventional convolutional
neural network (CNN). Most CNN-based SR models do not utilize the features
of the original low resolution (LR) image as much as possible, resulting in lower
performance. After introducing the idea of deformable convolution, though the
complexity is increased, the recognition accuracy is obviously raised.

Keywords: Deformable convolution · Super resolution · Residual learning

1 Introduction

Single image Super-Resolution (SISR) [5] is commonly used for some mapping rela-
tionship between LR and SR. SISR has been widely and frequently studied in the field of
computer vision. From surveillance images to medical images, the details of the images
required are increasing. Conventional SISR research methods contain interpolation-
based and reconstruction-based [7]. Sparse-representations and bicubic interpolation
are familiar interpolation methods [1, 9, 14, 15].

SRCNN [3, 4] is the first algorithm that applies deep learning to solve SISR problem,
and completes image reconstruction with three ordinary convolutional layers. Due to the
slow convergence speed of SRCNN during training, FSRCNN [2] improved on the basis
of SRCNN and achieved better reconstruction performance by changing the number
and dimension of convolutional layers. VDSR [11] uses residual learning to perform
image reconstruction and adds a skip connection to the excessively deep network, which
increases the convergence speed of the network. DRCN [18] brings recursion into the
study of images and sets a skip connection for each convolutional layer, which deep-
ens the structure of the network and increases the receptive field of the network, thus
improving the performance. In the method like SRCNN, the LR image needs to be input
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into the network by up-sampling interpolation to obtain the same size as the HR image,
which means that convolution operation needs to be carried out at a higher resolution,
resulting in the increase of computational complexity. ESPCN [12] proposed an efficient
method to extract features directly from the LR image size and calculate the HR image.
ResNet is local residual learning for chain mode. VDSR is global residual learning.
DRCN is global residual learning + single weight recursive learning + multi-objective
optimization. DRRN [6] is the local residuals learning + global residuals learning +
recursive learning with multiple weights.

We all know that conventional convolution, no matter how you add it up, the basic
results are rectangular, but there are many limitations in modeling irregular objects in
real life. Therefore, we hope to find a new convolution method that can overcome the
current limitation and apply it to SISR research. Deformable convolution [10] is different
from ordinary convolutional layer, and we consider migrating it to SISR and design a
network model based on deformable convolution. The contribution of the new network
is as follows:

Strong ability tomodel the deformation and scale of objects. Deformable convolution
adopts to the scale of the object. The receptive field is much larger than the general
convolution because of the deviation.

2 Related Works

Super-Resolution Convolutional Neural Network (SRCNN) [3] which is produced by
Dong et al. first attempted to establish a link between deep learning and image super-
resolution reconstruction. The proposed idea aimed at associating LR image to HR
image in an end-to-end mapping. It is significantly better than the conventional non-DL
method. Alongwith taking a deconvolution layer to upscale, Fast Super-Resolution Con-
volutional Neural Networks (FSRCNN) [2] changes characteristic dimension and shares
the mapping layers, thus the original LR image can be directly input. Accurate Image
Super-Resolution Using Very Deep Convolutional Networks (VDSR) [11] stacks more
convolutional layers to deepen the network. The accompanying vanishing/exploding gra-
dients problems can be eased with residual learning. Efficient Sub-Pixel Convolutional
Neural Network (ESPCN) [12] proposed by Shi et al. introduces a sub-pixel convolu-
tion layer. For LR image, only one up-sampling operation is performed at the end of the
network. It also reduces computational complexity when you get HR image.

The super-resolution reconstruction methods mentioned above are all based on stan-
dard convolution operation. In essence, CNN does not have rotation invariance or scale
invariance, CNN training requires training samples to contain enough geometric changes
for learning and fitting. However, there is a lack of strategic basis for judging deforma-
tion for standard convolution. Assuming that the direction of geometric transformation
is fixed and known, we can use prior knowledge to expand data and design algorithm.
However, when this assumption is not established, the learning will lose the generaliza-
tion ability, making it difficult to continue. Feature maps are all computed with the same
convolution even if the positions of the same layer’s feature map may correspond to the
objects with different shapes. Feature map is obtained by the same convolution kernel,
so it is hard to deal with multiple deformations simultaneously [13].
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The conventional methods are mainly performed by scaling, rotating and flipping
to get better learning performance. However, the operation will expand the number of
samples. Correspondingly, the computing time of the network will be longer [14, 17].

These limitations come from the fixed geometry of CNN module. To improve the
ability of model geometric transformation, Dai et al. proposed the idea of deformable
convolution. Different from the convolutional operation in the traditional dot product
operation with kernel translation on the image, deformable convolutional layer improves
the processing capacity for different changes of geometric images without increasing
the number of training samples. It adds a 2D offset to the regular grid sampling position
in standard convolution. The offset is learned by the additional convolutional layer from
the preceding feature diagram. The size of the DCN kernels and position can be adjusted
according to the current need to identify the dynamic image content,we can see it visually
that different locationofConvolutionkernelswill samplingpoint locationbasedon image
content adaptive changes, so as to accommodate different shape and size of objects such
as geometric deformation. As illustrated in Fig. 1. To sum up what has been mentioned
above, we propose Image Super-Resolution using Deformable Convolutional Network
(SRDCN). We will detail our SRDCN in next section.

Fig. 1. Image of sampling positions in 3 × 3 conventional and deformable convolution.

Fig. 2. Our proposed network architecture.
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3 Proposed Network

3.1 The Structure of SRDCN+

Figure 2 shows our proposed SRDCN+, which mainly contains the following structures.
feature extraction layer, double deformable convolution layers, feature fusion layer and
up-sampling layer. The details are as follows. For the first standard convolutional layer
operating on LR, we set it as a filter size 5× 5 for appropriate receptive field. The kernel
sizes of the deformable convolutional layers are all set at 3 × 3. At the beginning of the
network, LR image is taken as input, and corresponding features were extracted through
a standard convolution operation. The selection of convolution kernel should increase
the receptive field as much as possible. We will define ILR to represent the input, from
this we can get

F0 = GCNN (ILR) (1)

where GCNN indicates convolution operation. F0 is the output after the convolution
of the first layer and serves as the input to the next layer and skip connection. The
obtained feature map generates F1 after two deformable convolutional layers.

F1 = GD1(F0) (2)

where GD1 denotes the calculation with the same deformable convolutional kernel
twice. F0 is fused with F1 using skip connection, can be obtained by

FDCN1 = F0 + F1 (3)

where + denotes fusion operation. Similar to what we did before, we can figure out

F2 = GD2(FDCN1) (4)

FDCN2 = FDCN1 + F2 (5)

FSK = FDCN2 + F0 (6)

where GD2 denotes the convolution operation of the second double deformable con-
volutional layers. The reconstructed part of the network consists of a sub-pixel con-
volutional layer and a deformable convolutional layer. The features extracted from the
previous network are finally reconstructed. The final output ISR is

ISR = GREC(FSK ) (7)

where GREC denotes the computation part of the last reconstruction.
Deformable convolutional layer works as follows. We all know that the standard

convolutional network for convolutional kernel migration is sliding in order on �.

� = {(−1,−1), (−1, 0), . . . ., (0, 1), (1, 1)} (8)
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where � denotes the size and expansion of the receptive field, here we define � as
a 3 × 3 convolutional kernel. For each position l0 on the output feature map y, we have

y(l0) =
∑

liε�
w(li) · x(l0 + li) (9)

where l0 denotes the central point, li (i = 1, 2, ···, 9) represents each position in �.
As the offset progresses, convolutional computation is completed on the regular grid.
And deformable convolution is adding an offset to x(l0 + li), the Eq. (9) is converted to

y(l0) =
∑

liε�
w(li) · x(l0 + li + �l) (10)

where�l denotes an additional offset. However,�l is usually expressed as a decimal.
In order to facilitate the computation, processing it into an integer form by bilinear
interpolation. The result calculated by Eq. (10) is the pixel value of the image.

Deformable convolutional layer produces an offset field of 2N at each position of
the feature map rather than the convolution kernel. N denotes the number of channels
which is the same as the feature map. Then the offset is corresponding to each position
of the original feature map, and deformable convolution can be operated on the original
feature map [10].

3.2 SRCNN with DCN

SRCNN mainly contains three layers of network structure, namely Patch extraction and
representation, Non-linear mapping and Reconstruction [4]. The process of SRCNN is
as follows:

Firstly, the LR image is expanded to the specified size computed by bicubic interpo-
lation (for example, to 2, 3 and 4 times). After being up-sampled to the target size, the
output is the next input to the next layer of the network.

LR images were input into a three-layer convolutional neural network, in one of
the experimental Settings, Y channel in the YCrCb color space was reconstructed in
the form of (conv1 + relu1) - (conv2 + Relu2) - (conv3)). The first layer convolution:
convolution kernel size 9 × 9(F1 × F1), number of convolution kernels 64(N1), and
output 64 feature graphs; The second layer of convolution: size of convolution kernel 1
× 1(F2 × F2), number of convolution kernel 32(N2), output 32 feature diagrams; The
third layer of convolution: kernel size is set as 5 × 5(F3 × F3), the number of kernel
is 1(N3), and the result of one feature map is the last reconstruction of high-resolution
image [3, 4].

We exchange the standard convolutional layer of SRCNN’s extraction layer into a
deformable convolutional layer. When extracting features from the first-layer network,
the batch size can be set lower because of the offset, and the convolution kernel size
remains unchanged. The network increases the processing capacity of different geomet-
ric image changes, so the number of training samples does not need to be enlarged, and
the training time will be longer.
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4 Experiment

In this section, we will investigate whether deformable convolution performs better
than traditional convolution operation in image super-resolution reconstruction. First of
all, the comparison experiment between SRCNN under the SRDCN method proposed
in this paper and the original SRCNN method is conducted to prove that deformable
convolution can improve the image reconstruction effect.

Secondly, we study the effect of residual-learning network on reconstruction under
deformable convolution structure.

Thirdly, the SRDCN method proposed in this paper is compared with Bicubic, A+
[8], SRCNN, SRCNN+, and others, and the idea of deforming convolution has a better
performance in improving the effect of image reconstruction.

4.1 Setting

Training Dataset. 291-images dataset is widely utilized in the field of SR reconstruc-
tion. To ensure consistencywith the previous experimental conditions, 291 imageswhich
contains 91 images provided by Yang et al. and 200 images from Berkeley Segmenta-
tion Dataset are taken as training data. Beyond that, the expansion of dataset is used by
rotating the training set by 90°, 180° and 270°. The enlargement of training dataset leads
to more accurate results.

Testing Dataset. For benchmark, we follow SRCNN. Following SRCNN and SRDCN,
we use the Set5, Set14, and BSD100 dataset for testing. PSNR [16] and SSIM are used
to evaluate the SR results on the Y channel of the transformed YCbCr space.

The convolutional kernel size of the first layer is 5 × 5, and the kernel size of other
deformable convolutional layers are set as 3 × 3. Batch size is commonly set as 32, the
total number of epoch is 30, MSE is used as the loss function. The learning rate is set
at 0.001, and it is cut down by 10% after per 10 generations. The training takes roughly
three days on a GTX 1060 6G GPU [19, 20].

4.2 SRDCN and SRDCN +
To illustrate whether the presence of deformable convolution layer influence on image
reconstruction results, we replaced all the deformable convolutional layers in the net-
work with the standard convolutional layers. Name the network containing deformable
convolution as SRDCN+ and the network composed of standard convolutional layers as
SRDCN. Then compared the two algorithms on Set5 dataset for super-resolution recon-
struction. As can be seen from Fig. 3, when the network based on standard convolution
and the network consists of deformable convolution layers are in the case of amplifi-
cation order ×2, × 3 and ×4, the PSNR change diagram of reconstructed images is
shown. The effect of the method based on deformable convolutional layer is better than
that based on standard convolutional layer. We can know that deformable convolution
plays a certain role in image super resolution reconstruction.
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Fig. 3. Convergence performance curve of SRDCN and SRDCN+ with different scales.

4.3 SRDCN-S and SRDCN+

Remove all skip connections in the SRDCN+ network, and the conditions of other
layers are consistent with SRDCN+. After training, the two networks were compared on
Set5. As shown in Fig. 4, under the up-scaling scale factor ×4, the performance of the
deformable convolutional network based on residual learning is significantly better than
that the one without residual learning. The result shows that the network using residual
learning has a significantly faster convergence rate, which indicates the residual learning
still takes an important position in the deformable convolutional network.
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Fig. 4. Convergence performance curve of SRDCN-s and SRDCN+ with up-scaling scale ×4.
which SRDCN-s denotes a network without residual learning.

4.4 SRCNN with DCN

The standard convolution of feature extraction layer is replaced by deformable convo-
lution. In order to explain the role of the deformable convolutional layer, we replace
the standard convolution of the feature extraction layer in SRCNN with the deformable
convolutional layer and name it SRCNN+. The original algorithm was compared with
the new algorithm in Set5 data set for super-resolution reconstruction. As shown in
Fig. 5, when the feature extraction network based on standard convolution and the fea-
ture extraction network based on deformable convolution are in the case of amplification
order×4, The variation trend of PSNR from the reconstructed images is shown in Fig. 5.
With the increase of the epoch, the value of PSNR increased with it and finally tended
to be stable. At the same time, the effect of the method based on deformable convolu-
tional layer is better than that based on standard convolutional layer. We can know that
deformable convolution plays a certain role in image super resolution reconstruction.

Fig. 5. Convergence performance curve of SRCNN and SRCNN+ with up-scaling scale ×4.

In order to make it more acceptable and clearly see the reconstruction performance
of comparing our method with others, the numerical of reconstruction consequences
corresponding to other methods is given in Table 1. And Fig. 6 shows the comparison
of results between SRDCN+ and other 6 methods when the up-sampling scale is 4.
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Table 1. Average PSNR/SSIM on Set5, Set14, BSD100 with scale factor ×2, ×3 and ×4
respectively. Red represents the optimal result. Blue represents the second optimal result.

DataSet Scale Bicubic
PSNR/SSIM 

A+[8]
PSNR/SSIM

SRCNN[3]
PSNR/SSIM

Set5 2 33.66/0.9299 36.54/0.9544 36.66/0.9542
Set14 2 30.24/0.8682 32.28/0.9056 32.42/0.9063

BSD100 2 29.56/0.8431 31.21/0 8663 31.36/0.8879
Set5 3 30.39/0.8682 32.58/0.9088 32.75/0.9090

Set14 3 27.55/0.7742 29.13/0.8188 29.28/0.8209
BSD100 3 27.21/0.7385 31.21/0.8863 28.41/0.7863

Set5 4 28.42/0.8104 30.28/0.8603 30.48/0.8628
Set14 4 26.00/0.7027 27.32/0.7491 27.49/0.7503

BSD100 4 25.96/0.6675 26.82/0.7087 26.90/0.7101

DataSet Scale SRCNN+
PSNR/SSIM

SRDCN
PSNR/SSIM

SRDCN+
PSNR/SSIM

VDSR[11]
PSNR/SSIM

Set5 2 36.72/0.9533 36.95/0.9548 36.99/0.9521 37.53/0.9587
Set14 2 33.55/0.9035 33.64/0.9125 33.69/0.8945 33.03/0.9124

BSD100 2 31.65/0.8741 31.70/0.8846 31.75/0.8671 31.90/0.8960
Set5 3 33.15/0.9110 33.24/0.9014 32.95/0.9128 33.66/0.9213

Set14 3 29.23/0.8309 29.25/0.8247 29.80/0.8296 29.77/0.8314
BSD100 3 28.22/0.7877 28.36/0.7647 28.40/0.7560 28.82/0.7976

Set5 4 30.64/0.8809 30.86/0.8987 30.44/0.8324 31.35/0.8838
Set14 4 27.56/0.7634 27.63/0.7525 27.69/0.7469 28.01/0.7674

BSD100 4 27.02/0.7169 27.04/0.7156 27.23/0.7167 27.29/0.7251

Original/PSNR Bicubic/33.89dB A+/34.85dB SRCNN/34.98dB

SRCNN+/35.43dB   SRDCN/35.65dB   SRDCN+/35.77dB VDSR/36.04dB

Fig. 6. “Baby” image from Set5 with a scale factor ×4.
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5 Conclusion

When conducting research on SISR, a huge amount of images that have undergone
complex geometric deformation in reality will be treated. Conventional convolutional
operation has certain limitations, while the processing ability of deformable convolution
to image geometric transformation is significant. In paper, a deformable convolutional
network is proposed for image super-resolution reconstruction. In addition to replacing
part of standard convolutions with deformable convolutions, the application of residual
learning improves the efficiency of operation. Finally, a sub-pixel convolution layer is
added in the network for the final up-sampling. By comparing our experimental results
with previous methods, PSNR value and SSIM value are improved to some extent,
which proves that deforming convolution plays a certain role in image super-resolution
reconstruction.What needs to be studied next is the extra computing overhead generated
when the deformable convolution layer stacks into a deeper network, and whether there
is amore reasonable combination of traditional convolution and deformable convolution,
which is more efficient and effective in network training.
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Abstract. Thanks to eye tracking systems,movement data of eyes can be obtained
when audiences gaze at advertisements. Eye tracking emerges as an effective
means to obtain cognitive effects. Advanced techniques generally require cus-
tomized equipment and systems. Meanwhile, acquisition of experimental data
costs too much. It greatly limits the application scope of eye tracking systems. In
this paper, our work consists of two parts. For the first part, we study the cognitive
effect of ads through tracking the eyes of participants taking part in our experi-
ments. In the other part, due to the limitation of the eye tracking, we propose a
new eye tracking system based on edge computing to extend the application range.
The experiment results show that products’ involvement and sexual appeal have
an impact on the cognitive effect. Furthermore, by taking advantage of the new
eye tracking system, we believe it can make psychological research easier.

Keywords: Edge computing · Eye tracking technology · Internet
advertisements · Product involvement · Sexual appeal Ads

1 Introduction

Factors such as color, size, and background of online advertisementsmay have influences
on cognitive effect [9]. However, the cognitive effects of sexual appeal ads have not been
sufficiently studied to derive a theoretical framework [3]. Moreover, conclusions from
different scholars are even conflicted with one another. On the one hand, some studies [5]
show that sexual appeal elements could be brilliant sales strategies. On the other hand,
some studies present that ads with sexual themes will damage product cognition and
brand memory. The different conclusions of various researches are caused by different
ads stimulus materials, research objects, experiment processes and experimental meth-
ods. Some studies show that the degree of involvement of products also affects people’s
cognition.

With the help of eye tracker, the eye movement data of target audience can be gained
easily. It has been widely used in advertising psychology, cognitive linguistics and other
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researches [4, 10]. Despite eye trackers are the most common method to obtain eye
movement data, there are still many limitations. Firstly, due to the price of the eye
tracker, it is impossible to equip every subject with an eye tracker. As a result, gathering
all subjects together is the only reasonablemanner. Therefore, itmay lead to a small group
of subjects, e.g. number, kinds of occupation and age range. Secondly, the acquisition
of experiment data costs too much. Thirdly, data cannot be updated in a timely manner.
Finally, as a result of the above limitations, few advertisements can be used for testing.

These limitations motivate us to propose a new edge computing eye tracking system
(ECET). The core idea of ECET is to establish a system by taking full use of already
existing image sensors and edge computing resources. It can automatically obtain a huge
amount of eyes movement data from many different people. ECET make us not only
analyze eye movement data, but also conveniently acquire and analyze other data, i.e.,
facial expression data, ECG or brain wave data.

In the meantime, we study the effects of ad cognition for different involvement of
products, different appeal expressions of ads, and different genders of participants. We
control the multiple factors, for example, layout, color, size, complexity, and cognitive
load of Internet ads. Finally, based on the results of the experiment, we put forward
reasonable suggestions on how to match various elements of Internet ads. We hope that
advertising design strategies are valuable for advertising designers.

The rest of the article is structured as follows. Section 2mainly introduces the related
work. In Sect. 3, we provide the experiments and the result. In Sect. 4, we propose our
new eye tracking system. Finally, Sect. 5 is the conclusion part.

2 Related Work

With recent technological innovations, existing research about advertising psychology,
cognitive linguistics, et al. generally based on eye tracking [2, 6, 13].With the help of eye
tracker, pupil diameter [12] and micro saccades can be captured, which are indicators
of cognitive load [7]. Eye tracking studies show that people view pictures or read text in
different ways [1].

Marta et al. [1] studied the differences in the way of looking at pictures and texts
between verbalizers and visualizers. The results show that the verbalizers need to spend
more time observing the text, while the visualizers need to spend more time observing
the picture.

Krejtz et al. [7] confirm thework ofmicro saccademagnitude.Moreover, they extend
this word by regarding micro saccade metrics as pupillometric measures. And this is the
first research to study the sensitivity and reliability of micro saccadic measures and
task-evoked pupillary of cognitive load.

Many researchers doubt the authenticity of the questionnaires. Therefore, Chauliac
et al. [8] use eye tracking technology to study the relationship between the real mental
activities and the results of the questionnaire.

Wang et al. [11] use both eye tracking and questionnaire to investigate the relationship
between consumer attention, purchase intention and the background complexity of a
product picture. The experimental results show that themore complicated the background
of the product image is, the more attention can be attracted to the consumers. However,
consumers pay the most attention to the background.
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3 Experiments

3.1 Experiment Design

In this work, we designed two groups of experiments. In experiment 1, without involving
cognitive load, we used two-factor repeated experiments to study the cognitive effects.
Based on cognitive load, by introducing a third factor in experiment 2, we used three-
factor repeated experiments to study the cognitive effects. To decrease the participants’
cognitive processing capability, time pressure was applied to each participant.

Through a poster on our campus, we recruited more than 100 candidates. We ran-
domly chose 10 males and 10 females as participants who were aged between 21 and
26. In experiment 2, The procedure of selecting participants was the same as that in
experiment 1, and there were 26 participants. As for experimental materials, from the
Internet, we chose ads with sexual appeal and non-sexual appeal as the basic materi-
als. In experiment 2, with the significance test, we choose 4 products’ picture (iPhone,
hardware appliances, lady’s bags, men’s razors) for experiment.

Then, in experiment 1, we grouped 200 pictures of advertisement (include 40 filter
ads) into 4 categories. In experiment 2, by introducing sexual appeal elements or not,
we categorized 68 ad pictures (include 20 filter ad pictures) into 8 groups.

3.2 Results and Analyses of Experiment 1

Logo and product pictures in ads are defined as the interest area. After analyzing the
participants’ eye movement data, we got averaged values of the participants’ fixation
duration (FD) and fixation times (FT) towards different interest areas in ads. Details are
illustrated in Table 1 and Table 2, in which L means interest area of the logo, P means
interest area of product picture, L&Pmeans interest area of both logo and product picture.
G1–G4 means Group 1–Group 4 in experiment 1, respectively.

Table 1. Men’s average FD and FT towards logo and product picture with different groups.

Men G1 G2 G3 G4 G1 + G2 G3 + G4

FD for L (ms) 578.30 774.54 2721.40 2289.08 1352.84 5010.48

FD for P (ms) 1148.70 1396.00 2910.20 2242.70 2544.70 5152.90

FD for L & P (ms) 1727.00 2170.54 5631.60 4531.78 3897.54 10163.38

FT for L (times) 1.98 2.65 8.71 6.57 4.63 15.28

FT for P (times) 5.03 7.84 18.61 12.21 12.87 30.82

FT for L & P (times) 7.01 10.49 27.32 18.78 17.50 46.10

Table 1 and Table 2 show the difference in fixation duration and times in different
sexual appeal background. For the sexual appeal and non-sexual appeal backgrounds,
we use a one-factor variance method to process the participants’ fixation duration and
times towards interest area respectively. Besides, as shown in Table 3, without cognitive
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Table 2. Women’s average FD and FT towards logo and product picture with different groups.

Women G1 G2 G3 G4 G1 + G2 G3 + G4

FD for L (ms) 1213.30 1450.90 2678.40 2103.34 2664.20 4781.74

FD for P (ms) 2259.90 2134.60 2460.20 2595.50 4394.50 5055.70

FD for L & P (ms) 3473.20 3585.50 5138.60 4698.84 7058.70 9837.44

FT for L (times) 4.76 5.57 9.27 7.85 10.33 17.12

FT for P (times) 10.07 11.98 15.25 14.13 22.05 29.38

FT for L & P (times) 14.83 17.55 24.52 21.98 32.38 46.50

load, people are significantly different in fixation duration and times for the Region of
Interest in ads when the background of ads are of different appeal expressions.

Table 3. Data analysis results 1 for experiment 1.

Item Variance
method

FD for logo FD for product FT for logo FT for product

Homogeneity
of variance

Levene 0.733 1.037 0.625 1.502

P 0.637 > 0.050 0.367 > 0.050 0.746 > 0.050 0.144 > 0.050

Confidence
interval: a =
95%

F(3, 796) 4.644 8.381 3.220 7.825

P 0.015 < 0.050 0.035 < 0.050 0.023 < 0.050 0.041 < 0.050

We use independent samples to perform T-test to further analyze whether there are
differences between the fixation duration and times towards interest area of Logo and
Product respectively. As shown in Table 4, without cognitive load, there is no significant
difference between men and women in fixation duration and times of ROI (Region of
Interest) when the backgrounds are expressions of non-sexual appeal. Without cognitive
load, men take significantly less fixation duration and times in ROI than women, and
take significantly more fixation duration and times in the background pictures of ads
than women when the ads use expressions of sexual appeal.

Table 4. Data analysis results 2 for experiment 1.

Variance method FD for logo FD for product FT for logo FT for product

Test 2.881 3.074 2.244 2.266

F’s P 0.008 < 0.050 0.004 < 0.050 0.032 < 0.050 0.036 < 0.050
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3.3 Results and Analyses of Experiment 2

The experiment 2 is similar to experiment 1, we analyze and summarize eye movement
index data from different ads. The results are illustrated in Table 5 and Table 6, in which
L, P, and L&Pmean the same as those in experiment 1, andG1–G8meanGroup 1–Group
8 in experiment 2, respectively.

Table 5. Men’s average FD and FT towards interest area of logo and product picture.

Men G1 G2 G3 G4 G5 G6 G7 G8

FD for L
(ms)

1318.60 1671.20 622.75 1199.80 1062.85 1295.25 1204.40 1682.30

FD for P
(ms)

2271.25 2514.60 1207.20 1480.20 1528.90 1899.95 1983.20 2352.30

FD for L & P
(ms)

3589.85 4185.80 1829.95 2680.00 2591.75 3195.20 3187.60 4034.60

FT for L
(times)

6.76 8.56 3.19 6.15 5.44 6.63 6.17 8.62

FT for P
(times)

11.03 12.88 6.18 7.58 7.83 9.73 10.16 12.05

FT for L & P
(times)

17.79 21.44 9.37 13.73 13.27 16.36 16.33 20.67

Table 6. Women’s average FD and FT towards interest area of logo and product picture.

Women G1 G2 G3 G4 G5 G6 G7 G8

FD for L
(ms)

1109.75 1470.30 503.30 843.85 1354.70 1135.85 844.54 1154.65

FD for P
(ms)

1720.90 2102.05 1259.00 1058.60 1856.25 2570.20 1428.75 1809.00

FD for L & P
(ms)

2830.65 3572.40 1762.30 1902.50 3210.95 3706.05 2273.29 2963.65

FT for L
(times)

5.68 7.53 2.25 4.32 9.94 5.82 4.33 5.95

FT for P
(times)

8.82 10.77 6.45 5.42 9.51 13.17 7.32 9.26

FT for L & P
(times)

14.50 18.30 8.70 9.74 19.45 18.99 11.65 15.21

We use MANOVA (multivariate analysis of variance) to analyze the eye movement
data in Table 5 and Table 6. On the one hand, two tables indicate that even under the
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presence of cognitive load, the attention which the participants paid to the interest area
in sexual appeal ads is still obviously less than that in non-sexual appeal ads. It suggests
that the participants have paid more attention to the sexual appeal background elements
in the ads. As shown in Table 7, with cognitive load, the participants’ fixation dura-
tion and fixation times of ROI in sexual appeal ads are significantly less than those in
non-sexual appeal ads. On the other hand, two tables indicate that under the presence of
cognitive load, there are significant differences in the fixation duration and fixation times
for the participants paying attention to the interest areas in different product involve-
ment. Specifically, the female participants’ fixation duration and fixation times with high
product involvement for females are much more than that with low product involvement
for females, and the male participants’ fixation duration and fixation times with high
product involvement for males are also much more than that with low involvement for
males.Moreover, the interaction effects for different product involvement combinedwith
different advertising appeal methods are not significant. With cognitive load, there is no
significant difference in the fixation duration and times for male and female participants
towards interest areas of different advertising appeal methods.

Table 7. Data analysis results for experiment 2.

Variance
method

For different appeal ads For different involvement For different genders of the
participants

FD FT FD FT FD FT

F(3, 312) 31.336 21.199 23.886 28.370 1.299 1.201

P 0.000 < 0.050 0.000 < 0.050 0.000 < 0.050 0.000 < 0.050 0.361 > 0.050 0.276 > 0.050

4 Proposed New Eye Tracking System

In our experiments,we study the influenceof appeal expressions andproduct involvement
for cognitive effects. This work derives the following conclusions. Firstly, people’s eye
movement traces and attention degree are significantly affected by whether to adopt
expressions of sexual appeal or not. The participants pay more attention to sexual appeal
ads than non-sexual appeal ads obviously. Secondly, without cognitive load, males tend
to be more attracted by sexual appeal ads. There is no significant difference in attraction
of sexual appeal ads between males and females. Thirdly, product involvement greatly
affects participants’ eye movement trace and watching behavior. It is recommended that,
for products with high involvement, advertisers should use expressions of sexual appeal.
At the same time, for productswith low involvement, expressions of sexual appeal should
not be used.

This work has fully considered every factor that may affect the experiment processes
or results. However, flaws, insufficiencies, and limitations of the work may be unavoid-
able. First, in our experiments, we do not consider the impacts of webpage types, ad
positions, ad size, and ad presentation, etc. Second, the presentation time of experimental
materials is settled which means every participant has the same time to look through all
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ads. However, in reality, different people have different interests in different ads. Third,
the participants in this work are merely selected from students. In the future, with enlarg-
ing sample size, participants will be chosen from different ages and different cultural
levels to investigate their attitude differences over sexual appeal ads. Fourth, it takes a
lot of time and cost to collect experimental data. Finally, data cannot be updated in a
timely manner and few advertisements can be used for testing.

These limitations motivate us to propose a new edge computing eye tracking system
(ECET). The core idea of ECET is to establish a system by taking full use of already
existing image sensors and edge computing resources. It can automatically obtain a huge
amount of eye movement data from many different people.

Nowadays, the Internet of Things (IoT) has played a key role in our lives [14, 15].
A vast array of devices is being interconnected via IoT techniques. At the same time,
a large amount of data will be produced. In cloud computing, data will be sent to cen-
tralized servers, and will be sent back when finish computation. Therefore, this process
greatly increases the cost of data transmission. So, edge computing is regarded as one
important technology to address the problem. The peak of traffic can be effectively alle-
viated because of the locations of edge computing devices. In addition, the demand for
bandwidth of centralized servers can be significantly mitigated while the transmission
latency being reduced during data computing or storage in IoT [16, 17].

With the quick deployment of edge computing resources, most IoT devices with
limited computing resources or limited power can offload their computing tasks to edge
clouds, hence improve their computing performance [26]. In addition, there still are
many computing resources, data, services in traditional Cloud. So, edge cloud and center
cloud must work cooperatively. On current trends of quick development of IoT and edge
computing, we propose ECET to preferably study the advertising psychology in this
paper. The core idea is to reuse numerous existing resources, including image sensors
and edge computing resources, to collect mass data used in the researches of advertising
psychology. Specifically, image sensors can be the camera of a user’s mobile phone
or the camera of a monitoring system in a supermarket and the computing resources
can be from edge computing resources. As a result, huge related data can be collected
automatically. The architecture diagram of ECET is given in Fig. 1. We can see that
image processing services, including image data analysis, pupil feature extraction, pupil
coordinate superposition, and other related services are segregated from image sensors
and located in the edge computing center. The algorithms library and offline data involved
in these services can be pulled or updated from remoteCloud. The extensible architecture
can provide huge eye tracker data with high performance with the help of a powerful
edge and remote cloud computing resources.

With the help of ECET, huge eye tracker data can be obtained through the Internet.
For example, we can develop an Android application which can automatically guide
users to make the experiments. Specifically, when one user opens this application, it will
present some ad pictures that are downloaded from the data set stored in the edge cloud or
remote cloud. These ad pictures are collected from the Internet using automated crawler
tools and stored in the remote cloud in advance.When one user first requests one picture,
it will be pulled from the remote cloud and stored in edge cloud meanwhile. After that,
users will be pulled the picture from edge cloud. When the user watches the picture, the
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application will continually obtain images of users with the help of the front camera of
the user’s mobile phone. Then, these images will be sent to edge cloud. In edge cloud,
these images will be processed by image data analysis service, pupil feature extraction
service and pupil coordinate superposition service. The algorithm library involved in
these services can be pulled or updated from the remote cloud. After processing in
edge cloud, eye tracker data can be obtained. All eye tracker data distributed in many
different edge clouds will be sent to the remote cloud and these data can be analyzed by
special researchers or computer programs. In order to encourage users, the application
can reward them some electronic cash. Another example is presented below. With the
help of an existing camera of amonitoring system in an elevator, when one user watching
the ad picture posted in the wall of the elevator, the image data can be obtained and then
be processed in the edge cloud.

Fig. 1. The architecture of ECET.

ECET makes us not only analyze eye tracker data butss also conveniently acquire
and analyze other data, i.e., facial expression data obtained from image sensors, ECG
(electrocardiogram) or brainwave data collected from wearable devices.

One example of the application of ECET-based advertising psychology study is that,
in online web pages, we can recommend different ad pictures or ad videos in real time
based on the real-time analysis results about the eye tracker data or other related sensing
data of the users.

5 Conclusions

In this article, we conduct two sets of experiments using eye tracking system. We con-
clude that for the products with different involvements or different genders, different
sexual appeal ads should be considered.Meanwhile, considering the limitations of exper-
iments, we propose a new edge computing eye tracking system (ECET). It can take full
use of already existing image sensors and edge computing resources to automatically
obtain a huge amount of eye tracking data.
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Abstract. Deep learning classification model has achieved good results in many
text classification tasks. However, these methods generally consider single text
feature, and it is difficult to represent short text. To this end, this paper proposes a
text classification method based on combines label information and self-attention
graph convolutional neural network. This method introduces an attention mecha-
nism based on label information to obtain more accurate text representation, and
it extracts the global features of multiple texts by self-attention graph convolution
network for text classification. The experimental results based on R8 and MR
show that compared with the latest model, our model increases the F1 values and
accuracy by 2.58% and by 2.02% on the MR data; and increases the F1 values
and accuracy by 3.52% and by 2.52% on R8 dataset.

Keywords: Text classification · Graph convolutional neural network · Label
vector · Deep learning · Self-Attention

1 Introduction

Text classification is an important task in natural language processing. And text repre-
sentation is the intermediate link of text classification and an important content of text
classification. Classification methods based on machine learning obtain text features
through statistical methods, and their generalization ability is poor. But the neural net-
work algorithm based on word vector takes word vector as input, and then researchers
integrate information such as entities and entity positions in the text into text representa-
tion. These neural network algorithms include convolution neural network [1], recurrent
neural network [2], etc. Deep learning classification methods only extract features from
a single text and do not extract global features from multiple texts. Then Henaff [3] pro-
posed graph convolution neural network, which can extract global features and improve
the text classification results.

In this paper, we propose a short text classification method based on combining label
information and self-attention graph convolutional neural network. Self-attention graph
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convolution network can learn common features between nodes and nodes. In addition,
in order to obtain more accurate text representation, an attention mechanism based on
label information is used to integrate label semantic information into text representation.
In summary, the contributions of this paper are as follows:

(1) In order to obtain more accurate text representation, a short text representation
method combining label vectors is proposed, which makes full use of the rich
semantic information contained in label;

(2) Compared with the previous method based on graph convolution neural network,
this paper proposes a new method of constructing graphs;

(3) Experiments show that the model in this paper can achieve better performance than
the latest methods.

2 Related Work

The development of text classification mainly has three stages: text classification based
on traditional machine learning, deep learning text classification and graph convolution
neural network text classification.

Text classification based on traditional machine learning mainly focus on feature
engineering and classification algorithms. The implementation of that method is divided
into two steps: firstly, feature is extracted by machine statistical algorithms such as
document frequency method (DF) [4], information gain method (IG), and then feature is
classified bymachine learning algorithms such as Naive Bayesian algorithm and support
vector machine (SVM) [5]. But the machine statistical algorithm for feature extraction
needs to make appropriate choices for different dataset, and its generalization ability is
weak.

The deep learning text classification method is based on word vector [6], then con-
volution neural network (CNN) [1] or recurrent neural network (RNN) [7] is used to
extract features, and researcher uses the two networks to extract different features [8]
respectively. Finally, the features are input into the classifier to obtain classification
result. These methods do not require feature engineering, but only extract the features
of a single text and do not extract global features from multiple texts.

Graph convolution neural network (GCN) for text classification was proposed by
Velikovi [9]. Velikovii uses PMI algorithm to construct graphs, and then uses GCN to
extract global features. However, the model did not highlight important nodes, and then
the researcher [10] has adopted attention mechanism to solve this problem.

CNNhas strong ability to extract features for a single text, whileGCNhas strong abil-
ity to fuse global features, so the two methods can be fused to improve the performance
of classification model.

3 Method

In order to extract rich label semantic information and global features from multiple
texts, we propose a short text classificationmethod combining label information and self-
attention graph convolutional neural network. Firstly, the attention mechanism based on
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label information is used to obtain text representation, and then the attention mechanism
based on GCN is used to extract global features. Finally, the features are input into the
classifier to obtain the classification results. Framework of the proposed model shows
as Fig. 1.

Fig. 1. Framework of the proposed model. Input includes text sequences X = {x1, x2…xn}
and categories sequences C = {c1, c2…ck}. ⊕ is an operation between matrices, Q is a text
representation, then the text representation is obtained through the average word vector and graph
convolutional neural network, which is input into the classifier to obtain the classification results.

Attentionmechanism based on label. In order to use of label information, an attention
mechanism based on label information is adopted.

G = D × CT (1)

βi = f (Gi−r:i+rw1 + b1) (2)

Ni = max−pooling(βi) (3)

Where D = {xd1 , xd2 , xd3 ...xdn } ∈ Rn×d , C = {cd1 , cd2 , cd3 ...cdn } ∈ Rk×d , × is matrix
point multiplication. Then feature is extracted by CNN, f is a activation function. And
the text representation is obtained by averaging word vectors:

M = soft max(N ) (4)

V = {x1 ⊗ M1; x2 ⊗ M2; x3 ⊗ M3...xn ⊗ Mn} (5)

D = 1

n

n∑

i=1

Vi (6)

Graph convolutional neural network (GCN). We use GCN to extract global features.
Firstly, we need to construct adjacency matrices. A ∈ RN×N Formally, A is defined as
formula (7):

Aij =
⎡

⎣
1, TF_IDF(i, j) > t
1, Co(i, j) > n
0, other

⎤

⎦ (7)
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Where TF_IDF(i, j) is the value of frequency–inverse document frequency between
sentence i and sentence j. Co(i, j) is number of Co-occurrence Words between sen-
tence i and sentence j. The value of t and n are obtained by experiment. Then the text
representation D

′′
i is obtained by the following equation:

ei,j = a[wihi;wjhj] (8)

D
′′
i = σ(

∑

j∈C
ai,jwi,jDj) (9)

Where hi ∈ Rd and hj ∈ Rd are text feature of node i and node j. C is the set of
nodes connected to node i. We perform k-head attention mechanism on (9), and σ is the
activation function.

D
′′
i = σ(

1

k

k∑

h=1

∑

j∈C
ah
i,j
wh

i,j
Dj) (10)

Classifier. Finally, the features are input into the classifier and the parameters are
updated by the cross entropy loss function.

4 Evaluation and Analysis

4.1 Dataset

Because the previous research work was based on R8 of Reuters 21578 and Movie
Review (MR), we ran our experiments on R8 andMR. R8 has 8 categories, and was split
to 5,485 training and 2,189 test documents. MR has 5,331 positive and 5,331 negative
reviews. We divide the training set and the test set according to the ratio of 7:3.

4.2 Parameter Setting

For our model, we use 300 dimensional GloVe words embedding and set the window
size as 5. We also tuned other parameters and set the learning rate as 0.005, dropout rate
as 0.5, apply K = 8 output attention heads. We trained our model for a maximum of
400 epochs using Adam and stop training if the validation loss does not decrease for 10
consecutive epochs. In Table 1, Co denotes the degree of co-occurrence in two sentences.
It includes two steps. Firstly, count the words that appear together in the two sentences,
and then calculate the proportion of the words that appear together. For example, Co-
0.29 means that if the co-occurrence degree is greater than 0.29, an edge is constructed.
Tf denotes the similarity between two sentences calculated by TF_IDF. The following
Table 1 gives the selection process of t and n. Specifically, we removed stop words are
defined in NLTK [11] and low frequency words appearing less than 5 times for R8.
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Table 1. Experimental result of selection t and n.

Dataset R8 MR

Evaluation Accuracy F1 Accuracy F1

Co-0.29 0.8950 0.8726 0.5656 0.5968

Co_0.30 0.9100 0.8737 0.5606 0.5231

CO-0.35 0.9275 0.9052 0.6187 0.6134

CO-0.4 0.9125 0.8936 0.6388 0.6460

CO-0.45 0.8950 0.8878 0.6421 0.6200

CO-0.5 0.9025 0.8746 0.6515 0.6523

CO-0.55 0.8925 0.8819 0.6818 0.6810

Co_0.60 0.8850 0.8786 0.5959 0.6672

Tf_0.035 0.9075 0.6581 0.6464 0.6445

Tf_0.04 0.9075 0.6494 0.6414 0.6433

Tf_0.045 0.9225 0.6764 0.6288 0.6091

Tf_0.05 0.9200 0.8091 0.6616 0.6552

Tf_0.55 0.9125 0.4097 0.6565 0.6767

In Table 1, the method of constructing adjacency matrix with co-occurrence words is
generally better than the method of constructing adjacency matrix with TF_IDF values.
The best set of results in themethod of constructing adjacencymatrixwith co-occurrence
words is selected as the results of this paper, and the corresponding co-occurrence words
value is selected as n value. That is, n value of R8 andMR are 0.35 and 0.55 respectively.

4.3 Baselines

We compare our model with multiple text classification methods as follows:

CNN [1]: a CNN used in text classification. We input pre-trained word embedding to
CNN. Word vector does not participate in training.
CNN [13]: a CNN used in text classification. We input character embedding to CNN.
Character embedding participates in training.
LSTM: a bi-directional LSTM used in text classification. We input pre-trained word
embedding to Bi-LSTM.
LEAM [12]: label-embedding attentive model, which embeds the words and labels in
the same joint space for text classification. It utilizes label descriptions.
SWEM [14]: simple word embedding model, which employs simple pooling strategies
operated over word embedding.
Text-GCN [9]: PMI and TF_IDF algorithms are used to construct graphs, and graph
convolution neural network is used to extract features. We removed stop words defined
in NLTK and low frequency words appearing less than 5 times for R8.
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4.4 Test Performance

In this paper, two groups of comparative tests were carried out. One group is ablation
test (see Table 2). The other group is a comparison experiment with the baseline model
(see Table 3). Notes: “(-) no-label” represents the label information is not used, and the
word vector as model input, “(-) no-graph” represents graph convolution neural network
is not used, “(-no-attention)” represents self-attention mechanism is not used.

Table 2. Experimental results of ablation test.

Dataset R8 MR

Evaluation Accuracy F1 Accuracy F1

(-)no-label 0.5025 0.5500 0.4621 0.4511

(-)no-graph 0.9175 0.7041 0.6414 0.6407

(-)no-attention 0.8750 0.6063 0.6565 0.6752

Our method 0.9275 0.9052 0.6818 0.6810

In Table 2, when the label vector is not used, the accuracy and F1 are greatly
reduced, which demonstrates the label vector is a very important part of the model.
When self-attention and graph convolution neural network is not used, the accuracy and
F1 both decrease to different degrees on the two datasets. It’s proved that self-attention
mechanism and graph convolution neural network are both essential parts of the model.

Table 3. Comparison of experimental results between the model and baselines.

Dataset R8 MR

Evaluation Accuracy F1 Accuracy F1

CNN [1] 0.8650 0.8500 0.5152 0.5200

CNN [13] 0.8950 0.8600 0.6700 0.6700

Text-GCN [9] 0.9050 0.8700 0.6450 0.6515

LSTM 0.8225 0.8200 0.4621 0.2900

SWEM [14] 0.9000 0.7600 0.3950 0.2400

LEAM [12] 0.9100 0.7600 0.6667 0.4848

Our method (Co) 0.9275 0.9052 0.6818 0.6810

In Table 3, in the CNN model, the character vector-based method is superior to
the word vector-based method. Compared with LSTM-based model, CNN has better
result, which shows that CNN is better than LSTM in extracting features on short text.
On R8 dataset, SWEM and LEAM perform quite well, weaker than Text-GCN, which
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demonstrates the effectiveness of simple pooling methods and label embedding. How-
ever, there is a big difference on MR dataset, which indicates that the graph convolution
neural network can aggregate global features in short texts. The effect of our model is
better than Text-GCN, which proves that the self-attention graph convolution network
can pay attention to important node information.

5 Conclusion and Future Work

Because short text contains relatively little semantic information, it is difficult to accu-
rately represent the text and the traditional convolution neural network cannot fuse the
features of multiple texts, we have proposed a text classification method based on com-
bines label information and self-attention graph convolutional neural network. Firstly,
the text vector matrix and label vector matrix are obtained according to the pre-trained
word vector, and the text representation is obtained according to the text information and
label information. Then, a graph is constructed according to the co-occurrence words
in the text. Finally, global features are extracted through graph convolution, and the
classification result is obtained. The model in this paper achieved better results than the
baselines model on R8 dataset andMR dataset, which shows that the method is effective.

In the future work, we plan to explore the application effect of the model in other
natural language processing, such as question answering, fine-grained emotion analysis,
etc. At the same time, the application of this model in knowledge graph is explored.
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Abstract. With the rapid development of Blockchain technology, this
new technology is being widely used in finance, public services, and other
fields. In recent years, frequent security problems in Blockchain’s appli-
cation have brought huge losses to relevant industries, so its security has
been widely discussed. Among them, most security incidents occurred
in the field of digital currency. If we can effectively identify the com-
munities and important nodes in the currency transaction network, and
strengthen the protection measures for these nodes, it will be beneficial
to improve digital currency transactions’ security. This paper combines
the community detection algorithm Infomap and the node influence algo-
rithm IMM, and proposes an important node ranking method based on
the propagation of influence in the community, named CIIN. Using real
data from Ethereum currency transactions, we ranked important nodes
in the currency transaction network. The experimental results show that
the community based on ranking method CIIN can effectively extract
the most vital exchange or individual account in the Blockchain cur-
rency transaction records.

Keywords: Blockchain currency transaction · Important nodes ·
Community detection

1 Introduction

With the popularization of digitalization and informatization in today’s society,
people pay more attention to their privacy and property security [1]. Blockchain
technology has developed rapidly in recent years due to its unique advantages
such as nontamperability and transparency, and various industries are paying
more and more attention to Blockchain technology. Because of the advantages
of Blockchain technology in avoiding information leakage, reducing transaction
time, reducing fraud and cybercrime risks, and observing real-time transaction

Supported by: National Natural Science Foundation of China (Grant Nos. 71471118
and 71871145), Guangdong Province Natural Science Foundation (Grant Nos.
2019A1515011173 and 2019A1515011064).

c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 678–686, 2021.
https://doi.org/10.1007/978-981-16-2540-4_51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_51&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_51


Community-Based Propagation of Important Nodes 679

information [2], it has attracted the attention of financial giants. Many finan-
cial institutions and Blockchain companies, including Citibank and HSBC, have
agreed to develop and apply Blockchain technology in the financial industry.

Many scenes in life can be regarded as a complex system, and these systems
can be studied by complex network modeling. Using the theories and methods
in complex networks can analyze the trend of problems more clearly. Previous
research on central nodes of complex networks is mostly based on standard
networks such as aviation networks and social networks, and a few types of
research are based on transaction data networks. Transaction in the Blockchain
network can be regarded as one of the complex network models, and methods
such as node influence in the research of complex networks can also be applied to
the Blockchain network. In the process of complex network research, important
node detection and community detection are more essential directions.

In recent years, many digital currencies have flourished in Blockchain technol-
ogy. However, due to lack of supervision and other reasons, many digital currency
platforms have successively closed down, causing tens of thousands of investors
to lose their money. This paper aims to explore the influential nodes of the com-
munity in the Blockchain network. The expectation is that these nodes can be
supervised to ensure that investors in Blockchain digital currency transactions
receive more security protection.

2 Related Work

Blockchain’s concept was proposed in 2008, which is a new technology that com-
bines cryptography, computer science, and other fields. This new technology has
the advantages of centrality, openness, and non-tampering. Traditional trans-
actions are generally operated on a trusted third party, while transactions in
the Blockchain apply peer-to-peer technology (P2P) [4,5]. Bitcoin is the original
product of Blockchain technology, and then various types of digital currencies
have been derived. For example, Ethereum, Ripple, Litecoin, Libra, etc. The con-
tinuous innovation of digital currency also indicates the vigorous development
of Blockchain technology [2].

In a complex network, some closely connected points form a community, and
they are sparsely connected to points in other communities. The purpose of the
community detection algorithm is to dig out communities that meet certain sim-
ilar conditions. The types of algorithms currently used for community detection
include hierarchical clustering, modularity-based optimization, tag-based prop-
agation, and dynamics-based methods [6,7]. The GN algorithm [8], a classic
community mining algorithm, is based on hierarchical clustering. The algorithm
uses edge betweenness as the measurement method. Because they need a stan-
dard to evaluate the community partition results, Newman et al. [9] proposed
the concept of modularity. Raghavan et al. [10] proposed in 2007 that the LPA
algorithm is based on an algorithm based on tag propagation. Therefore, its com-
munity partition speed is breakneck, suitable for networks with a large amount
of data. In 2002, van Dongen first proposed the clustering algorithm MCL based
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on Markov random walk theory [20]. In 2008, Rosvall et al. [10] proposed the
Infomap algorithm to find an effective community structure through mapping
equations.

The evaluation of node influence in complex networks has important practical
significance. Identifying nodes with greater influence can target a node’s charac-
teristics and activities to make correct decisions and deployments. Node impor-
tance evaluation can be expanded from the local attributes, global attributes,
location, and random walk of the network [11,14]. Kitsak et al. [12] in 2010 pro-
posed the k-shell, which considers the position of nodes in the network. K-core
decomposition’s central idea is to recursively find the node with the largest k-
shell value, which is the most influential node. The node importance algorithm
based on the random walk is mainly used in the field of information search. The
most classic algorithms are PageRank algorithm [13] and HITS algorithm [15].
In addition, Lempel et al. [16] proposed the SALSA algorithm. Rafiei et al. [17]
proposed the Reputation algorithm.

3 Method

The goal of our model is to identify the community structure and find important
nodes in the Blockchain currency transaction network. As shown in Fig. 1, the
community Partition method is responsible for the Blockchain transaction net-
work’s community partition. After getting the divided community, we use the
Node Influence Ranking method to find the node ranking in the community.

Fig. 1. The framework of CIIN.

3.1 Community Partition

Community partition uses the Infomap algorithm [10], which is a community
partition algorithm based on the random walk proposed by Rosvall. This algo-
rithm uses the coded form to record the results of random walks and perform
clustering. Infomap adopts a two-level coding structure [17]. Two-level encoding
can describe paths with fewer bits than first-level encoding. The first code is the
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community number of the node, and the second code is the community number
of the node. Each community has a start and exit code that determines whether
the migration path leaves the current community. The process of two-level coding
can be illustrated with the example in Fig. 2.

Fig. 2. In the figure, the starting code of the blue community is 111, and the exit code
is 101. the starting code of the orange community is 110, and the exit code is 0.

Use information entropy formula to calculate the shortest code length of the
community. Where pαis defined as the probability of occurrence of node α, and
pi� is defined as the probability of occurrence of community i.
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i

qi�
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log
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Equation (1) calculates the shortest average coding length of the community.
Equation (2) calculates the shortest average coding length of node i. Equation
(3) gets the total shortest average code length of the community.

After getting the preliminary results of community partition, we use the
concept Q of modularity proposed by Newman to judge the results. The range
of Q value is between [−0.5, 1). When the Q value is between [0.3, 0.7], the
result of community partition is relatively accurate. Otherwise, repeat the steps
of community partition for nodes with poor partitioning results. The calculation
of Q value is shown in Eq. (4):

Q =
1

2m

∑

ij

(Aij − Pij) ∂ (Ci, Cj) (4)

where A is the adjacency matrix, and m is the number of edges. Pij represents
the expected number of edges of nodes i and j, and ki is the degree value of
vertex i. When two nodes i and j are in the same community, ∂ (Ci, Cj) equal to
1, otherwise equal to 0.
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3.2 Node Influence Ranking

The calculation of node influence in the community uses the Influence Maximiza-
tion via Mar-tingales(IMM) algorithm [18], which is a node influence algorithm
calculated by martingale. The algorithm is divided into two parts: sampling and
node selection. The sampling phase generates random reverse reachable (RR)
sets iteratively and puts them into the reachable (R) set. The R set is a set
of random RR sets generated in the sampling phase, which stops until certain
conditions are satisfied. In the sampling phase, the i + 1 RR set will only be
generated when the current i generated reverse reachable set meets the stop
condition. The algorithm can be regarded as the problem of solving OPT. OPT
is the maximum expectation of the influence of node-set S∗

k, I(S) is the influence
of node-set S on graph G in the process of diffusion, as shown in the Eq. (5):

E(I(S)) =
n

θ
· E

[
θ∑

i=1

xi

]
(5)

where θ represents the number of random RR sets in the R set. Add the random
RR set to the R set until the number of RR sets in the R set equals θ. Finally,
the R set is returned as the result of the sampling phase.

4 Experiment

4.1 Data and Baseline

Data from the etheric transaction data of EthereumG1 and EthereumG2 is avail-
able on the X-Block website1. The information of the data is shown in Table 1.

Table 1. Basic information of the data set.

Nodes Edges

EthereumG1 3832 225714

EthereumG2 10628 222876

We use PageRank as our baseline. PageRank is widely used to evaluate the
importance of academic papers and other fields, and has a great influence on the
influence of research nodes.

1 http://xblock.pro/.

http://xblock.pro/
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4.2 Results and Analysis

First, the Infomap used to divide the communities of EthereumG1 and
EthereumG2, and the results are shown in Table 2 We can see that the number
of small and medium-sized communities is relatively large.

Table 2. Number of nodes in the community.

Above 2 10–50 50–200 200–500 Above 500

EthereumG1 510 23 5 2 1

EthereumG2 827 29 7 4 4

From the Q value of the community partition results, we see that the results
of the EthereumG1 community partition at more than 50,100,200 nodes are
excellent, but the community partition results at more than 500 nodes are not
ideal. The results of the community partition of EthereumG2 are excellent, as
shown in Table 3.

Table 3. Q value of community partition.

Above 50 Above 100 Above 200 Above 500

EthereumG1 0.42 0.45 0.41 −1.0E-14

EthereumG2 0.72 0.73 0.74 0.68

This paper mainly studies larger communities’ community behaviors and
selects community 6 in EthereumG2 with a relatively uniform number of nodes
and edges for analysis. The top 10 nodes of the two algorithms are shown in
Fig. 3.

Fig. 3. IMM and PageRank algorithms for node ranking.
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It is found that except for the same node in the first place, the rest of the
ranking has only one common node and belongs to different rankings. From the
IMM value and PageRank value, we can see that the first node’s value is far
from the values of the other ranking nodes. This is also why the two rankings
are the same except for the first place, but the other rankings are quite different.

Fig. 4. IMM and PageRank ranking nodes. -balance represents the highest account
balance of the account, -transaction represents the average number of daily transactions
of the account.

Rank the account balance and the number of transactions of all nodes in
Community 6, as shown in Fig. 4. The bar chart represents the balance of the
account, and the line chart represents the number of transactions of the account.
It can be seen that the ranking of IMM results is biased towards the nodes with
more transactions, while the ranking results of PageRank are biased towards the
nodes with more transaction amounts.

To compare the effects of different algorithms, we counted the transaction
amount, the number of transactions, and the number of transaction objects of
the nodes in Community 6 and ranked them respectively. The information of the
top 10 nodes is shown in Fig. 5.

Fig. 5. Nodes of different ranking strategies.
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It can see from Fig. 5. It is difficult to find a valuable personal account by
sorting an attribute value. In contrast, the IMM algorithm has a high and con-
centrated ranking of influential nodes. It can be seen that the algorithm to find
the ranking strategy suitable for the data set has a better ranking effect than
simple attribute ranking. Because the algorithm does not only consider a par-
ticular attribute, it also considers the probability, connection, and other factors.

In the trading community, the most important node is the number one
exchange account, which participates in many smart contracts, and these con-
tract accounts are linked to them. In the PageRank algorithm, each node has
a corresponding score, and it is associated with the node that has a link rela-
tionship. However, the IMM algorithm is judged by the propagation scope and
breadth of node influence. Generally speaking, the influence of individual nodes
is more significant than that of smart contract nodes, so the IMM algorithm’s
ranking strategy is more suitable for Blockchain transaction networks.

5 Conclusion

In this paper, we propose a method for ranking community nodes’ influence in
the Blockchain transaction network. The results show that the CIIN method can
be applied to not only the traditional model but also the Blockchain transaction
model. In the blockchain transaction network, our method can more effectively
identify important nodes in the community comparing with PageRank and pro-
vide a foundation for the next step of important nodes protection. As further
improvement, we can optimize the CIIN method to improve nodes raking accu-
racy and robustness through introducing more different factors.
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Abstract. In recent years, the rapid development of academic social networks
has greatly promoted academic exchanges and scientific research collaborations
among users. At the same time, with the various social behaviors of many users,
massive log text data are accumulated on academic social networks. In this regard,
in order to extract the available information from the massive log text data, this
paper takes the case of implicit interactive information generated by scholars on
SCHOLAT (https://www.scholat.com) as a research, and analyzes the user behav-
ior in the past year based on the user’s spatiotemporal behavior characteristics and
preference behavior characteristics. Thus, ScholatAna, a framework based on big
data technology for Academic Social Networking (ASN) is proposed. Consider-
ing that the information generated by users is up to tens of millions of chaotic log
files. Therefore, this paper combines distributed computingmethods, uses Hadoop
ecosystem technology to extract available data, and uses TF-IDF and social col-
laborative filtering algorithms to perform faster and more accurate statistics and
analysis of data. The experimental results are demonstrated and evaluated by using
visual analysis techniques. To a certain extent, these results revealing the user’s
behavior trends and regulars in the domain of academic social, which affects the
development of scientific research.

Keywords: Academic social network · Log text big data · Distributed
computing · User behavior analysis · SCHOLAT

1 Introduction

With the rapid development of social networks, more and more users are no longer
satisfiedwith traditional social networks. Therefore, a series of domain-specific networks
focused on a certain field have been refined to be popular among users. In this case,
the academic social network (ASN), a new type of social network focused on providing
scholarswith academic exchanges and scientific research cooperation, has attractedmore
and more scholars. Since ASN surmounts the limitations of time and space, it facilitates
academic sharing and research collaborations. Due to the frequent interactions between
users andASN, it accumulatesmassive structured and unstructured data every day. These
rapidly growing data provide valuable resources for the development of social networks.
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At present, the well-known academic social networking platforms mainly include
Academia, ResearchGate, Mendeley, etc. They focus on different disciplines and have
their own strengths. In China, since 2008, academic social networks such as Scholat.com
and ScholarMate have begun to appear one after another, providing massive information
on user behavior [1]. At present, most of the analysis of this information is concentrated
in the existing structural databases, such as mining analysis based on personal attribute
information and behavior information of the user relation database only [2], or behavior
analysis in the mass social field [3]. However, “contactless” social behaviors such as
user’s login behavior [4], user’s search behavior [5] and user browsing and access link
behavior [6] account for more than 80% of human social interaction, which means that
it is more meaningful to analyze the user behavior by using massive implicit data [7].

Therefore, for the log text big data generated after the behavior of all academic users,
we can analyze the behavior of academic users to in-depth the operation of academic
social networks and the hot trend of academic information. That is, how to filter, calculate
and analyze from the massive text big data. It has become a major challenge for text data
analysis in today’s big data era to perform user behavior operations and determine user
social behaviors.

The main goal of this work is to design and implement ScholatAna, which is a
domain-specific ASN-based big data technology framework to identify the behavior
patterns of ASN users and explain them in an intuitive, visual, and easy-to-understand
manner. The workflow of ScholatAna is mainly as follows.

1. Data preprocessing, through researching the data extracted from ASN and storing it
in the big data platform.

2. Data analysis, using Spark distributed computing, and using TF-IDF [8] and col-
laborative filtering [9–11] and other algorithms to analyze user search keyword
popularity and recommend popular academic courses, academic teams, information
content, and predict academic research hotspots.

3. Demonstrate the results based on appropriate visual analysis techniques and tools.

In the following,we firstwe review relatedwork and discuss themotivation in Sect. 2.
We introduce the workflow and implementation of our system in detail in Sect. 3. We
then evaluate our system with extensive experiments in Sect. 4. Finally, we conclude our
work in Sect. 5.

2 Related Work

Many scholars have conducted mining and analysis on user behaviors with the massive
data information in social networks such as Facebook, Twitter, Sina Weibo, and QQ. Lu
Q et al. [12] took e-mail as an example to analyze the information such as the keywords,
subject, and event content of the e-mail. Guo Z et al. [13] took SinaWeibo as an example
to monitor the spammers in popular topics by observing the user’s posting behavior.
Vithayathil J et al. [14] applied media richness theoryand social network analysis to
explore the relationship between social media and shopping preferences based on survey
data from physical supermarkets and online stores.
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However, with the application of big data, when using traditional technology for user
analysis and calculation of massive data, no matter whether it is in the storage or com-
puting capacity of the computer, bottlenecks are encountered. At this time, distributed
computing technology is introduced into big data processing, thus breaking through the
original limitations have realized the load balancing of big data calculations by multiple
computing nodes and completed the effective high-speed processing of data. Therefore,
more research institutions and related universities in the world began to use distributed
computing to carry out user behaviors on big data. Analyze research projects.

Magdalena Cantabella et al. [15] used Hadoop MapReduce big data processing
framework and association rule technology to analyze a large amount of data in the
learning management system, and found the trend and deficiencies of students using the
learning management system. Liu J et al. [16] used the distributed computing method
of the behavior change model TTM to filter the multi-label classification of keywords in
Twitter tweets, extracted alcohol-related tweets and analyzed the relationship between
user network communication, accident behavior, and drinking. Lamia Karim et al. [17]
apply the Spark-Hadoop ecosystem to analyze pedestrian road traffic risks, propose a
data flow model for drivers and pedestrians, and analyze pedestrian road traffic safety;
the well-known website Facebook also uses distributed computing methods, through
pulling Starting from the Hadoop cluster nodes of the entire website, collecting the
HTTP request information of users clicking and visiting the website, and calculating the
user visit behavior in a distributed manner to recommend advertisements. In addition,
AOL, IBM, Amazon and many other IT giants are also using Hadoop.

In these social network big data user behavior analysis studies, most of them are
aimed at the general public [18], and there is no user behavior analysis for specific
groups. The data is derived from the data recorded in the database by user operations
and network requests. It is not comprehensive enough to do user behavior analysis from
such explicitly visible data, and it is impossible to mine the more underlying behavior
rules and trends of users. This paper focuses on the specific groups of scholar users
in academic social networks, extracting and mining massive log text data generated
by academic social networks for user behavior analysis, these logs record the academic
behavior of academic users, browsing access behavior and academic social The direction
contains rich behavior trends and laws, and analyzing these hidden log user behavior
data is a powerful supplement and further exploration of the explicitly visible database
data.

3 System Design

This system model mainly includes the preprocessing of big data in the back-end log
text of the scholar network, the user behavior analysis of the scholar network scholar and
the visual processing of the user behavior data. Massive log text data does not exist in an
orderly and structured form; therefore, the original text data needs to be collected, filtered,
analyzed, and calculated through a series of operations such as data preprocessing to be
transferred into relational database data. Then, use TF-IDF and collaborative filtering
algorithms to analyze and process the relational database data, and display the data in the
form of charts according to the front-end visualization technology. Figure 1 is a system
flowchart.
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Fig. 1. System flow chart

3.1 Data Preprocessing Design

For the realization of the processing of log text big data, this paper combines the content
of the Hadoop ecosystem to collect, extract, analyze and calculate the log big data in a
distributed and efficient parallel system, so as to extract the valid data available for use.

First, collect the log text data through the Flume log collection system to extract
the most original and unprocessed text data; save the extracted data files to the HDFS
distributed file system; then use the Spark analysis engine to Scan and analyze the data
files, analyze the required data information in units of behavior, and continuously insert
the data information into the Hive data table. Finally, use the Sqoop data transfer tool
to transfer the Hive warehouse data table into relational database data. Log text data
preprocessing logic is shown in Fig. 2.

In the design of log text data processing, considering the large number of log files
generated by the three servers Tomcat and containing massive data information, a dis-
tributed environment is used to collect, filter, analyze, and calculate log text data. This
system A series of technologies in the Hadoop ecosystem are mainly used to complete
the distributed processing of log text data. The use of the Hadoop ecosystem to complete
the processing of log text data mainly includes four parts, which are the construction of
a Hadoop cluster, the collection of log text data, the calculation of log text data, and the
migration of calculation result data.

Fig. 2. Log text data preprocessing logic architecture diagram
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3.2 Data Analysis

– User search behavior analysis
According to the user’s search situation, the user search content text is obtained in
different search sections (scholar search, news search, course search, team search), and
each user search content is recorded as a text record, and the user search content list
is obtained; then Use the TF-IDF algorithm to calculate the corresponding important
user search keyword list in different search sections. The keyword list filters the
corresponding user search content list, and excludes the search content that is irrelevant
or unimportant to the search section, so as to filter out the matching search The search
keyword popularity list of the section content analyzes the user’s search popularity
behavior. For the implementation of the TF-IDF algorithm, the user search content
extracted by the Hadoop distributed system is used as the data raw material, and the
importance level of keywords in different search sectors is determined by the value
of the product of TF and IDF. The definition is as follows:

tf ij = nij
∑

knk,j
(1)

idf i = log
|D|

∣
∣
{
j : ti ∈ dj

}∣
∣

(2)

TF − IDFif = nij
∑

knk,j
× log

|D|
∣
∣
{
j : ti ∈ dj

}∣
∣

(3)

Among them, in the definition (1), tf ij represents the frequency of occurrence of a
search keyword in the text, nij represents the number of times a search keyword appears
in a document,

∑
knk,j represents the total number of user searches in a document; in the

definition (2), idf i represents the importancemeasure of a search keyword, |D| represents
the total number of documents in the data raw material,

∣
∣
{
j : ti ∈ dj

}∣
∣ represents ti The

total number of documents searched for keywords. In the definition (3), TF − IDFif
indicates the importance level of a search keyword, that is, the product value of tf ij
and idf i, the larger the value, the higher the importance level. According to the above
definition, the keyword list calculated by TF − IDF is used to filter the user search
content list, and finally the filtered list results are sorted in descending order, and the top
ten search keywords are taken out, that is, the search behavior of all users is analyzed.

– User preference behavior analysis
Extract academic user browsing access information from the relational database,
including academic user access link time and academic user access link address.
User preference behavior analysis first scans and filters user access link addresses
to extract link addresses related to academic teams, academic courses, and academic
information; then, in three different link addresses, according to the academic team,
academic courses, and academic information The ID field further subdivides differ-
ent academic teams, academic courses, and academic information; and then uses the
item-based collaborative filtering algorithm to calculate and obtain and recommend
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the academic teams, academic courses, and academic information preferred by scholar
users within a certain period of time; Finally, use Echarts technology to visualize the
data.

Item-based collaborative filtering algorithms are used to calculate academic courses,
academic teams, and information content that users may be interested in or like to make
recommendations, thereby analyzing user preference behaviors. Using the user browsing
and access behavior data extracted by the Hadoop distributed system as data materials,
the data is collected and calculated according to the historical user data, and the similarity
between academic courses, academic teams, and information content is obtained, and
finally based on the similarity and The user’s historical browsing access behavior data
generates a corresponding recommendation list for the user [19], and uses the Top-N
analysis method to recommend the first five courses and team data, and the first six
information data, which are defined as follows:

wi,j = |N (i) ∩ N (j)|
√|N (i)‖N (j)| (4)

pu,j =
∑

i∈N (u)∩S(i,K wi,jru,i (5)

Taking the calculation of user preference for academic courses as an example, in the
definition (4), wi,j represents the similarity between courses browsed by the user, and
|N (i)| is the course i visited by the user The number of times, |N (j)| is the number of
times the user visits the browsing course j, |N (i)∩N (j)| is the number of times the user
visits the browsing course i and course j at the same time Similarity, if the value of the
similarity between the two courses is higher, it means that the two courses may be liked
by more users. In the definition (5), pu,j represents the interest and likeness of all users
u to course j, N (u) is the set of courses that users like, and S(i,K) is the most similar to
course i Of K courses, wi,j is the similarity between course i and course j that the user
browses and visits as described above, ru,i is the interest of all users u in course i, here
simplified ru,i takes the value 1. According to the above definition, the recommended
list is sorted according to the calculated value, and the courses ranked higher in the
recommended list are more likely to be historical courses that users visit and browse
similar courses of interest or like, that is, analyze the user’s preferred course behavior.

4 Experiment Analysis

4.1 Experimental Environment

This system uses five physical machines to build a distributed system environment. The
Hadoop distributed environment is shown in Table 1. In addition, Spring Boot + EChart
+ LayUI is used to build the user behavior analysis system of Scholat.

4.2 Experimental Results and Analysis

In all user search behavior analysis interfaces, the relationship between all users’ different
times and search times is drawn in the form of a histogram. It is analyzed that the users
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Table 1.

Host name IP Running process

Hadoop01 192.168.195.131 NameNode Master

Hadoop02 192.168.195.132 NameNode Master

Hadoop03 192.168.195.133 DataNode QuorumPeerMain Worker

Hadoop04 192.168.195.134 DataNode QuorumPeerMain Worker

Hadoop05 192.168.195.135 DataNode QuorumPeerMain Worker

of the social network scholar network using the PC terminal still occupy the majority,
see Fig. 4 for details. In general, there is a downward trend from April to June, which is
related to the learning and work needs of users in the social network and the courses and
teams. During the semester, more users will publish relevant academic and academic
information, monthly summaries and plans, etc., so users search more frequently and
more frequently.

Query all users’ search keyword popularity, the front-end interface initiates a request,
and the background business logic first sends the corresponding search section data
request according to different search sections; the UserSearchResitory data operation
business class specifies the search section content after receiving the request, and the
Service business class based on the search content Classify and use the TF-IDF algorithm
to calculate the keywords of all users’ search content in the current search section; filter
the top ten search terms according to the keywords, encapsulate the data as a collection
object and return to the front end; finally the front end uses Echats The data visualization
technology will analyze and display the popularity of all user search keywords in the
front end. Taking the course search section as an example, all users search keyword
popularity analysis as shown in Table 2 (Fig. 3).
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Table 2. User search hot ranking

Serial number Course name Searches

1 Discrete mathematics 1787

2 Computer application foundation 1766

3 Computer network 1747

4 Circuit analysis 957

5 Operating system 709

6 Software engineering 658

7 Data structure 634

8 UI interface design 577

9 Accounting Professional Ethics 568

10 Database 549

Table 3. User preference behavior analysis

Hot courses recommendation Hot team recommendation Hot information
recommendation

C language programming Social Network Data
Intelligence Lab

IEEE CSCWD 2020
Conference Call for Papers

Basic Computer Science Network and Security Lab Welcome to Scholar Network
(Welcome to SCHOLAT)

Database principle School of Computer Science,
South China Normal
University 2016

Supplementary Provisions of
the School of Software on the
Training and Introduction of
High-level Talents

Computer Basic Experiment Professor Shu Lei’s scientific
research team

Instructions for using the
course platform

Computer network training Youth Computer Technology
Forum of China Computer
Society YOCSEF

PAAP 2019

In user preference behavior analysis, the back-end business logic performs corre-
sponding data classification calculations according to different user preferences, and
extracts relevant courses, teams and information data for business logic processing and
cumulative calculations, so as to obtain users’ opinions on different courses and teams.
And the degree of information preference, finally extract the top five courses and teams,
and the top six information data, as shown in Table 3.

The above user preference behavior analysis interface draws the user’s preferred
courses, teams, and information in the form of graphics. Analyze the situation that
the social network scholar network users pay attention to in the browsing and access
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operation behavior, and understand the user’s behavior process when using the social
network scholar network, that is, what courses, teams, and information the user stays
longer, read And more operations. Taking the preference team as an example, users
pay more attention to and visit the “Social Network Data Intelligence Lab (SCHOLAT
LAB)/Guangdong Service Computing Engineering Research Center” to understand the
specific situation of user preferences.

5 Conclusion

In the era of social networking, with themassive increase in semi-structured and unstruc-
tured data, the value obtained from the computational analysis and mining of textual big
data is increasing. In front of massive amounts of data, using a distributed environment
to extract, mine, and calculate available valid data not only saves the time and cost of
calculation, but also improves the efficiency of data calculation. Therefore, this paper
uses the Hadoop distributed ecosystem technology to extract and calculate the log text
big data of the social network scholar network, and designs and develops an available
user behavior analysis system to analyze the behavior trends and laws of the scholar
network users. This system uses a series of Hadoop distributed ecosystem technologies
to extract the large text data of the scholar’s log text, and uses TF-IDF algorithm and
collaborative filtering technology and Spring Boot, Echats and other system develop-
ment technologies to achieve an analysis of user behavior and demonstrated system. The
main contributions of this paper include:

• With the social network scholar network as the background, consult social network
related theories, text big data processing related technical documentation, study its
log data processing method and analyze the social behavior of scholar network users.

• Build a distributed environment of the Hadoop ecosystem, import logs recorded by all
servers, and analyze and calculate in the distributed environment, thereby generating
data raw materials as the data source for the analysis of this system.

• According to the user behavior data extracted from the log text data, the functional
modules of this system are designed through demand analysis, combined with related
theoretical algorithms, to complete the analysis of background logical user behavior
data.

• According to the data results obtained after the analysis of background logical data,
design different functional modules, display the front-end visual interface, develop
and complete the system.
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Abstract. Because of difficulty in feature extraction of infrared pedestrian
images, the traditional methods of object detection usually make use of the labor
to obtain pedestrian features, which suffer from the low-accuracy problem. With
the rapid development of machine vision, deep learning has gradually become a
research hotspot and amainstreammethod formany pattern recognition and object
detection problems. In this paper, aiming at the defects of deep convolutional neu-
ral network, such as the high cost on training time and slow convergence, a new
algorithm of SSD infrared image pedestrian detection based on transfer learning
is proposed, which adopts a transfer learning method and the Adam optimization
algorithm to accelerate network convergence. For the experiments, we augmented
the OUS thermal infrared pedestrian dataset and our solution enjoys a higher
mAP of 94.8% on the test dataset. After experimental demonstration, our pro-
posed method has the characteristics of fast convergence, high detection accuracy
and short detection time.

Keywords: Deep learning · Transfer learning · SSD · Pedestrian detection

1 Introduction

At present, pedestrian detection technology at night mainly uses visible light images,
lidar, infrared images and other technologies. In recent years, with the rapid development
of artificial intelligence, deep learning algorithms have gradually matured, and have suc-
cessfully solved many current pattern recognition problems (including object detection
problems) [1]. Compared with traditional target detection methods, it does not require
experts to set a specific feature [2]. A large number of samples can automatically extract
features through deep learning algorithm models, and then use the extracted features
to train the classifier [3–6]. Although there are not many achievements in using deep
learning algorithms in infrared pedestrian detection, from the perspective of develop-
ment trend, deep learning will become the mainstream of infrared pedestrian detection
algorithms and many target detection fields [7]. The pedestrian detection technology
based on deep learning infrared images has great market application potential.
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2 SSD Model Introduction

2.1 SSD Network Structure

TheSSDalgorithm is composed of the basic network (VGG-16), and then several volume
layers [8–10]. Figure 1 shows the SSD network.

Fig. 1. SSD network

2.2 SSD Network Loss Function

The loss function of the SSD network is weighted sum of location loss (LOC) and
confidence loss (CONF) [11], which can be calculated by Eq. (1).

L(x, c, l, g) = 1

N
(Lconf (x, c) + αLloc(x, l, g)) (1)

In Eq. (1), N is the number of positive samples of the a priori box, c is the category
confidence prediction value, l is the position prediction value of the bounding box corr-
esponding to the a priori box, g is the position parameter of the true bounding box, and
α is weight coefficient.

The LOC is defined by Eq. (2) with Smooth L1 loss.

Lloc(x, l, g) =
N∑

i∈Pos

∑

m∈{cx,cy,w,h}
xkijsmoothL1(l

m
i − ĝmj ) (2)

For the CONF, softmax loss is used to calculate it with Eq. (3).

Lconf (x, c) = −
N∑

i∈Pos
xpij log(ĉ

p
i ) − ∑

i∈Neg
log(ĉ0i ) where ĉ

p
i = exp(ĉpi )∑

p exp(ĉ
p
i )

(3)

In Eq. (3), xpij ∈ {1, 0} is a index. When xpij = 1, it means that i-th predicted bounding
box coincides with j-th ground bounding box, and category is p. Higher the probability
prediction of p, the smaller the loss, and the probability is generated by softmax.
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3 Key Detection Technology

3.1 Transfer Learning

Transfer learning is a machine learning method, which transfers knowledge from the
source domain to the target domain to improve the learning effect of the target domain
[12, 13]. Through the data features and model parameters learned in the previous field,
the same function can be realized in the new field [14].Transfer learning has many
advantages, such as smaller training data requirements; good classification capabilities
on non-training data; more robust training process, making training more stable. And
it can accelerate training and improve depth Learn the performance of the model to
improve network performance [15].

3.2 Main Implementation Steps

This paper uses transfer learning to detect infrared pedestrian images. That is to say, the
network parameters are initialized based on the network weights that SSD has trained
and iterated 100000 times on PASCAL VOC dataset. The main steps are:

1. Use PASCAL VOC dataset to train SSD network and save the weight;
2. After expand the OUS dataset, we divide the training set and test set into 8:2, and

transform them into.tfrecord format file;
3. Use the training set to fine tune the pre-trained SSD network. Firstly, the pre-trained

weight of PASCAL VOC dataset is converted to the weight on the hot infrared
pedestrian dataset of OUS. Then take layer that directly involved output layer layer.
Relearn their network weights;

4. Input the test set into the trained model, and adjust the super parameters according
to the results.

The experimental flow is shown in Fig. 2. The black arrow represents the training
process, red represents the verification process, and blue represents the test process.

Fig. 2. SSD Transfer learning process
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4 Experimental Results

4.1 Experiment Configuration and Super Parameter Setting

The hardware and software configuration of this experiment is shown in Table 1.

Table 1. Experimental configuration

Name Related configuration

CPU Inter Core i7

Deep learning framework Tensorflow-1.13.0rc2

data processing Python 3.5, Open CV

4.2 Dataset

Paper use the OUS hot infrared pedestrian dataset. As there are only 284 images in OUS
dataset, in order to achieve better results, this chapter uses data enhancement method to
expand the dataset. Then the data set is divided according to the ratio of training set and
test set of 8:2. Table 2 shows the data set values used in this paper.

Table 2. Specific data set values

Data set Number of images Number of
pedestrians

Training set 2258 5568

Test set 565 1336

total 2823 6904

4.3 Experimental Results

To verify the accuracy of the weight model to detect the target, we mainly look at the
average accuracy mean (mAP) calculated after detecting all the data in the test set.

The accuracy of the final test set is 94.8% when the batch size is 16 and the number
of iterations is 9000. Figure 3 is mAP function curve. Figure 4 shows the convergence
curve of the loss value in the training process. It can be seen from Fig. 3 and 4 that the
network model converges gradually. Finally, the total loss is reduced to about 1.94, and
the result of network training is ideal.

Data sets used in this paper consists of the original the OUS thermal infrared pedes-
trian dataset and the expanded image based on it. Figure 5 and Fig. 6 are partial image
detection results.
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Fig. 3. mAP function curve Fig. 4. Loss function curve

Fig. 5. Pedestrian detection results in infrared image

Fig. 6. Other image detection results
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4.4 Comparison of Experimental Results

The network model can achieve better results and improve the detection accuracy by
expanding the hot infrared pedestrian dataset of OUS. Table 3 shows the comparison of
network performance after the expansion and optimization of data set.

Table 3. Recognition results before and after data set optimization

Data set processing method mAP (%)

Before data expansion 64.17

After data expansion 90.23

After data optimization 94.80

In this paper, the mAP, recall and detection time are used as the evaluation criteria.
Considering the two requirements of accuracy and completeness, the overall performance
of the algorithm is measured, and the detection performance of different algorithms for
pedestrian target is evaluated more comprehensively. Table 4 shows the mAP, R and
detection time of single image of different models in this dataset.

Table 4. Recognition results of different network models

Model mAP (%) R (%) Test time (ms)

Faster-Rcnn 79.1 74.35 2374

YOLO 75.25 69.79 1653

SSD 77.86 72.33 3428

Methods of this
paper

94.8 85.94 530

It can be seen from Table 4 that mAP of the model in this paper is significantly higher
than other models, and detection time is greatly reduced. The detection effect of infrared
image is better than fast RCNN, Yolo and SSD. Its mAP can reach 94.8%.

5 Conclusion

At present, pedestrian detection technology has become a research hotspot, which is
widely used in vehicle assistant driving, driverless vehicle, intelligent video monitoring,
intelligent transportation and other aspects. In this article, a new pedestrian detection
algorithm based on transfer learning is proposed by using deep learning method, and
SSD is used in network weight on Pascal VOC dataset initializes the new SSD network.
Theweight of the layer directly related to the output layer will be learned again and again
through the infrared image data set, and a reasonable model of data fitting is obtained,
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which is more suitable for infrared image pedestrian detection. Input the test set into
the trained model, adjust the super parameters according to the results. Experiments
show that this algorithm improves the network mAP, reduces network training time and
iteration times, and speeds up the network convergence. Through the transfer learning,
the complexity and running time of the network are reduced.
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Abstract. The smart contract is a self-executing code that is managed
by blockchain nodes, providing coordination and enforcement framework
for agreements between network participants. However, smart contracts
are not particularly “smart” since the virtual machine (VM) does not
support the running environment of machine learning. To make the smart
contract smarter, we propose a decentralized blockchain oracle frame-
work to support smart contract training the machine learning model.
In view of malicious nodes which may attack the process of training,
we propose a consensus algorithm to prevent the malicious attack from
malicious nodes. At the end of this paper, we do an experiment on two
datasets: MNIST and CIFAR10. The result shows that our framework
can prevent malicious attack efficiently and keep high accuracy. With
our proposed framework, smart contracts have an ability to train or call
machine learning model, making a smart contracts “smarter”.

Keywords: Blockchain · Blockchain Oracle · Consensus mechanism

1 Introduction

The smart contract is a self-executing code that is managed by blockchain nodes,
providing coordination and enforcement framework for agreements between net-
work participants. Leading AI textbooks define the field as the study of “smart”:
any device that perceives its environment and takes actions that maximise its
chance of successfully achieving its goals. Unfortunately, smart contracts are not
particularly “smart”, since the smart contract can only be as smart as the people
coding it, all the information available at the time of coding must be taken into
consideration.

To make the smart contract smarter, we propose a decentralised blockchain
oracle framework, in which the smart contract has an ability to call the machine
learning algorithm and train the machine learning model. There are two chal-
lenges to this framework. First, smart contracts cannot access off-chain data
or service. Second, ethereum virtual machine, interpreting and executing smart
contracts, do not support any machine learning algorithm model.

For the first challenge, inspired by blockchain oracle technology, which can
help smart contracts access external information, we introduce the blockchain
oracle framework to obtain external information from the outside. It is worth
c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 705–713, 2021.
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mentioning that blockchain oracles are vital in the blockchain ecosystem because
they expand the scope of smart contracts. Without blockchain oracle, the use
of smart contracts will be very limited because they can only access data from
their own network [13].

For the second challenge, we expend some machine learning components in
the oracle node to train machine learning model, like tensorflow and pytorch.
Since the proposed framework is decentralised, some participants may be not
rigorously following the protocol, in which the malicious output is well crafted
to maximise its effect on the network. In consideration of some malicious par-
ticipants, we propose a consensus mechanism to prevent the attack during the
process of model training.

In this paper, we present an overview of the decentralized blockchain oracle
framework to bridge the smart contract and machine learning model. Further-
more, we present a consensus algorithm to prevent the malicious attack and keep
model high accuracy. At the end of this paper, we analyse the Byzantine fault
tolerance ability of this consensus by constructing a experiment on MNIST and
CIFAR10.

2 Framework

In this section, we introduce a decentralised intelligent oracle framework. Decen-
tralized intelligent oracle framework is a third-party service that provides smart
contracts with machine learning components. It connects the blockchain and the
outside services, like intelligent service. First, we describe the overview of the
framework. Then, we introduce the consensus mechanism between oracle nodes
during training.

2.1 Overview

As illustrated in Fig. 1, we provide decentralized oracle services to the blockchain
for the validity and accuracy of the data. By deploying multiple oracle nodes
monitoring with each other, the decentralized oracle guarantees reliable data
that can be provided to the smart contract [13].

Fig. 1. Decentralized intelligent Oracle framework
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When the requester contract sends an on-chain transaction to an oracle con-
tract, the oracle contract tracks the balances from the requester, gets training
data from the blockchain, and emits an event to notify blockchain node. After
receiving the signal from oracle contracts, blockchain node would create a task
to node engine. Node engine is an environment with TensorFlow or PyTorch
within a docker container. Like the distributed machine learning, we distribute
the machine learning workload across multiple node engine. In view of malicious
nodes which may attack the process of training, we design a consensus mecha-
nism to tolerant some attacks from malicious nodes, and we will talk about in
Sect. 2.2.

Fig. 2. An overview of the algorithm includes three important stages. The Byzantine
node (the black node) not only can send the malicious local gradient, but also can
construct a malicious global gradient by calling the malicious function G.

2.2 Consensus Mechanism

In view of malicious nodes which may attack the process of training, it is nec-
essary to design a secure consensus mechanism to prevent the malicious attack.
One of the famous attacks is data poison which at-tacks compromise the train-
ing data to change the model’s behaviour at inference time. The other famous
attack is the backdoor attack which changes the model’s behaviour only on
specific attacker-chosen inputs, without impacting its performance on the main
task.

As illustrated in Fig. 2, we show a scenario to expose the process of the
Byzantine attack. At stage 1, when each node calculates and broadcasts the
local gradient, Byzantine nodes send a malicious local gradient to the trust
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nodes. After stage 1, each node needs to aggregate the gradients from each
node. It is a chance for Byzantine nodes to propose a malicious global gradient
and affect the consensus.

Algorithm 1: Main Algorithm
1 Stage One:
2 for i ← 1 to n do
3 Caculate gradient vi and BrocastGradient(Nodei)

4 Stage Two:
5 for i ← 1 to n do
6 if Receive gradients (v1, . . . , vn) then
7 ByzantineTolerantGradientDescent( (v1, . . . , vn)

8 Stage Three:
9 for i ← 1 to n do

10 VoteAndConsensus(Nodei)
11 Change Current State (Nodei)

Thus, we propose the procedure of the algorithm, which includes three stages
shown in Algorithm 1. To tolerate Byzantine attack, we use an aggregation rule,
named Byzantine Tolerant Gradient Descent, introduced in Algorithm 3. Finally,
we use the gradient consensus in Algorithm 4 for the global gradient. We consider
that there may be f(f < n

3 ) Byzantine node sending the error gradient in the
network. In order to update the global model and generate the next block of the
model chain, the algorithm starts with the local gradient which is calculated by
each node, and we will show in the next section.

Broadcast Gradient. Before the execution of the Byzantine Agreement algo-
rithm between N nodes, each node calculates the local gradient first with local
data set depend on the current state, and then broadcast the local gradient to
each other. Due to the unsafe network in the real world, there are two possible
hacks that may happen in Byzantine nodes such as the malicious dataset attack
and the malicious gradient attack. Mistrusting of the local gradient, we propose
a consensus algorithm to prevent the Byzantine attack in the next subsection.

Byzantine Tolerant Gradient Descent. We define basic requirements on
aggregation consensus. We consider that there are n trust nodes and f of them
are malicious. Each node exchanges the vector lg and output a vector F . When
each node agrees on the aggregation consensus result, we consider the vector F
is the optimal aggregation result for the steepest direction of the cost function.

After stage one (Broadcast Gradient), each node has all local gradient results
V = (lg1, . . . , lgN ). We design an aggregation function F to the aggregation rule
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Algorithm 2: Broadcast Gradient
Input: the local minibach size B, the dataset P = (P1, P2, . . . , PN ), the

number of local epochs E, the learning rate η, and the current state wt

1 for i ← 1 to n do
2 B ← (split Pi into batches of size B)
3 for batch b ∈ B do
4 lg ← Wt − η∇�(Wt; b)

5 multicast lg to other nodes
6 wait for (lg1, . . . , lgi−1, lgi+1, . . . , lgN )

of all nodes. During the round t, Each node updated the parameter vector using
the following equation.

wt+1 = wt − γt · F
(
lgt1, . . . , lg

t
N

)
(1)

Algorithm 3: Byzantine Tolerant Gradient Descent
Input: gradient vector array (v1, . . . , vn), Number of nodes N , Number of

Byzantine node f
1 for i ← 1 to n do
2 lg ← Wt − η∇�(Wt; b)
3 multicast lg to other nodes
4 wait for (lg1, . . . , lgi−1, lgi+1, . . . , lgN )

5 for i ← 1 to n do

6 s(i) =
∑

(i,j)∈Vi
‖vi − vj‖2

7 MinI = {i|s(i) ∈ mink∈Ns(k)}
8 F = the mean of vi in {vi | i ∈ MinI}

We introduce an algorithm, named Byzantine Tolerant Gradient Descent
which satisfies the Byzantine resilience condition and the definition of consen-
sus shown in Algorithm 2. As illustrated in Fig. 3, first, we compute euclidean
distances between all gradients in each round. Then, we sum up the n − f − 2
closest distances and picks the gradient with the lowest sum as the global gra-
dient for the next round. Geometrically illustrated as Fig. 3, vi belongs to the
ball centered at g with radius r, then the scalar product is bounded below by a
term involving sinα = r/‖g‖.

Vote and Consensus. Each node has a global gradient after running Byzan-
tine Tolerant Gradient Descent algorithm, and each correct node has the same
global gradient because the Byzantine Tolerant Gradient Descent algorithm F
is deterministic. Considering the Byzantine node’s existence, each correct node
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in the network also needs to communicate with each other to certify whether
the global gradient is correct or not.

Algorithm 4: Vote And Consensus
1 for i ← 1 to n do
2 Nodei multicast F to other nodes for voting F
3 Nodei wait for the vote of other’s node
4 F ′ ← the gradient F whose number of vote > n − f
5 Nodei update the next state by Wt+1 = Wt − γt ∗ F ′

As shown in Algorithm 4, the consensus between nodes depends on the num-
ber of the same message. Because we assume that there are n − f normal nodes
in the network, the global gradient which gets n − f replies seems correct.

3 Experimental Evaluation

In this section, to evaluate our proposed framework efficiently, we experiment
with attacking the proposed framework, with and without the presence of the
defences, and provide an experiment for validating the applicability of the frame-
work by attacking real-world networks.

Attack Model. We propose an assumption on the behaviour of the Byzan-
tine nodes - the attacker will interfere with the process with the mere desire of
obstructing the server from reaching good accuracy by random gradients. Given
current model weight Wt, Byzantine attacker random select a value R to infect
the gradient lgb.

lgb ← Wt − η∇�(Wt; b) ∗ R (2)

Experiment Detail. Following the definition described mentioned above, we
consider simple architecture on the first two datasets: MNIST and CIFAR10. To
strength our claims, we also experimented on the modern WideResNet architec-
ture on CIFAR100. We assume that there are n = 15 normal blockchain oracle
nodes, out of which m = 12 were corrupted and non-omniscient.

As illustrated as Fig. 3, graph A is the accuracy result of MNIST and graph C
is the accuracy result of CIFAR10, and graph B is the error rate of MNIST and
graph D is the error rate of CIFAR10. Comparing with the graph B and graph
D, with the influence of Byzantine attack, these two graphs show that malicious
blockchain oracle nodes could increase the rate of error, and it is fragile to train
the machine learning model in the decentralized blockchain network. Against
the simple attack model, we use our proposed consensus mechanism to defend
the Byzantine attack. After training, the accuracy of the attack down to 30%,
while the accuracy of our proposed method keeps 83%, means that our proposed
method can keep high accuracy, and prevent attack successfully.
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(a) A (b) B

(c) C (d) D

Fig. 3. Experiment result in MNIST and CIFAR10

4 Related Work

In this section, we review the related research for consensus mechanism about
machine learning and blockchain.

Chen, Xuhui [7] proposed a privacy-preserving learning system named Learn-
ingChain. LearningChain is a decentralized blockchain system which can learn
the general model without a trusted central server. What’s more, they proposed
an aggregation algorithm so that their system can resist potential Byzantine
attacks. Similar to the aggregation algorithm mentioned above, we propose a
consensus mechanism to against Byzantine attack.

Pawlak, M [9] proposed a supervised and non-remote internet voting system
based on blockchain, called ABVS. ABVS combines voting system with reinforce-
ment learning, that shows how to integrate the intelligent node and blockchain
network. However, the proposed system is nearly centralized and do not use a
consensus mechanism between intelligent nodes.

Rana, Shehla [8] proposed a Byzantine fault-tolerant consensus mechanism,
named iPath, by constructing a conflict graph to discover the reliable communi-
cation between a pair of nodes and disagreement.

Li, Kejiao [10] proposed a new consensus mechanism, named proof of vote
(POV), for the consortium blockchain. In this consensus mechanism, nodes vote
to the block which they consider it is valid. Finally, they generate a block which
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has the highest vote. Especially, agencies in the league vote to summit and verify
the blocks.

Considering poisonous gradients uploaded by the Byzantine node, Qi Xia [12]
proposed FABA, a algorithm against Byzantine Attacks. The idea that removes
the outliers of the uploaded gradients is inspired by FABA, and we extend this
idea into the decentralized network environment.

Bravo-Marquez [11] proposed a transactions validated algorithm that val-
idated blocks of transactions with machine learning. However, the proposed
consensus is trustless and can’t against the Byzantine attack. The Auditable
Blockchain Voting System proposed by Pawlak, M [9] makes blockchain intelli-
gent.

5 Conclusion

With the development of blockchain, the smart contract becomes a key com-
ponent for the blockchain system. To give smart contracts the ability to call
machine learning frameworks, we first proposed a blockchain Oracle framework
to access relevant information (training data and test data) externally. In view
of malicious nodes which may attack the process of training, we design a con-
sensus mechanism to tolerant some attacks from malicious nodes. What’s more,
we prove the correctness of the proposed consensus algorithm. At the end of this
paper, we do an experiment on two datasets: MNIST and CIFAR10. The result
shows that our framework can prevent malicious attack effectively and keep high
accuracy.
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Abstract. In the beginning of 2020, the COVID-19 epidemic broke out
and spread all over the world in just a few months. COVID-19 spread
analysis has attracted considerable research efforts in many areas includ-
ing the impact of population mobility on the epidemic development. How-
ever, most studies do not use real data on population mobility, or choose
an overly wide range of objects. This paper studies the COVID-19 epi-
demic in Shenzhen from January 26 to February 16, focusing on the
impact of population mobility on the epidemic development. Combined
with the population mobility data, we propose the Source-SEIR model.
We estimated that the basic reproduction number of SARS-CoV-2 is
2.61. The experiment results show that the combination of population
mobility data is helpful to the evaluation of the epidemic development,
and the restrictions on population mobility in Shenzhen have played a
role in curbing the deterioration of COVID-19 epidemic. Without restric-
tions on population mobility, there will be more than 600 confirmed cases
of COVID-19 in Shenzhen.

Keywords: COVID-19 · Population mobility · Reproduction
number · SEIR model · Epidemic analysis

1 Introduction

Global transport and communication networks enable information, ideas and
infectious diseases to spread far faster than historically possible [1]. With the
COVID-19 spreading, lots of scholars around the world began to focus on the
research of COVID-19. The basic reproduction number of SARS-CoV-2 is one

Supported by: National Natural Science Foundation of China (Grant Nos. 61803266,
61703281, 91846301, 71790615, 71471118 and 71871145), Guangdong Province Natu-
ral Science Foundation (Grant Nos. 2019A1515011173 and 2019A1515011064), Shen-
zhen Fundamental Research-general project (Grant Nos. JCYJ20190808162601658 and
JCYJ2018030512462-8810).

c© Springer Nature Singapore Pte Ltd. 2021
Y. Sun et al. (Eds.): ChineseCSCW 2020, CCIS 1330, pp. 714–721, 2021.
https://doi.org/10.1007/978-981-16-2540-4_55

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2540-4_55&domain=pdf
https://doi.org/10.1007/978-981-16-2540-4_55


Population Mobility Driven COVID-19 Analysis in Shenzhen 715

of the topic in these work [2,3]. Most studies show that the basic reproduction
number of SARS-CoV-2 is about 3 [4,5]. It is higher than the basic reproduction
number of SARS in 2002 [6], which means that SARS-CoV-2 is more contagious.
SARS-CoV-2 has high concealment and high spread, which is the main reason of
COVID-19 outbreak [4]. The high concealment is reflected in the low detection
rate of COVID-19 patients. Bommer C et al. [7] calculated 40 countries with
the worst epidemic, and concluded that the detection rate of COVID-19 was
only 6%. It also leads to the high dissemination of SARS-CoV-2. In addition, de
Arruda GF et al. [8] proposed that the high spread of SARS-CoV-2 is related to
the recovery rate of COVID-19. Although the spread is much higher than that
of SARS, the death rate is much lower. Kissler SM et al. [9] found that SARS-
CoV-2 is more similar to OC43 and HKU1, which also have high spread and low
death rate. Verity R et al. [10] estimated that the death rate of COVID-19 in
China is 1.38%.

On January 23, Wuhan was locked down, and various cities began to imple-
ment prevention measures. Studies have found that prevention before the out-
break played an important role [11]. Du Z et al. [12] found that the implementa-
tion of social distance control in China has slowed down the epidemic develop-
ment of COVID-19. Tian H et al. [13] pointed out the city closure of Wuhan is
closely related to the postponement of the COVID-19 outbreak in other cities.
The conclusions of studies [14] show that Chinese efforts in epidemic prevention
have achieved results.

The success of epidemic prevention in China has made more scholars focus
on the spread and the prevention of COVID-19. Cui P et al. [15] found that
the large-scale spread of the epidemic is caused by the mutual promotion of
ordinary and close social contact. Experts generally agree that social contact is
an important way for SARS-CoV-2 to spread, proposing models base on contact
to analyze the COVID-19 epidemic [16,17]. Some epidemic model studies based
on population mobility have emerged [3,11].

However, some of the population mobility data used in these studies are
simulated or not accurate. In addition, the wide scope of the study make it
difficult for the experiment results to reflect the real situation in a certain area
and are easily affected by areas with severe outbreaks. In this paper, we use the
real population mobility data of Shenzhen, combined with the local epidemic
data from January 26 to February 16, to study the impact of population mobility
on the epidemic development. According to the spreading dynamics, we propose
Source-SEIR model based on population mobility.

2 Data and Methods

2.1 Data Sources and Experiment Setup

After the outbreak of COVID-19, the National Health Commission released daily
the epidemic situation of all provinces and cities, including data on confirmed
cases, recovery cases and death cases. On January 19, 2020, the first confirmed
case in Guangdong occurred in Shenzhen. To prevent the COVID-19 epidemic,
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Shenzhen Public Security Bureau has strengthened the screening of migrant
population, especially those from Wuhan and Hubei. The Information Center of
Shenzhen Public Security Bureau updates daily the number of floating people
from Hubei and Wuhan, as well as the inflow and outflow population of Shenzhen.
We used it as the real-time data of population mobility in the experiment. As
shown in Fig. 1, the positive number indicates an inflow of population, while the
negative indicates an outflow of population.

Fig. 1. Population mobility data in Shenzhen.

We assume the generation interval of SARS-CoV-2 TG is 8.4 days [6]. The
median latent period of COVID-19 PL is 3.0 days, estimated by Nanshan Zhong
from 1099 COVID-19 patients [18]. By Eq. 1, the infection period of COVID-19
PI is 5.4 days.

On December 8, officials reported the first case of unexplained pneumonia,
which was later named as COVID-19. We assume it as the first onset day of
COVID-19, which is considered to be the beginning of the whole epidemic [2].

PI = TG − PL (1)

2.2 Reproduction Number

The reproduction number R, refers to the average number of people infected
before an infected person recovers.

At the beginning of the epidemic, the virus spread freely in a population of
all susceptible people, with R0 representing the basic reproduction number. R0

is one of the important conditions to judge whether an epidemic breaks out.
When R0 > 1, the epidemic will break out. When R0 < 1, it will die out [19].
R0 can be used to indicate the infectious ability of the virus. The outbreak of
COVID-19 shows that R0 of SARS-CoV-2 must be greater than 1.

In the middle and later stages of the epidemic, the reproduction number
under the influence of various factors is called the effective reproduction number,
expressed by Rt. Rt is calculated according to the epidemic situation of a certain
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period, and the choice of period has an impact on the calculation. Rt can reflect
the real-time status of the epidemic. When Rt < 1, it indicates that the epidemic
is receding.

The reproduction number R can be calculated as follows [20]:

R = (1 + rPL)(1 + rPI), (2)

b(t) = b(t − Δt)erΔt, (3)

where PL and PI indicate the latent period and infection period of SARS-CoV-
2 respectively, b(t) indicates the number of new confirmed cases on day t, r
indicates the growth rate of new confirmed cases, r > max(− 1

PL
,− 1

PI
). r at the

beginning of the epidemic, can be used to calculate R0, while in the middle and
later stage can be used to calculate Rt.

2.3 Source-SEIR Model

As COVID-19 patients have an latent period, we use SEIR model to analyze the
COVID-19. In the SEIR model, the population was divided into four groups: Sus-
ceptibles(S), Exposed(E), Infected(I) and Recovered(R). The meaning of recov-
ered in the model is those who are no longer involved in the process of infection.
Therefore, in addition to recovery cases, it also includes death cases.

SEIR model can not only predict the epidemic situation in Shenzhen more
accurately, but also estimate the number of latent patients. By means of fitting,
the proportion of infections from Wuhan and Hubei who inflow and outflow from
Shenzhen can be estimated. we put forward the Source-SEIR model combined
with the data of population mobility in Shenzhen [3]. The differential equations
of the model are as follows:

dS(t)
dt

= − S(t)
N(t)

· R

PI
I(t) + Lsin(t) − Lsout(t), (4)

dE(t)
dt

=
S(t)
N(t)

· R

PI
I(t) − E(t)

PL
+ k1 · Lwein(t) + k2 · Lhein(t), (5)

dI(t)
dt

=
E(t)
PL

− I(t)
PI

, (6)

dR(t)
dt

=
I(t)
PI

, (7)

dN(t)
dt

= Lsin(t) − Lsout(t) + k1 · Lwein(t) + k2 · Lhein(t), (8)

where S(t), E(t), I(t), R(t) and N(t) indicate the number of individuals in
susceptibles, exposed, infected , recovered and total population on day t, respec-
tively. R indicates the reproduction number. Lsin(t) and Lsout(t) represent the
inflow and outflow population in Shenzhen on day t, respectively. Lwein(t) and
Lhein(t) represent the population of Wuhan and Hubei that flowed into Shenzhen
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on day t, respectively. k1 and k2 indicate the proportion of latent patients which
deduce according to the epidemic data of Shenzhen. PL and PI respectively
indicate latent period and infection period.

In the model, the population inflow and outflow of Shenzhen mainly affect the
susceptibles and the total population in Shenzhen, while the number of people
from Hubei and Wuhan mainly affect the exposed.

3 Results Analysis

3.1 Basic Reproduction Number and Effective Reproduction
Number

On January 23, Wuhan implemented the city closure. According to PL = 3.0, as
of January 26th, it is free spread stage of SARS-CoV-2. We chose to calculate the
basic reproduction number R0 on January 26(1462 newly confirmed patients),
so we obtained R0 = 2.61. It is similar to the R0(3) in other studies. The error
may be due to the detection rate of confirmed patients was considered in other
studies.

We calculated the reproduction number at the beginning of the epidemic in
Shenzhen and found that it was much greater than 2.61. The reason is that the
new cases in Shenzhen include not only the number of newly infections, but also
a large number of imported cases. This part of imported cases does not belong
to local spread and is not within the calculation range of R0.

When calculating R0, a larger range such as country or global should be
selected, with little or no impact on imported cases. According to early repro-
duction number in Shenzhen and the R0 in the whole country, we can analyze
the proportion of imported cases among the new cases in the early period of the
COVID-19 epidemic in Shenzhen.

In February, the COVID-19 epidemic in Shenzhen was gradually brought
under control, and the number of imported cases decreased greatly. The cal-
culated reproduction number can be regarded as Rt. As of February 4, Rt of
Shenzhen has been reduced to less than 1. On February 10, Shenzhen ushered in
the return peak of corporate rework. Rt of Shenzhen rose again, but remained
below 0.5, which shows that the prevention measures in Shenzhen were effective.

3.2 Impact Analysis of Population Mobility

The COVID-19 epidemic in Shenzhen is divided into: climbing period, prevention
period, and resume work prevention period. The epidemic was studied in stages
according to the Source-SEIR model, and the simulation result as shown in
Fig. 2. We estimate that during the climbing period, about 60% of people from
Wuhan and 10% of people from Hubei to Shenzhen are latent patients. At this
period, the epidemic spread most rapidly without prevention. As a result of a
large number of imported cases, the reproduction number in Shenzhen is much
greater than 2.61, which provides us estimate the latent patients from Wuhan
and Hubei.
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Fig. 2. New confirmed cases in Shenzhen.

In the prevention period, health prevention measures to curb the epidemic
development of COVID-19. The reproduction number in local propagation is
lower than the calculated results. However, due to the impact of population
mobility, there are still latent patients inflow, resulting in a small number of new
cases. We estimate that 0.8% of the people from Wuhan and 0.1% from Hubei
to Shenzhen are latent patients.

In the resume work prevention period, the reason for the increase in Rt

is that a large number of people getting back to work led to an increase in the
population base in Shenzhen with an increase in the probability of new infection.
We estimate that the proportion of latent patients from Wuhan and Hubei to
Shenzhen has dropped to about 0.1% and 0.01% respectively.

Fig. 3. Estimation of the number of latent patients in Shenzhen.

We estimated the number of latent patients through Source-SEIR model(See
Fig. 3). The number of latent patients dropped to single digits after February
13, which shows that the local spread of the COVID-19 epidemic in Shenzhen is
coming to an end soon.
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Fig. 4. Impact of population mobility restrictions on new confirmed cases in Shenzhen.

We also combined the population mobility data of Shenzhen in the same
period in 2019(after the second day of the Spring Festival). Assuming that except
for the restrictions on population movement, other health prevention measures in
Shenzhen(such as wearing masks, strict security checks, etc.) remain unchanged,
the simulation results are as shown in Fig. 4. It shows that the number of infec-
tions increased, and the date of new confirmed cases falling to single digits post-
poned. We estimate that if Shenzhen does not impose restrictions on popula-
tion mobility and does not postpone resumption of work, the total number of
COVID-19 infections will rise to more than 600.

4 Conclusion

Population mobility data can make epidemic assessment more realistic. Espe-
cially for infectious diseases with latent period, population mobility data plays a
crucial role in predicting viral carriers [21]. Population base changes are affected
significantly in prediction of epidemic development in local areas. Such as mega
cities like Shenzhen, even after implementing restrictions on population mobility,
millions of people continue to flow daily(See Fig. 1). Shenzhen, a city with 20
million people, has outstanding performance in COVID-19 epidemic prevention.
Most experts are only qualitatively explained by results, while this paper illus-
trates quantitatively the important factors of effective prevention strategies in
Shenzhen from empirical and model perspectives: population mobility restriction
and effective isolation measures.

Population mobility driven COVID-19 analysis in Shenzhen is not only a
proof of the impact of population mobility on epidemic development but also an
improvement on SEIR model. However, there are still some shortcomings which
need to be improved in future such as considering detection rate of infections,
self-healing of latent patients, etc.
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