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Preface

The papers presented at the 2nd International Conference on Machine Learning,
Advances in Computing, Renewable Energy and communication (MARC 2020) held
at Krishna Engineering College in Ghaziabad, Uttar Pradesh, India, on December
17 and 18, 2020, are compiled in this volume. The International Conference on
Machine Learning, Advances in Computing, Renewable Energy and communica-
tion focuses on advanced research in the area of electrical and computer science
engineering and will provide a forum for sharing insights, experiences and interac-
tion on various facts of evolving technologies and patterns related to these areas. The
objective of MARC 2020 is to provide a platform for leading academic scientists,
researchers, scholars and students to get together to share their results and compare
notes on their research discovery in the development of electrical engineering and
high-performance computing. Numerous participants attended the conference, made
technical presentations and indulged in various technical discussions. The number of
papers published in this volume and the number of unpublished presentations at the
conference indicate the evidence of growing interest among students, researchers and
teachers in manufacturing and advanced computing. More than 300 research papers
were submitted, out of which 57 were accepted and presented.

We would like to extend our sincere gratitude to Springer LNEE for giving Krishna
Engineering College the opportunity and the platform to organize this conference
which helped in reaching out to eminent scholars and fellow researchers in the field
of electrical and computer science engineering and helping them in widening the
areas of the subject.

We thank all the contributors of this book for their valuable effort in producing
high-class literature for research community. We are sincerely thankful to the
reviewers to provide all the reviews/comments/suggestions in a short period of time.

We express sincere gratitude to our patrons, Dr. Sandeep Tiwari, Krishna Engi-
neering College, Ghaziabad, and Dr. Sukumar Mishra, IIT Delhi, for their motiva-
tion and support in hosting MARC 2020. Our sincere thanks and appreciation to
our General Chairs, Dr. Bijaya Ketan Panigrahi, IIT Delhi, and Dr. Dugesh Pant,
USAC & USERC, Dehradun, India, for their solid support blended with encourage-
ment and incomparable motivations to achieve the remarkable milestone. We wish to



vi Preface

acknowledge our gratitude to Program Chairs, Dr. Yog Raj Sood, NIT Hamirpur, and
Dr. Sudeep Tanwar, Nirma University, Ahmedabad, to set the tone of the conference
at the higher launch. We sincerely acknowledge all the keynote speakers for dissem-
inating your knowledge, experience and thoughts. We express our sincere gratitude
to the Management of Krishna Engineering College, Conference Executive Chair,
Publication Chair and Technical Committee Members for their kind support and
motivation.

We wish to thank our colleagues and friends for their insight and helpful discus-
sion during the production of this book. We would like to highlight the contribu-
tion, suggestion and motivation of Prof. Imtiaz Ashraf, Aligarh Muslim University,
India; Prof. M. S. Jamil Asghar, Aligarh Muslim University, India; Prof. Salman
Hameed, Aligarh Muslim University, India; Prof. A. H. Bhat, NIT Srinagar, India;
Prof. Kouzou Abdellah, Djelfa University, Algeria; Prof. Jaroslaw Guzinski, Gdansk
University of Technology; Prof. Akhtar Kalam, Victoria University of Technology,
Australia; Prof. Mairaj Ud Din Mufti, NIT Srinagar, India; Prof. Majid Jamil, JMI,
India; Prof. A. P. Mittal, NSUT Delhi, India; Prof R.K Jarial, NIT Hamirpur (HP),
India; Prof. Rajesh Kumar, GGSIPU, India; Prof. Anand Parey, IIT Indore, India;
and Prof Yogesh Pandya, PIEMR Indore, India.

We would like to express our gratitude to our family members for their love and
affection and for their intense feeling of deep affection.

Woodlands, Singapore/Delhi, India Dr. Hasmat Malik
JSS, Noida India Dr. Anuradha Tomar
KEC, Ghaziabad, India Dr. Pramod Kumar

Doha, Qatar Prof. Atif Igbal
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Control Plane Systems Tracing m
and Debugging—Existing Problems i
and Proposed Solution

Gleb Peregud, Maria Ganzha ®, and Marcin Paprzycki

Abstract Hierarchical control plane systems are hard to debug and reason about,
among others, because of the prevalence of intent-driven actuation. Moreover, an
industry-adopted distributed systems tracing model, called OpenTracing, does not
handle activity tracing in presence of coalescing effects, materializing in control plane
systems, e.g., cloud platforms and build systems. The goal of this contribution is to
outline a solution for reasoning about such systems, by creating a novel distributed
systems tracing mechanism, based on an extension of the OpenTracing model.

Keywords Distributed systems tracking - Provenance tracking - Hierarchical
control plane systems - Build systems

1 Introduction

The complexity of computer systems is growing [1] and results in individuals’ losing
ability to fully comprehend systems they create/use. Today, programs may be devel-
oped by tens of thousands of developers [2, 3]. Moreover, there exist services with
millions of lines of code, with thousands of Remote Procedure Call interfaces [4].
The growth of system complexity is followed by the increasing complexity of soft-
ware automation. Today, it ranges from simple build systems (Make [5]), through
imperative automation systems (Puppet [6]), to complex multi-cloud systems (Ter-
raform [7]), which become too complex for individual developers. For instance,
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understanding a complex service deployment would require expertise in Terraform,
Docker [8], Linux kernel, Kubernetes [9], cloud provider API(s), and deployment
requirements of the servers. Among the most complex automation systems, are the
cloud services [10, 11]. They serve public APIs to cloud customers and drive the
cloud infrastructure.

1.1 Intent-Driven Actuation

Deployment systems are shifting from an imperative execution model (like Ansible),
to a declarative-first model (like Terraform). They follow a scheduling policy to reach
an intended state, executing a sequence of, usually small/restricted, imperative steps.
We call these intent-based systems, and their execution an intent-driven actuation.
For example, Kubernetes is an intent-based system: its API objects [12] describe
the desired state (user intent) and the system match updates the cluster to match it.
Furthermore, deployment systems (NixOps [13]) and modern build systems [14, 15]
employ intent-driven actuation. They build a new instance of a target object from the
scratch, based on the specification, and replace the current object with the new one
(imperative operation).

1.2 Coalescing Effects

Systems that employ intent-driven actuation exhibit the coalescing effects. In general,
coalescing occurs when work units (from multiple requests) are batched, before joint
execution [16]. In build systems, coalescing effect occurs in a “diamond dependency
graph”, since the shared dependency is built in response to both incoming requests.
Here, no single attribution of causality is possible. Overall, coalescing effects change
the relationship between requests and activities in the system from one-to-many to
many-to-many.

In intent-driven actuation, coalescing effects appear as actuation aggregates “mul-
tiple intents”. Here, actuation can take an “arbitrary path” between the current state
and the desired state. The system can choose to batch user requests and satisfy them
all at once, to execute multiple actions based on a single request, or do something
in-between. Let us illustrate this with a few examples:

e If two consecutive requests desire the same state, only one is acted upon.

e If two consecutive requests modify the same property, in quick succession, only
the latter actuation is likely to occur, due to the, so-called, debouncing.

e If three requests modify the state in quick succession from A to B, to C, and back
to B, typically only the actuation from A to B will be executed.
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e If a request considerably changes the desired state, the automation system will
perform a series of actions over a long period of time. For example to deliver
10,000 VMs, the cloud will not start them instantaneously, but over time.

Observe that a combination of such behaviors results in arbitrary relationships
between requests and actuations. This makes the majority of debugging tools inac-
curate. In this context, a widely adopted industry approach to reasoning is distributed
systems tracing, and the most popular tools follow OpenTracing model [17] based on
Google’s Dapper. However, this model does not handle coalescing effects (see [16]).

1.3 Control Plane Systems

Coalescing effects are present in control plane systems, in the upper layers of cloud
service stacks. Cloud APIs can be imperative, declarative, or both. Imperative API
allows direct actions on cloud resources. Declarative API allows users to declare an
arbitrarily complex intent with a single call. An example of such desired intent is a
shape of service deployment, e.g., size and regional distribution of a group of virtual
machines. Typically, declarative API calls trigger asynchronous work changing the
deployment to match the desired state.

Additionally, in Platform-as-a-Service (PaaS) and Infrastructure-as-a-Service
(TaaS) solutions, deployment systems may be provided as services. For example, any
PaaS offering Kubernetes API exposes an intent-based solution. It can be assumed
that PaaS offerings from Amazon Web Services, Google, or Azure combine their
systems scale with complex execution models of intent-based systems.

1.4 Hierarchical Control Plane Systems

In industry practice, some cloud service APIs are implemented on top of other cloud
services. For example, Google Cloud Functions (GCF) runs on top of Google Cloud
Run (GCR), which runs on top of Google Kubernetes Engine (GKE). In turn, GKE
runs on top of Google Cloud Engine (GCE). Hence, the control plane system may be
hierarchical, and the hierarchy can have quite a complex structure of dependencies
making it hard to be reasoned about.

1.5 Build Systems in Control Plane Systems

Let us now consider that control plane systems, with declarative APIs, need to be
provided with the desired state. Build system outputs are often used for this pur-
pose. For example, Infrastructure-as-Code (IasC) model recommends treating ser-
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vice deployment as any other code—to be built and tested using build systems. Here,
the Bazel build system can define the desired shape of Kubernetes deployments [18].
Immutable infrastructure [ 19] model often prescribes the use of the Docker containers
and Docker’s primitive build system [15].

Furthermore, build/build-like systems are often parts of control plane systems.
For example, Terraform Cloud [20] and EPAM Cloud [21] execute Terraform plan-
ning process as part of their API. Tools like NixOps [13] and Disnix [22] define
deployments end-to-end, starting with individual binaries, through the VM/container
images, to the “shape of the cloud”.

2 Problem Statement

Hierarchical control plane systems employing intent-driven actuation (HCPS) are
hard to reason about. These are multi-layered systems, with a large number of servers.
Hence, reasoning about them requires tracing both their activities and mutations of
the state, managed by any layer of the system. A control plane system in a cloud
service is inevitably multi-tenant. The behavior of individual tenants can affect how
other tenants are being served and can affect the health of the system. Since such
interactions are difficult to reproduce, tools providing information about the control
plane system must be always on. Understanding system behavior requires observing
related activities and associated state changes across many services and machines.
Given that these systems are developed by large organizations with multiple teams,
it may not be obvious which services are used for a given request.

The aim of undertaken work is to propose a debugging solution, applicable to a
hierarchical control plane system employing intent-driven actuation.

3 Related Work

To address this problem, it is necessary to collect data about the state of a HCPS.
Here, four related areas can be identified: distributed systems tracing, monitoring
and logging, provenance tracking, and build systems.

3.1 Distributed Systems Tracing

The state-of-the-art solutions for distributed tracing closely follow the OpenTracing
model. The OpenTracing approach uses “tainting”, where an incoming request is
“tainted” with a unique identifier. It is propagated across all activities participating
in handling the request. This has been standardized by W3C as the Trace Context
recommendation [23].
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Tainting propagates a single identifier only, hence it cannot deal with coalescing
effects. None of OpenTainting open-source implementations solve this problem.
Let us note that intent-driven actuation cannot be faithfully recorded using tree-
shaped execution traces, where an actuation may be linked with more than one
incoming request. Hence, intent-based systems necessitate a more flexible model.
Note also that the tainting model cannot be efficiently extended by propagating a set
of trace identifiers instead of a single one, due to super-linear storage requirements
and duplication of spans.

3.2 Monitoring and Logging

Monitoring and logging mechanisms allow capturing metrics and unstructured log
entries. Metrics are most suitable to capture aggregated statistics of the system. They
can be labeled with additional information, allowing finer-grained view, but they
still deliver aggregated numbers [24]. Logging mechanisms are typically based on
unstructured log entries. Neither mechanism is suitable to track relationships between
incoming requests and individual work units.

3.3 Provenance Tracking

Coalescing effects are associated with shared mutable states. Hence, provenance
tracking becomes relevant, as it allows tracking state objects, their mutations, and
relations. It is related to database provenance (data lineage tracking). Provenance
traces [25] track provenance at query time. This is a bottom-up approach using the
proposed formal language. The solution generates very large traces, as all transfor-
mations are recorded. If applied naively, this approach is not feasible for a large-scale
control plane system, since it (1) requires writing from scratch and (2) does not allow
precise specification of which tracking data is to be gathered.

It has been recognized [26] that provenance tracking in clouds requires aggrega-
tion across multiple layers of the environment. Provenance tracking has been applied
in intent-based control plane systems in networking. Intent-based networking (IBN)
concerns automated and policy-aware network management [27]. ProvIntent [28] is
a framework extension for the SDN control plane that accounts for intent semantics.
It extends the ProvSDN [29] to explicitly incorporate intent evolution in provenance
tracking. It uses the W3C PROV data model.

W3C PROV expands on OpenProvenance model (OPM) [30] as data model for
provenance on the Web. It is sufficiently expressive to represent coalescing effects—
it can represent non-tree-shaped activities and it can record objects as triggers for
activities. However, the PROV model is not suitable since: (1) Most activities in
HCPSs do have a tree-shaped control flow. Here, PROV Activities have to be rep-
resented using wasStartedBy and wasEndedBy relations, causing substantial storage
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overhead. (2) While [31] proposes the use of OPM to represent message passing in
distributed systems, the proposed representation is verbose compared to OpenTrac-
ing. (3) PROV model is expressive and complex much beyond OpenTracing. This
complexity could hinder its adoption in the industry. Systems like SPADE [32] do
use the PROV model to capture provenance data in distributed settings. SPADE is
focused on gathering low-level information from OS audit logs, network artifacts,
etc. Therefore, SPADE’s syscall and library call level instrumentation would not
scale for a large production system.

Provenance tracking has been researched from the perspective of formal systems.
Here, Souilah et.al. [33] presented a formal provenance, based on the w -calculus. The
approach is based on enriching exchanged data with provenance information, similar
to the tainting approach. Hence, this approach is not suitable for our problem. Why-
across-time provenance [34] provides state machines-based mechanisms to track data
provenance in time-varying stateful distributed systems. However, wat-provenance
requires determinism, while the large-scale distributed systems involve a fair share of
non-determinism in load balancing, bin-packing, resource allocation, load shedding,
etc. Additionally, both this and m-calculus-based formalism depart from the well-
established OpenTracing.

Provenance tracking in security is focused on threat detection. This puts con-
straints on available approaches. ProTracer [35] uses a mix of logging and tainting
and is focused on Advanced Threat Protection. Hence, it uses kernel-level audit log-
ging and syscall interception, as a black-box, zero-trust approach. ProTracer does
not use a general data model, making it impossible to represent abstract entities, e.g.,
cloud resources. CamFlow [36] automates provenance capture, as a Linux Security
Module (LSM), designed for single-machine system auditing. It outputs results in
W3C PROV format.

Security-focused provenance tracking addresses different issues than these in
HCPSs. Security requires zero trust, while the HCPSs case allows for full trust.
It restricts security provenance solutions to use observed provenance. However,
provenance tracking in large-scale control plane systems cannot be based solely
on observed provenance, due to the use of abstract entities and their scale [37].
Provenance tracking in HCPSs should rather apply disclosed provenance.

Provenance has been approached in the context of workflow management systems
and data transformation pipelines. RAMP is a data-intensive scalable computing
(DISC) provenance framework [38]. It is restricted to data-intensive computations
over static data. Therefore, it cannot be applied to components, like storage sys-
tems, coordination services, load balancers, etc., where control flow evolves with the
system, and data passes via a large set of mechanisms (RPCs, databases, pub/sub
systems, etc.). LogProv is a provenance logging system, implemented for Apache
Pig and Apache Hadoop [39]. It supports dynamically shaped big data workflows
and pipelines. It uses structured logging and the ElasticSearch. Overall, RAMP is
a very specialized framework for DISC provenance tracking, while LogProv is less
specialized and more flexible. Here, we believe that the LogProv approach can be
generalized.
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3.4 Build Systems

As discussed, build systems play important role in HCPSs, while reasoning about
build systems combines tracing and provenance tracking. Build systems are inher-
ently intent-based, since a build target is described declaratively. Moreover, mem-
orization and incremental recomputation are coalescing effects, used to achieve a
minimality property [15]. Here, build systems, like Bazel [40] or Nix [41], provide
mechanisms to reason about, debug, and optimize operations. These mechanisms are
implementation-specific, informal, and not interoperable.

Separately, tracing build processes have been used to uncover license compliance
inconsistencies [42], which is a form of provenance tracing. This approach does
not address the hierarchical nature of control plane systems and captures only two
specialized levels of provenance for build tasks and files used in builds.

Finally, build system dependency tracking can be seen as provenance tracking,
for build targets based on their inputs (disclosed provenance in [43]). However, at
best, it works at the level of the build graph, which is too high level of granularity.
For instance, when build systems operate within a control plane system, the ability
to track the relationship between build system inputs and actions of control plane
components taken based on build system outputs is necessary.

4 Solution Outline

We will now outline the requirements for a system that can solve the posed problem.
Here, we believe that the solution should extend OpenTracing (to facilitate adoption).
Hence, such a solution lies between the OpenTracing and the OpenProvenance in
the design space of debuggability tools. Hence, based on analysis of literature and
existing industrial tools, the proposed solution should have the following properties:

1. Coalescing effects support—to support tracing of intent-driven actuation;

2. Support for abstract entities—essential to align with cloud APIs;

3. Support for composite entities—to support objects like archives, VM images,
container images, etc. which are prevalent in cloud APIs;

. Low storage overhead—necessary for large-scale systems;

. Full coverage—for all tracked activities and resource state mutations;

. Gradual fidelity execution tracing—to selectively apply execution tracing;

Gradual fidelity provenance tracking—to selectively track provenance;

Minimal mental burden—to support adoption in industry;

. Cross-host tracking—for distributed systems tracing support;

. Multi-layer systems support—to allow tracking across hierarchical layers;

. Asynchronous data intake—to support data ingestion in presence of unreliable
network, unpredictable latencies, and lack of ordering guarantees;

. Event-based data production—to deal with faults and to avoid buffering;

. Flexible control flow support—to deal with pre-existing control flows.

——
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We believe that a system, which satisfies these requirements, will be able to
trace (1) non-ultra-large online serving systems and (2) hierarchical control plane
systems employing intent-driven actuation. Note that existing solutions, like Dapper
or CamFlow, satisfy only a subset of these requirements.

4.1 Provenance-Enhanced Distributed Systems Tracing
Model

We propose Provenance-Enhanced Distributed Systems Tracing (PEDST) model,
as a foundation for the solution. PEDST extends the OpenTracing model to record
interactions between actions in the system and objects the system interacts with.
Hence, the following concepts are used in PEDST model. Execution (similar to
the OpenTracing “span”) tracks operations on entities, which are recorded. Entity is
“anything” thatis “important-enough” to track. Read and write operations, performed
by an execution, allow tracking provenance of objects they operate on. Each write
operation, on an entity, gives rise to a new incarnation (immutable entity revision).
Entities are mutable. Executions of the same logic are grouped, by association with
a process, which describes a procedure. A pair of executions can interact. Recorded
interaction consists of messages. A message may carry an incarnation as a payload.

The PEDST model supports both activity tracing and provenance tracking. The
vehicles of tracing are executions and their parent—child relationships [16]. Corre-
spondingly, the vehicle for provenance tracking is read and write operations per-
formed on incarnations. This puts the proposed approach in the “data provenance”
class [44]. The capability to dynamically track the provenance of objects (e.g., files,
configs, resources, etc.) contributes to “support for abstract entities”.

Concepts of executions, incarnations, and operations are sufficient to perform
both execution tracing and provenance tracking. Concepts of process and entity
allow improving the usability of envisioned tools. Annotations are necessary for the
model to be a superset of OpenTracing. Interactions and messages are necessary to
track provenance propagation through RPCs and other message passing mechanisms
found in distributed systems.

Furthermore, the use of OpenTracing as the foundation allows to partially sat-
isfy the “minimal mental burden” requirement, due to familiarity with this model.
Nevertheless, PEDST is more complex than OpenTracing. However, this complexity
is inherent to the problem. Here, the entities concept and versioning with incar-
nations and operations as a link between activity tracing and provenance tracking
are the minimal extension of the OpenTracing model, to make it comply with other
requirements.
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4.2 Architecture

Finally, to solve the problem, the model needs to be implemented as part of a soft-
ware system. We propose to use an architecture akin to Dapper’s or LogProv’s, but
extended accordingly. The data model described above is used to represent the final
processed data, while data collection from individual servers is done with a dis-
tributed structured logging mechanism, using a logging data model. The logging
data model needs to support aggregation into the PEDST model, by log-tailing pro-
cessors. Processor ingests data from the logging mechanism and stores it into the
PEDST storage. Optionally, data can be transformed into a graph-based representa-
tion, for a more flexible querying support. Additionally, a visualization tool needs to
expose the processed data to a user of the system.

5 Conclusions

In this work, we have identified characteristics of hierarchical control plane systems,
with intent-driven actuation, which makes their debuggability an unsolved problem.
Next, we have identified provenance as a possible solution. We have introduced
main aspects of a provenance-enhanced distributed systems tracing model; an exten-
sion of the Dapper tracing model, with elements of provenance tracking. Finally, an
architecture of a software implementation was suggested. Further work on research,
implementation, and application of the proposed model is underway and will be
reported in subsequent publications.
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Distribution Expansion Planning m
in a Deregulated Environment L

Abhilasha Pawar, R. K. Viral, and Anuprita Mishra

Abstract Electricity is the most widely used and versatile utility of modern times
and this fact makes its planning extremely important. Proper planning and detailed
knowledge of resources will lead to fetch better prices for this utility. This paper
discusses the transition of the power market structure from a conventional to a modern
deregulated structure. It further investigates the inclusion of distributed generation
and its expansion planning along with the description of various methods, their
related advantages and limitations. Moreover, various techno-economic impacts of
distributed generation planning are also detailed. The related optimization methods
which are generally used for the planning of these distributed generators are
discussed. A brief classification of various methods available for optimization of
planning, economic sustainability, loss minimization and enhancement of voltage
profile in the distribution system is also presented by the authors.

Keywords Distributed generation * Deregulation + Optimization methods

1 Introduction

Electrical power is considered as a utility. Its control, planning and operation were
earlier limited to a central single utility. The electrical power industry is witnessing
a transformation in its operational and business model where the vertically inte-
grated structure of the utilities is unfolding and unlocked for competition with private
players. The main outcome of this development is to open up markets for private
players and to provide a lesser price to the consumer [1]. The deregulated power
market has opened up opportunities for providing electricity at competitive prices,
encouraged competition in the generation sector, supply of electric power and also
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improve the steadiness and economy of the power system. Distributed generation
(DG) has powered the deregulated market through its advantages and versatility.
The expansion planning of distribution system with DG integration has opened up
new avenues of research and innovation in the electrical power industry. Today’s
emphasis is to find out optimum ways to empower the end-users in terms of cost
and maintenance. Various methods have been used for optimization and still, it is
a matter of debate so as to find an approximate method to reduce the losses and
improve efficiency while providing minimum cost to consumers.

2 Power Markets and Structure

Electricity markets have witnessed many changes in the last 30 years due to restruc-
turing and reforms which were aimed at increasing efficiency and providing an open
structure to the facility. This led to the advancement and modernization of the conven-
tional power system into a new deregulated power system which is also referred to
as restructuring or reforms [2]. Power market refers to buying and selling of electric
power between players of the energy industry.

2.1 Conventional Power Market

The conventional power market followed a vertical integrated approach. The term
vertical integrated utility came from the fact that there is a vertical integration of all
tasks. So, the earlier setup of the power system was controlled by a single utility for
all functions that is, generation, transmission and distribution. Figure 1 depicts the
conventional model.

2.2 Modern Deregulated Power Market

Modern-day deregulated power market offers a choice to consumers by opening up
the vertical integrated model and allowing more private participation in the various
sections, i.e. generation, transmission and distribution. The deregulation has pushed
the industry to endorse distributed generation and look for advanced technologies for
curbing transmission congestion. The modern deregulated power market is depicted
in Fig. 2.
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2.3 Deregulation Process

Regulation means a set of rules that have been framed and imposed by the govern-
ment to ensure a smooth operation of the power system. This process of re-defining
rules and regulations which govern the electrical industry and offer consumers a
choice of electricity suppliers by allowing competition is called deregulation. The
deregulation process has introduced some new entities to the market like genera-
tion companies (GenCo), transmission companies (TransCo), distribution companies
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(DisCom), independent power producer (IPP), independent system operator (ISO),
power exchange (PX) and retail energy service companies (ResCo) which play their
own part in the process.

2.4 Various Market Models

The basic market models which are founded on predetermined provisions are clas-
sified as monopoly model, single buyer model, wholesale competition model and
retail competition model [3]. While in the monopoly model, a single entity, mostly
the government, is accountable for the generation, transmission and distribution of
electric power to the consumers. This model was followed throughout the world
before deregulation.

The single-buyer model views competition in the generation sector. In this model,
the single-buyer agency purchases power from independent power producers (IPPs)
along with its own generation which sells the power to distribution companies in the
chosen area. The advantages of this model include the participation of private players
in power generation, and thus the introduction of competition in the existing model.
This model also suffers from disadvantages like problems associated with long-term
contracts, and price not being decided by demand—supply interaction.

The wholesale competition model is nearer toward competition. In this model,
there is an organized market where generators sell their produce at competitive rates.
This market can be organized either by a separate entity or by the system operator
itself. Very little choice is left for the end-user here. Still, the end-user remains
affiliated to the DisCom or retailer operating in that geographical area. Here, the
bulk customers are privileged to choose their energy provider. This model facilitates
a competitive environment for generators because wholesale pricing is decided by
the interaction between supply and demand. In contrast, the retail price of electrical
energy remains structured or controlled because the small consumers still do not have
a choice for their supplier. The distribution companies are then exposed to vagaries
of the wholesale price of the commodity. Merits of this model include freehand
provided to DisComs and bulk consumers to choose the seller and competitive pricing
as pricing is decided by an interaction between demand and supply.

But this model also suffers from disadvantages like no choice to consumers
because they have to buy power from affiliated DisCom and also the rates for end
consumers are regulated rather than competitive.

The retail competition model provides customers to have admission to compete
for generators either directly or indirectly through their own choice of retailer. In this
model, open access is provided to both transmission and distribution.

This model is a multi-buyer, multi-seller model and here the power pool acts like an
auctioneer. This model has a facility to bid into the spot market. The pool considers the
supply and demand while determining the spot price hourly on daily basis. The pool
gathers money from buyers and dispenses it to the producers. The main advantage
of this model over the monopoly model is that it introduces competition in the
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area of both wholesale and the retail system. This model is regarded to be a truly
deregulated market model. The retail price is not regulated due to the fact that small
consumers can alter their retailers regarding better price options. This model proves
to be economically efficient as the interaction between the demand and supply is
considered for price setting. The wholesale competition model takes care of relatively
few customers which are regulated by Discoms and here a spot market is not essential.

However, in the retail competition model, spot markets are essential, since a third
party owns a network that facilitates contractual arrangements between customers
and producers. Metering is the major problem of the retail competition model. If
proper metering is not facilitated, it may create disputes and logistic problems for
the increasing number of customers. This model is a fully deregulated model as every
customer has a buying choice. Moreover, the demand—supply interaction determines
the pricing. This feature was lacking in the monopoly model. In addition to this,
there is no regulation in energy pricing. But this method also suffers disadvantages
like the requirement of constitutional and structural changes at both, wholesale and
retail level, complex settlement system due to a large number of participants and
requirement of additional infrastructural support. A comparison of the above models
is shown in Table 1.

3 Distributed Generation and Expansion Planning

The world today encounters a lot of problems due to the use of fossil fuels which are
a compulsory component of conventional power plants. But these fossil fuels present
a lot of problems and have hazardous environmental effects which can be seen in
the form of climate change, higher variations in temperatures, increase in pollution
levels etc. Also, fossil fuels are costly and their use leads to high generation costs and
as the conventional power plants are situated in far-off places, the transmission costs
are also increased. Today’s focus is on small-scale power production at the utility
end to find an answer to this problem. This leads to the integration of distributed
generation.

3.1 Distributed Generation

According to the definition given by Ackermann [4], “Distributed Generation is an
electric power source which is connected directly to the distribution network or on
the customer site of the meter”. So, distributed generation (DG) is the use of small
generating units in the load side, i.e. the distribution side of the power system. In
the papers [5, 6], distribution generation technology has been classified into three
groups, namely (a) renewable distributed generation, (b) non-renewable distributed
generation and (c) for energy storage. Figure 3 shows the classification of DG.
The various problems which were encountered with distributed generation are:
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Table 1 Comparison of various market models

A. Pawar et al.

SI. No. | Type of Features Advantages Disadvantages/Problems
model
1 Monopoly « Single entity is All control with No competition,
model responsible for central utility i.e. consumer has to take the
Generation, Government price fixed by the central
Transmission and utility
Distribution of
power
* Monopoly is with
the Government
2 Single buyer | The single buyer | Allows Electricity price not being
model agency purchases | participation of decided by
power from private players and | demand-supply
Independent hence introduces interaction
Power Producers | competition in the
(IPPs) existing model
* Sells the power to
distribution
companies in the
designated service
area
3 Wholesale * Wholesale pricing | Facilitates Rates for end consumers
competition is determined by | competitive are regulated rather than
model the interaction environment for competitive
between supply generators
and demand
4 Retail * Both, Competition is Metering
competition transmission and | introduced in both
model distribution are wholesale and retail
provided open areas of the system
access in this
model

Reverse power flow
Reactive power
System frequency
Voltage levels
Protection schemes
Harmonics injection
Stability issues

Optimal placement of DGs

Islanding

Amplified fault currents based on DG location.
High monetary cost per KW of generation with renewable energy.
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Fig. 3 Classification of distributed generation technology

Adding to this, there are some non-technical issues also such as scarcity of
skilled workers and exclusion of distributed generation sources from the race which
discourages the setting up of new power plants for reserve purposes.

3.2 Distribution System Expansion with DG

Deregulation in the power system has given way to revolution and modernization in
distribution system planning (DSP). New energy policies are inspiring distributed
energy resources which in turn is causing RESs planning and an increase in the
number of DG installations as well. DG has evolved as an answer to ever-increasing
load demand. However, un-coordinated management of these alternative energy
resources can exert pressure on the power grid. Network configuration, storage
systems, location and size of distributed generations (DGs) units play a major role in
the optimal performance of distribution networks and their impact has to be properly
considered in the planning process. The uncertainties with respect to the irregular
nature of renewable DGs, load demand and price of energy should be considered in
calculating the cost components [7].
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3.3 Methods and Techniques for Distribution Expansion
Planning with DG

The distribution expansion planning can be studied by considering various method-
ologies followed by researchers. Chandreja et al. [8] calculated the advantages of
DG in the radial system for the reduction of losses. Keane et al. [5] paid attention
to methods and strategy for DG planning and integration. Cao et al. [6] presented a
profit-driven planning strategy for the regulation of integration of distributed gener-
ation (DG). Hung et al. [9] found out methods for deciding the optimal size and pf
of various types of distributed generators for minimizing losses. Zhang et al. [10]
discussed the planning of renewable DG resources taking uncertainties into consider-
ation. Shaabanetal. [11] presented a multi-objective optimization approach, using the
genetic algorithm (GA) for the optimal allocation of DG in the distribution system.
Ganguly et al. [12] used a multi-objective optimization algorithm for DG expan-
sion planning. They also suggested a DG allocation strategy for radial distribution
networks considering load uncertainties using an adaptive genetic algorithm (GA).
Liang et al. [13] used particle swarm optimization (PSO) for the location and sizing
of a substation. Scarlatache and Grigoras [14] used a fuzzy approach for DG planning
and optimization. Grisales et al. [15] used a hybrid methodology of genetic algorithm
and particle swarm optimization algorithm for allocating the devices.

The DG planning methodologies can be categorized into four broad groups on
the basis of the above literature:

(A) Traditional
(B) Heuristic
(C) Hybrid
(D) Others

The traditional approach is again divided into (i) optimal flow method, which
basically consists of optimal flow or load flow study using algorithms like Gauss-
Seidel, Newton-Raphson method, etc. It numerically analyzes approximate power
flow in the numerous branches of an interconnected system; (ii) analytical method
which analyzes the functioning of the system using algebraic expression and hence
can be used for reaching an optimum solution; and (iii) two-thirds rule based on
zero-point analysis.

Heuristic or artificial intelligence (AI) search method is an intelligent search-
based method. These algorithms may have exponential time and space complica-
tions as they store complete information of the path also including the explored
intermediate nodes. This method envelops a wide range of artificial intelligence (AI)
techniques, such as evolutionary algorithm, particle swarm optimization, genetic
algorithm, simulated annealing, fuzzy systems, tabu search, Hereford ranch, bat
algorithm, ant colony system, artificial immune system, firefly algorithm, cuckoo
search algorithm, intelligent water drop algorithm etc.

Hybrid methods are the blending of existing methods to reach a better solution
to the optimization problem. The basic idea here is to merge two or more search
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methods and find a solution that will reduce the limitations of individual methods
and incorporate the advantages of the considered methods. Examples of such hybrid
systems as available in the literatures include genetic-fuzzy (GA-FZ), Monte-Carlo
simulation genetic algorithm, genetic tabu search (GA-TS), genetic particle swarm
optimization (GA-PSO), tabu-fuzzy (TS-FZ), genetic algorithm optimal power flow
(GA-OPF), particle swarm optimization-load flow, etc.

Other methods comprise mixed-integer linear programming (MILP), mixed-
integer nonlinear programming (MINLP), Monte-Carlo simulation, etc.

3.4 Major Advantages of DGs Integration with Expansion
Planning

The advantages of distributed generation include modularity, i.e. it can be made in
small modules. This particular feature allows resiliency in installation and expansion
planning as it takes less time as compared to conventional methods. Also, DG is
less site-specific, i.e. it can be installed anywhere with less chances of failure and
also provides faster replacements and easy maintenance as well. Other advantages
include better voltage profile, enhancement of reliability, eases congestion reduces
pollution, improvement of power quality and reduction in system losses. Common
DG applications include its usage as baseload plant, peak load plant, act as energy
storage and hence provide backup to the distribution system.

Competitive electricity markets, the rapid growth of electricity demand, relia-
bility issues of electric power supply, technological advancement in power generation
resources, utility supporting devices and increased assimilation of telecommunica-
tion and information technology in distribution networks (smart grid) completely
transform their behavior and operation. Further, the integration of dispatchable or
non-dispatchable distributed energy resources near the load centers results in the
enhancement of distribution network performance.

4 Distributed System Expansion Planning with DG Under
Deregulated Market

The deregulated market provides an opportunity for DG integration as the market
players are trying out methods to reduce overall cost and provide better pricing
for power. Distribution system expansion planning incorporates DG to enhance
reliability and overcome other issues of conventional power markets.
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4.1 Impacts of Deregulation in DG Expansion Planning

Distributed generation is regarded as a substitute to provide power to new customers
owing to its fast response time and minimum risk in investment as it is constructed
in modules and can take care of load variations more efficiently, and being a compar-
atively new technology, the scope of improvement is always there. As deregulation
has opened up markets for private players, the integration of DG in the distribution
system is being emphasized due to its technical, economic and non-polluting nature.

4.1.1 Technical Impacts

Technical impacts include feasibility, reliability, better voltage profile, reduces
system losses and congestion, less time-consuming, the requirement of less special-
ized skills and easy maintenance and replacement. This will also include the capacity
of feeder, substation transformer capacity and system voltage profile while consid-
ering an increase in load. The problem of reverse power flow also has to be dealt
with.

4.1.2 Economic Impacts

Economic impacts mean the effect of incorporating DG into the distribution system
in terms of money [16-20]. This includes competition in electricity price and hence
advantage to the consumers. This would further include the cost of installation and
operation of DG. As capacitors are required, their installation cost will also be consid-
ered. New feeder lines and transformers will also be required for this purpose. The
irregular nature of DG and the cost of energy that is lost in the process also have to
be considered.

4.2 Best Practices in DG Expansion Planning Under
Deregulated Market

Many researchers have tried various methods for DG expansion planning and have
used numerous techniques and algorithms. But the best practices are still limited to
fund a basic cause, i.e. to minimize the cost of DG installation and operation. As
discussed in the literature above, every method has its own advantages and limitations
but some scope is still there in reaching an optimum solution by adding two or more
techniques or hybridization of techniques to reach the desired goal.
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5 Recommendations

The authors recommend the following points on the basis of the study of various
aspects regarding deregulation and expansion planning:

e Deregulation has helped to ease out stress on the central utility which was
conventionally vertical and provided options for customers to chose their service
providers keeping cost and efficiency in mind. This has changed the whole scenario
of the power market in modern times.

e Distribution system expansion with DGs has opened up a new arena in technical
and economic aspects of power system distribution. Better opportunities are being
presented for DG integration by the government in the present scenario owing to
its advantages over conventional sources which further motivates research in this
field.

6 Conclusions

From the above work, it was observed that there is a basic struggle between accurate-
ness, consistency and computational time in the commonly used methods. It is often
difficult to reach at a solution that can optimize all objectives without any compro-
mise. Researchers have tried and tested many ways to reach an optimal solution but
most efforts depend upon certain considerations. None of the prevailing approaches
are found to take care of both operational as well as feasible aspects. Few researchers
tried to provide a guaranteed solution but it turned out to be lengthy and arduous
trials, whereas those methods which have modest and interesting techniques lack
accurateness. The uncertainties involved in distribution system expansion planning
and operation may lead to difficulties along with the restructured environment of the
distribution system with the usage of distributed generation.
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Abstract Vehicular traffic is growing almost everywhere in the world which is
the prime cause of congestion, especially at road intersections. Due to unreliable
and unpredictable road travel conditions, the emergency and essential services may
get trapped in traffic congestion. The traffic lights traditionally have a fixed time-
scheduling and this further blocks the smooth flow of traffic. In this paper, a density-
based remote override traffic control system has been proposed which provides a
solution to smartly manage the dynamic traffic conditions. In this test device, the
design of the junction density calculation would be centered on infrared (IR) sensors,
installed on each lane and interfaced with the microcontroller. The IR will be enabled
as vehicles travel through the path. This may be achieved by changing the sequential
order of traffic lights generated by the autonomous road surveillance network by
utilizing the automated remote sensing-based system.

Keywords Traffic light signals - Traffic congestion - Traffic monitoring - Traffic
management - IR transmitter and receiver - 8051 microcontroller - LCD display

1 Introduction

Street traffic management is a significant problem all around the globe. In India,
the problem is deeply felt in almost all big urban areas such as Bengaluru, Pune,
Hyderabad and Delhi-NCR. This is mostly attributed to rapid development in the IT
industry and also to a rise in population contributing to the need for transport. The
everyday life of the commuters is disrupted by traffic congestion. The major source
of anger, anxiety and other physiological issues for the typical Indian youth is the
everyday challenge and determination to stop traffic, noise and reckless drivers. On
average, a person spends his or her day driving anywhere from 30 min to 2 h. It
is, therefore, essential to provide an economic and effective traffic control solution.
Traffic management can be improved with density-based regulation. Here we suggest
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an efficient traffic management scheme by evaluating road congestion. In the present
situation, one of the main issues in metropolitan centers around countries is traffic
congestion, especially during rush hours. Typically, it has been found that the green
traffic light is always in ‘ON Mode’ while there is almost no vehicle on that road. As
usual, it can be noticed that long vehicle queues exist in one lane while the adjacent
lane lies vacant. This is mainly due to improper traffic management and can be
tackled utilizing the current advancements in the field of information technology.

8051 is a device that is interfaced with IR technologies and requires a microcon-
troller. Three IR sensors, i.e. transmitters and a receiver are mounted on every path.
Traffic density regulation is calculated as low, medium and large as the car travels, the
IR sensors are enabled, and the microcontroller inputs and the time delay of the green
signal correlate with the density value. LCD monitor is used to show the period. Each
sensor is interfaced to the microcontroller, which in fact regulates the traffic signal
network in compliance with the density sensed by the sensors. When the density on
the distinctive side is extreme, a lot of attention should be given to that side. Sensors
constantly maintain sensing density in all ways such that the experimental signal is
sent to the side on a high priority to enable the sensors to sense high density on that
particular side. The first priority point leads the route with a corresponding priority
stage.

1.1 Long Traffic Queues

With a rise in the number of automobiles on the road, serious traffic congestion has
risen dramatically in big cities. Typically, this occurs in the morning and evening,
during office hours at all major junctions.

1.2 Poor Traffic Management

People have to wait due to the immovability of traffic at road junctions. Traffic lights
are so designed that it stays red for a predetermined timeframe and the commuters
have to wait for the light to turn green. The key focus is on managing traffic in a
limited period of time and creating an optimal solution for traffic jams.

2 Literature Review

In the last few years, monitoring and video surveillance technologies have been
commonly utilized for traffic management [ 1-3]. Historically, vehicle detectors like
radars and ultrasonic and microwave detectors have been used, but due to small
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sensors, with reduced resources and challenging to manage, deployment and devel-
opment problems increased repair costs. Metal barriers in the area of the road impact
radar sensors. Vehicle mathematical simulation parameters are planned. Mathemat-
ically, the spatial location of the object, the sunlight and the car are related to the
values recorded by the sensor.

Manual intersection dependence contributes to a complex derivation of fault
parameters. Parameters are dangerous because many of the issues are related to
the time variations of these parameters. The techniques are built to predict traffic
congestion on the basis of sensing. Another way is to calculate the traffic intensity
dependent on the number of traffic fractions controlled by the RF signals on the
roadside. This approach was inefficient since substantial manual labor was needed
on various roads [4-6].

A number of advances have been created to estimate traffic intensity dependent
on image analysis. Although these techniques need good photographs, the quality of
which depends on the environment, particularly rain and fog. Algorithms to model
the different traffic situations, such as fuzzy logic, have been used [7, 8].

Traffic light signals that work on set signal timing delays earlier, and this comprises
uncontrolled traffic congestion in the current scenario. Where traffic intensity exceeds
higher than the maximum on a specific route, a longer green light period is required
to minimize traffic density. The key issue with the current traffic light network is that
the fixed timings are unchanged in technology and excessive processing period as if
there are no cars on the opposing road. Because the car has been standing in proper
rows, there is a lot of flow [9-12]. Some of the solutions available in the literature
are inductive loop tracking, passive infrared sensors, wireless network tracker and
recognition in radio frequencies [13—15]. Moreover, some examples are available in
[16-19].

Our program uses the Arduino microcontroller which is interfaced with the IR
sensors. IR transmitters and receiver are mounted on every structured path. As the
vehicle moves through the IR sensors, the photodiode is triggered and the entity
identified by the sensor is decreased. Collective details on the traffic intensity of the
through path of the ‘+’ junction is measured and it dynamically adjusts the latency
of the green signal. Traffic intensity is calculated as small, medium and high based
on these details, and the length of the traffic signal differs along different routes.

3 Methodology and System Design

3.1 Design of Density-Based Traffic Light Control System

The way to deal with this plan is acknowledged through the structure and execution of
its input subsystem, control unit (control program) and yield subsystem. The informa-
tion subsystem is made of sensors, modified and executed utilizing some previously
existing standards to accomplish ideal execution. The control unit is acknowledged
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by a microcontroller-based control program, which deciphers the information and
qualifies it to create an ideal yield.
These include:

1. Mains supply

2. DC force supply
3. Sensors clusters
4. Controller

5. Traffic lights.

The principle supply gives 230 VAC force which is changed over to 5 VDC
(Vpp) by the DC power supply used to control the sensor exhibits, the controller,
the observation camera and traffic lights. The sensors give a contribution to the
controller which at that point plays out some coherent tasks to control the traffic
lights as yield utilized for controlling traffic at street crossing points. Also for the
proposed reconnaissance framework, the camera is interfaced with the controller to
catch permit number plates of traffic defaulters for capacity and law authorization
purposes. In picking the sensors, the accompanying highlights were thought about:
precision. In spite of the fact that the infrared (IR) sensors are generally upset by a
commotion in the encompassing, for example, radiations, surrounding light and so
forth, they were utilized for this plan since they are modest and promptly accessible
in the market.

3.2 Choice of Microcontroller and Peripherals

Despite the fact that the microcontroller PIC 8051 has a couple of impediments, yet
it is picked on account of the accompanying highlights which have been mentioned
below and the pin diagram is as shown in Fig. 1.

e Pins 1-8: It has no other function. Port one may be a domestic force up, similar
metal directional input/output port.

e Pin 9: The RESET pin is used to reconnect the 8051 microcontroller to its primary
values. The RESET pin must be removed for 2 rotations of the unit.

e Pins 10-17: In addition, these pins provide many alternative functions such as
timer input, interrupts, and serial communication indicators.

e Pins 18-19: This area unit is used to interface the external system to relinquish
the clock pulses.

e Pin 20: Indicated as Vg-symbolizes land (0 V) connection.

e Pins-pair 1-28: recognized as Port pair (P 2.0—P 2.7)—apart from acting as
input/output port, senior order address bus field indications multiplexed with this
identical metal directional port.

e Pin-29: PSEN is used to view the output of the external program memory.

e Pin-30: It is used to require or prohibit external memory interfaces. If no external
memory is required, this pin is dragged high by linking it to V..
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Fig. 1 Microcontroller 8051
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e Pin-31: Address Latch alters is used to de-multiplex the address information for
port zero.

e Pins 32-39: apart from being used as an input/output port, low order information
and address bus signal multiplexed with this port (to use external interface).

LCD Display

Liquid crystal display (LCD) is a low-power, low-volume, flat-panel display. This can
be conveniently programmed and is used in a broad variety of optical and electronic
applications. It uses a complex layout wherein the active agent containing the pixel
cell is at the junction of multiple electrode buses. In the proposed system we have
specifically used a 16 x 2 LCD module which is capable of displaying data over 2
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lines having 16 characters each. In addition, two register sets are needed to set up
the LCD; a command registry is required for LCD activation, screen clearing, cursor
location selection and monitor control, as long as the data registry retains the ASCII.

IR Sensor

IR sensor is an electronic system used to identify barriers or to distinguish between
items based on their characteristics. It is usually used to calculate the heat of the
body. The IR sensor produces or absorbs infrared radiation (430 THz-300 GHz) and
is therefore invisible to the human eye. The light emitting diode (LED) will serve as
an IR emitter, while the IR detector is a photodiode portion that is responsive to the
IR light of the same frequency as the radiation emitted. As the IR radiation from the
LED enters the photodiode, the output voltage varies based on the magnitude of the
IR light.

3.3 Choice of Traffic Light Indicators

Three light emanating diodes, ‘GREEN’, ‘YELLOW’ and ‘RED’, each have their
typical significance of ‘GO’, ‘READY’ and ‘STOP’ separately as shown in Fig. 2.
They are constrained by the control transports of the microcontroller relying upon
the sensible choices taken by the controller to control the paths of traffic as indicated
by their densities.

Fig. 2 Traffic light pointers
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4 Implementation

4.1 Arrangement and Implementation of Infrared Sensors

Specification

This design primarily focuses on the traffic scale detection on each road. Depending
on the density within each lane using infrared sensors, and the IR sensors, the road
map is designed to perform the function efficiently.

Simulation of microcontrollers

The Proteus microcontroller simulation operates by adding either a hex file or adebug
file to the schematic component of the microcontroller. This is then co-simulated with
both analog and digital circuitry related to it. It allows its usage in a large variety of
model prototyping.

4.2 System Testing

The density-based traffic management system is a mechanism that will count the
vehicles on either side of the junction road when the vehicles enter the junction.
When the circuit is attached and the code is recorded, test it by sensing the word
IR sensor used to identify the optoelectronic means of detecting it, most usually
some sort of photodetector. The unit can be tested with Proteus. This one we use
to create 8051 controller programs. Upon writing scripts, we will dump code to the
controller using 8051 programmers. Just use an IR signal, and the device can now
be built utilizing photodiode and phototransistors. Next, write a program to allow
LCD to check the board next. To trigger the LCD, submit the appropriate commands
and customize the serial ports, parity and number of bits once all of the instruments
attached to the controller have been configured.

4.3 Algorithm

The entire system’s algorithm is represented in the flowchart. The system starts at
the start of the flow diagram, and so do the microcontroller and RAM. It clears and
initializes the microcontroller’s all flags. Initially, all stop flags are set, which means
that all traffic light indicators for traffic control on all four lanes display a RED light
which stops all traffic at the beginning of its operation. The state of all the sensor
arrays on each traffic lane is then read and given to the microcontroller as input for
logical operations. The system then goes further to assign operating serial number
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to each lane based on their densities and assigns lane one to the lane with the most
density.

Step 1: Start.

Step 2: Variables initialization.
Step 3: Set the variables to zero.
Step 4: Begin the while loop.

4.1: Loop for the red light.
4.2: Loop for the yellow light.
4.3: Loop for the green light.

Step 5: Check for the emergency signals.

Step 6: Apply the time delay signal.

Step 7: Repeat till the conditions are obtained.
Step 8: Stop.

5 Result

The fixed scheduling of traffic lights creates a serious problem. The effect of a low-
efficiency traditional traffic network makes a significant impact on the cultural, safety
and environmental sectors. The trouble with the transport network and inadequate
control will contribute to vehicle crashes, traffic delays and road pollution, which
bring heavy loads on companies and employment. Advances in technology and small
control units, equipment and sensors have made it possible to create complex and
intuitive integrated systems to solve challenges faced by humans and create a simpler
lifestyle. This traffic light control aims to support society to develop traffic lighting
structures and regulate the movement of cars at intersections by introducing new
architecture. The planned smart traffic network consists of a traffic light controller
that controls the traffic lights at the ‘+’ intersection of highways. On the basis of this
knowledge, the period assigned to green light should be increased to accommodate
a wide movement of cars in the case of a traffic jam or shortened to avoid excessive
standing period where there are no cars. For the above setup, a microcontroller-
based traffic light controller has been built and programming has been developed.
The results are shown in Fig. 3 in ON and OFF conditions. The shown outputs validate
the results related to density-based traffic light controllers.

6 Conclusion

The proposed device is complemented by a handheld computer for emergency
services trapped in traffic. By way of safe contact utilizing the wireless network,
the portable device moves the traffic controller in emergency mode and offers a
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Fig. 3 Simulation results

clear route before the trapped emergency vehicle passes through the intersection.
The developed framework is applied, realized electronically and reviewed to certify
the complete validity of its activities and functions. The existing architecture can be
encouraged by tracking and regulating the intersection of dual roads. Future enhance-
ments, such as a pedestrian crossing icon, time limit screens and a traffic crash may
be added to the system.
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Reactive Power Pricing Framework m
in Maharashtra e

Shefali Tripathi, D. Saxena, Rajeev Kumar Chauhan, and Anant Sant

Abstract High penetration of renewable generation into the grid has introduced
many uncertainties and technical challenges like voltage variation, chances of reverse
power flow and increased fault level. One of the crucial challenges in the Indian
power system is to consider the high variability and unpredictability of generation
from renewable, productive and economical grid service. High renewable energy
(RE) penetration results in a serious impact on the stability of the grid, thus making
it imperative to maintain adequate reserves of reactive power to ensure secure and
reliable operation of the grid. Voltage-control and reactive-power management are
two features of a single activity that ensure reliable and secure operation of the
grid. Thus, for effective voltage control, reactive-power management in the grid is
necessary. This paper proposes an implementable reactive energy accounting and
settlement framework for state entities in the Maharashtra state, which involves
payments from and into the reactive energy account depending on the drawl and
injection by respective state entities and system voltages.

Keywords State transmission utility (STU) + Energy accounting *
Availability-based tariff (ABT) - Regional entities - Generators + Regional reactive
charges (RRC) - State reactive charges (SRC) - Reactive reserve amount (RRA) *
Reactive power + Voltage control

1 Introduction

The energy trends are shifting from a major dependency on fossil fuels to renewable
energy sources. This can be attributed to reasons like sharp decline in RE prices,
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global temperature concerns and environment degradation. Indian power system
witnessed a transition from five independent regional grids to a unified national grid
in December 2013. The power sector in India is gradually changing its character-
istics by synchronizing the national grid to a single frequency and increasing the
availability of power from inadequate to surplus to meet the demand for the system.
Earlier renewable energy generators could be disconnected without the significant
impact on grid stability but with India’s dedication to a greener future where substan-
tial energy demand from renewable sources in the system is met, their increased
penetration will pose a threat to grid stability and reliability, thus making it impos-
sible to connect/disconnect renewable energy generators (REGs) at system operator’s
discretion. More penetration distributed generators (DGs) have also resulted in power
quality problems like harmonics, voltage sags and swells. Variation in power gener-
ated from REGs causes voltage fluctuations, thus changing voltage profile along the
network depending on how much power is consumed and produced at that system
level. Voltage transients also appear as a result of the connection and disconnection
of generators [1]. Background flow of energy in an AC system which arises from the
production of magnetic and electric field affects constitutes reactive energy which
has the potential to affect system voltages. Similar to frequency, which is consistent
across the network, reactive power cannot be made to flow throughout the system.
It is important to provide local reactive power support to restore the voltage at its
nominal, while simultaneously ensuring that reactive power does not travel far in
the system. Reactive power if made to flow through the system disturbs the voltage
profile throughout, thus making it necessary to provide local reactive power support.
To restore system voltages, compensation devices are required to be installed wher-
ever required. The devices which are capable of storing the energy by virtue of
electric and magnetic field are capable of providing reactive power support.

Hence to improve voltage profile, reactive power support has to be provided
locally. The reason for providing local power support is if reactive power is made
to flow throughout the system or if the reactive power support is provided far from
the source, then it will lead to disturbing the entire voltage profile. Voltage is a local
problem and hence local support has to be provided, unlike the frequency which is
a global problem. Moreover, several examples related to the reactive power pricing
framework are represented in the digital domains [2-8].

2 Impact of RE Penetration on the Grid

A large number of converter-based distributed generators (DGs) are continuously
being integrated into the system. One of the main power system parameters, namely
reactive-power is affected by the high levels of penetration of renewable power,
causing steady-state voltage and dynamic/transient stability problems [9].
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3 Grid Stability

Power grids are complex, dynamic structures having a large number of systems
connected to them. Optimal and secure operation of the power grid requires multiple
small control areas which constitute the electrical grid to maintain an optimal balance
between the power generated and the demand while simultaneously ensuring conges-
tion and overloading the free system. Grid stability is directly linked to the balance
between the generation and demand while simultaneously system voltage as close to
the nominal value and between the permissible limits as mentioned in the grid code.
Proper reactive and active power balance is essential for grid stability. Although
reactive power is vital for secure grid operation, it is essential to have it in right
amount. Low system voltage results in higher currents for the same amount of power
produced, thus resulting in high system losses (transmission power losses). Voltage
should be maintained well within the limits because even a small deviation in the
system voltage can be fatal enough for the working of the equipment causing wear
and tear. Compensation for reactive power improves the amount of active power that
can be transmitted effectively, thereby improving the stability of the system.

4 Need for Reactive Power Management

Reactive power flow that arises from the energy refers to the background energy
movement. It is the energy that helps the transformers to transform voltage levels,
enables generators to generate electricity and also enables motors to rotate. In other
words, it can be called the energy required for setting up a magnetic field essential
for the production and smooth flow of active power (Fig. 1).

Complex Power = ,/(True_power2 + Reactive_power2).

Complex Power = /(P2 + Q2).

With the increase in penetration of REGs, there is an increasing need for main-
taining system security and reliability. Reactive power is required to maintain voltage
within the permissible limits to deliver active power efficiently via transmission lines.
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Power system equipment and loads are designed to operate at a fixed voltage with
a small permissible deviation. At low voltages, the performance of the equipment is
poor and can make equipment underperform and can also cause overheating.

5 Reactive Power Compensation Methods

Reactive power can be supplied using various sources, like static VAR compensators,
static capacitors, shunt reactors, generators and synchronous condensers. Reactive
power if made to travel for long distances affects the voltage profile wherever it flows.
Thus, it is always recommended to provide support near to the point where needed.

5.1 Synchronous Condenser

The synchronous machine’s ability to function as a condenser enhances the power
factor and increases the reliability of the power network. To operate the synchronous
machine in condenser mode, it is first started as a synchronous generator from stand-
still till it is synchronized with the grid after this changeover of synchronous machine
condenser mode takes place. During the changeover, the excitation is introduced
which in turn reduces the induced e.m.f. making it lower than the terminal voltage.
Owing to this, power flow is reversed with the synchronous machine absorbing
active power from the grid and simultaneously the flow of water to the turbine is
stopped. Thus synchronous machine stops generating power and is considered as a
pure reactor or a condenser (capable of supplying/absorbing reactive power). When a
machine is operating in synchronous condenser mode that is under excited or overex-
cited, varying excitation current controls reactive power. Active power (P) negative
indicates that active power is being absorbed from the grid to keep the machine
under synchronous condenser mode and to supply losses. P positive indicates that
the synchronous machine working as a generator and supplying active power to the
grid. Reactive power (Q) negative implies that the synchronous machine is absorbing
reactive power and Q positive means that the reactive power is being supplied by the
synchronous machine [10].

5.2 Induction Generator

The induction machine absorbs reactive power irrespective of the mode in which
it is operating. As the rotor speed is elevated above the synchronous speed, the
induction machine functions as a generator. Now to operate the induction machine
as a generator, armature current has to be supplied by giving an initial excitation. This
excitation can be given in any of the three ways. One is through the residual magnetic
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field present in the induction machine; the second way is installing the capacitors
which get charged during the operation of the machine by the residual magnetism
and the third by directly absorbing it from the grid. Sometimes when the load is
large, the excitation provided by the residual magnetism present in the machine is
not sufficient to operate it as a generator. For this reason, induction machines are
installed with capacitors which provide the dual function of providing excitation
and power factor improvement. For charging the capacitors a DC excitation can be
provided, thus making them capable of providing starting current to the machine.

5.3 Reactive Power Capability of Generators

The generator’s reactive power capacity curve decides the reactive power that a
generator can produce without suffering any heating due to losses. A generator’s
capacity curve depends on the three limits, which are the current limit of the armature,
the current limit of the field and the heating limit of the end component. The flow of
armature current in the stator winding results in ohmic losses which cause heat. Thus,
during the design of the generator, a cooling system is provided which puts a limit
on the maximum armature current that can flow in the winding and beyond which
armature will suffer damage. The field current limit is determined by the rotor winding
current, which is again determined by the amount of ohmic losses it can absorb or
deliver. The end part heating refers to the heating of the end region of the stator core
of the generator due to the flow of eddy currents. When it is under excitation, the
system operates at the leading power factor, so the field current increases to generate
the necessary flux, leading to further flux concentration in the end area (Fig. 2).

W‘"‘ Armature Heating
p / Limit

Fig. 2 Capability curve of generator
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5.4 OLTC Transformer

This technology is used for controlling voltage in the power system. By adjusting the
transformer’s turn ratio under loading condition, it regulates network voltage. Taps
are provided along the primary or secondary winding. It is capable of automatically
regulating the voltage under loading condition. The transformers which are equipped
with the OLTC can change the number of turns of either the primary or secondary
in order to change the turns-ratio under loading condition. As per the draft of Maha-
rashtra Electricity Grid Code (MEGC), transformer tap changing criteria is as shown
below [11]:

Figures 3 and 4 show the voltage values for which transformer tap settings have
to be changed automatically. The transformer taps are expected to be changed when
the voltage levels fall outside the IEGC band, i.e., in the dead band.

5.5 STATCOM

It is a shunt-connected FACTS device consisting of a single-voltage source converter
(VSC) and its related shunt-connected transformer, connected by minimizing feeder
power losses to enhance the power factor. STATCOM acts as a controllable voltage
source. By regulating the amount of reactive power that is pumped into or absorbed
from the grid, STATCOM also increases the voltage at the point of common coupling.
Since it is capable of absorbing or producing reactive power, it is connected near to
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the near to loads where voltage profile is to be improved. It is similar to a synchronous
condenser with the only difference that it has no inertia because of the absence of any
moving part. It is a flexible fast response reactive power compensating device. In the
case of steady-state operation, when the system voltage is high, STATCOM consumes
reactive power and when the system voltage is low injects reactive power. In the case
of STATCOM, the reactive power that it can inject or absorb is directly proportional
to the voltage at the point of common coupling. These are capable of providing a
much faster response in comparison to SVC. STATCOM has the capability to feed
the grid with the maximum available reactive current.

5.6 Static VAR Compensators (SVC)

It is a set of electrical devices belonging to the FACTS device family having internal
switchgear as the only moving part. It is also referred to as the dynamic reactive power
compensating device. It provides dynamic fast response reactive power support. It
is capable of controlling voltages under normal, steady-state as well as contingency
conditions. Thyristor-controlled reactor/thyristor switched capacitor SVC acts as a
controllable reactance that is connected in parallel.
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5.7 Dynamic Voltage Regulator (DVR)

It is connected to the power network in series and can be formed by three voltage
source converters, where via an LC filter and a transformer, each VSC is connected
to the power network.

6 Reactive Power Practices in India

Substation voltages are controlled using two schemes. One is the switching of the
shunt capacitors (SCs) and the shunt reactors (ShR). The other scheme is the tap
operation of the transformer. Maintaining system voltage within limits is the respon-
sibility of the system operator (SLDC). When the system voltage goes out of the
lower or upper limit as specified in the grid code, the system operator turns the SCs
and ShRs on and off to bring the system voltage within the limits. The operation
of SC is controlled by the system operator using SCADA. SCs with the potential to
increase system voltage are usually turned on during morning when the demand is
at its peak in order to increase injection of reactive power into the grid and turned
off during evening peak time when the demand is reduced in order to reduce the
reactive power injection into the grid. To control the voltage, transformer tap control
is used by adjusting the tap location when the transformer is underloaded. The tap
changing operation is carried out by the substation engineer by the manual pressing
of a button. The tap changing frequency is different for different transformers. For
transformers with the voltage level of 765/400 KV, 400/220 KV and 220/132 KV,
the frequency of change of tap settings is less in comparison to the transformers with
the voltages 220/66 KV, 132/66 KV and 132/11 KV. In order to maintain terminal
voltages within the limits as defined in the Indian Electricity Grid Code 2010, gener-
ators are equipped with an automatic voltage regulator (AVR). Usually, the terminal
voltage of the transformer is fixed. When the system voltage is outside the limit or
is suspected to go outside the limits, the system operator instructs the plant owner
to absorb reactive power and reduce the system voltage. Similarly, when the system
voltage is low, the SLDC instructs the plant owner to inject reactive power into the
system by operating the conventional plants in condenser mode.

7 Energy Accounting: Overview and Importance

Energy accounting takes into account energy flowing through transformers, trans-
mission network, energy injected by the generating stations, energy drawn by the
beneficiary and the difference as the energy loss of the transformer. This accounting
involves active energy and reactive energy accounting. SLDC has the responsibility
of regulating generation, load and the intrastate interchange between the entities.
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7.1 Active Energy Accounting

Active energy accounting is essential to keep track of deviation between the actual
drawl and the schedule which accounts for unscheduled interchanges (Uls). This UI
settlement is done by SLDC by apportioning charges amongst DISCOM and other
entities connected to the state transmission utility (STU) network. Availability-based
tariff ABT helps in the segregation of charges for Ul among various STU users on the
basis of accounted deviations from schedules by entities, thus forming the basis for
active energy accounting. Very few states like Maharashtra, Delhi, Madhya Pradesh
Gujarat, West Bengal and Chhattisgarh have energy accounting systems [12].

7.2 Reactive Energy Accounting

Reactive energy accounting monitors the reactive power flows within the grid. It
measures and records reactive power injection and withdrawals by various entities
connected to the grid. However, the reactive energy accounting framework is not in
place at the state level which makes it difficult to effectively manage reactive power
in the grid at the state level. In inter-state energy accounting, each of the states is
considered as a single entity and drawl/injection at the state periphery is monitored
for accounting respective charges.

8 Regulatory Framework for Reactive Power Management
in India

With the view of 22 GW of power based on solar photovoltaic and wind by 2022
[13], it is necessary to develop a reactive power management framework. Presently
in India, reactive power management is incentive-based. VArh is paid at the rate
of 10 paise/KVArh with an annual escalation of 0.5 paise/KVArh. As per IEGC
2010, incentives for reactive power compensation are given in Table 1 based on the
following guidelines [14]:

Table 1 Guidelines for reactive power compensation incentives

Activity Beneficiary/Utility Voltage

Q Injection Gets paid @10 paisa/KVArh from DSM pool account V <97%
Q Drawl Pays @10 paisa/KVArh to DSM pool account

Q Injection Pays @10 paisa/KVArh to DSM pool account V >103%
Q Drawl Gets paid@ 10 paisa/KVArh from DSM pool account
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Table 2 Voltage limits as per - . ..
N 1 (KV M KV M KV
(CEA) Central Electricity ominal (KV) aximum (KV) inimum (KV)
Authority manual on 765 800 728
transmission planning criteria 400 420 380
220 245 198
132 145 122
110 121 99
66 72 60
33 36 30

(1)  With the exception of the generating stations, the regional body pays for VAr
drawing and VAr injection when the voltage at the metering point is below
97% and above 103%, respectively.

(i)  Except for the generating stations, regional bodies are charged for VAr drawl
and VAr injection when the voltage at the metering point is above 103% and
below 97%, respectively.

(i) Regional bodies, with the exception of generating stations, shall strive to
reduce the VAr drawl at an interchange point if the voltage at that point is
below 95% of the rated voltage, and if the voltage is above 105% shall not
return VAr.

(iv) The ISGS and other generating stations connected to the regional grid shall,
in compliance with the instructions of the RLDC, generate/absorb reactive
power within the capacity limits of the respective generating units, without
compromising the active generation needed at that time. No charges for such
VAr generation/absorption shall be made to the generating companies.

Voltage limits as per (CEA) Central Electricity Authority manual on transmission
planning criteria are shown in Table 2 [15].

9 Issues of Reactive Power Management in India

9.1 PPA and Reactive Power Charges

Utilities that enter into PPA with the generation utility do not compensate the latter
well for the reactive power support. They are called upon to supply power as and
when required. When the generator is called upon to supply or absorb reactive power,
its real power generation is reduced and is asked to absorb real power from the grid
for which it is billed by the grid, i.e., to run the synchronous generator in synchronous
mode, the generating company is asked to pay for the input energy consumed. This
energy is roughly 1-1.5% of the machine rating which is small when considered
for a short duration but becomes substantial when the machine generator operates
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in condenser mode for a long duration. There is no provision of incentives for the
generators for reactive power support in the grid.

9.2 Lack of Incentives

Since many of the states in India lack an energy accounting framework, reactive
energy quantum is not accounted for and no reactive power incentives are given for
reactive-power support to the participating generating stations. The technical grid
connectivity guidelines specify the power factor ranges within which each generator
is required to operate, thus making reactive power support more obligatory.

9.3 Absence of Reactive Energy Accounting Framework

In India, due to a lack of reactive energy accounting, it becomes very difficult to keep
a track of actual and scheduled VAR drawl/injection.

10 Suggested Reactive Power Pricing Framework
for Maharashtra

The present system does not compensate generators for the reactive power support
that they provide. Hence reactive power pricing framework for India should focus
on compensating generators for the reactive power support that they provide. All
generators should provide the obligatory as well as the enhanced reactive power
support services as and when required.

10.1 Methodology for Accounting and Settlement

For discouraging VAR over drawl or over injection by transmission system utilities
and generating sources, VAR exchanges should be priced as per the voltage levels
as shown in Table 3.

The charge of 13.00 paise/kVArh with an escalation 0.50 paise/kVArh annually
shall be levied. In the case security of the grid is endangered, SLDC may direct
generating stations and TSUs for curtailing VAR injection/ drawl.



46 S. Tripathi et al.

Table 3 Voltage levels at which VAR exchanges should be priced

Voltage/condition of TSU and generating | VAR drawl from InSTS | VAR injection into InSTS
unit

Metered V < 97% of Bus V Pay into the pool Get paid from the pool

Metered V > 103% of Bus V Get paid from the pool | Pay into the pool

10.2 Accounting and Settlement of Reactive Energy

STU shall be vested with the responsibility of smart energy meters at all the G <> T
and T <> D in the InSTS along with AMR facility. Energy accounting and settlement
shall be done in accordance with FBSM mechanism initially on monthly basis and
later on weekly basis. The responsibility of providing meter data of reactive energy
to SLDC is with STU in accordance with the state ABT order within 10 days for
accounting and computation of the successive next week.

10.3 Settlement Procedure

Case I—“RRC is payable (P) (+) by the State and [RRC + SRC (Receivable
(R)) < SRC (P)”: Balance sum shall be retained as a reserve (RRA) after paying out
RRC and SRC(P).

Case II—“RRC is payable (+) by the State and [RRC + SRC (R)] > SRC
(P)”: The excess amount available in reserve (RRA) shall be removed if any in
order to comply with [RRC + SRC(R)] and SRC (P). SRC(P) and SRC(R) shall be
apportioned to balance the total payables and total receivables if there is no reserve
or if it is insufficient to fulfill the difference.

Case III—*“RRC is payable (—) by the State and [RRC + SRC (P)] > SRC
(R)”: After paying out RRC and SRC (P), the balance sum is held as a reserve (RRA).

Case IV—/“RRC is payable (+) by the State and [RRC + SRC (P)] > SRC
(R)”: The excess amount available in reserve (RRA) shall be removed if any in
order to comply with [RRC + SRC(R)] and SRC (P). SRC(P) and SRC(R) shall be
apportioned to balance the total payables and total receivables if there is no reserve
or if it is insufficient to fulfill the difference.

Case V—No RRC for the State, No SRC (P), only SRC (R) and no RRA: No
reactive power charges shall be paid to the TSUs.

Case VI—RRC is payable (+) by the State, No SRC (P), SRC (R) and no RRA:
The amount available in the state UI pool account may be utilized for payment to
the regional reactive pool purely on a temporary basis. In such instances, once the
balance is made in the state reactive pool account, the same shall be transferred to
the state UI pool account.
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11 Conclusion

This paper proposes an implementable framework of energy accounting and reac-
tive power in the state of Maharashtra. The specialty of this framework is that it
compensates for all the state utilities including the generators. The study of the
reactive power compensation frameworks in different states reveals that it is only
the generator that was not compensated for providing the reactive power support
within its reactive power capability. The proposed framework provides a fixed
charge/KVArh compensation for the reactive power accounted for in the energy
accounting framework.

12 Way Forward

At present, active energy accounting takes place effectively, and due to this, we are
able to develop a competitive bid-based active power market. But with the reactive
energy accounting framework in place in different cities in India, it will be possible
to develop a competitive market for reactive power as well. The auction shall be
based on the reactive power required to support voltage at a point in the grid so as to
provide reactive power service at the least cost. The auction mechanism is to invite
DERs to enter into the market, prevent collusion and make sure that no one dictates
the market. On the basis of the requirement, reactive power can be procured through
an auction in which the potential energy sources which are capable of delivering
reactive power at the required point compete. The potential DERs need to quote the
price along with the quantum of reactive power that they are willing to supply.

Auctions can become highly transparent and predictable, thus giving an oppor-
tunity to incumbents to learn to win an auction. The auction process can be in two
ways:

e Auction process-1: All the reactive power suppliers bid simultaneously and
compete against each other for the supply of reactive power to the locations as
identified by the system operator.

e Auction process-2: In this, all the suppliers of reactive power of a particular loca-
tion are entered into the system keeping in mind the key factor of the effectiveness
of respective reactive power service.

Some incumbents can show predatory behavior by quoting a very low price
initially for the service to deter the entrants and then coordinate among themselves to
offer prices much higher in the long run. The final objective of the auction mechanism
should be the maximization of economic welfare rather than the minimization of the
price to be paid in the auction. Suppliers of reactive power offering services at lower
quality and lower cost shall be given less priority over those who are offering high-
quality reactive power service but at a higher cost. More effective reactive power
should be valued more in comparison to the less effective reactive power [16].
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Design Optimization of Solar Thermal )
Energy Storage Tank: Using L
the Stratification Coefficient

Jasmeet Kalra, Rajesh Pant, Pankaj Negi, Vijay kumar, Shivani Pant,
and Sandeep Tiwari

Abstract Thermal stratification is a technique for maintaining separate layers of
fluid having different temperatures. It plays a significant role in creating a large
thermal gradient which in turn helps in storing more thermal energy in a solar thermal
energy storage system. This paper investigates the effect of storage tank variables
in terms of aspect ratio, equivalent diameter and its relationship with average strat-
ification coefficient by varying them to different ranges to propose the optimized
models.

Keywords Renewable energy - Solar thermal storage + Thermal stratification *
Optimization - Equivalent diameter

1 Introduction

Today, the energy demands of the world are dependent on fossil fuels which defi-
nitely will create a crisis in the coming future. This problem has motivated mankind to
search for an alternative form of non-degradable energy. Naturally available energies
like wind, tidal, hydro and solar energy are the best resources for bringing ecological
balance and fulfilling the futuristic energy demands of the world [1]. Designing and
building the cheapest and feasible storage system based on the above-mentioned
renewable energies is a solar thermal storage system. Thermal energy storage (TES)
system is a technique of storing heat energy by increasing and decreasing the tempera-
ture of a medium, stored in a reservoir which can be later used for further applications
[2]. The most common applications of TES are in industries, central air conditioning
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[3] and green buildings [4]. The advantages of TES comprise overall energy saving
and less pollution at minimum expenditure. However, varying intensity of sunlight
and different incident angle, at different places, pose a challenge in meeting load
demand [5]. In TES, thermal stratification plays a significant role as it increases the
overall efficiency of the system. Stratification occurs due to the property of a liquid
that gets lighter on heating and forms different fluid layers of varying temperature
with the hottest fluid layer at the top and coldest at the bottom. This creates a thermal
gradient which provides an opportunity for large thermal energy storage [6] ease of
use. Moreover, several examples are available in the digital domain [7-13].

1.1 Methods of Thermal Storage

The most common methods used in TES are storing sensible heat, latent heat and
thermo-chemical storage reservoirs. The latter two methods have given promising
results in storing and extracting the maximum amount of heat with minimum losses.

1.2 Sensible Heat of Storage

In this method, a solid or liquid medium increases its temperature by absorbing
thermal energy. Quantity of energy stored is a function of specific heat of medium,
temperature gradient and percentage of storing medium present [14].

Q =mCp(T; — Ty) (1)

where Q is stored heat in Joules; m denotes the mass of thermal storage medium in kg;
Cp is specific heat in J/(kg K); T; and T are initial and final temperatures in degree
centigrade. Water being easily available, non-toxic and having high heat capacity
(about 4180 kJ m—3 K1) is best suited as a medium for sensible heat storage method
below 100 °C. Above it, other mediums like molten salts, oils and liquid metals are
used.

1.3 Latent Heat of Storage

It requires a phase change material (PCM) which delivers or accumulates energy by
undergoing from one physical state to another and the sensible heat as per Eq. 1. Phase
change in PCM can take place as solid—liquid, liquid—gas, solid—gas and solid—solid.
Many researchers have presented review papers [15—18] of available latent thermal
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energy storage systems and exploring different kinds of PCMs and their thermal
properties.

Thermo-chemical energy storage. It consists of thermo-chemical medium which
absorbs and releases energy by splitting and recombining of molecular bond in a fully
reversible process. During charging, thermo-chemical material A absorbs heat and
breaks into B and C, which can be easily stored separately. Whenever energy is
needed, these two products (B and C) can mix together under suitable conditions of
pressure and temperature releasing a huge quantity of energy. The complexity of the
storage system increases, with the management of two materials with their separate
storage capacities but it is one of the best techniques to store thermal energy due to
high overall efficiency and low losses. Metal oxides have also been considered for a
thermo-chemical medium that evolves oxygen that can be further used or discarded
into the atmosphere [19]. It is still under investigation.

2 Methodology

As per the objective function for optimization of design parameters, we had consid-
ered the equivalent diameter of the storage material, aspect ratio of the storage tank
and void fraction for variation within a range of values. The effect of changing the
values was plotted on graphs along with its effect on Wu and Bannerot stratification
coefficient [20].

Equivalent Diameter. The size or dimension of the bed element is called equiv-
alent diameter and is represented by D,. It may not necessarily be a spherical shape.
Mathematically, it may be represented as:

6 \}
D, = (—v) )
b4

where D, is the equivalent diameter, and V is the storage tank volume.

Void fraction is the term that represents the volumetric air gaps between the
bed elements inside the storage tank. It is the ratio of volumetric air gaps to the total
volume of the bed. With the rise in the volume of bed elements within the storage tank,
void fraction decreases, and vice versa. Void fraction affects heat transfer within the
storage tank as the material changes and in turn the heat transfer rate. Mathematically,
it is calculated from the relation.

V-V

Ep = v 3)

where E), is the void fraction,

V  denotes the volume of the bed material,
Vs denotes the volume of storage material.
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Table 1 Range of selected variable parameters

Parameter Range
Void fraction, E, 0.3-0.6
Equivalent diameter, D, (m) 0.05-0.20
Aspect ratio, L/D 1-10

Aspect ratio also known as L/D ratio. It is the ratio of either height or length of
the storage tank to the diameter of the storage tank and is given by (Table 1):

Aspectratio = L/D 4)
Stratification coefficient is defined as the index showing the degree of stratifi-

cation achieved [20]. It is based on the deviation of mean storage temperature from
the mean square temperature of storage (Table 2).

STwy =

my [Ty — Tavg]2 (5

meDr@

where mg is the mass of storage,

m, is the mass of one element of bed,
Tyn  is the bed element temperature, and
Tepm  is the bed mean temperature.

Sizing of packed bed: The sizing of the packed bed is established on the general
principle of energy to be stored within a specified interval of time. The bed size is
considered on the basis that it should be able to absorb the maximum quantity of

Table 2 Range of selected fixed parameters

S. no. Description Parameter Value
1 The volume of packed bed (m?) Vb 15

3 Number of bed element N 60

4 Initial bed temperature (°C) Thi 25

5 Density of air (kg/m3) Pa 1.1

6 Dynamic viscosity of air (kg/s-m) Ha 1.865 x 107
7 Inlet air temperature to bed (°C) Tai or Tip 40

8 Ambient temperature (°C) Too 25

9 Density of storage material (kg/m>) Ps 1920
10 Specific heat of air (J/kg °C) Cpa 1008
11 Specific heat of storage material (J/kg °C) Cps 835
15 Time interval (min) At 5
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Table 3 Different values of Aspect ratio (L/D) | Length of bed (L in | The diameter of bed
aspect ratio, the length (L) m) (D in m)
and diameter (D) of the bed is
working out to be as given 1 2.65 2.65
below 3 5.53 1.84
9.75 1.40
10 12.40 1.24

energy from incoming hot air during the charging and the average bed temperature
becomes nearly equal to inlet air temperature at the end of the charging.

Assuming a uniform system load of 5 kN, implying that the collectors would
collect at a rate higher than the load because it must supply an energy equivalent of
5 kN to be supplied over 16 h which is to be stored in the storage bed.

Energy to be stored works out to be 2.88 x 10° kJ using the following equation
for the mass of the storage:

MCpAT = 2.88 x 10°

Using a maximum value of temperature rise of 15 °C, (the difference between
temp. of air at the inlet of 40 °C and starting temperature of 25 °C), the mass of the
storage bed works out to be 19,000 kg. For the density of bed material of 1920 kg/m?
and void fraction of 0.30, the volume of the storage bed works out to be 15 m? (Table
3).

3 Mass Flow Rate of Air (Heat Transfer Fluid)

It is defined such that the equivalent amount of energy fed by the hot air during 8 h is
the energy that is needed for charging the bed. This mass flow rate can be determined
from the following relationship:

(mcp)air(Tai - Tbi)tch = V(pcp)g(l - E]J)(Tbm - Tbi)

m stands for the required mass flow rate, kg/s.

Cpa  stands for specified heat of air, J/kg K.

Ta stands for the temperature of the incoming air, °C.
Ty  denotes the initial temperature of the bed, °C.

Ten  is the charging time, (s).

Tym  is the maximum bed temperature, °C.

\Y is the bed volume, m°.

Pb is the density of bed material, k/m?>.

Cps stands for the specific heat of bed material, J/kg K.

Ep  is the void fraction of the bed.
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Using the bed volume determined in the earlier section and the values of other
parameters listed in Table 2, the rate of flow for air works out to be 0.065 kg/s.

A computer program has been developed in C++ language for the determination
of bed temperature Tb, air temperature Ta and stratification coefficient developed
by Wu and Bannerot [20] STwy is in relation to system parameters, namely the
equivalent diameter of bed element (D,), the void fraction of bed (E,) and aspect
ratio of bed (L/D) in the given range for fixed values of other parameters.

4 Results and Discussion

The time-averaged value of the stratification coefficient has been plotted in Figs. 1,
2, 3 and 4. A designer can hence use these optimized values directly to make the

At Aspect Ratio=1

30
& 27.04
35 24.78
.
@ ..

20
S 19.59 &
= —8—Ep=.3
(=]
s 15
g 13.48 —&—Ep=4
& 10 Ep=5
u'! Ep=.6
o 5
@ 5
<

0

0 0.05 0.1 0.15 0.2 0.25

Equivalent Diameter
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Fig. 4 Variation of average stratification coefficient with an equivalent diameter at aspect ratio 10

best solar collector storage system. Figure 1 shows that for a fixed value of aspect
ratio (L/D = 1) of the storage tank, the best possible set of equivalent diameter and
void fraction can be seen to be 0.05 and 0.3, respectively. Figures 2, 3 and 4 show
the average value of the stratification coefficient corresponding to aspect ratios of 3,
7 and 10, respectively, where the maximum value of this coefficient can be 30.69,
34.96 and 35.48, respectively.

These plots can be used by the designer to arrive at suitable optimum values of
system parameter sets for any fixed value and other variable values. For instance, in
case the void fraction value of, say 0.5, has been fixed as a system constraint, then
Fig. 4 shows that the optimum set of equivalent diameter and aspect ratio will be
0.05 m, 10 and the maximum value of stratification coefficient can be seen as 29.84.
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Investigation of Hydro Energy Potential )
and Its Challenges in Himalayan State: L
Uttarakhand

Rajesh Pant, Jasmeet kalra, Pankaj Negi, Shivani Pant, and Sandeep Tiwari

Abstract Indian Himalayan region is rich in biodiversity of flora and fauna as well
as it is the source of numerous perennial rivers. These rivers not only flourish the
ecosystem of Indian plains but are also the source of immense renewable water
energy. Indian Himalayas accounts for 79% of the total hydro potential of the nation,
but currently, only 12.3% is being extracted from it. This paper studies the possible
causes of the scarce utilization of waterpower in the Himalayan state of Uttarakhand.
It also highlights the strength and flaws of hydropower projects on the environment
and its local residents.

Keywords Renewable energy - Sustainable energy - Hydropower energy -
Uttarakhand

1 Introduction

Hydropower is one of the cleanest and non-polluting sources of renewable energy. Its
adaptability for peak and baseload variation makes it reliable for power grids. India
has a total potential of 148,700 MW [1] and pumped storage of about 94,000 MW
[2]. India ranks fifth in the world hydropower generation [3]. It utilizes 12.3% of
its total utility power generation capacity with an installed capacity of 46,000 MW
as of 31 March 2020 [4]. Most of the untapped hydropower potential lies in the
northern and northeastern regions of India [1]. The four Himalayan states Jammu-
Kashmir, Himanchal Pradesh, Uttarakhand and Arunachal Pradesh have almost
85% of total hydropower potential [5]. Uttarakhand alone is considered to have
an approximate potential of 20,000 MW with large, medium, small, mini and micro
hydropower plants [6]. Moreover, some examples related to hydro energy potential
and its challenges are listed in [7-13].
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Table 1 Types of HPPs S. no. Name Capacity
1 Large HPP Above 30 MW
2 Medium HPP 10-30 MW
3 Small HPP Less than 10 MW
4 Micro HPP Up to 100 KW
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Fig. 1 Hydropower projects running in Uttarakhand [6]

Hydropower plant classification (HPP): As per the department of energy, the HPP
can be classified as large, medium, small and micro HPP [14] on the basis of power
generated as shown in Table 1.

Small hydropower plants give an added benefit of a longer lifespan and help in
environment conservation (Fig. 1).

2 Development of Hydropower Resources in Uttarakhand

Uttarakhand was formed on 9 November 2000. It is located between 28° 4” to 30°
25” North latitude and 77° 35” to 81° 02" East longitudes. It has 53,483 square
kilometers spread, of which 86% is a hilly area. It shares international boundaries
with Nepal, Tibet and China. It is having numerous sources of water which are being
provided by snow-fed glaciers. The state is endowed with 17 rivers and 31 lakes. The
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unsystematic distribution of water also creates water scarcity in a few of its districts.
Alaknanda, Bhagirathi, Sub Ganga, Yamuna, Ramganga and Sharda are the principal
rivers basins of the state.

Uttarakhand completes 97% of its energy demands. As per the Uttarakhand-DRE-
Plan-Report data, the energy demand and energy availability of the state in 2017—
2018 were 13,457 MU and 13,426 MU, respectively, with 31 MU deficits [15]. The
projected energy demand of Uttarakhand in 2021 will be 19,406 MU which is 33%
more than 2017-2018 for achieving the aim of 24 x 7 power supply. This need
can be fulfilled by harnessing maximum water energy. Tables 1 and 2 show the
working hydropower project and Table 3 shows the identified hydropower projects

of Uttarakhand (Table 4).

Table 2 List of operational hydropower project [16]

Project River Design head (mts) Installed capacity (MW)
Chibro Tons 110 240
Khodri Tons 57.9 120
Dhakrani East Yamuna 19.8 33.75
Chila Sub Ganga 325 144
Pathri Sub Ganga 9.75 20.4
Mohammadpur Sub Ganga 5.7 93
Bhilangana II Bhagirathi 218 24
Bhilagna Bhilagna 168.4 22.5
Maneri Bhali 2 Bhagirathi 247.6 304
Rishiganga Alaknanda 52 13.2
Urgam Alaknanda 196 3
Birahi Ganga Birahi Ganga 54.5 7.2
Kaliganga Kali Ganga 166 4
Rajwagqti Nandakini 46.5 3.6
Vanala Nandakini 135.98 15
Srinagar Alaknanda 65.97 330
Kanchauti Kanchautigad 400 2
Relagad Relagad 264.83 3
Khatima Sharda 17.98 41.4
Total capacity 1340.35
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Table 3 List of pumps storage-based projects [16]

Project River Design head (m) Installed capacity (MW)
Dhalipur Yamuna 30.48 51
Kulhal Yamuna 18 30
Maneri Bhali I Bhagirathi 147.5 90
Tehri 1 Bhagirathi 228 1000
Koteshwer Bhagirathi 81 400
Ramganga Ramganga 84.4 198
Total capacity 1769

Table 4 List of proposed hydro projects with estimated cost [17]

Project River Installed capacity | Approximate cost
(MW) (Crores)/Base year

Deora Mori Tons 27 112 (1995)

Mori Hanol Tons 27 215 (1995)
Hanuman-Chatti—Syana-Chatti Yamuna 33 149 (2000)
Barnigad-Naiangaon Yamuna 34 234 (2000)
Chunni-Semi Mandakini 26 110 (1996)
Markura Lata Dhauliganga 45 154 (1996)

Lata Tapovan Dhauliganga 108 247 (1996)
Vishnugad Pipalkoti Alaknanda 340 1048 (1996)
Utyasu Dam Alaknanda 1000 1985 (1996)

Total capacity | 1640

3 Challenges in Development of HPPs in Uttarakhand

Harnessing hydro energy will bring numerous benefits to Uttarakhand but there are
many challenges that need to be addressed beforehand. The construction and instal-
lation of an HPP is a mammoth task, requiring a huge initial investment with sound
planning. Once the project is started, delay in construction costs higher interest
rates. Preproject time-consuming activities involve site identification with a feasi-
bility study, seismic investigation, acquiring forest/land clearance, preparing and
sanctioning of environmental impact assessment and addressing rehabilitation and
resettlement of local community. HPP requires blasting and tunneling which makes
these plants hazardous to flora and fauna.

Uttarakhand falls in the highly seismic zone of range IV or V which poses a
great challenge in the development of such projects. Another threat to such projects
is flash floods and landslides which is a common site in Uttarakhand during the
rainy season. In June 2013, severe rain and multiple cloud burst was a reason for
flash flood in the Kedarnath valley which was named as the Himalayan tsunami.
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As per the state government report, 169 people died, 4021 people reported missing
(presumed to be dead), 11,091 livestock lost, 4200 villages affected, 70,000 tourists
and 1 lakh locals were stranded in mountains with heavy damage to private and public
property [18]. The Supreme Court of India constituted a 17-member committee to
investigate this disaster, a report of which is still not made public. But an informal
network ‘SANDRP’ (South Asia Network on Dams, Rivers and People) and eminent
geologist Prof. K. S. Valdiya suggested that the building of a hydropower plant in the
seismic and landslide-prone area was the reason for this disaster [19, 20]. With this
report, it becomes a challenge for Uttarakhand to utilize its water potential.

4 Strength and Opportunities of HPPs

Continuous energy is needed for the welfare and unhindered growth of any
state/country for which fossil fuel cannot be a good choice due to its unavailability,
economic cost and, moreover, its negative ecological impact. Renewable energy is
looked upon as a continuous source of green energy, especially in developing coun-
tries due to its economical, technical and environmental benefits [21]. Among renew-
able energy, waterpower is widely accepted due to its all-year-round availability, non-
polluting nature, high density, easy power predictability and fast adaptability to load
variations. It can be directly used or can be stored in the form of pumped storage or in
charging batteries for small industries with many other direct and indirect advantages
[22]. Nepal is a country that is generating huge revenue by selling HPP power to
India and Bangladesh [21]. The low running and maintenance cost of hydropower
plants is an added advantage that assists in ease to meet a low breakeven point of
HPP despite its high construction and installation cost. The micro and small HPP
are regarded as highly eco-friendly and have a large lifespan with little maintenance.
Micro HPPs have an efficiency of 60—-90% when compared to their solar counterparts
[23]. Hydroelectricity can yield prosperity and self-sustenance to developing coun-
tries by meeting their current and future energy demands and producing more jobs
in the service sector and the Uttarakhand government is motivating entrepreneurship
by encouraging investment in micro and small HPP projects.

5 Flaws of HPPs

The HPP brings great risk to socio-economic conditions and the ecological system
of an area. The power production in HPP requires a large amount of water to be
stored with a high head (height from datum) forming a big lake in a catchment
area. Heavy rainfall brings logs and sediments which have a negative impact on the
working and lifespan of turbines, penstock and other equipments of HPP, hence the
water is released during such times bringing floods in lower plains [24]. Building
a dam in a river obstructs the natural flow of water, sediments [25] and even the
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migration of marine life like fish and other aquatic animal breeding [26]. A large-scale
structure causes deforestation in the catchment area, riverbank erosion, flooding of
agricultural land, water scarcity during low rains, water-borne diseases and significant
deviation of an intricate ecosystem [27]. One important concern in HPP is that it
emits a large amount of greenhouse gases which likely reduces snowlines in the
Himalayas, making the lower plains venerable to floods as happened in the Kedarnath
valley, Uttarakhand in June 2013 [19, 20]. Reports suggest that the total emission of
greenhouse gases from an HPP may be more than its thermal counterpart working
with carbon, natural gases and oils over a period of 25 years of operations [28].
Another important criterion for an HPP is meeting project deadlines as it greatly
affects the cost of the project. Tehri project missed many deadlines, and the revised
cost for the project was estimated INR 8392 crores during commissioning instead of
the initial cost estimate of INR 3000 crores. Similarly, the estimated initial cost for
the Alaknanda project in Srinagar was INR 20.69 bn in the year 2007 but it is revised
to INR 36.75 bn in 2011 due to time runs [29]. There are many other examples that
show a huge difference in estimation and commissioning costs of the hydro project
all across India.

6 Conclusions

As per our investigation, there is a huge potential for hydro energy in Uttarakhand.
The large difference between installed and available capacity gives us insight into
many other factors which play a crucial role in developing Uttarakhand as a hydro-
energy-rich Himalayan state. But there are challenges that hinder the growth of this
sector in Uttarakhand and other Himalayan states such as heavy rainfall leading to
flood and sedimentation negatively affecting turbine life. Large catchment area, heavy
deforestation, soil erosion, rehabilitation and a large increase in greenhouse gases
are some of the challenges which cannot be ignored. To overcome these challenges,
an environmental impact assessment (EIA) study should be done in-depth for any
proposed project. EIA is a powerful tool that investigates the impact of any hydro
project on the environment, local residents and gives an optimum solution acceptable
to all, such as project coordinators, investors, local residents and government agencies
involved. Therefore, it is necessary to increase research in developing technology and
management skills to overcome these challenges and finding solutions for utilizing
the maximum hydro potential of Uttarakhand and other Himalayan states.
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Big Data Preprocessing Phase )
in Engendering Quality Data i

Bina Kotiyal and Heman Pathak

Abstract The change in the behavior of humans in the past decade has shown
a tremendous generation in the data. The various researchers have given various
definitions and discussed the different characteristics of big data. In the present
study, we emphasize on the less focused areas of big data. One such zone is big
data preprocessing. Extracting valuable information from big data has broadly three
phases: first is acquisition and storage, second is data preprocessing, third is applying
data mining and, at last, analysis of data. The contribution of this paper is that it
shows generating the valuable information from big data not dependent on opting an
advanced algorithm or novel algorithm but more than that it depends on acquisition
of relevant data and preprocessing phase. The preprocessing phase plays a significant
role in generating valuable data which serves as a great input in decision-making. At
last, this paper gives a brief survey and analysis on big data preprocessing techniques
used to handle imperfect data, reduction of data size and imbalanced data. It also
theoretically discusses the different problems associated with the various phases and
gives future directions where the researchers can work.

Keywords Feature selection - Preprocessing -« Big data analytics process - Big
data analytic techniques

1 Introduction

The rising popularity of smartphones and the tremendous change in human behavior
over the internet leads retailers to deal with different kinds of data sources (internal
data or external data). These data sources demand high analytics to be performed.
However, before performing the analytics to the data, another issue arises from the
rapid generation of data and variety (data present in a different format) which makes
the traditional machines to be failed in processing and extracting some valuable
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information that plays a significant role in real-time applications for making deci-
sions, such as for business intelligence, health sector etc. Big data technology plays
a pivotal function where the conventional data management systems failed to bear,
hoard and process this mountainous data immediately. Big data has taken the atten-
tion of not only the academicians, but it is a point of concern to government offices
and corporate sectors too. The volume of data, one of the leading concerns of big
data, has been addressed like “what size of data is called as big data?”, therefore
justifying the size of macro data is a need according to the author [1].

This paper contributes primarily to focus on some of the neglected zones of big
data. One such zone is big data preprocessing. Many researchers have conducted
research in big data but very few of them have discussed the preprocessing stage.
The researchers have focused on all the phases but very few works have been done
in preprocessing phase. The data preprocessing phase involves data cleaning, data
integration and data transformation that confiscates the noise from the data [2]. Data
quality has a lead role in the generation of valuable insights from data. It is among
the most significant phases in big data analytics and it prepares the raw data for
further processing and hence results in more efficient processing [3]. Moreover,
several recent examples and applications of big data in different domains are listed
in [4-10].

The storage phase is also an area of concern on account of exponential growth
in data size because of the drastic change in human behavior over the past years
continuously contributing to the ocean of data by means of online shopping, sharing
of views on social network sites and many more. In near future, the storage and
processing of big data will bring new heights of challenges to practitioners and
researchers because of the various characteristics of big data. However, preprocessing
phase plays a crucial role in generating high-quality data and rich performance in
results, and this phase has a significant impact on decision-making; therefore, this
area needs to be focused.

2 Characteristics of Big Data

Volume. Volume indicates the extensive data generated in seconds by each one of us.
The time and type of data affect the definition of big data; therefore, it is not feasible
to sketch a well-accepted threshold for big data volume that makes a “big dataset”
[1]. Big dimensions can be in terabytes or in petabytes.

Variety. The data collected from diverse sources is a kind of heterogeneous data such
as data collected from social media, weather data, geographical data etc. The data in
spreadsheet or relational databases format is known as structured data. This data is
only 5% of all remaining data [1]. The structure of data only creates one-fourth of the
actual data according to statistics [11]. Semi-structured data looks like unstructured
data. The unstructured data consists of text, images, videos, audio etc. Unstructured
data does not have any format and forms 95% of the actual data.
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Velocity. Velocity adverts to the speed at which the data generation takes place and
it should be analyzed. It encompasses the speed (determined through batch data or
real-time data) with which the data is treated and must comply with the swiftness
with which the data is generated [12].

Veracity. The term veracity is invented as the fourth V, which represents the unpre-
dictable (uncertain, incompleteness and inconsistency) characteristics present in
some sources of data, such as the human behavior sentiments with respect to social
media that are not certain in nature. However, they contain valuable information.
Therefore, handling unpredictable data is one more important feature of big data
technology built for the management and removal of uncertain data.

Variability. Variability and complexity are two more vital values of the big data
familiarized by SAS. Variability shows the changes in the data flow rate, whereas
complexity comes when the data is collected from several different sources.

Value. Value points to the usefulness of data for decision-making; it indicates the
worthiness of the data extracted from the substantial volume of data. The organization
can be rich in data but can be poor in valuable information until it is processed or if
that valuable information cannot be used by an organization.

3 Big Data Analysis Process

The big data analysis process has five phases. Figure 1 shows the analysis process.

oo

Fig. 1 Big data analysis process. The first step in the analysis process is data acquisition (data
collected through different mediums and in different forms); the second step is to store the data; the
third step is data management; and the fourth step is applying the analytic method to the data for
extracting the meaningful information and at last data visualization is used for pictorial graphical
representation
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3.1 Data Acquisition

Data acquisition addresses a wide range of data ingesting processes, like collecting,
filtering and cleaning in a databank. In this step, the data from the plurality of sources
are collected and stored for a value creation drive. It has two sub-parts: data collection
and data staging. Data collection is the way to collect the unrefined data from a factual
environment and build it skillfully such as data collected through sensors or log files,
whereas data staging is defined by the author [13]. In the stream processing model,
the data is continuously generated at an amazingly fast speed and therefore needs to
be analyzed immediately to extract its consequences, whereas in the batch processing
model the data is saved and then processed. The two sub-steps of staging in batch
processing are: data exploration and preprocessing.

3.2 Data Storage

A significant role is played by the data storage, as the size of the data is continuously
increasing, and it results in the need for large and efficient storage. Hadoop ecosystem
is used to store the data. However, it is not worth storing the entire data for processing,
therefore storage optimization needs to be focused. This can be achieved by some
techniques, like principal component analysis, random forest, and feature selection,
thus compressing the data and reducing the storage space that will result in high
performance [14].

3.3 Data Management

Data management ensures the effectiveness of big data storage. It can be broadly
classified into two categories: the first is data preprocessing and the second is data
analytics. Big data preprocessing is a formidable phase as existing tactics are not
useful due to its size and heterogeneity of data, data generation through internal
and external sources, the speed with which the data is generated, the complexity
of data, noise in data, missing values, inconsistency and many more. The high
volume of data with the aforementioned characteristics needs more sophisticated
tools to process it [15, 16]. Apache spark technology can be used as a better solu-
tion than Hadoop as it can alleviate the challenges of data preprocessing. Apache
spark processes the data through a directed acyclic graph (DAG), which automati-
cally dispenses the data through the clusters and does the essential actions in parallel
[17]. The working of apache spark is comparatively better than Hadoop as it does
in-memory processing of large datasets. Sparks implements MLib with ten learning
algorithms which encourage the integration of novel preprocessing methods in the
future. Apache Flink can be used in the future as it fills the gap between Hadoop and
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Spark. The Spark technology works on micro-batches, whereas Flink technology
works on batches. Flink uses the FlinkML, a machine learning library [18].

3.4 Data Analytics

Big data gives a better decision and thus results in business intelligence. This can
be achieved when we apply the analytical methods for generating meaningful data
from the raw data. The four analytical methods are: prescriptive analytics, predictive
analytics, diagnostic analytics and descriptive analytics.

3.5 Data Visualization

Visualization is related to the graphical representation of a design through images,
tables, diagrams in a way to make a clear picture of the data. The prior visualization
tools are not capable of handling the mammoth of data as the data is growing at a
continuous pace. Latency is the challenge that comes with high volume of data with
its continuous generation that needs to be tackled. Its job is to identify the patterns and
correlations as per the need of organizations. However, much of the result is depen-
dent on the beginning phases such as the collection of information, data preprocessing
and using the analytics techniques according to the domain. Reducing the dimen-
sions for the purpose of good storage and not making use of efficient techniques in
the processing phase land up in losing the interesting patterns, whereas considering
more dimensions can result in dense visualizations [19]. An example of visualization
tools is Pentaho and Tableau. Pentaho generates reports from unstructured and struc-
tured data. It helps in making sound decisions. It is easy to use and gives a detailed
visualization but makes use of less advanced analytics techniques than Tableau [20].
On the other hand, Tableau can process a huge number of datasets, and it is the
fastest-growing tool used in the business industry. It has the proficiency to convert
large and complex datasets into untaught depictions [21].

4 Big Data Analytics Techniques

Extracting the knowledge from the massive data is dependent on data analytics. The
different types of analytics are:

Data Mining. It is the process of extracting hidden patterns and correlations from the
datasets [22]. Itincludes the techniques such as association rule mining, classification,
regression and clustering. Data mining serves as a base for machine learning and
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artificial intelligence [23]. The research studies show that we can also employ the
existing data mining algorithms.

Web Mining. Web mining technique discovers the pattern from huge web data. It
can be used to find the effectiveness of a website. Web mining can be classified into
three parts [24].

Machine Learning. It is the ability of a system to learn from historical data without
being programmed. Machine learning is a significant application of artificial intel-
ligence. Making the automatic vital decisions and discovery of knowledge are the
aim of machine learning [15] and it can also do predictions [23]. The size of data
brings challenges to the on-hand machine learning techniques. Another challenge is
machine learning works on horizontal scaling that uses MapReduce, streaming or
graph-based solutions that show improvement in performance but do not handle other
challenges such as on-feature engineering, the curse of dimensionality etc. Therefore,
the amalgamation of a new learning paradigm along with processing manipulations
with algorithms provides research opportunities.

5 Survey and Analysis

Big data preprocessing has many challenges associated with the characteristics of big
data. To name a few are imperfect data (missing value, noisy [25]), feature extraction,
feature section, heterogeneity, scalability and class imbalance. The research studies
show that the quality of data depends on performing the data preprocessing phase
properly with the domain-specific data. Therefore, it is very crucial to focus on this
face. This paper has focused on three parts: imperfect data, feature extraction and
class imbalanced and performed the theoretical analysis.

This paper analyses some of the techniques that are used to handle the imper-
fect data, reduction of data size and imbalanced data. Imperfect data deals with the
techniques associated with missing value or noise. Missing values can result in bad
decision-making and can be a potential reason for the loss of efficiency in the extrac-
tion of knowledge; therefore, it is very necessary to deal with it [26]. Discarding
the missing values and computing the value to the missing data by means of mean,
median, mode and likelihood are the traditional means for handling the missing data.
Little and Rubin gave the solution of discarding the missing values. This approach
can lead to biases in the learning process and significant information can be vanished.
However, using the likelihood probability can be used to fill the missing values. The
second approach to handle missing data is by computing the likelihood based on
each use case. It does not impute the data. The maximum likelihood assessment
of a factor is in the assessment of the factor that is most likely to have resulted in
the experimental data. For the missing data, the maximum likelihood is calculated
individually for cases with whole data on some variables and others with whole data
on all variables. After that, they are maximized together to find the assessments.
The advantage of the maximum likelihood is it does not need a careful selection of
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variables for impute values and gives unbiased factor assessments. The disadvan-
tages were that it is restricted to linear models and the model for the dataset was not
known in advance. However, using machine learning techniques can be fruitful in
computing the missing values as it does not require any prior knowledge.

The data often contains noise that can affect the input or output or both of them,
and thus leads to the poor quality of data [27]. Noise related to the input is called
attribute noise and the noise related to the output variables is called class noise. The
class noise shows that the data is more biased. The approaches used to handle the
class noise are data polishing and noise filters [28]. Data polishing is a challenging
task and can be applied to a small portion of data, whereas a noise filter can be used
to remove the noisy instances without changing the existing data mining algorithms.
Some of the conventional methods used for handling the noise are binning, regression
and clustering. The binning method takes the neighboring data to smooth the value
of a bin. It works on organized data values arranged into several bins. The smoothing
is done by bin means, bin medians and bin boundaries [29]. When the values are not
sorted then this method cannot perform. Another approach to handling the noisy data
is through regression. Itis a method that adapts the attributes of a dataset to a function.
Regression can be linear regression and multiple regression. The linear regression is
able to predict the value of one attribute with respect to the other attribute, whereas
multiple regression is the extension of linear regression in which more than two
attributes are considered. The clustering technique can be used to handle the noisy
data. When the dataset has minimum and maximum variations in the values then
clustering can be used to find the outliers. It makes a group of similar values and
discards the dissimilar one. Clustering forms the group for similar data values and
identified the irregular pattern in the group. The value that lies outside of the group
boundary is outliers with an unusual pattern. This method is very efficient in handling
the homogeneous sampled data [30]. The author [14] has given two approaches to
cope with noisy data in big data classification problems. But these approaches are
limited to the classification problem. An advanced algorithm needs to be developed
in handling the noise and generating clean and high-quality data known as smart
data.

The major hurdle in social network analysis is its size. It is computationally costly
to process such a massive network. Dimension reduction is another technique to deal
with the data size. It is a challenging process whose job is to reduce the high dimen-
sions to low dimensions also known as the space transformation technique. It can
lead to a better performance of the system by employing dimension reduction and
compression techniques [31]. The three main characteristics of big data need to be
addressed, and attributes are reduced to take out the valuable information. Dimen-
sionality reduction could be achieved by feature selection and principal component
analysis [24]. Feature selection (FS) is considered to be a more promising technique
as it deletes the redundant data from the feature set. The feature selection method is
classified into supervised, unsupervised and semi-supervised. Based on their learning
it can be of three types that are filter, wrapper and embedded [ 16] which are employed
to increase the processing performance of a system. In the filter method, the features
are opted on the basis of their scores with the outcome variables using statistical tests
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[32]. It has less computation compared to the other methods; however, the evaluation
criteria are critical. It uses the chi-square test, correlation coefficient etc. Some of
the filter methods consider the relationship between the features and class labels.
Pertaining to big data the FS faces some challenges; it takes time to learn the data
and have difficulty to handle velocity characteristic. The presence of noise makes
it difficult to select the correct features of data. The existing methods are impotent
in managing big data properly. For handling the unreliable data, incomplete data
researchers have proposed feature-based heuristic algorithms. To name a few are
the Fisher score algorithm, genetic algorithm etc. These algorithms are helpful in
generating better feature sets with high speed. The survey shows that these methods
are good in increasing the performance of the system, reducing the processing time
and the cost incurred in overall phases and at last providing rich data. The wrapper
method uses a subset of features and builds a model. The inferences are drawn from
the previous model and the features are added or removed from the subset. Recur-
sive feature elimination, forward feature selection and backward feature elimination
are some of the examples of wrapper methods. Computationally, it is an expensive
method and suffers from an overfitting problem. The embedded method is the combi-
nation of filter and wrapper method. LASSO regression [33] and decision tree are
used in the embedded method. The embedded method has more accuracy and less
error rate over filter and wrapper method but it has high computation and shows the
problem of overfitting in high-dimensional data.

Imbalanced data or class imbalance is the challenge associated with the large
growing of data, also known as the volume of data, and assuming that the data are not
correctly classified across the distribution. Solving the problem of class imbalanced,
big data preprocessing is potentially one of the main attention of researchers. If the
class imbalance problem is not handled properly it can deteriorate the performance
of a system because it has varying probability of existence. It has been a topic of
research for more than a decade.

6 Conclusion

The paper emphasizes on the preprocessing phase. It shows the importance of
preprocessing phase for generating great insight from large datasets. The paper also
conducted a brief survey on big data preprocessing methods and presented some of
the methods for handling the imperfect data, reduction of data size and imbalanced
data. The implementation of the methods used for preprocessing the data is good in
increasing the performance of the system, reducing the processing time and the cost
incurred in overall phases and at last providing rich data. However, preprocessing is
still in its infancy.
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Performance Evaluation of Sliding Mode | M)
Control for Underactuated Systems ek
Based on Decoupling Algorithm

Ajit Kumar Sharma and Bharat Bhushan

Abstract The present work investigates an approach of sliding mode control with
a decoupling algorithm to stabilize a class of underactuated systems. The decou-
pled method offers an unexacting mean to attain asymptotic stability for nth-order
nonlinear systems. The translator oscillator rotational actuator (TORA) is chosen here
to test the efficacy of the proposed control scheme. The detailed mathematical frame-
work of underactuated systems and the proposed SMC are presented in the article.
The underactuated systems are provided with different control inputs. The simulation
results of the TORA system with the proposed control scheme demonstrate robust
performance in a wide range of operations and disturbances. The system’s stability,
accuracy and transient performance measures like peak overshoot and response time
improved with increment in the type of control input to the system.

Keywords Sliding mode control (SMC) - Decoupling algorithm - TORA system

1 Introduction

In the past decade, underactuated systems received sustained focus in the research
field. The underactuated systems are employed in several applications, including
locomotive systems, robotics, marine systems, underwater robots, and aerospace
systems [1]. In an underactuated system, its control input numbers are lesser than its
degree of freedom. The nonlinearity of the system increases the complexity between
the directly actuated states and un-actuated states of control design. Few underactu-
ated systems are not able to complete the requirement of the existence of stability by
feedback law [2]. Some studies have proposed that stabilization through continuous
feedback may remove the complications confronted by smooth feedback stabilization
[3]. The other proposed methods include back-stepping control, adaptive non-smooth
control, energy-based or mechanism based on passivity, intelligent control [4], hybrid
control, sliding mode control, and decoupling algorithm [5] which also give better
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results in system stabilization. The use of a decoupling algorithm to design the
SMC-based underactuated systems will give satisfactory results in system complexity
and better stability. SMC is a prominent robust control approach and a ubiquitous
control strategy for nonlinear systems [6]. Its popularity in the research domain can
be attributed to the following factors: (i) The system’s behaviors are independent
of plant parameter’s variations in some cases, (ii) Reliability of desired dynamical
properties of the systems in their sliding mode regime, (iii) Realization simplicity of
compensator of the systems, and (iv) Sliding mode regime invariance to disturbances.
The design of SMC is divided into two stages [7]. In the first stage, an appropriate
surface is chosen and the second stage gives a control law which is formulated to
guide the state of the system to desired states on the sliding surface. SMC affects a
reduction in the order of the system, thereby increasing the system scope to mini-
mize the impact of disturbances and uncertainties [8]. The discrete SMC strategy is
appealing due to the prospect of undemanding implementation in digital controllers.
Several researchers have explored discrete SMC design [9]. Two approaches are seen
in the literature for discrete SMC. The first approach is focused on the mapping of
continuous-time SMC to discrete-time [10—11]. The second approach is modeled on
the disturbance observer and equivalent control design [12-13]. Higher-order SMC
techniques are also discussed by some researchers for different types of machines,
[14-19]. Higher-order sliding mode controllers demonstrate additional advantages
like subdued chattering and high precision.

The motivation of this work is to formulate the SMC strategy based on a decou-
pling algorithm, which stabilizes the underactuated systems globally to its all degree
of freedom. An SMC decoupling model has been designed and implemented in an
underactuated system in a MATLAB environment. Moreover, different recent exam-
ples and applications using recent algorithms are represented in the digital domain
[18-24].

This paper is formulated in different sections. Section 1 briefs the background and
purpose of the study. Section 2 explains the mathematical framework of underactu-
ated systems along with the decoupling algorithm. Section 3 expounds on decoupled
sliding mode control design scheme. Section 4 contains the simulation findings from
the work. Section 5 embodies the conclusion followed by references.

2 System Description

A translational oscillator rotational actuator (TORA) model is taken here as an under-
actuated system and shown in Fig. 1. A wall mass (M) is joined by a spring. The
spring stiffness is k. The cart can move in only one dimension. L is a distance from its
center, at which point the mass m rotates. Since movement is only in the horizontal
plane, the effect of gravitational force is neglected.

In Fig. 1 u represents the control torque applied to m. The disturbance force on
the cart is x. 0 is the angular position and the rotational actuator of mass m is denoted
by a.
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A standard system to test the efficacy of the proposed controllers on a TORA is
developed. The proposed system is further improved and gives the general dynamics
[13] for a TORA system as:

Z.] =22
—z1 + £63sinb, £cost,
2 = - v
1 — &2cos?6, 1 — &2cos?6,
6, =06,
- gcosd) (z1 — €03sinb;) 1 .
1 — &2cos26, 1 — g2cos26,

where v denotes the control input, z; is platform’s normalized displacement from the
equilibrium position z, = z;. The objectives of control are

21,2161, 61 — 0, for, t — 00
Apply the decoupling algorithm to the above equation:
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X1 =21 + €sin6,;
X2 = 2o + €6, cos b1
X3 = 91

(D

)C4=92

We have, g—; = gcosf;

From Eq. 1, the control goals z, 21,61, él — 0 are equivalent to x; —>0,i=1, 2,
3, 4.
Since,
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also, from Eq. 2
—71 = —Xx1 + esinx; 4)
Combining both Egs. 3 and 4
v = scosxz(x; — (1 4 x7)esinx;) — (1 — e%cos’x3) (5)
From the above analysis, Eq. 1 can be decoupled as
X1 = x2

Xy = fi(x1, x3) = —x; + &sinx;
X3 = X4

(6)

x'4=u
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The above equation must be satisfied with three assumptions as follows:
Assumption 1: f;(0, 0) —0;

Assumption 2: f‘ -isinvertible;

Assumption 3: If f1 (0, x3) —0, then x3—0.

If Eq. 6 is not satisfying assumption 2, we can redefine fj(x;, x3) as:

Sf1(x1, x3) = —x + esinx; + 11ex;

Then, Z—Q = ecosx3 + 11e and Eq. 6 becomes

X1 =Xx2

X2 = fi(x1,x3) = —x; + esinx; + llexs 7
X3 = X4
)54 =u

3 Controller Design

To realize x;— 0, define the error equation as

él = X2
e = é] = X2
8
?3=f1(x1,X3) ®
es =e3= fi(x1,x3) = j{'}x + ZQ .
The sliding mode function would be
S =cie| + crertc3es + ey )
where ¢y, ¢;, c3 are positive constants.
From 4 = (j£‘> =0, we have
§ = c1€] + crért+c3e; + éy
d
=cix2+c(fi — 118)C3)+Cze4—<ix + i)C ) (10)
dx; o dx3 4

dfi dfi
where dt( X —i—dx% 4)
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d d d
=i(f1—118x3)+ ah 4 dny, (11)
d)C3 4 d)C3
From Egs. 10 and 11.
dfi d d
s =c1x 4+ co(fi — 1lexs)+czes + i(f1 — 1llex3) + — i)c iu (12)
d dt d)C3 4 d)C3

dfi df
LetM = c1x2 + C2(fl - 118X3)+C3€4 + _(fl - 118X3) + dx —_—X (13)
X3 4

Then, the design of the SMC is given as

U= [@]_1(—M —nsgns — ks) (14)
dfs

where n and k are positive constants.

So far, we have discussed the model parameters of the underactuated system
(TORA) and SMC controller. To get stable and distortionless performance, the
systems and the SMC controller must obey similar parameter functions in the
algorithm.

To achieve this, the SMC must follow the Lyapunov function.

To get this Lyapunov function, j = —nsgn(s) —

The Lyapunov function: V = —s

then V = s§ = —nls| — ks® must be negative.

4 Simulation and Results

Simulation is performed on the MATLAB/Simulink environment to evaluate the
results under various conditions (i.e., k = 10, 50, and 100).

The initial states are [ 10x 0]

To satisfy A, (—A) > y, choose a =5, n = 0.50, and switch function A = 0.10.

Figure 2 shows the simulation model of SMC and TORA.

Various cases are discussed below:

Case (a): For k = 10, the location of the pole is closer to the imaginary axis.
The damping coefficient has a higher value, which increases disturbance in system
response. The response time is slower which makes the system less stable, as we can
see in Figs. 3,4 and 5.

Case (b): For k = 50, the pole location moves away from the imaginary axis.
The damping is decayed out as shown in Fig. 6. The improved control input makes
the actuator position and displacement, as shown in Figs. 7 and 8, arrive at the rest
position. Hence the system becomes more stable.
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Fig. 2 Simulink model of the TORA system
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Fig. 3 Control input for TORA system (k = 10)

Case (c): For k = 100, the poles are located in the dominant pole region. The
damping coefficient and transient response time are reduced to zero as shown in
Fig. 9. In the dominant pole region actuator, the position and displacement become
more stable, as shown in Figs. 10 and 11.

The distance from the imaginary axis is called the dominant pole and measure
for stability. The nearer to the imaginary axis, the less stable is the system due to its
possible move to the right side. This is also represented in Table 1 where like poles
moving far from the imaginary axis system become more stable (k = 100).
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Fig. 4 a An actuator angle, b derivative of actuator angle (k = 10)
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Fig. 5 a An actuator displacement, b derivative of actuator displacement (k = 10)

5 Conclusions

Here, an SMC with a decoupled algorithm is investigated to stabilize underactuated
systems. Inverted pendulum and TORA system were taken as test cases. The perfor-
mance of the control scheme was evaluated based on transient performance, stability,
overshoot, and settling response. Simulation results showed that the proposed SMC
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Fig. 7 a An actuator angle, b derivative of actuator angle (k = 50)

was able to give a robust performance in a wide range of operations and distur-
bances. The system’s stability, accuracy, and transient performance measures like
peak overshoot and response time improved with increment type control input to the
system.
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Fuzzy Logic-Based Range-Free )
Localization in WSN oo

Jigyasa Chadha and Aarti Jain

Abstract Received signal strength (RSS)-based location estimation is one of the
most acceptable methods for localization in wireless sensor networks. However, am
imperfection in the value of RSS due to various fading affects error in the estimated
location results. Here, we have proposed to use fuzzy logic to rectify the uncertainty
in the value of received signal strength which in turn results in more localization
accuracy. The proposed localization algorithm first finds the interval for the maximal
possible value of RSS received by an unknown node from the anchor node and
then uses a similarity index to find out the best RSS value for an unknown node. The
simulation results show that the proposed method leads to better per node localization
accuracy and overall network localization accuracy at different node and anchor node
densities as compared to the weighted centroid method.

Keywords Fuzzy set - Fuzzy weighted graph - Membership function - Similarity
index - Localization - Wireless sensor networks

1 Introduction

In today’s era, the localization of sensor nodes in wireless sensor networks (WSNs) is
one of the emerging fields of research. In WSNs the main objective of deploying the
network is to collect and communicate the sensed information to the intended user
or base station for further action. The wireless sensor nodes in WSNs are mostly
randomly deployed and are programmed to work autonomously. The location of
nodes is a very important parameter in WSNs for the required use of collected infor-
mation at the user side, thus nodes are programmed to send their location information
along with the collected data for effective use at the receiver end. However, mostly
the nodes deployed for creating a sensor network are location unaware and they use
localization algorithms for estimating their location coordinates [1, 2].
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The received signal strength-based location algorithms are very popular in WSNs
forlocalizing the unknown nodes. The most popular received strength-based localiza-
tion algorithms are the methods proposed by Dil et al. [3], Al-Homidan and Fletcher
[4], Cheng et al. [5], and Peng and Sichitiu [6]. These methods have mainly used
angle-of-arrival, time-of-difference, or RSS-based Euclidean distance calculations
for estimating the position of an unknown sensor node.

In this paper, we have proposed to use fuzzy logic to rectify the imprecise value
of received signal strength which in turn results in more localization accuracy. The
outcome shows that the new proposed fuzzy-aided method leads to better indi-
vidual node localization accuracy and average localization accuracy of the network
at different nodes and anchors densities.

The paper is categorized into different sections. Section 1 presents the introduction
to the proposed method in received signal strength-based localization algorithms,
and the main factor which adds localization error is the imprecise value of the RSS
itself. This imprecise value of the RSS results due to fading effects of the channel,
terrain constraints, or environmental issues; Sect. 2 presents the groundwork; Sect. 3
presents the proposed method in detail; Sect. 4 depicts the simulation results, and at
last, Sect. 5 concludes the conclusion followed by references.

2 Preliminaries

A. Fuzzy Set [7]

For a universe of discourse X which contains objects denoted by x, the fuzzy set X is
defined as: X = {(x, ugz(x))lx € X}. sz (x) is the degree of mapping of object x in
X and is usually termed as membership function. The range of membership function
for a normalized fuzzy set is defined asp; : X — [0, 1]. In general, the set theory
feature of the fuzzy set is the set whose boundaries are not crisp or sharply defined.

B. Fuzzy Interval-Valued Graph [8]

A fuzzy edge graph G(V, E, m) is defined as the graph consisting of set V with
n number of nodes and set of E edges between the nodes and given by e;; =
(ni,nj) E CV x V.Both the vertices and edges are crisp identities; however, for
every defined edge, an interval-valued fuzzy number is linked. For an edge (n;, n;),
the linked interval-valued fuzzy number represents the range of uncertainty in RSS
value received by the node 7 ; from the node n; at different instances of time .

C. The Fuzzy Number and Membership Function [7]

The fuzzy number is associated with the fuzzy set as a numerical number associated
with the crisp set. However, similar to a fuzzy set, the boundaries of fuzzy numbers
are not precise. For example, for a fuzzy set of real numbers, a fuzzy number near
to “5” can be represented as follows in Fig. 1.
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Fig. 1 Fuzzy numbers near to “5”

In this paper, a triangular fuzzy number is considered to represent the uncertainty
in the RSS value received by a node from an anchor node at different instances of
times. For a triangular fuzzy number, a fuzzy set may be represented by a triangular
membership function. For example, to implement a fuzzy set near to 100, by a
triangular fuzzy number, the fuzzy membership function can be defined as A(96,
100, 104). In general, the fuzzy membership function for a fuzzy set is defined as
triplet A(a, b, c), where ¢ and a represent the upper and lower bound, respectively,
for a defined fuzzy number. A triangular fuzzy number A(a, b, c) is defined by the
following function:

0 x<a
x—a)/b—a) a<x<b
(c—x)/(c—=b) b=<x<c

0 x <c

triangle(x : a,b,c) =

(D

The appearance of the defined triangular function depends on the chosen parame-
ters “a, b, ¢”’. Figure 2 shows the triangular function triangle(x : a, b, c). Moreover,
the reader may refer to [9—17] for the detailed and advanced-level analysis of the
fuzzy logic application and implementation for better understanding.

3 Proposed Localization Algorithm

In an RSS-based localization algorithm, anchor nodes transmit a number of beacon
packets containing their own location information to all other nodes at maximum
allowable transmission power. After receiving the beacon packets, each node decodes
the location information of sender anchor nodes and uses RSS indicator I (inbuilt in
sensor node) to estimate its own distance from the respective anchor node. Finally,
after receiving beacon (location packets) from three or more anchor nodes, each
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v

Fig. 2 Fuzzy triangular membership function

unknown sensor node uses the proposed localization algorithm to estimate its own
position.

In this proposed method, the RSS values received from anchor nodes at a different
instance of time have been modeled as a triangular fuzzy number, triangle(x :
a, b, c), where “a” represents the minimum received RSS value, “c” represents the
maximum received RSS value, and “b” represents the average of all received RSS
values at a different instance of time.

The value of RSS value received by the node n; from a node n; at a different
instance of time is imprecise in nature due to various fading and shadowing effects.
This imprecision is represented by the collection of RSS values by using a fuzzy
triangular number.

The choice of anchor nodes for the estimation of position is an important parameter
for reducing the localization error in WSNss. In this paper, first of all, on the basis of
RSS values received from all anchor nodes, the best possible anchor node position
m for localization is calculated. After that, a similarity index has been used to
select the three best anchor nodes for position estimation. The same has been done
as follows:

Let two triangular fuzzy numbers (R; and R;) representing the RSS value from
anchor node A; and A, and given by R, = (a1, by, c1) and R, = (az, by, c2), then

R..x 18 defined as follows:
Riyax = sup{Rp|R,, = max(R,,); p=12,...n

Here p is the number of anchor nodes.
Hence For p = 2,

Rmax(a’ bv C) = (max(a] ’ az)v max(b] ’ b2)7 min(C] ’ Cz)) (2)

Finally, a similarity index between the maximum RSS value R, and R_p is
calculated as:
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S(R_p’ Rmax )
O’ R_p N Rmax =0
= 100(c — a,)’ _
2(cp —ap)[(c =b) + (bp —ap) + (cp — by)] !

The step-wise details of the proposed localization algorithm are as follows:

Step 1: Record the RSS value for p anchor nodes at t different instance of time
and compute the fuzzy number values Fp, p = 1,2, ..., n corresponding to the
possible n RSS values.

Step 2: Find the fuzzy maximum RSS value by using Equation no.

Step 3: Use a fuzzy similarity index as defined in the equation. To give the
similarity value S(Ep,m) between Ep and Ry, for p = 1,2,..,nis
computed.

Step 4: Obtain the three anchor nodes with optimum RSS value with top three
similarity values S (Ep, Ronax)-

Step 5: Use the weighted triangulation method to estimate the position of the
unknown node.

4 Simulation Results

The proposed fuzzy number-based localization method has been simulated using
MATLAB. For simulations, in the proposed method, 100 unknown sensor nodes are
deployed randomly in the field of size 100 x 100 units. The noisy distance has been
formulated by adding random Gaussian noise £N; in the actual distance between
the unknown nodes and anchor nodes. The performance of the proposed method
has been compared with the performance of the weighted centroid method. In the
proposed method, the weights corresponding to the three selected anchor nodes have
been assigned in accordance with the similarity index value. The simulation has been
performed with 10, 20, and 30% of anchor nodes to the deployed unknown nodes,
i.e., for 10, 20, and 30 anchor nodes.

I. Per Node Localization Error

Figures 3, 4, and 5 show the resulted per node localization error for anchor density
10, 20, and 30 anchor nodes for 100 unknown nodes. It can be observed from the
results that for the proposed method, the maximum per node error has been lower than
the weighted centroid method. This reduction in maximum error can be endorsed to
fuzzy number-based modeling of the RSS value.
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II.  Overall Localization Error

Figure 6 depicts the average value of localization error for the proposed method and
the centroid method. It can be observed that the proposed method results in overall
lesser localization error for different anchor node densities.

5 Conclusion

It can be concluded that the fuzzy logic-based approximation of RSS value has led
to decreased localization error in WSNs. Moreover, the computational complexity
of the proposed method is comparable to the centroid method. The proposed method
resulted in better per node localization accuracy and overall network localization
accuracy at different node and anchor node densities. This work can be extended
further for localization using soft techniques like neural networks and particle swarm
optimization.
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Analysis of Algorithms in Medical Image )
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Tina, Sanjay Kumar Dubey, Ashutosh Kumar Bhatt, and Mamta Mittal

Abstract Biomedical imaging has gained tremendous attention over the years by
aiming to attain better visualization of the abnormalities of structures or disorders in
the images of the organs of the body. The motive behind the ensuing procedures of
image processing in the medical domain is to improvise the decision-making in the
clinical diagnosis and to resolve the issues faced by surgeons to operate the organ by
providing the higher dimensional view of internal parts of that organ. The image
processing techniques include various steps, including image acquisition, image
reconstruction enhancement and analysis. This paper will summarize the imaging
(medical) processing techniques used in healthcare informatics along with the chal-
lenges faced by the image construal with diverse algorithms, such as image segmenta-
tion by edge detection method, k-means etc. The interpretation formed by the physi-
cians after visualizing medical images will improve remote healthcare and help in the
treatment of patients in a better manner. The challenges faced by researchers while
using a high-technology medical probe to generate better visualization promote their
interest in the medical field domain.

Keywords Image processing * Visualization + Image segmentation -+ Medical
imaging modalities - Edge detection
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1 Introduction

Medical image processing is the technique of creating imageries of the internal
structure of organs for clinical research, research in medicines or surgical guidance.
The images formed by digital imaging will provide a better view of the abnormalities
of structures, disorders, approximation closeness of adjacent structures, the area
covered by the abnormal structures, density or depth in case of higher dimensional
view. The medical imaging modalities include computed tomography (CT), X-ray,
Ultrasound, sonography, radiography etc. This procedure incorporates radiological
imaging which utilized electromagnetic energies, sonography and thermal imaging.
Around several different advances castoff to record data approximately the area and
capacity of the body. These procedures take restrictions equated with modulating
the produced imageries. Biomedical imaging crops the imageries of the structures of
the body deprived of obtrusive techniques [1]. The medical images were delivered
using fast processors and because of transformation of the vitalities numerically and
reasonably to signals. These signals are then transformed into digitized images. The
signal illustrates various kinds of nerves in the body [2]. The role of medical image is
very prominent in the field of healthcare. The dispensation of medical images is done
over the series of steps involved and implemented by tools used in digital imaging
and medical probes. This kind of medical image handling incorporates several kinds
of methods and operations such as acquiring an image, storing, enhancing and then
visuals correspondingly. The medical image has dimensions that imply measures,
like color, illumination, texture, entropy etc. in organs. Medical image processing has
numerous advantages, such as the result can be attained fast, better quality, storage
and the processing is not so complex. The hindrances of digitized medical images are
its misuse for different purposes, failure to sizing again with saving the eminence,
the necessity of massive memory and the need for a quicker mainframe for control.

Medical image is the utilization of techniques involved with medical equipment
to control the digitized medical view of an organ [3]. This strategy has numerous
advantages such as flexibility, versatility, storing the data of image and commu-
niqué. Through the advent of various resizing (image) algorithms or methods, digi-
tized images can be reserved proficiently and it takes numerous processes to achieve
digitized images side by side. The dimensional view, either two-dimensional or three-
dimensional, can be treated in multiple dimensions. Digital imaging has two primary
sorts of images. First is the Raster-image which is portrayed as four-sided prear-
rangement for frequently experimented qualities called pixels. Digitized imaging
has static resolution because of its pixel size. The digitized images may lose their
quality while resizing procedure as some information might get missed in between.
These are mainly used in photography due to their color and shades. These digitized
images include tiff, png and bmp formats. Secondly, vector images can be depicted
as a crumpled and determined object that is characterized unambiguously by the
system. The vector partakes numerous characteristics, including the width of the
line, measurement and shade. Vectors images stand effectively scalable besides these
can be recreated in various scales deprived of losing their eminence. Vectors remain
appropriate aimed at the configuration, painting and outlines. Image processing in
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the medical domain commonly works on uniform sampling data with standard x,
y and z spatial space, which can be either in 2D or 3D images. At each sampled
point, information is generally articulated to vital structure, either signed or unsigned
short. The specific importance of the data at the sample point relies upon the type
of mode; for instance, a computed tomography scanner gathers radio compactness
data points, while brain MRI acquires might fold weight image. Similarly, ultra-
sound which is a curved array can collect Fan-like images and additionally require
differential algorithmic methods to process. Other modalities include different data
forms incorporating sheared image because of scaffold tilt, while image acquisition
and amorphous mesh.

Various differential equations and mathematical models are the foundation of
medical image processing [4]. These representations with esteem to evidence sepa-
rated after images retains on presence a major procedure for realizing logical develop-
ment in quantifiable, medicine then other related exploration. Biomedical images are
acquired by a scope of strategies over every biological scale. In the present scenario,
clinical images might be viewed as a geometrically organized array of samples of
data which measure such different physical phenomenon. The broadening degree of
medicinal imaging act as a slant to compose our acuities of the biophysical world that
has provoked an expressive augmentation in our dimensions to smear novel handling
methods via consolidating frequencies of evidence to advanced and composite scien-
tific models of biological dimensions and dysfunction. The mathematical foundations
of the biomedical domain provide a platform to develop software procedures that can
be combined in the therapies or other relevant systems. Such frameworks encourage
the effective transference of imaging methods trivially, invasive health techniques
etc. Even though the main reason for medical processing is a clinical diagnosis, but
it has importance in other fields also such as medicine, forensics etc. In the case
of medicine, it is widely used for research purposes, and numerous processes are
utilized; for example, image segmentation and analysis of texture which is utilized for
the identification of disorders [5]. In the arena of medicine and healthcare, informatics
on the firmness systems of an image can be utilized for communication remotely.
However, in the field of forensics, the basic procedures utilized in this field include
denoising, edge detection and safety. It depends on the database about the persons
and also coordinates the information with the database to characterize the individual
personality. Moreover, the reader may refer to [6—12] for other applications of the
algorithms in image processing and their analysis.

2 Applications of Medical Imaging

2.1 Computed Tomography (CT)

Among various medical image modalities available, CT scanning is done through
X-ray beams which will produce the medical image showing the tissues of the body
in multiple slices in different directions. It is used to assess the circulation of body
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fluids, parenchyma for organs and the musculoskeletal system. In this procedure, the
subject’s part is placed in the aperture and then the part is scanned with the help of
an X-ray tube which rotates in every direction. Neck, head, cardiac, lungs etc. can
be scanned using CT scanners.

2.2 Ultrasound Imaging

In this imaging modality, high-frequency sound waves will be used to illustrate the
density of the tissues in the organs. Its applications include breast ultrasound, obstetric
ultrasound, ultrasound molecular imaging etc. These are done using a medical probe
which will send the pulses of the ultrasound into tissue and then these pulses rever-
beration off tissues with various reflection properties and are recorded and shown as
an image.

2.3 Nuclear Medicine

It utilizes radio-isotopes to create a digitized image for elements of various edifices.
The pharmaceutical materials label the radioisotopes to guide specific organs. The
transmitted photons of patients are gotten in the indicators and then converted
into a signal. The individual signal is then changed to an understandable medical
image. Numerous sorts of medicine (nuclear) examining are performed, for example,
positron, planar, and tomographic emanations.

2.4 X-Ray Imaging

X-ray modality slog on frequency and wavelength that penetrates through the surface
of the organ and absorb that in different amount depending upon the density it passes
through. Its application includes imaging the structure of bones and is also used to
detect cancer via mammography.

2.5 Magnetic Resonance Imaging

This imaging uses radio waves and strong magnetic field that align with the protons
to spin in order to analyze abnormalities. Through this modality, joints or ligament
structures can be shown with a better visualization. It examines the body structures,
especially injuries in the spinal cord, brain, tumors, and can also detect strokes.
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3 Steps in Medical Image Processing

Medical image processing is the process of implementing image processing tech-
niques on medical imaging modalities that transform a medical image to a digital
form [13]. Operations can be performed on digitized data which will be helpful
in enhancing the image and extracting desired information from it. It is a kind of
signal indulgence wherein inputs an image, analogous to videos or else photos and
attributes associated with that biomedical image. Classically, the framework for
image dispensation integrates imageries as 2D signals, while smearing efficiently
signal-formulating practices to them. A medical image is a collection of estima-
tions in 2D or 3D space. In these modalities, these medical image intensity works as
radioactivity absorption for X-ray and the aural pressure in ultrasound imaging. It is
further categorized as a scalar image where each location has a single measured value.
Medical imaging has been undergoing an upheaval in the former decade through the
approach of more rapidly, increasingly precise, and then fewer intrusive medical
equipment. This has determined the prerequisite for concerning software develop-
ment advancement given a significant force to newer scheming in signals and image
processing techniques [14].

The imaging modalities are grouped by various measurements, like image
contrast, signal-to-noise (SNR), entropy and illumination. The most common image
processing technique histogram, and among them, grayscale histograms are consid-
ered vital for improving and evaluating the images. The grayscale histogram is a
method to demonstrate the pixel qualities rather than location. This will show whether
amedical image either bright or not. The mean of the pixel values is assimilated in the
histogram by adding previously formed pixels besides steady bin-altitude, in addi-
tion to separating by the whole figure of pixel [15]. Histogram adjustment utilized
to compare numerous imageries gained on certain centers. Given the method of
work through fluctuating histogram toward developed, even indistinguishable, then
the mean estimation of centered pixel intensities is adjusted and assigned to perfect
brightness. Somewhat force above or else beneath varieties the imageries are darker
or even brighter. The SNR of a medical modality is utilized to relate the degree of
the anticipation to contextual signals. Signal-to-noise (SNR) is characterized by way
of a proportion of its intensity.

Signal to Noise ratio (SNR) = Power of signal/Power of Noise (D)

The image processing practices are implemented following the steps which are
building blocks of the imaging structure, where the main components are image
acquisition, pre-processing of an image and visualization which are further catego-
rized into different steps. Figure 1 presents the steps trailed in medical imaging. The
first phase of medical image processing includes image acquisition which will help
in acquiring the digital image through the tools and techniques using a computer
and medical probe [16]. The obtained digital data needs to be converted into desired
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Fig.1 Steps involved in medical image processing

output as the raw data has inadequacies. To get over such blemishes, data needs to
knowledge diverse phases of processing.

In the second phase, image pre-processing carries the steps which will improvise
the view of the medical images and helpful in the treatment of patients. With the
implementation of algorithms and models on the input of data, the distortions from
image features will be suppressed. The medical image enhancement procedure is
used to progress the excellence of medical image and then measurable quality by
using software aids [3]. This strategy incorporates both goal and abstract improve-
ments. This method incorporates local operations and points also. The neighborhood
activities rely upon that region’s input pixel values. It is categorized into two parts:
first, a spatial technique that right away works on the pixel’s value, and secondly, a
transformation technique is performed on the Fourier transformation.

Image segmentation is the most important stage as it is defined as a technique
of separating the image into numerous segments (Fig. 2). These sections resemble
numerous organs, tissue modules or organically related structures [17]. The essen-
tial fact of this separation is to make the image meek to analyze and protecting
the quality. Noise, low contrast and other imaging ambiguities have often arisen in
medical imaging modalities. This process is utilized to trace the border of struc-
ture within the image and label the pixel as per its attributes and intensities. This is
utilized to make a three-dimensional delineation for experimental determinations. It
is utilized in machine discernment, functional as well as anatomical investigations,
computer-generated reality perception and abnormality examination [15]. Medical
image analysis integrates phases of processing, which are utilized for quantifiable
approximations impartial as well as exclusive interpretations for medical images.

The last phase of medical image processing includes image visualization which
performs operations for manipulation of matrices, hence ensuing an enhanced output
of the medical image. It will manage all the methods and techniques that give the
effective communication, storage, transmission, and recovery of imaging data. In a
nutshell, it can be summarized as visualization techniques generally used to view the
procedures engendered from the algorithms applied.
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Fig. 2 Image segmentation. a Thyroid gland. b Heart

4 Algorithms in Medical Image Processing

Imaging modalities have multiple coordinate systems, either two-dimensional or
three-dimensional coordinate system, and image registration is one of the main tech-
niques used to transform a set of data points of an image into one coordinate system
which can be further utilized for analysis [18]. The dataset points may have different
time stamps, depth, intensities or viewpoints etc. Registration methods are castoff
to compare or integrate the data attained from the stated dimensions. It is solitary of
the furthermost extensively known calculations in imageries modalities and through
the utmost GPU executions. Linear interpolation is the main purpose behind the
graphics processing unit medical equipment’s sustenance for direct addition, in which
it is plausible to transmute the image and then the dimensions proficiently [16]. A
distinctive procedure is to tenancy a graphic processing unit figure as a resemblance
measurement, with most frequent mutual evidence over the medical modalities in
equivalence, while the processing unit runs a serial optimization method to discover
the boundaries (scaling, rotation, translation) that bounce the top match among the
two modalities. Mutual information among two discrete variables (X, Y) can be
demarcated as

[(X;Y) = J[f&, y)log f(x,y) f(x)f(y)dxdy @)
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4.1 Feature Extraction

Feature extraction is a mainstream technique utilized for processing medical imaging
modalities as it is more viable for stimulating fragments more perceptible. Contrast
limited adaptive histogram equalization (CLAHE) methods can be used for feature
extraction technique as it is a variant of adaptive histogram equalization (AHE),
where there will be limited contrast amplification, which someway reduces noise
amplification. CLAHE will limit amplification by cutting or clip the histogram in
a predefined range prior tp computation of the distribution function. The imaging
modality is part of disconnected regions, and in every region nearby histogram equal-
ization out is functional. At that point, the limits among the sections are dispensed
through a bilinear exclamation, and the fundamental target of the technique is to illus-
trate the points changed inside a neighborhood window by means of the suspicion that
a strength inducement inside it is an aloof interpretation of adjacent dissemination of
power approximation of the whole image. The neighborhood window is supposed to
be unpretentious by the steady variability of intensities among the edges and image
centers. In this scenario point distribution transformation is circumscribed about the
mean intensity for the neighborhood and it conceals the whole range of strength of
the image. Suppose a medical image having dimensions n * n(n”) engrossed on pixel
P(i, j) and the image is detached to fetch alternative sub-image P of (n * n) pixel by
way of specified by the ailment stated as:

pn =255 [ (B, (p) — B, (min) )/ (B, (max) — &, (min)] 3)

Based on the global values of the histogram, Poisson distribution (Eq. 3) can
be applied, which will enhance the extraction process for gray-level medical image
modality defined as:

“4)

. exp(iy — p)
By =inv|l 1+ _

Oy

where w,, shows the mean of the local window and variance of the local window.

4.2 SLIC Algorithm

A simple linear iterative cluster (SLIC) algorithm is used especially for high dimen-
sions, such as 4D or 5D spaces, and it performs local clustering between color space
and the x and y coordinate system of the pixels. It will enable the regularity in
superpixel (defined as the cluster of pixels with the same characteristics) shapes
and compactness. This algorithm can be implemented with either grayscale or color
images such that the generation of superpixels will depend upon proximity and color
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similarity of the image plane. When compared with other superpixel strategies, SLIC
is rapid, proficient and takes incredible bound observance. The number of superpixel
stands the primary boundary, exploiting SLIC forthright also because of the boundary.
Another superpixel computation of SLIC operates k-means consortium slant for a
group of superpixels [5]. The deliver usually evaluation super-pixel, the matrix S
equal to N/k. For color images, CIELAB (a color space), clustering flinches with an
instatement where the k primary pixel centers L;, x;, y;, 2;, a@; and T are inspected
on a standard framework dispersed S pixel detached. This is a complete desist from
fixating a superpixel on edge in addition to moderating the prospect of scattering a
superpixel through an uproarious pixel. Distance measure (D;) in Eq. 4 utilized in
the 5D space in normalized function is given as:

Di = dog + (m/S) * dy, (&)

where dyg = /(e — 1) + (ax — ai)* + (b — b)*)dyy = /((xk —x)* + (v — yi)?).
dqp is the sum of lab distances and d,, is the normalized grid interval.
Variable m is utilized to regulate the compactness in the grid for superpixels. The
range of m can be between 1 and 20.

4.3 Edge Detection

Medical image processing implements the edge detection method for the analysis of
edges or boundaries within medical images. It will be able to identify the disjointed-
ness of the entity in the organ with respect to brightness. Edge detection techniques
are primarily utilized for the analysis of the region of interest where massive dissim-
ilarity of intensities occurs in the medical image to find disorders or abnormality.
Contemplate the perfect instance of a positive object dark foundation. A physical
article stands articulated through projection arranged medical imaging I. 1O is a
characteristic function of object customs segmentation. Subsequently, the object O
is distinguished on the background, and diversities of intensities I are massive on
boundaries dO. Although it is consequently normal to describe 9O by way of locus
points wherever the middling gradient IVIl remains huge, this technique proposed
somewhat extraordinary discrete convolution masks to coarse the gradient of medical
image. To avoid noise edges are not able to localize smoothly, so for this, a leveling
pre-processing step and post-processing stage are included to assure that the edges
are predominantly localized. The heuristic is defined by accepting that the edges are
level bends and all added unconditionally, expect that close to an edge the digital
images for the structure wherever S is smooth capacity IVSI = O(1), which vanishes
on edge; ¢ is defined as R — [0, 1] a smooth function and ¢ is the parameter relative
to edge width. This technique incorporates Sobel kernels, Prewitt kernel and Roberts
kernels which are described underneath.
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4.3.1 Sobel Kernels
This edge detection technique incorporates the first derivative of the Gauss kernel

with a3 x 3 matrix and will be dependent on the mean of central pixels. The derivative
for Gaussian kernel stated as G, and G, are demarcated in Eqs. 6 and 7, respectively:

ap ay a

as dyg ds

ae d7 aq
Gy = (a2 +2a3 + a4) — (ao + 2a7 + ag) (6)
Gy = (ag + 2as + as) — (ao + 2a1 + a2) (7N

Sobel Kernels reduces the noise of modalities in medical imaging such as in the
case of red blood cells digital modality where the neighboring cells are difficult to
analyze because of the noise.

4.3.2 Robert Kernels

Robert Kernel edge detection technique regulates the forward difference of two pixels
with respect to its closeness. It utilizes gradient operator and first-order derivative
(fractional) in Eqs. 8 and 9 to find the high noises in images.

affdx = £, j)— fG+1,j+1) ()

af/dx = fG+1,7) = fG j+1) €))

4.3.3 Prewitt Kernel

Prewitt Kernel technique is dependent on the central difference between pixels and
implemented through gradient magnitude and gradient direction technique (Fig. 3).
The matrix has pixels arranged in order where the attributes are defining nearby
pixels of the image, with c as constant, and the fractional derivative so obtained for
this technique for G, (Eq. 9) for matrix:

ap a; ap
ar [i, jl a3
aeg ds dg
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Fig. 3 Prewitt kernel edge detection. a Gradient magnitude. b Gradient direction

G, = (ax + caz + as) — (ap + ca; + ag) (10)

5 Conclusion and Future Scope

In this paper, the concept for medical imaging modalities with respect to the image
processing techniques that are applied is given. Various medical imaging modalities
are defined with the view of the basic parameter required to analyze the subject’s
part. Medical image processing consists of steps that are substantial while performing
any illustrations in modalities by dividing it into three phases, i.e., image acquisition,
processing of medical image and visualization or reporting. The objective of image
modality to divide into phases is such that the image can be divided into segments
through which the targeted region can be chosen based on the level of pixel intensity
in that region. A review of algorithms is depicted which perform image segmentation
such that region of interest can be demonstrated based on the level of intensities in
an image. Edge detection, feature extraction and SLIC algorithm are the common
algorithms implemented with respect to the output of imaging modality required.

The future of medical image processing will include the scanning of every possible
higher dimensional visualization for better treatment of patients. Because of advances
in healthcare informatics and related innovations, there will be many algorithms in
this domain impending time, changing the way the image visualization of medical
images is overseen. The future inclination of advanced image processing techniques
using deep learning models will increase the scope of the medical domain.
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Technoeconomic Feasibility )
and Sensitivity Analysis of Off-Grid L
Hybrid Energy System

Sumit Sharma, Yog Raj Sood, and Ankur Maheshwari

Abstract This paper aims to analyze and configure the optimal configuration of a
hybrid renewable energy system to fulfill the electric load requirement of unelectrified
rural areas in Chamarajanagar district, Karnataka (India). The renewable energy
sources available at the location are solar, wind, and biomass with pumped hydro
storage used for the energy-storing purpose. This research paper identified the best-
suited design to satisfy the village load demand of a hybrid renewable system in a
variety of combinations. Different case studies are compared and evaluated based on
the cost of energy (COE), total net present value (NPV), initial capital value (ICV),
and operating cost. Also, the behavior of different cost patterns is studied with the
variable inputs; therefore, sensitivity analysis is presented in this study.

Keywords Renewable energy sources (RES) - Solar photovoltaic (SPV) + Pumped
hydro storage * Diesel generator
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Ts Solar cell temperature in present time (°C)
Ts.stc Solar temperature under standard conditions (25 °C)

1 Introduction

The usage of renewable energy sources (RES) has been increasing in recent times
because of the electricity problem that arises in remote communities, where grid-
connected electricity is not possible. A hybrid energy system is characterized as an
independent and organized cluster of various RES. In modern society, the energy is
put next to the fundamental humanities necessities, such as food, clothes, and shelter.
The electricity produced from conventional energy sources is costly and creates a lot
of environmental problems. Many researchers across the world studied the working of
the hybrid energy system (HES) in rural communities and observed that HES would
be the best solution for electricity supply in remote areas. Kumar S. et al. presented
the cost assessment and sizing estimation of the HES in the western Himalaya region
in Himachal Pradesh, India [1]. Different types of control methodologies used in the
evaluation of HES are discussed by Subho Upadhyay [2]. As RES are available for
electricity production, but mainly the solar, wind, hydro, and biomass are available in
abundance and generally used for electricity production. There are different storage
technologies like batteries, pumped hydro storage, hydrogen fuel cell, etc. R. Singh
et al. discussed the different storage technologies and system architecture of the HES
[3]. Among all the storage technologies, batteries are mostly used because of their
availability, but there is a lot of drawbacks of batteries. In this research paper, the
technology used for storing the electrical energy is pumped hydro storage. Sambeet
Mishra et al. focused on the benefits and advantages of HES in comparison with an
islanded system [4]. Due to the dependency on fossil fuels by the majority of the
population, a stage arises of higher electricity costs and maximum environmental
problems. Therefore, there will be a need to go on renewable energy sources for
electrical energy production. Bagul, A. D et al. discussed the benefits of HES in elec-
tricity generation in rural areas [5]. In [6], the author discussed the sensitivity analysis
using the various types of storage systems. Sharma S., et al. focused on the technoe-
conomic assessment of green microgrid systems in the simulation atmosphere [7].
Moreover, the reader may refer to [8—15] for other applications of technoeconomic
feasibility and sensitivity analysis of off-grid hybrid energy system.

This paper presents the cost assessment and sizing analysis of a hybrid system
with the available resources, i.e., solar, wind, biomass, and converter with a pumped
storage system for storing purposes. Section 2 presents the input parameters and
resource variables data used in the study. Sections 3 and 4 present the economic
modeling and results of this research paper.
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2 Input Parameters and Resource Variables

In view of the electricity requirements of the village cluster, the electrical load demand
of the selected location has been calculated. The location chosen for the study is a
cluster of three unelectrified villages situated in district Chamarajanagar, Karnataka
(India) [16]. The majority of the population is living in the hilly areas and forests
where the electricity supply is not feasible. RES available at the location are solar,
wind, biomass, and pumped hydro storage. The daily load demand for the selected
location is present in Fig. 1. The electrical load in kWh per day is approximated as
724.80 kWh/day, with a peak load demand of 108.60 kW.

The electrical energy produced from the solar photovoltaic is due to solar rays. The
solar system generated the DC power output but the load is AC electrical; therefore, a
bidirectional converter is used in the system for the conversion of DC electrical output
into AC electrical power. A good amount of wind speed is necessary at the site for
electrical energy generation. To avoid emission problems diesel generator is replaced
by the biomass generator. Table 1 shows the value of resource components, i.e.,
solar radiations (kWh/m?/day), wind speed (m/s) and available biomass (tonnes/day).
Figures 2 and 3 present the block diagram of different components and flowchart
describing the purposed analogy in HES, respectively.
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Fig. 1 Electric load profile for 24 h
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Table 1 Resource parameters values of solar, wind, and biomass

Months Solar radiations Wind speed (m/s) Available biomass
(kWh/mZ/day) (tonnes/day)
Jan 5 2.8 3
Feb 5.8 2.7 4
Mar 6.5 2.6 5
Apr 6.4 25 6
May 6.3 2.7 7
Jun 5 34 8
Jul 4.8 32 8
Aug 4.9 3 7
Sep 5 2.4 6
Oct 4.9 2.2 5
Nov 4.8 2.3 4
Dec 4.9 2.8 3
Annual average value 5.36 2.72 5.50
BIO MASS
Generator AC DC

Electric Load

"
B 724.8
kwh/d
108.60 kw
Peak
Solar
Photovoltaic
Pump Hydro
C rte 4
onverter 245

Fig. 2 Block diagram of hybrid energy system containing solar, wind, biomass generator, pumped
storage, and converter

3 Economic Modeling

The simulation model is constructed using the net present value which corresponds
to the total installation and operation costs of the system over its lifetime. The total
NPV contains many costs like replacement, maintenance, fuel, and capital costs. The
net present cost is expressed as [17]
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Fig. 3 Flowchart describing the purposed analogy

CoStTum
COSt = 1
NP~ CRF(rate, life) @

Levelized COE is calculated as the average cost per kWh of energy generated
by the system. CRF is dependent on the project life and annual interest rate and is
expressed as [18]

Cost
COE = —25Tamn 2)
TILoad
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" rate(1 + rate)life — ]
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SPV is generating electrical energy from the sun’s rays. The mathematical
equation used for the solar power output is [19]

I,
Pspy = PSDS(I STC)[I + ar(Ty — Ts,src)] 4)

4 Results and Discussion

The HES developed for the chosen site consists of the SPV, wind turbine, biomass
gasifier generator, pumped hydro storage, and converter. The input parameters and
cost assessment of different components are taken from [4]. Different combinations
have been obtained from the simulation as shown in Table 2. There are many results
obtained from the Homer software; only nine combinations have been shown here
because of close comparisons and observed that from the different combinations,
case 8 has the minimum cost of energy, i.e., 26.65 I/kWh. Therefore, it can be said
that case 8 would be the optimal solution for the electrification of rural communities.
As has been found, the optimal solution consists of 238 kW of SPV, 9 units of pumped
storage, and 106 kW of converter. There are no wind turbine and biomass gasifier
generators in the optimal solution obtained for rural areas. Table 3 shows the cost
summary of the different components in HES.

As we know, the electrical energy generated from renewable energy resources are
weather-dependent. In the proposed hybrid energy system, there is only SPV, pumped
storage, and converter; therefore, the more sensitive parameter is solar radiations.
Table 3 shows the sensitivity analysis of HES. As seen from the table that as the value
of solar radiation increases, the cost values decrease. Therefore, it can be concluded
that for the higher solar radiations there will be very less cost of electricity, and vice
versa (Table 4).

5 Conclusion

This paper examines the technoeconomic aspects of renewable energy hybrid systems
in order to find an ideal solution for fulfilling a rural community’s demand for elec-
trical loads. After the evaluation, it was found that on the basis of available local
resources, SPV and biomass gasifier-based generators along with pumped hydro
storage system are selected for providing electricity. Along with sizing optimiza-
tion, the sensitivity analysis has been done and observed that with the increase in
the sensitive parameters, levelized COE, total NPC, OC, and ICC decrease, and vice
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Table 3 Cost summary of different components in the proposed hybrid energy system
S. Component | Capital cost | Replacement | Operation Salvage Total )
no. ®) cost (%) and value )
maintenance
cost (%)
1 Generic 14,741,100 | 475927.581 |17324165.09 | 34395.9 32506796.77
245 kWh
pumped
hydro
2 Generic flat | 53227563.68 | 0 2293667.512 | 0 55521231.19
plate PV
3 System 2365268.311 | 1003521.229 | 0 188872.9495 | 3179917.334
converter
4 System 70333931.99 | 1479449.554 | 19617832.6 | 223268.8495 | 91208312.07

Table 4 Sensitivity analysis of hybrid energy system with the change in solar radiations

S. Sensitive | PV | Pumped | Converter | COE NPV OC R/year) | ICV })
no| variable | (kW) | storage (kW) (/kWh) | ®%10°)

solar (Quantity)

radiation
1 5.36 238 |9 106 26.6531 |91.5735|1614671.6 |70333957.3
2 7 211 |8 103 23.74955 | 81.1505 | 1439937.45 | 62481194.65
3 8 187 |8 118 22.1861 |75.939 | 1,430,929 |57421274.85
4 9 189 |7 112 21.21825|72.2165 | 1276147.45 | 56096437.1
5 10 174 |7 129 20.3993 | 69.2385 | 1274956.25 | 53134816.1
6 12 169 |6 106 18.7614 | 64.027 | 1104912.45 | 49962650.5
7 15 166 |5 104 17.49575 | 59.56 | 948641.9 |47563871.5

versa. One major finding of this study is the usage of biomass and pumped hydro
storage in electricity generation, which brings a pollution-free environment into the
system. This current proposal can improve living standards and boost the economic
activity of rural communities in the state of Karnataka, India.
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Analysis of the Impact of AC Faults )
and DC Faults on the HYDC oo

Transmission Line

Deepak Singh, D. Saxena, and Rajeev Kumar Chauhan

Abstract Over the course of the year, the demand for electricity for industrial,
residential, commercial, agricultural, and other purposes has been much greater.
There is a need to transfer tremendous power over distances that are much too long.
These days, the HVDC system is being proposed. For overhead transmission lines
over 700 km and underground cables over 40 km, HVDC is economical. Yet, HVDC
lags behind HVAC from a security point of view. Faults may occur in the HVDC
system, and these seriously affect the converter and station inverter. To enhance
system reliability, itis essential to isolate these faults. To isolate these faulty segments,
there is a need to understand fault characteristics. Gird-side (AC-side) faults were
analyzed in this paper as SLG fault, LLG fault, and LLLG fault. And HVDC-side
faults were also analyzed in this paper as line to line and line to ground faults. In
this paper, the PSCAD/EMTDC-Simulink model has been used to demonstrate the
different fault characteristics.

Keywords VSC HVDC - Fault analysis + AC fault - DC fault - PSCAD -
Reliability

1 Introduction

Where the gap is greater than 40 km for underground cables and 700 km for over-
head lines, the HVDC system is economical to transmit bulk power [1]. For bulk
power transfer, HVDC will be used in the future [2]. The capital investment of the
HVDC system is more than the HVAC system [3]. In the HVAC system, there is a
synchronization problem when it is connected to two areas. But in the HVDC system
synchronization problem is not there.
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It is simpler to incorporate renewable energy into the HVDC system than the
HVAC system [4]. The reliability of the HVDC system is one of the very interesting
research areas. The HVDC system can be affected by several types of faults, such as
direct current faults and alternating current faults [3]. In this case, there is a require-
ment to disconnect this faulty area from the system to improve system reliability. DC
faults are more severe faults than AC faults. In the HVDC system, DC faults directly
attack converter stations.

It is easier to design a circuit breaker in the HVAC system because there is an
alternating current that changes polarity in every cycle; then when the fault occurs
the circuit breaker is open, the arc is produced, and the current goes to zero, thus
the arc automatically extinguishes. But in the HVDC system, there is no concept of
alternating current, so in the HVDC, the system design of a circuit breaker is a very
challenging task [5]. Moreover, advanced-level analysis of the impact of transmission
line faults is represented in the recently published work of the digital domain [6-23].

This paper analyzes AC faults (LG, LLG, and LLLG) and DC faults (pole to pole).
The VSC is used in this paper for simplicity. It introduces the VSC-based HVDC
transmission line. PWM control circuit is used for VSC-based HVDC system. To
simulate the VSC-based HVDC system, PSCAD/EMTDC software is used in this

paper.

2 Basic Component of HVDC System

Figure 1 shows the two-terminal VSC-HVDC model.

(i) AC side: AC side shows AC power source and impedance. This is on both
sides, sending end and receiving end.

Line Impedance
Rlinc L|lm

AC Network AC Network

O H H el .0
T I

Filter
Converter Inverter :
Filter

Fig. 1 Basic HVDC diagram
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(ii))  Passive filter: This is used to reduce harmonics on the AC side. In PWM
control, harmonics are of very higher order. So, using a passive filter this can
be eliminated.

(iii)  Transformer: On the sending end, a step-up transformer is used which is of
star-delta type with neutral ground.

(iv) Inverter/converter: Both sides of the converter station (sending end and
receiving end) are working which converts AC to DC, or vice versa.

(v) DC side filter: On the DC side, a capacitor filter is used to reduce ripple.

3 Modeling of HVDC

HVDC transmission system requires a converter station. In this paper, VSC is used.
This converter uses self-turn-off devices such as IGBT, GTO, etc. This is used because
there is no requirement for the commutation circuit. In the voltage source converter
thyristor is used, because in this case, it is self-turn off as reverse voltage is applied on
the thyristor automatically [4]. In Fig. 1, a typical VSC-based HVDC transmission
system is shown. Table 1 shows the system parameters list.

In VSC-HVDC if there is a requirement to improve the voltage rating of the
converter, then connect switches in series according to the rating of the converter [4].
This is shown in Fig. 2.

Table 1 HVDC parameters Parameter Value

and values
Rated AC voltage (line to line) 220 kV
Steady-state frequency 50 Hz
Rated DC line voltage 800 kV
Sending end transformer ratio 220 kV/540 kV
Receiving end transformer ratio 540 kV/220 kV
Switching frequency 5 kHz
Power rating 10 KVA

e |

Fig. 2 Using string in VSC
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4 DC Voltage Control

By changing the firing angle of the converter, controlling of DC-side voltage can be
done. In VSC there is a relation between the output voltage and the firing angle, as
shown in Eq. (1).

3V,
Vo = ML cosa (D)

where Vj and V), are output of DC voltage and maximum line voltage on AC side,
respectively. « is the firing angle.

5 Faults in the HVDC System

In the HVDC system, there are various faults that exist, such as direct current faults,
converter faults, and alternating current faults [24]. It is necessary to analyze DC
faults because DC faults are the most dangerous faults than AC faults. DC line faults
can be of two types. The line to line fault is the first one and the second one is the
line to ground fault.

In DC line fault, line failure has a high probability. These faults are more powerful
and are recurrent faults.

The AC fault can also occur in the HVDC system. On the AC side, these faults
can occur and they can affect the DC line.

5.1 Direct Current Line Fault

HVDC transmission line faults cause external mechanical stress, lightning strikes,
overloading of lines, and pollution. In the DC transmission system, two types of
common fault can exist.

5.1.1 Line-Line Fault

When both wires of the HVDC line are connected together then the line—line fault
is created. DC line to ground fault occurrence probability is very high than the line
to line fault. Figure 3 shows an equivalent circuit of line to line fault.

DC short circuit current flow in three stages:

(a) Discharging of capacitor: In this stage, when the DC pole to pole fault occurs
then the DC filter capacitor discharge through transmission line impedance.
This circuit is equivalent to a mess loop without any source. When the fault
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Fig. 3 HVDC line-line fault
ig me—line fau Rlinefz I-Iine’2
3 3
phase [Phase
VSC, VSC,
Converter Inverter

occurs then capacitors are in the discharging stage and the capacitor voltage
decreases. The capacitor discharging current is shown in Eq. (2).

Riine
- t
( Liine )

If = I()e (2)

where Iy, Rjpe, and Ly, are fault current and transmission line impedance
parameters.

(b) Diode freewheeling stage: When the capacitor voltage decreases and reaches
less than the grid voltage then the diode freewheeling stage starts, and in this
stage, IGBT should be in a turn-off state for protection purpose. When the
system goes in the freewheeling stage then the rectifier works as an uncontrolled
rectifier.

(c) Grid feeding stage: In this stage, the converter works as a current source
providing fault current to the line shown in Fig. 4. During the grid feeding
stage the equations of sending end voltage and current are:

esg = Egg sin(wst +0)

Riine
isp = Ise sin(wst + 0 — ¢) + Ipe Tine " 3)

L.
(1) }ns .f
-|— G

Fig. 4 Fault current feeding
by grid
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where Egp is the magnitude of grid sending end voltage, Isg is the magnitude of
grid sending end current, ¢ is the phase angle of the grid, 6 is the grid angle, and
is the angular frequency.
If made to travel for long distances the voltage profile wherever it flows is affected.
Thus, it is always recommended to provide support near to the point where needed.
When the initial condition is considered then Eq. (3) can be written as:

isp = Isg sin(@, + 0 — @) + Lsgosin(@ — go) — Ipsin(6 — p)e mm" (4

where I5go and ¢y are initial current of sending end and initial phase angle of sending
end, respectively.

5.1.2 DC Line-Ground Fault

This is a more frequent fault. When one line is connected to the ground then the
DC line to ground fault is created. In the case of the underground cable when one
line insulation is failing then this line is connected to the sheath and then the line to
ground fault is created. In Fig. 5, this equivalent circuit is shown.

5.2 AC Faults

When AC faults occur either on the inverter side or converter side then the DC
transmission line is also affected by this fault. When the inverter side faces AC fault
the commutation process can fail and then the flow of power may be interrupted.
In AC faults there are three more frequent faults: AC line—ground fault, double
line—ground fault, and triple line-ground fault.

Fig. 5 HVDC system line to R. /2 L. /2
ground fault |"'le/ Ilne/

3 3
phase |phase
VSsC, VSG,

Converter Inverter
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5.2.1 AC Line-Ground Fault

The line—ground fault is the more repeating fault in the AC system. When a single-
phase line out of the three phases falls on the ground then the single line to ground
fault is created.

5.2.2 Double Line-Ground Fault

This fault is the second more frequent fault in the AC system. When a two-phase line
falls on the ground then this fault is created.

5.2.3 Triple Line-Ground Fault

When all phase line falls on the ground then this type of fault is created. This is one
of the most dangerous faults compared with the other two faults in the HVAC system.

6 Simulation Result

In this section, all simulation results are shown. In this, all simulation result considers
that fault is occurring on 0.4 s and fault is clear after 0.05 s by the circuit breaker.

6.1 DC Faults

Two types of DC fault are described here.

6.1.1 DC Line-Line Fault

When both direct current line is short circuit then line—line fault is created. In this
case, the fault simulation result is shown in Fig. 6. This result shows that when DC
line to line fault is created at midpoint then the voltage drops up to 25.21 V on the
first undershoot and then oscillates at 170-190 V, and in the current graph, we can
see that current increases up to 42.41 A on the first overshoot and then oscillates at
17.21-18.25 A.
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Fig. 6 DC line to line fault simulation result

6.1.2 DC Line-Ground Fault

When one wire short to ground in the DC system or underground cable wire insulation
fails and connects to sheath then line to ground fault occurs and this faultis also known
as a line—ground fault. DC line—ground fault simulation result is shown in Fig. 7. In
this result, we can see that voltage is down up to 460 V and current increases up to
24.92 A. As aresult, it is clearly shown that DC line—ground fault is less dangerous
than DC line-line fault.

6.2 AC Faults

Three types of AC fault are described here.
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Fig. 7 DC line-ground fault simulation result

6.2.1 Line-Ground Fault

When grid-side one phase short to ground then this is called line-ground fault and
this is a more repeating fault. When this fault occurs the customer experiences voltage
sag. This fault also affects the DC transmission system. This fault pattern is shown
in Fig. 8. When the AC fault occurs then this fault also affects our DC transmission
line. In simulation result, when AC line to ground fault occurs then voltage decreases
on DC side up to 537.80 V and current increases up to 7.73 A.

6.2.2 Double Line—Ground Fault

When two lines on the AC side join together and shorted with the ground then the
double line to ground fault exists. This fault also affects the HVDC line. This fault
pattern is shown in Fig. 9. In the simulation result, we can see that when the double
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Fig. 8 AC line—ground fault simulation result

line to ground fault exists then the voltage drops up to 502.5 V and the current
increases up to 8.58 A.

6.2.3 Triple Line to Ground Fault

When all three wires are shorted and touch through the ground then a three-phase—
ground fault exists. This characteristic is displayed in Fig. 10.

In the simulation result, we can see that the voltage wave drops up to 443.44 V
when the triple line to ground fault occurs, and the current maximum increases up
to 10.50 A. As a result, we see that it is a second severe fault for the DC system.
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Fig. 9 AC double line—ground fault simulation result

6.3 Results and Discussion

Table 2 shows all per unit fault voltage and current. We can understand quite well
from this discussion that DC line to line fault is more dangerous than any fault.

The most acute faults are: DC line to line fault, DC line to ground fault, AC triple
line to ground fault, AC double line to ground fault, and AC single line to ground
fault, as seen in the result. As an outcome, we have seen DC line to line fault and
then DC line to ground fault for our HVDC line are the most severe faults, so there
is a high-speed DC circuit breaker requirement for safety. We can use an IGBT-
based circuit breaker in DC since its speed is very fast to break the circuit when the
fault occurs, but because of no physical circuit disconnection in the normal state, it
generates continuous power loss. Also, we can use hybrid circuit breakers in which
both mechanical and switch operations are performed simultaneously.
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Fig. 10 AC triple line—ground fault simulation result

Table 2 Comparison of
various faults

Fault type

Voltage drop up to
kV)

Current increase up
to (kA)

DC line to line

25.21

4241

DC line to ground

460

24.92

AC single line to
ground

537.80

7.73

AC double line to
ground

502.5

8.58

AC triple line to

ground

443 44

10.50
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7 Conclusion

HVDC system is economical than AC system, so in this paper AC and DC faults for
HVDC system have been discussed. Because faults may occur in the HVDC system,
and these faults seriously affect the converter and station inverter. To isolate these
faulty segments, there is a need to understand fault characteristics. In this paper, AC
and DC faults for the HVDC system have been analyzed using simulation results
obtained on PSCAD/EMTDC. From the simulation result, we can see that DC faults
have the highest current and therefore are the most dangerous faults. In the future,
an IGBT-based high-speed hybrid circuit breaker can be designed to isolate such
dangerous faults.
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Improving QoS of Cloudlet Scheduling m
via Effective Particle Swarm Model e

Ankit Tomar, Bhaskar Pant, Vikas Tripathi, Kamal Kant Verma,
and Saurabh Mishra

Abstract Cloud computing (CC) is an emerging area that includes the provisioning
of dynamic and virtualized resources in a pay-as-you-go manner. Much exploration
is required to enhance the scalability, effectiveness, and equilibrium in load balancing
for better scheduling. Various scheduling algorithms are proposed to meet the user’s
requirements, but most of them failed to balance the load in critical resource demand
hours. In this study, an effective particle swarm algorithm (EPSO) is addressed to
solve the scheduling problem. For a faster discovery of resources, a reverse variation
technique is employed in the proposed approach. The EPSO model is applied after
readjustment and fine-tuning of its hyper-parameters to get precise and optimized
results. This study provides a better quality of service (QoS) by optimizing resource
utilization, service availability, and service-level agreement (SLA). Standard devia-
tion (SD) is one of the critical statistical load distribution parameters computed to
confirm the correct results. Results demonstrated in the form of graphs, tables, FCEFS,
RR, and SJF scheduling models confirm that EPSO provides a better outcome than
the other state-of-the-art methods.

Keywords Load balancing + Particle swarm + Cloud computing + Meta-heuristic *
Task scheduling + CloudSim

1 Introduction

For a decade, cloud computing achieved a significant potential of dynamic,
omnipresent virtualized resources; it practiced ritualistic evolution in industry and
academics. A massive amount of computing power is required for full utilization
of VMs, hosts data centers, etc. Simultaneously, numerous users are engaged, so
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it is not easy to map the cloudlets (cloudlets) to allocated VMs manually under
the cloud computing environment. In cloud computing, the mapping of cloudlets
falls into well-defined NP class problems used to assign the cloudlets to available
resources according to the precedence. A huge amount of cloud resources are rented
out to exploit the profits in datacenters (DCs). As these resources are on-demand and
dynamic, it is always a big deal in the cloud and entirely depends on allocating in an
organized way. To run cloud applications at lower costs in dynamic load conditions,
cloud users lease the resources to utilize them from cloud providers. For a particular
cloudlet, every user wants many resources with full advantage with higher perfor-
mance and has to be finished within a stipulated time. To enhance more elasticity of
the cloud environment, no doubt, we require an efficient scheduling mechanism to
map the cloudlets to resources [1]. This article’s main aim is to enhance scheduling
performance and good quality of service so that the load could be spread equally
across the physical machines. A good scheduler always adapts to changes, and PSO
is an appropriate nature-inspired approach to map the cloudlets in a dynamic envi-
ronment [2]. We proposed an effective particle swarm optimization algorithm to
schedule the upcoming cloudlets onto the VMs; the proposed model makes the load
balancing fair enough to distribute the jobs across the processors with maximum
throughput. The EPSO mode incorporates the simulated annealing concept and the
reverse variation sampling technique to get faster discovery of resources.

1.1 Motivation

Conventional dynamic programming, branch and bound, divide and conquer, and
other similar approaches produce global optimum solutions but are long-standing;
therefore, these algorithms are not suitable to solve typical real-world problems of
task scheduling in an optimized way. Researchers stated using dynamic and optimal
schemes like an ant colony, genetic algorithms, tabu search optimization, honey bee
optimization, and Lion optimization solve the scheduling problems within minimal
time and maximal throughput [3, 22]. After analyzing the PSO-based articles of
prestigious conferences and journals, we concluded that the particle swarm algorithm
offers a better solution for scheduling issues than other meta-heuristic policies [2,
4-6]. One unique nature-inspired swarm optimization model is deployed here to
strengthen scheduling and enhance the load balancing during cloud service provided
to users. In earlier research work, PSO runs on different simulators in the same
environment, but that does not produce satisfactory results; so, we deployed the
CloudSim toolkit to investigate the impact of PSO results [7]. Simulated results
confirm a lower failure rate and 100% performance to deal with cloud entities.
Cloud computing deploys its services with the highest degree of quality of service
(QoS). To achieve this goal, the outcome of critical scheduling needs to be improved
using various metrics like computation cost, throughput, workload, makespan, reli-
ability, service availability, and utilization. After investigating the various state-of-
the-art techniques, research articles, book chapters, and thesis, we found negligible
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Fig. 1 Percentage of scheduling metrics implemented in earlier literature work

studies that emphasized these parameters. The computation of these metrics is very
tough in a cloud atmosphere and might be researchers who have no desire to improve
these criteria in this direction [8]. Hence this is a significant research gap in cloud
load balancing, which we also tried to fill in this article. This study implemented
resource availability, reliability, and resource utilization factors to gain the equilib-
rium in load among the cloud resources. The ultimate goal of this study is to provide
better QoS. Figure 1 shows the previous work on scheduling parameters; we have
some lower fraction metrics, which means almost little research was done on PSO
algorithms.

1.2 Problem Formulation

Deployment of a resource-oriented scheduling policy at cloud sites is best suited to
exaggerate utilization and revenue, and for cost and execution time, an application-
centric policy is best suited. In a cloud computing environment, task scheduling plays
an essential role in improving cloud services’ reliability, efficiency, and flexibility.
Any ideas of resource mapping policy assure competent and fair allocation of jobs,
which are based on essential metrics as follows:

e Resource utilization: It defines the live execution of operations in processing
elements (PEs); its measurement unit is the percentage of the time. It should be
lower for a good scheduling algorithm [9-13]. In Eq. 1, a mathematical represen-
tation of resource utilization is given, where the execution time of each cloudlet
is computed for i number of cloudlets.
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Execution Timer,g,

Utilization =

1
Makespan 0

e Service availability: The availability of cloud resources depends upon free VMs
at job submission time. Higher resource availability results in fewer active VMs,
desired for ideal scheduling policy [14]. Equation 2 shows the total number of
VMs, dented by VM; and AVM; is active VMs during simulation.

k
Availability = VM; — ) ~ AVM; )
j=0

e Service-level agreement (SLA): It maintains the service provided by an internal
or external provider to end-users; it is a contract between them. Its basic purpose
is to define what customer measures [3, 6, 15]. Through Eq. 3 we showed its
computation way.

Total Number of Executed Cloudlets

SLA =
Total Number of Offered Resources

3)

e Standard deviation (SD): It is an essential statistical metric of probability theory
that shows the dispersion and variation from the mean value. High SD means
data points diverge over a large range of solution values, and low SD indicates we
tend the data points to be very close to the mean, shown in Eq. 4, where n are the
number of samples, x is sample value and y is mean of all n values. If SD never
tends to zero for cloudlet scheduling, we assured that the algorithm dynamically
searches results [16, 17]; it enhances the novelty of this research article.

2
Standard Deviation = Z % 4)

® (QoS): Each user wants a full advantage of cloud services every time and every-
where since it is a pay-per-use service. In the CC domain, a good QoS is
dependent upon resource flexibility, scalability, SLA, lower access time, higher
resource availability, and maximum utilization. Aggregating these results of every
scheduling metric compute QoS level. It can be measured by aggregating the
results through Egs. 1, 2, 3, and 4.

This paper’s flow is as follows: In Sect. 2, the CC environment with CloudSim
toolkit is discussed, and old literature is highlighted in the same section. Section 3
covers the proposed methodology of EPSO on cloudlet mapping. Results and discus-
sion are conferred in Sect. 4, comparing the efficiency and implementation of EPSO
with other algorithms presented in the same section. Finally, the conclusion with the
future scope is shown in Sect. 5.
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2 Background Study and Related Works

CC grows in areal-time environment for its deployment models because it follows the
concept of on-demand service. It automatically accumulates and manages resources,
providing a collective group of infrastructure entities, including data storage space,
networks, and processing power. Nowadays world depends on cloud services to store
public and personal information. Three essential layers are constituted to fulfill the
user’s requirements with enhanced scalability, availability, and fault tolerance [18].

SaaS (Software as a Service): Service providers configure this layer. At this
level, people utilize up software-related utility without worrying about underlying
technologies, platforms, and hardware.

laaS (Infrastructure as a Service): This layer is responsible for the on-demand
allocation of resources using pre-organized scheduling policies. Cloud users avail
flexibility and top level of control by this layer.

PaaS (Platform as a Service): Without worrying about platform-related require-
ments and their availability, users use the organized and preserved on-demand appli-
cation. At this level, the cloud provider’s role is essential for allowing users to use
cloud services independently.

2.1 CloudSim Toolkit

Although various simulators are available to compute the results in the cloud envi-
ronment, particularly after 2010, most research studies adopted the CloudSim toolkit
to simulate the cloud-related utility. CloudSim provides a real-like cloud atmosphere
and bests too to simulate the CC-based environment [19]. This tool is the most favor-
able simulator implemented in java and can run on Eclipse or Net-Beans, and is an
essential component of CloudSim shown in Table 1.

Though there are a lot of CloudSim components in terms of packages class,
objects, and interfaces, we mentioned only essential elements which are as follows:

@) Cloudlet: Any independent or dependent cloudlet submitted to the host in
datacenter (DC) known as a cloudlet. Every cloudlet is created with some
essential properties like processing elements, length, output file size, etc.

(ii))  Cloud information service (CIS): CIS is a class that used to register an entity
on DCs for searching of cloud resources

(iii))  Cloudlet scheduler (CS): CS is used to implement time—space-shared
cloudlet allocation policies to assess the processing power of VMs.

(iv)  Datacenter (DC): To hold the VMs onto the hosts DC is used as an abstract
class in CloudSim. Its primary aim is to allocate hardware infrastructures,
like bandwidth requirements, RAM and storage, etc.

(v)  Datacenter broker (DCB): It is a class used to submit, create, and delete the
VMs class along with cloudlets; it functions as a mediator between cloud
providers and software services to negotiate the issues.
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Tal.)l.e 1 Li.s tof CloudSim Entity Attribute Value/range
entities, their attributes along
with its numerical values Cloudlet Length [500-1000] (MI)
Cloudlet Count [10-1000]
Cloudlet MIPS [500-10000]
VM RAM [512-2048] MB
VM Allocation policy Time or space shared
VM Count Less than 25
VM MIPS [100-1000]
VM Bandwidth 1000
VM Memory [256-2048] MB
0S Platform XEN, Linux
Host Count Less than 3
Host RAM 2048 MB
Host Memory 1,000,000
Host Allocation policy Time or space shared
Host Bandwidth 10,000

(vi)  Host: It is used to model the physical servers (datacenters).

(vii)  Virtual machine (VM): It is used to share the hosts with other VMs. Job
scheduler jobs mapped to VMs with essential properties, like processing
elements, storage, bandwidth, RAM, etc.

(viii) VM scheduler: It is used to divide the allocated hosts and VMs into essential
time shared or space shared policies.

The entities of CloudSim with its attributes and values are shown in Table 1;
during simulation, the same values are used for results computation.

2.2 Related Work

It is challenging to discuss all literature and applications of particle swarm methods
for cloudlet scheduling; however, we include some classic PSO-based frameworks in
the background study of this study to show the workflow from earlier to till now. With
various versions, swarm optimization is a nature-inspired algorithm that was intro-
duced by Kennedy and Eberhart in 1995 [20]. In a population-based meta-heuristic
environment, PSO gained a lot of popularity attributable to its effectiveness, robust-
ness, and ease. Regardless of the parameters and algorithm structure’s decisions, and
even though reasonable convergence properties, particle swarm optimization is still
an iterative stochastic search process that works on problem hardness. It may need
a large number of particles to revise and fitness estimation. It looks for the optimum
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of a cloudlet, termed fitness cloudlet, and the following rules are impressed by the
behavior of flocks of birds searching for food.

Zhan et al. [21] addressed comprehensive evolutionary scheduling in the CC
environment, which is a classification of various approaches. A classification of
multiple scheduling policies using ACO, Lion optimization, GA at the SaaS layer
is presented in this literature. Our last work is related to the useful PSO model
worked with other scheduling metrics like computation cost, degree of imbalance,
throughput, and makespan [22]. Feng et al. [23] used the PSO algorithm incorpo-
rating the Pareto domination principle (PDP) to get optimized results and to address
the resource allocation in CC. Here the author considered QoS, resource reservation
policy, and total execution time for each cloudlet (cloudlet). Furthermore, the cloudlet
assignment problem is considered by Guo et al. [24] by using the PSO algorithm
considering the cost and makespan of submitted cloudlets. Alkayal et al. [25] intro-
duced a ranking-based PSO framework to reduce cloudlet waiting time and maxi-
mize throughput. Leena et al. [26] proposed a bi-objective PSO model to optimize
makespan and computation cost to heighten CC cloudlet scheduling. Elhady et al.
[27] compared a single-objective swarm optimization model for cloudlet scheduling
in the CC background.

A hybrid GA-PSO algorithm is addressed by Beegom et al. [28] for dependent
(homogeneous) cloudlet scheduling in the CC domain. In the MapReduce frame-
work, Wang et al. [29] introduced a MOEA/D technique for multi-level objective
cloudlet scheduling. For another solution of cloudlet scheduling in CC, Agrawal et al.
[30] implemented a PSO scheme based on adaptive inertia weight technique incor-
porating cumulative binomial probability. However, there are some research gaps for
challenging the CC framework. Shahid et al. [31] proposed a set of multi-objective
optimization algorithms, including NSGA-IT and PSO, to find optimal solutions in the
field of a multi-processor system. Mostly cloudlet scheduling problems are focused
on either single-objective or multi-objective. The single-objective functions of PSO-
based schemes include computation cost and makespan; other scheduling metrics
are covered under multi-objective PSO schemes. To overcome this completion, we
implemented here more powerful PSO model to address the scheduling problem.
Moreover, the reader may refer to [32—-38] for more examples of this domain.

3 Proposed System

The major challenge in the CC domain is to use cloud resources proficiently with
optimum mapping structure generating maximal revenue. A better scheduler always
maps the cloudlets to the appropriate resource. The independent scheduler first finds
allocated VMs, then VM maps the appropriate resource (host) in DCs [20]. PSO
is a nature-inspired metaheuristic optimization policy that works on the concept of
searching for adaptation or food. Here variables adjust their values closer to the
closest member to any target at any particular moment. One will chip into food
most relative to it, and other flocks swing nearby in search of a hidden food source,
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circling a herd of the swarm. In case any swarm comes near to target, then it tweets
louder to others over toward him. This arrangement continues until all swarm gets
the food that its algorithm states. If we relate this scenario to the algorithm, three
global variables would be used. Decision (target) value, the best global value (gbest),
indicates a particular particle’s closest value to the target and if the target is not found,
the algorithm will stop by a stopping value. A particle must have:

(1) pbestis particle’s personal best value used to compare with gbest for indicating
the nearest particle to the target.
(2) Velocity factor indicates how the data value is improved for a possible solution.

Till now, various nature-inspired algorithms presented by researchers to solve
computation problems. PSO is one of the finest models suitable for dealing efficiently
with scheduling problems in cloud scenarios. Due to its powerful randomicity, it
gives highly improved results. This paper includes a simulated annealing technique
incorporated in each iteration of PSO to increase its searching ability, enhancing
the convergence ability and assuring the original solution. Novel reverse variation
technique increases population diversity to avoid sinking of local optima. This new
version of PSO discovers faster resource mapping, scheduling, and execution time.
The flowchart of the proposed model is shown in Fig. 2. Initially, some random values
of weight, inertia, and acceleration coefficients were taken. A sampled minimum and
maximum length is taken to make a unidirectional flow of information; gbest is also
used to pass information to nearby particles. This gbest is a critical parameter that
strongly affects the performance of PSO. Poor scheduling ability for gbest sometimes
results in the pre-maturity of an algorithm, so to overcome this situation gbest is
sampled at every iteration. This solves the purpose of jumping out of local minima.

4 Results and Discussion

Scheduling is an essential step in parallel and cloud computing while balancing
the load. Most articles simulated either a single or no more than two parameters
for scheduling using PSO; however, these metrics are not enough to compute QoS
provided by the scheduling mechanism. Dependent and pre-emptive cloudlets need to
be scheduled but here we discussed only an independent assignment problem in the
non-pre-emptive environment. We assumed that cloudlets are submitted mutually
independent (heterogeneous) in nature, i.e., there is no precedence among them;
therefore, no interference with processors’ dependency is required during execution.
Cloudlets are pre-emptive, so an interruption by any other processor is not possible
during execution. Cloudlets and VMs have an essential characteristic that plays a
core role in PSO performance.
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InFig. 3a, b, the utilization percentage is recorded against varying VMs and cloudlets,
respectively. The utilization percentage is found higher in both situations in EPSO
when compared with other algorithms. During cloudlet mapping to VMs, a higher

rate of utilization is required for better scheduling performance.

4.2 Comparison of Resource Availability

We recorded the list of inactive VMs (Table 2) for different MIPS to investigate the
performance of the proposed EPSO scheme for availability. Figure 4a shows that the

Table 2 Data obtained of inactive VMs for varying tasks and VMs

Cloudlets,VMs FCFS RR SJF EPSO
400, 400 146 147 139 154
500, 400 111 110 112 116
1000, 400 30 28 32 34
1500, 1000 206 222 230 242
2000, 1000 124 135 137 138
2500, 1000 80 76 89 84
3000, 2000 441 433 442 461
3500, 2000 341 329 358 340
4000, 2000 269 251 279 279
4500, 3000 649 649 652 683
5000, 3000 550 565 549 567
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Fig. 4 Service-level agreement chart for various algorithms
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proposed EPSO method uses less number of VMs to consolidate the execution of
cloudlets to make off others and ensures the high availability of resources.

4.3 Comparison of Service-Level Agreement

SLA is the bond or agreement between cloud service users and cloud service
providers that ensures maintenance of a minimum level of service. SLA is an impor-
tant component retained between the provider and the users for providing unbreak-
able and on-demand service. It is computed by counting successfully executed cloud
requests. Figure 4b shows the SLA percentage maintained by various scheduling
policies and it confirmed that EPSO maintained a better level of SLA.

4.4 Comparison of Standard Deviation

SD of minimum execution time is computed using Eq. 4 for all algorithms, and the
results are depicted in Fig. 5 for varying cloudlets ranging from 100 to 1000. It was
observed that SD is lower in EPSO, which results in a lower fluctuation in terms of
execution time than FCFS, SJF, and RR. The SD results confirm that EPSO has a
higher possibility to find a better solution in a reasonable time.
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Fig. 5 Standard deviation of minimum execution time for various models
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5 Conclusion

In the cloud computing domain, job scheduling is quite challenging for researchers
as it considers different requirements compared to the traditional CC framework.
The traffic pattern is highly unpredictable in the CC environment; therefore, a reverse
variation technique based on EPSO is implemented to address the scheduling problem
for such a complex domain. EPSO is applied to absorbing local optima policy to get
results. Service availability, utilization, makespan, and SLA are CC metrics that
optimized to provide better QoS. Experimental results confirm that EPSO discovers
faster, efficient, and near-optimal results in all the test cases than other commonly
used scheduling methods.

The EPSO framework can be explored in future work to reduce cloudlet’s migra-
tion time for sustaining equilibrium in load balancing. Another important future scope
of the proposed model is to deploy it for reducing the overall workload incorporating
the degree of imbalance factor in real time.
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Performance Evaluation of HHO )
Optimized Model Predictive Controller er
for AVR System and Its Comparison

with Conventional Controllers

Vineet Kumar, Veena Sharma, and Vineet Kumar

Abstract An automatic voltage regulator (AVR) is treated as an essential part of a
power system network and its proper functioning is required for the smooth and safe
operation of the network. Work in this paper focuses on designing an efficient and
robust control methodology for the AVR systems. Therefore, the Harris Hawks opti-
mization (HHO)-based model predictive control (MPC) strategy has been discussed
and implemented on MATLAB/SIMULINK and the transient response specifications
have been compared with conventional PID and two degrees of freedom (2-DOF) PID
controllers. Moreover, the robustness of discussed methodology has been discussed
under parameter variation and external disturbance case.

Keywords Automatic voltage regulator - Model predictive controller - PID
controller - Optimization - Harris Hawks optimization

1 Introduction

In any power generation network around the globe, the AVR is required by the power
generating systems to safeguard terminal voltage stability throughout their operating
region. The voltage stability disrupts because of a number of reasons, like changing
load demand, disturbance at terminals, mismatches between reactive power demand
and supply, etc. For an uninterrupted power supply and secure and safe operation of
any power system network, it is vital that the network operates at a fixed value of
terminal voltage. The voltage deviations beyond certain tolerable limits can cause
significant damage to the equipment on the load and supply sides, thereby causing a
great deal of damage to the reliability and security of the power system network [1].

Conventionally, the AVR systems included an amplifier to calibrate the field exci-
tation of the rotor of synchronous generators, but in the quest to obtain a more
precise and quick response, it is vital to have a dedicated control tool. In the past
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few decades, major research on AVR control has elaborated the applications of clas-
sical controllers like PI and PID controllers [2]. Later, the researchers have also been
using the distinctive variations of PID controllers (FOPID, PID-N) [3]. From the liter-
ature review, it has been established that the analytical parameter tuning approaches
like Ziegler-Nichols (ZN) method and Cohen Coon method, etc. undergoes multiple
bottlenecks, like inferior transient performance, failure to handle the uncertainties in
the system dynamics, and external disruptions, hence model configuration complex-
ities cannot be treated. With the stimulus of particle swarm optimization, an inno-
vative approach of tuning PID variables had been implemented by Gaing [4]. PSO
approach is the most researched meta-heuristic optimization procedure in the field
of voltage control problems. Also, the researchers have tried to enhance the quality
of time-domain response of the AVR system with the application of a PID controller
tuned by numerous meta-heuristic procedures [5]. From the literature review, it can
be concluded that the operational efficiency of AVR can be further upgraded with
advanced control methods like MPC and sliding mode control (SMC). Therefore,
further investigation is required in this direction. Moreover, the reader may refer to
[8—14] for more examples and advanced applications.

In this study, an AVR system has been considered and it is controlled with the
help of MPC, and its gains have been tuned with the assistance of Harris Hawks
optimization approach. The efficacy of the MPC-HHO method has been evaluated
in terms of transient response specification and it has been compared with the meta-
heuristically tuned conventional PID controllers and 2-DOF PID controllers.

2 System Under Consideration

In this work, a simple AVR system has been considered with controller arrangement
along with four basic components, amplifier, exciter, generator, and sensor. These
components have been modeled with the use of first-order transfer function (T. F.).

2.1 Amplifier

The amplifier takes the mismatch between terminal voltage and a reference voltage;
this error voltage is manipulated by the controller, and then it is fed to the amplifier.
The gain of the amplifier is generally taken between 10 and 40 and its time constant
is taken between 0.02 and 0.1 s.

Vi) _ K
Ve(s) 14 Tas

6]

Here, V,(s) and V. (s) are the values of desired terminal voltage and error signal
voltage, respectively.
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2.2 Exciter

The exciter takes the DC voltage as its input and it provides stationary RMF in the
rotor field of the synchronous generator. Its modeling components are in the range
of 0.8-1 and 0.1-1 s for gain and time constant values, respectively.

Vexciter (S) _ Ke
V:(s) 1+ Tes

©))

2.3 Generator

The generator model in this study is taken as a simple first-order transfer function
without considering any nonlinearity or complex dynamics. The K, and T, values
are taken in the range of 1-2 and 0.7-1 s.

VGen (S) _ Kg (3)
Vexciter(s) 1+ Tgs
2.4 Sensor
The first-order T. F. of sensor component is provided as:
Vi(s) K:
= “)

Vi(s)  1+T,s

Here, V(s) is the sensor output and V, (s) is the terminal voltage output from the
generator (Fig. 1).

REFERENCE == Kq K, K,
CONTROLLER =t —
VOLTAGE 1+Tgs 1+T.5 14+ T,.s Ve
K,
1+T,.s

Fig. 1 AVR block diagram
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Fig. 2 Basic block diagram representation of MPC

3 Model Predictive Controller

MPC is a very advanced controller where a process model is inducted to foresee
the future values of the output, based on the past and current measurements of
input and output values. These future outputs are compared with nominal outputs to
obtain a future error and are then fed to the optimizer, where an online optimization
problem is simplified at every sample of time (k) to calculate a control sequence.
The performance index is given in Eq. (5).

J ZZ,::lyl[)A’(k +m/k) — vy, (k +m)T?

+Z;=1ul[Au(k+m —-DP 5)

Here, P is the length of the predicted output sequence and C is the length of the
control sequence [18]. The cost function weights y1 and ul can be tuned to get the
desired performance from the model predictive controller [6] (Fig. 2).

4 Harris Hawks Optimization Algorithm

It is a nature-inspired meta-heuristic approach, which offers a great balance between
exploration and exploitation stages. And by doing so, it reduces the chances of the
solution getting stuck into the local optimum. This enables the user to get an optimal
solution in a minimum number of iterations and guarantees a good solution in a single
run. The HHO algorithm has very few parameters to specify, hence it has reduced
complexity.
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Fig. 3 Various stages and searching techniques followed by HHO [20] [7]
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The algorithm follows a number of steps based on the chances of the rabbit
escaping the pray (r) and the rabbit’s own energy (E). Figure 3 briefly explains the
algorithmic steps of HHO, and it can be seen that an exploration stage has both
randomness and organized search, and in the exploitation stage, the Hawks will
follow numerous attacking patterns, soft besiege, hard besiege, etc. The parameters
q and r are arbitrarily selected numbers ranging from 0 to 1.

5 Results and Discussions

After considering the below-given parameter values for the AVR system, the simu-
lation has been performed using MATLAB/Simulink. Afterward, various cases have
been taken into the account for performance evaluation of the proposed methodology

(Table 1).

Table 1 Parameter values of the AVR system

Parameters K,

T,

K,

T,

T,

Values 10

0.1

1

0.4

0.01
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5.1 Basic Performance Analysis

Under this test, the HHO optimized MPC has been used to produce optimal perfor-
mance for the AVR system. Also, the transient performance of the proposed method-
ology has been compared with that of HHO tuned PID and 2-DOF PID controllers.
Table 2 shows the HHO optimized parameter values of MPC (y1, ul, dul), PID (Kp,
Ki, Kd), and 2-DOF PID (Kp, Ki, Kd, b, ¢) controllers.

In Fig. 4, it can be recognized that the recommended MPC controller delivers
improved transient performance for the AVR system discussed in this paper. Table 3
shows that the MPC-HHO controller gives better settling time (ST), rise time (RT),
and peak overshoot (PO) when compared with the PID and 2-DOF PID controllers.

Table 2 Parameter values of PID, 2-DOF PID, and MPC controllers

Controller | Parameter values tuned by HHO algorithm Fitness value (ISE)
PID Kp = 1; Ki = 0.2181; Kd = 0.2137 0.3507
2DOFPID |Kp=1;Ki=0.4042; Kd = 0.206; b = 0.928; ¢ = 0.0813 | 0.3410
MPC y1 =0.3975; ul = 0.0100; dul = 0.0 0.1305
1.2 T T T T T T T T T
g
= —MPC |
5 —--PID
- 2-DOF PID| |
=
2
E .
5
=
1 | 1 1 1 1 1
L5 2 2.5 3 35 4 4.5 5

Time (seconds)

Fig.4 Transient response curve of terminal voltage obtained from AVR system controlled by MPC,
PID, and 2-DOF PID controllers

Table 3 Transient response

) . . Controller RT ST PO
specifications obtained from
the controlled AVR system PID 0.458 s 1.222's 5.6%
2-DOF PID 0.451s 1.196 s 6.1%
MPC 0.336s 0.602 s 0%
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Fig. 5 Time response plots of terminal voltage obtained after varying the exciter parameters

Table 4 ‘Transient response Change in Te Rise time Settling time Overshoot
after adding parameter .
. (in %) (sec) (sec) (%)

uncertainty
—50 0.163 1.019 10.70
-25 0.236 1.173 —8.17
+25 0.430 1.452 4.1
+50 0.505 1.773 6.9

5.2 Robustness Analysis Under Parameter Variation Case

In this case, the parameter values of the AVR model have been perturbed and its
response has been noted with MPC controller with the same settings and parameters.

Table 4 shows that the MPC-HHO controller gives excellent robustness against
parameter variation in the AVR model. Fig. 5 shows the obtained characteristic plot
of the system after varying exciter parameter values (Table 4).

5.3 Robustness Analysis Under External Disturbance Case

In this test case, the strength of the suggested algorithm has been re-verified with
respect to external disturbance. Here, the step disturbance has been added on the
output side, and the amplitude of the step function is taken as +=10% of the nominal

value (0.1 pu) (Fig. 6).
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Fig. 6 Obtained output plot after adding disturbance into the AVR model

6 Conclusion

The HHO-optimized MPC has been successfully carried out for the performance
improvement of the AVR system using MATLAB/SIMULINK 2018a software. The
obtained results have shown remarkable performance when compared with conven-
tional PID and 2-DOF PID controllers. Later on, the robustness analysis has been
executed after varying the specifications of the AVR system. Also, in a similar test, the
robustness has been re-investigated after adding external disturbance into the system.
Under both cases, the proposed MPC-HHO controller (with the same controller
settings) was able to produce good transient characteristics.
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Squared Error Autocorrelation-Based m
VSS-LMS Control Algorithm er
for Grid-Integrated Solar Photovoltaic

System

Shreya Chaudhary, Rachana Garg, and M. Rizwan

Abstract The electrical power generated from the solar photovoltaic system is not
constant due to the changing atmospheric parameters which are not desirable for
reliable power supply and grid management. In this paper, a variable step size least
mean square using squared error autocorrelation (VSS-SEA)-based control algo-
rithm for a two-stage grid-integrated photovoltaic system is proposed. The value
of weights is small during steady-state for low misadjustment level and increased
during the transient state for fast convergence incremental conductance control for
MPPT. Results are obtained for a 25-kW solar photovoltaic system using VSS-SEA
under load unbalancing and varying solar irradiance for different loads and compared
with the least mean square algorithm. Performance of the system using VSS-SEA is
faster, smoother and more stable as compared to LMS under dynamically changing
conditions. Moreover, the total harmonic distortion is found to be 1.76%, which is
under IEEE-519 limits.

Keywords Solar photovoltaic system * Sustainable power generation - Voltage
source converter - Adaptive control algorithm - Power quality

1 Introduction

The world is metamorphosing, and electricity is an important requirement for this
change. A major share of electricity is produced using conventional fuels which leads
to the emission of gases, like CO,, SO,, NO, and suspended particulate matter (SPM),
which are harmful to the environment and human health as well. Renewable energy
resources such as solar energy and wind energy have stepped in as a good replacement
for conventional energy sources. Solar photovoltaic (SPV) technology is gaining
popularity due to its abundance, economic reliability and increasing efficiency [1].
The peak power produced by SPV can vary depending on aerial factors, like solar
irradiance, cloud cover, wind speed, humidity, dew point and temperature. Its value
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follows a point on the I-V or P-V curve, and the maximum value is called the
maximum power point (MPP) [2]. Various MPPT algorithms have been developed by
researchers [3]. The incremental conductance (IC) algorithm has several advantages
over the other types of MPPT techniques. The IC-based MPPT is used as it can reach
MPP under fast varying atmospheric conditions and stop perturbing after reaching the
operating point unlike P&O and reduce power loss [4]. Once the MPP is obtained
the electrical power generated from SPV requires conversion from DC to AC for
grid integration. Moreover, for the proper synchronization, inverter current control
algorithms are used which can be classified into conventional, adaptive and intelligent
techniques. Adaptive algorithms use present value to determine the future value and
offer a faster response than conventional control.

Adaptive control, like least mean square (LMS), though has fast current conver-
gence than conventional algorithms and low computational complexity, due to fixed
step size, it can either have high convergence speed or low misadjustment error
[5]. To overcome the shortcomings of fixed step size in LMS, variable step size is
used to calculate the weights based on the error observation criterion. In [6], a VSS
algorithm using squared error and error autocorrelation (VSS-SEAE) is presented.
However, in an abruptly changing environment, VSS-SEAE depicts weak perfor-
mance. A gradient-based VSS (GVSS-LMS) was presented recently in [7], with high
convergent speed and low misadjustment level but high computational complexity.
Moreover, the reader may refer [9—18] for more examples with advanced applications.

In this paper, the VSS-SEA algorithm is developed and utilized using the step
size which is smoothly adjusted such that in the transient state it has a large value
for fast convergent speed and in steady-state it has a small value to maintain low
misadjustment levels. It provides a smoother convergence of step size under both
transient and steady-state conditions. Using squared error autocorrelation-based cost
function also reduces uncorrelated noise.

The developed algorithm is applied to a 25-kW grid-connected solar PV system
as presented in Sect. 2. The developed control algorithm is presented in Sect. 3
The performance of the developed algorithm for different loads under changing
solar irradiance is presented and compared with the established algorithm like LMS.
Comparison is drawn based on their current convergence rate and current THD.
Results and observations for both VSS-SEA and LMS are given in Sect. 4 followed
by the conclusion. Component ratings are given in the Appendix.

2 System Design

Figure 1 shows the proposed grid-connected solar PV generating system. PV system
is designed to produce 25 kW power at standard conditions. The peak power is
tracked via MPPT utilizing the IC algorithm. MPPT is implemented through the
medium of a DC-DC boost converter. It boosts PV voltage to 800 V. PI controller is
used to maintain V4. during fluctuation. DC to AC conversion for grid integration of
the PV array is done with the help of a VSC.



Squared Error Autocorrelation-Based VSS-LMS ... 163

PV

ARRAY L, D FILTER
s,‘ s,| Ss‘
Lr Ls
125 20 WBLY
Lr * B Ls
Coc T ot !
pC Lr ve L8 i
51‘ s“ Se | GRID
LINEAR/
NON LINEAR
LOAD
Ipy LPE
MPPT - Pl
Vev Vou ¥ CONTROLLER
Vref
S1—Ss
Computation i T T T T T T
Computation | V, Computation of us of * Is
\S : - CURRENT
of V, Unit Template Reference REGULATOR
Current

Fig. 1 Proposed grid-connected SPV generating system

3 Control Algorithm

In this section, the basic LMS control algorithm is presented. Further, the LMS-based
novel VSS-SEA control algorithm is developed for a grid-connected SPV system.

3.1 Least Mean Square

The peak of the amplitude of PCC voltage V, is calculated by

Vi = \/E(vg + 7 + vf)} (1)

The unit vectors are derived using

Vg Up Ve
Ug = 7 Up = T Uc = T

AT @)

Active weights related to each phase are calculated using the load current (i, (¢))
component as input and the gap between input and output (y(¢)) is known as error
signal (e(?)) [6]. For phase a,

e,(t) =ipa(t) — ya(t) 3

Ya(t) = ha(t)ua(t) “4)
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t
where A, (1) = f eq,(H)u, (t)dt is the active weight component for phase a. Similarly,

0
XA p and A . are calculated.

1
)"avg = 5()"(1 + Ay + )"c) (5)
DC loss weight component (X ,) is given by

hep(m + 1) = Apc(m) + kp[Ve(m + 1) — Ve(m)] + k; Ve(m + 1) (6)

where V.(m +1) = V5. (m+1) — Vpc(m + 1). The resultant active weight
component is obtained from

Ar = )Vavg + )\cp (N
Is" is calculated from

IS*a = AUy, ]s*b = A Up, Is*c = AU, (8)

3.2 Variable Step Size LMS Using Squared Error
Autocorrelation

V. and unit template are evaluated from Eqgs. (1) and (2), respectively. The DC loss
element, A, is obtained from (6).
To ensure the stability of this adaptive control algorithm, A, is defined by

2P,

Apy = 9
pv 3V, 9

In VSS-SEA, the evaluation of active component for phase ‘a’ I; at mth instant
is updated

Apa(m + 1) = Apa (M) + o (M)uy (M) egpq (m)(10) where A, (m) is the estimated
active component at mth instant;,,(m) is used to calculate step size using [8].

ﬂpa(m +1 = aﬂpa(m) + VPpa(m) (11)

where the convergence time of this algorithm is dependent on 0 < < 1 and y > 0. They
are constant parameters for controlling exponential regress and fluctuations in step
size parameters, respectively. P,,(k) is the squared error autocorrelation function.
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Ppa(m +1) = BPp(m — 1) + (B — Dle(m)e(m — DT (12)

B is a constant value that denotes an exponential weighting function responsible
for smoothing the function. Its value lies between 0 and 1.
Epq(m) is the prediction error estimated using,

espa(m) =ira(m) — Mpa(m))‘pa(m) (13)

Similarly, weight vector, i and squared error autocorrelation for phases ‘b and
¢’ are calculated (11)—(13). The average is calculated from Eq. (5). The resultant
weight vector is calculated by

)"rp = )"cp + APavg - )"pv (14)

The real reference grid current /" is calculated and is given by Eq. (8).

3.3 PWM Current Controller

Reference current I”; obtained from the above techniques are matched with the
sensed currents /g via PWM current controller. The resultant error on amplification
is compared to a triangular wave of 10 kHz frequency to produce a gate signal for
the IGBTs (or MOSFETS) of VSC.

4 Results and Discussions

MATLAB model is developed for the proposed system. The voltage at PCC (Vy),
DC link voltage (Vq4.), source current (L), load current (I), inverter current (Iiyy),
PV voltage (V,), current (I,), PV power (Ppy), real (P) and reactive power(Q) of the
grid are plotted for different loads. Unbalance is created by disconnecting phase b
from 0.3 to 0.4 s. The solar irradiance is maintained constant at 1000 W/m? till 0.5 s
after which it is reduced to 500 W/m?2. However, the temperature is maintained as
constant at 25 °C.

Figure 2a and b exhibits the results for VSS-SEA control with linear and nonlinear
loads, respectively. Similarly, Fig. 3a and b exhibits the results for LMS control
algorithms. The rated capacity of the PV system is 25 kW but the power generated at
MPP is found to be 24.910 kW. The voltage of PV at MPP is 505.6 V and the current
is 49 A. The system operates in unity power factor (UPF) mode (Fig. 4).

As phase b is disconnected and unbalance occurs there is distortion in Iy and
its amplitude increases. It is observed that even though I is sinusoidal in all both
controls, in VSS-SEA it is smoother and more balanced. Also, during this condition
load requirement reduces and hence more power is injected into the grid. When the
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Fig. 2 a System performance at unbalanced linear load and varying solar irradiance using VSS-
SEA. b System performance at unbalanced linear load and varying solar irradiance using VSS-SEA

solar irradiance is reduced to 500 W/m? at 0.5 s Iy and Py, are reduced to half and
can no longer supply the entire linear load, thus the grid feeds the remaining power
to the load. VSS-SEA offers a much faster response than LMS during such dynamic
conditions, as evident from Fig. 2a and b. A linear load of 20 kVA at 0.8 lagging pf
is connected.

Ve 18 more stable in VSS-SEA than LMS. Disturbance in P is also reduced in
VSS-SEA. Q remains constant at zero which indicates that it is entirely supplied by
PV. THD of I; using LMS is 2.06% and VSS-SEA is 1.76% which are within the
IEEE-519 [9] prescribed limit. The current THD for I is 30.55%.
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Fig. 2 (continued)

5 Conclusion

The performance of the grid-connected SPV system controlled by the VSS-SEA
approach is found to be satisfactory for load balancing, reactive power compensation,
harmonics elimination in UPF mode for different load under unbalancing and varying
solar irradiance. It offers a faster response under dynamically changing conditions
and a smooth and balanced response during unbalance. The grid current THD is
1.76% which is less than the limit prescribed by IEEE-519. I in VSS-SEA settles
immediately at 0.5 s, indicating the high convergence speed of the algorithm in
dynamically changing circumstances. During unbalance also, a more balanced grid
current is seen in VSS-SEA as compared to LMS. Therefore, it can be concluded
that even though VSS-SEA has more computational complexity than LMS, it offers
a faster, smoother and more balanced response than LMS.
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Appendix

Prp =25kW, Vi =505.6 V, Iy, =49A, Boost converter inductor (Ly) = 0.45 mH,
fsw = 10 kHz, V4. = 800 V, C4. = 3000 uF, L, = 4.5 mH

Grid parameters = 415 V(rms), 50 Hz, 0.1 ©, 1 mH

Linear load = 20 kVA, 0.8 lagging pf and nonlinear load = three-phase diode
rectifier R4 = 50 2 and L = 50 mH.
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Optimal Power Flow and Its Vindication )
in Deregulated Power Sector oo

Ankur Maheshwari, Yog Raj Sood, Sumit Sharma,
and Naveen Kumar Sharma

Abstract Optimal power flow (OPF) is one of the most important research fields
in the deregulated power sector. OPF problems aim to optimize particular power
system goals by modifying certain power system variables, while all the system
equality and inequality constraints are satisfied. Traditional methods for solving
the OPF problems are highly susceptible to initial points and frequently converge
locally to optimized solutions. Addressing these issues, this paper aims to solve the
OPF problems using a metaheuristic technique called particle swarm optimization
(PSO) considering two objectives that minimize fuel cost with and without thermal
generating unit’s emission cost. The proposed approach has been evaluated on the
standard IEEE-30 bus system to manifest its effectiveness.

Keywords Deregulated power sector + Power system optimization + Metaheuristic

1 Introduction

The deregulated power sector has been embraced by many developed nations such
as the USA, Britain, Canada, and Australia, and India as an emerging economy is
also moving toward deregulation to escalate power production and consumption effi-
ciency. Although the system is escalating toward deregulation, electricity companies
have become more aware of the generation cost, power quality issues, and system
reliability. In order to decide rates for energy and congestion control, OPF is therefore
gaining significance in the deregulated world.

The operators must decide on various priorities in the operation and planning of
power systems. Therefore, to assist the operators, several tools have been created. One
of them is OPF, which allows operators to operate the system optimally under specific
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restrictions or constraints. A lot of research has been done in this area from the early
1960s onwards to minimize the cost of generation. Following the 1990 amendments
to the Clean Air Act (Kyoto Protocol), working at minimal costs while maintaining
protection is no longer an appropriate condition for the dispatch of electricity. In many
nations, the reduction of polluted gases is now becoming mandatory for the power
generating utility. Therefore, the OPF problem becomes a problem of multi-objective
optimization.

The OPF optimizes the goals of the power system and complies with all the
imposed system constraints. It is highly nonlinear due to nonlinearity present in
the power flow equations and highly non-convex because of the thermal generator’s
cost function, and non-convexity increased while considering the valve-point loading
(VPL) effect of the thermal generators [1]. It is highly constrained because of restric-
tions imposed on operating zones of the power system components. Many researchers
have suggested distinct deterministic methods such as nonlinear programming, inte-
rior point method, quadratic programming, but these techniques often converge
locally to optimized solutions during OPF problems evaluation. In deterministic
methods, if the initial guess was close to the optimal global value, the solution
converges optimally globally; otherwise, the solution will likely converge optimally
at the local level [2].

The researchers were inspired by these disadvantages and shift from determin-
istic techniques to evolutionary techniques. A wide range of optimization methods
is employed to solve OPF problems using evolutionary techniques such as PSO [3],
elephant herding optimization [4], salp swarm algorithm [5], firefly algorithm [6],
black hole optimization [7], Harris’ Hawk optimization [8], water evaporation algo-
rithm [9], Coyote optimization [10], Hamiltonian technique [11], whale optimiza-
tion [12], and many more. Researchers worldwide have comprehensively studied the
OPF problem considering minimizing the operating cost of thermal power genera-
tors. Addressing these issues, a metaheuristic technique called PSO is used to solve
the OPF problem in this paper. The problem formulation is done as a mild constraint
OPF problem. Two distinct objectives are considered in this study: minimizing fuel
cost without considering the costs of emissions and minimizing fuel cost along with
thermal power plant emission costs. The solution proposed was investigated and
tested using the IEEE 30-bus standard framework. Moreover, the reader may refer
[13-20] for other examples with advanced Al and machine learning applications.

The remainder of the paper is arranged as follows. For the OPF problem, the
mathematical formulation is carried out in Sect. 2. In Sect. 3, the fundamental concept
of the PSO is clarified. The outcome of this is addressed in Sect. 4. Final remarks
shall be concluded in Sect. 5.
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2 Mathematical Model

Fewer details of the IEEE-30 bus network considered in this work are described in
reference [21]. The overall generating cost is equal to the summation of the fuel cost
of all thermal generating units (TGU) in operation, including the penalty cost.

2.1 Thermal Generating Units Cost Model

Generating units required fossil fuel for their service. The mathematical relation
between fuel costs in ($/h) and power produced in (MW) is given in Eq. 1.

NGU
C(Pr)=Y_ a +bPr +cPj )

t=1

where a;, b;, and c, are the cost coefficient of generating units, Py is the power
generation of and NGU denotes the overall number of TGU.

The VPL effect should be considered for a more feasible and reliable cost func-
tion estimation. TGU with valve point effect provides a broader range of fuel-cost
functions. The overall cost of generating electricity in ($/h) will become as

NGU
C(Pr) = Z (ar + b Pr: + Czpzz",) + |d; * sin(e;.(min(Pr;) — Pr.))| 2)

t=1

The VPL effect is indicated by the coefficients d; and e,. The minimal power
generation of the thermal generating unit during operation is denoted by min(Pr,).

2.2 Emission and Carbon Tax

It is worthless to mention that electricity generation from traditional energy sources,
such as thermal generating units, releases poisonous gases into the atmosphere.
Thermal power plant emissions are calculated in tons/hour (¢/ h) and are given by

NGU
E = Z [Olt + B Pr: + X;P%t] x 0.01 + (Mzew"Pt) 3)

t=1

where «, 8, x, 4, and w are emission coefficients, and these values are taken from
Ref. [22].
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Many developed nations already imposed colossal pressure on the power sector
by the levied carbon emission tax (Cryx) per unit volume of emitted greenhouse
gases (GHG) to reduce carbon emissions and to encourage the incorporation of
renewable energy sources (RES). The integration of RES into power supply networks
has a range of advantages, such as reducing GHG emissions, mainly CO,, thereby
helping to address the global warming crisis. However, renewable power plant’s
capital costs are very high compared to the traditional power plants, while operational
and maintenance costs are less costly and will continue to decrease with recent
technological advances [2]. The cost of emissions is defined as:

Emission Cost, Cepiss = Crax X E 4

2.3 Optimization Objectives

The objectives are constructed considering all costs discussed above.

Primary objective

The primary objective function is contemplated without considering emission cost
and is given as

C; = minmize(C(Pr) + Cpenaly) o)

where the penalty cost Cpenary is imposed for defying the constraints that are
considered. A penalty is formulated as:

2.
1pj(qpmax_CIp)z if dp = 4pmax
Coenalty = | ¥;(qp — gpmin)” elseif g, < ¢pmin (6)
0 else  instead

where ¢; is the penalty factor constant to disobey the inequality constraint p.
Second objective

Emission cost is incorporated with the primary objective function for examining
the transition in the power generation of TGU and to perceive the variation in their
operating cost.

C = minimize[Cy + Cepiss ] %)
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Constraints

The constraints are watt and wattless power limits on generator buses, generator and
load bus voltage limit, transformer tap setting limit, var compensation limit, and line
flow limits, and these are referred to as inequality constraints. Equations of power
balance are commonly referred to as equality constraints. In [23, 24], both constraints
are mathematically explained.

3 PSO Algorithm

PSO is a population-based, smart optimization approach that is simple and efficient.
In PSO, possible solutions are meant to refer to as particles, and the swarm is called
the particle population. Based on their own experience and neighboring particles’
experiences, each particle in a swarm moves toward the optimum or almost the
optimum solution within the search space area. Let us describe the search space S in
the n dimension, and there are N particles in the swarm. Each particle i constitutes
position xp, velocity v/, its exclusive best position pyes, and global best position
grest- The particle’s location demonstrates its fitness, and the greater the fitness, the
closer the solution is to the optimum value [25]. The velocity and position of all
particles were modified for each iteration to achieve better fitness. In any iteration,
the particle velocity and location can be determined by Eq. 8 and Eq. 9.

itr+1 __ itr itr itr t itr itr itr
Vlkn =w:- (VIkn) +cr- rndln ' (pbest kn — xpkn) +c- rndZn . (ghest n xpkn)
8)
itr+1 __ itr itr+1
XDin = XDin + Vlkn (9)

k =1...N,itr denotes the number of iteration and w denotes the inertial weight.
The rnd, and rnd, are the arbitrary numbers ranging from [0 1] and are uniformly
distributed. c; is called the cognitive parameter, whereas constant c; is called the
social parameter. The parameter c; pushes the particle toward the local best position
and parameter ¢, toward the global best position. Typically, the range of ¢; and ¢,
values lies between 0 and 4. The PSO parameters considered in this work are as
follows: Population size is 40, and the values of w, ¢y, and ¢, are 0.1617, 1.7901,
and 3.1125, respectively. The velocity vl, as well as the location xp of a particle, is
usually restricted by the correct limits shown as:

Vinin < Vikg < Vilnax (10)
XPmin < XPkd < XPmax

The particles utilized the following equation to update their position.
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Fig. 1 The workflow of PSO-based OPF

. 1
Pl = {pltyest{c Tf C(Phest i) < C(xp,’j’l) an
T Lap T C(Pheg i) > Capl™)
The global swarm is updated as:

etk = |C(Phisi o) (12)

where C assesses the fitness value of a position. Figure 1 shows the workflow PSO-
based OPE.

4 Results and Discussion

Two cases are being carried out. Table 1 tabulates the optimum setting of the control
variable (CV) of all the cases with the PSO application. Each case is executed 20 times
for 500 iterations to get the optimum value of considered objectives and to find the
best value of CVs.
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Table 1 Control variables

CV Min |Max |Case 1 Case 2 Cv Min | Max | Case 1 Case 2
Pri 50 200 | 177.9848 |153.2761 | Ty, 09 | 1.1 1.0994 1.0641
Pra |20 80 48.5939 | 52.8855 | Tys 09 |1.1 1.0197 1.0228
Prs 15 50 21.2553 | 23.1541 | T3¢ 09 |1.1 09763 1.0127
Prs 10 35 21.7813 | 32.2575 | Qo 0 5 4.9741 4.7107
Pri; |10 30 10.5429 | 14.2257 | Qq2 0 5 4.6784 4.9978
Priz |12 40 12.1001 15.0212 | Qs 0 5 2.6369 0.0433
Vr1 095 | 1.10 1.0999 1.1 Q17 0 5 3.6102 4.1123
V12 095 |1.10 1.0856 1.0875 | Qo 0 5 0.0012 4.9103
Vs 095 |1.10 1.0623 1.0627 | Qa1 0 5 1.0654 49731
Vrg [0.95 | 1.10 1.0686 1.066 | Q23 0 5 1.9007 1.3537
Vri1 [0.95 | 1.10 1.0842 1.0388 | Qaa 0 5 3.0508 4.9939
Vri13 1095 | 1.10 1.099 0.9826 | Q9 0 5 2.65 0.9533
Ty 09 |11 0.9003 1.0727 | Cost ($/hr.) 799.7335 | 841.2381

4.1 Casel

In this case, the primary objective is evaluated, including only the fuel cost of the
thermal generating units described in Eq. 5. The overall cost of generation obtained
is $ 799.7335/hour.

4.2 Case?2

In this case, the objective involves the fuel and emissions cost of the thermal
generating units described in Eq. 7. The aggregate cost of generation obtained is
$ 841.2381/hour. The cost obtained in this case is 5.189% higher than in the former
case. The carbon tax imposed is considered to be $ 30/ton [22].

Table 1 mentioned the optimum setting of CV obtained for Cases 1 and 2, and it is
observed that all CVs are within their limits. Figure 2 indicates the cost convergence
characteristic for both the cases and it is noticeable that in both cases the overall fuel
cost of thermal generating units becomes almost constant when the PSO algorithm
converges after a significant number of iterations. The load bus voltage profile is also
shown in Fig. 3. It can be concluded from Fig. 3 that the load bus voltage is also
within their prescribed limits, i.e., (0.95—-1.1) per unit. It is also noticeable from Table
1 that the generation changes marginally in case 2 from case 1 with the reduction in
the environmental contamination content.
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5 Conclusion

This paper executed and effectively utilized a method of optimization inspired by
nature to solve the OPF problem with two competitive objectives, generation costs
without considering emission costs and generation costs considering thermal power
plant emission cost. To solve these optimization problems, the PSO technique is used.
The results of the simulation demonstrate that PSO guarantees strong convergence
and seeks better solutions. This OPF approach can optimize any number of objec-
tives and help system operators choose judicious decisions to operate the system
effectively and economically. For further research work in the field, this paper’s
outcome can be used as a benchmark.
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Abstract The conventional energy system dependent on exhaustible resources
which use single-way interfacing between the source and the consumer via gener-
ation, transmission, distribution and consumption is inefficient, unsustainable and
non-reliable due to the high energy needs of the digital society. A new system must
be defined which overcomes all the above disadvantages and is self-reliable and
manageable. The objective of this paper is to compare the conventional electricity
grid system with the modern (smart grid) system, to define the smart grid, its compo-
nents and their impact on the future of the electrical system. There is a need to use
electrical energy in a more efficient and sustainable manner. The aim is to define
a system that will be cyber secured and a two-way interface between the supplier
and customers. This system will work on real-time data and also integrate it with
technologies, tools and techniques to identify faults and reconfigure them automati-
cally based on proper diagnostics. Also, several new components such as distribution
generators and mini-grids will be introduced which will run the system uninterrupt-
edly during the outages. This paper gives a brief about the distribution automation
and energy management system post comparing conventional grid system with the
smart grid system.

Keywords Smart grid - Distribution automation - Energy management system

1 Introduction

The idea of smart grid is the efficient, reliable and secure use of electric energy
using renewable resources, viz., wind, thermal, solar, etc. since the carbon containing
resources are exhausting, making the power supply cost-effective and less reliable
[1].

Adding the new infrastructure (such as energy storage system), advanced commu-
nication technologies, security and intelligence to the conventional grid system along
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with relying on renewable resources like wind, PV cells, thermal energy etc. rather
than the traditional ones will lead to the smart grid system [2].

Smart grid system not only upgrades the system but also empowers customer
services and creates new products. Installing the smart meters to the customer’s side
is a two-way communication source between the demand and supply side [3]. The
meter also provides complete knowledge about how much energy used when it is
used and how much they are paying [2]. Also, it alerts about not using electricity
during peak load time and hence maintains the demand/load curve smooth. The
smart grid system collects the real-time data and analyze it using the technology
and informs both the side which helps in alerting about faults/overloads or blackouts
hence increasing reliability. Apart from this, the reader may refer to book and/or
journal special issues [4—10] for more examples.

2 Smart Grid
2.1 Definition

Smart grid is an electrical system that uses two-way cyber secure communication
technologies modern intelligence in an integrated way across major components of
power system, viz., generation, transmission, distribution and consumer, making the
system efficient, secure, clean, dependent and sustainable [1, 2].

2.2 Comparing Conventional Grid System and Smart Grid
System [2, 11]

The conventional grid system and smart grid system have various differences on the
basis of various factors which are shown in the following table (Table 1).

2.3 Challenges

e Use of Renewable Resources—Accurate wind and solar forecast are not possible
with the present technology.

¢ Demands—Smart grid uses HVDC for demand response application. Building it
will be a huge challenge to the smart grid system.

e Cost—This system contains various components such as advanced metering
system, energy storage and metering system, advanced communication tech-
nology, etc. which will require a huge investment and security too.
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Table 1 Difference between conventional grid system and smart grid system

Characteristics

Conventional grid

Smart grid

1. Generation

Generation of electricity in
Central Power Station

Generation is a mix of
centralized system and the
distributed generators

2. Source of energy

Diesel engine, hydrocarbons
like coal, petroleum

Traditional sources integrating
with renewable energy sources
like wind, solar, thermal, etc.

3. Power flow and
communication

Unidirectional power
flow/communication from
supplier to customer

Two-way cyber secured power
flow using smart meter and
advanced telecommunication
technologies (Digital
Communication)

4. Equipments

Electromechanical sensors
and relays

Digital relays, sensors, etc.

5. Monitoring and repairing

Manual monitoring of power
and fault issues, hence slow
reaction time

Manual repairing from control
center

Self-monitoring is done using
real time data. These are fast
self-healing grids

6. Impact of
blackouts/emergencies

Damage and loss suffering (no
alternative)

Network islanding is an option
or using the mini grids or
distribution generators when
main generators suffer outages

7. Efficiency

Less energy efficiency and
high loss rate

Increase in efficiency and
decrease in loss rate

8. Power quality and control

Low power quality and
complex control

High power quality and easy
control

e Strength—Since, the electrical system is highly complex, vast and involves
humans, strength of grid will be an important challenge otherwise it could be

the risk of life.

e Communication—The two-way traversal and security of real-time data is not
an easy task. It includes testing on various levels and in normal to the extreme
weather conditions of India; hence it is to be taken care of.

e Preparing of Plug-in hybrid vehicles—Integration of a field that is in a devel-
oping stage will increase its customers; along with its versatile nature it will be
hard to use vehicle batteries as a support to the grid system [2, 12].

3 Distribution Automation

Distribution automation is a technology that includes digital switches, sensors,
processors, information technology with advanced control and communication to
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collect, analyze and optimize the data to automate feeder switching, voltage regula-
tion, equipment health monitoring and outage management. It improves speed, cost
and accuracy, thus improving efficiency and reliability of the distribution system and
customer satisfaction [13].

3.1 Benefits of Distribution Automation

3.1.1 Reliability

Distribution automation provides fault location, isolation and service restoration
(FLISR) which automatically locates and isolates the fault; hence restores power,
reducing the outage duration. It also conveys real-time information to the consumer
about the outage status; hence the customer does not have to report since the automa-
tion system notifies and using the GPRS, repair crews can dispatch at the location
reducing the vehicle miles [13, pp. 4-7].

3.1.2 Voltage and Reactive Power Management

The automation reduces the peak demand and improve power factor, hence the power
quality increases the efficiency of the distribution system and reduces the customer
bills. It enables the voltage and reactive power to improve the power factor which
manages the reactive power flow and reduces losses [13, pp. 4-71.

All the components are attached with digital sensors which give real-time data,
real-time alerts during abnormal conditions (such as fault/overloads) which helps in
diagnosing the data and preparing proper repair techniques. This helps in improving
operational efficiency since equipment gets extra life [13, pp. 4-7].

3.1.3 Distribution Energy Resources Integration

It uses various technologies such as diesel engines, PV cells, wind turbines, energy
storage systems, load control systems etc. for onsite power generation and storage.
Here, the consumers can also act as producers, hence reduction in bill amount; also the
use of renewable resources reduces carbon emission and decreases the dependence
on the central generation system [13, pp. 4-7].
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3.2 Distribution Automation Field Devices

3.2.1 Remote Fault Indicators

These are the sensors that distinguish and tell about the overloading of voltage and
current or fault conditions. They are connected with visual displays and communi-
cation technology like SCADA, increasing accuracy. This makes the system reliable
and efficient reducing the time and cost of the repair crew [13].

3.2.2 Smart Relays

They are software-based technology that accurately detects a fault, isolates it and
analyzes it. They can be used for switching according to the algorithm as well as
for protection. These devices also keep the track of data and send it to operators for
analysis [13, pp. 14-15].

3.2.3 Automated Feeder Switches and Monitors

The feeder switches open and close for isolation and automatically reconfigure
the fault part to restore power, increasing customer satisfaction and efficiency. The
switches are operated with smart relays by distributional management systems. When
some object comes in touch with a power line during high winds, these switches
automatically open and close reducing the damages. Automatic monitors measure
the load on distribution lines and notify if the damaging level is nearby. They collect
real-time data and pass it to departments and hence control the damage as operators
can take actions accordingly [13, pp. 14-15].

3.2.4 Automated Capacitor and Voltage Regulator

Capacitors compensate for the reactive power caused by the inductive loads reducing
energy wastage due to reactive power in the feeder. The distribution capacitor bank
is the group of several capacitors connected and the size depends on the amount
of kVAR. The voltage regulator raises or lowers the voltage level according to the
change in load [13, pp. 14-15].

3.2.5 Transformer Monitoring

These give information about the transformers or any abnormal condition which can
lead to damage [13, pp. 14-15].
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3.2.6 Communication Network

Various advanced communication technologies have been adopted for collecting,
processing and traversal of data. These are further connected with automation systems
such as SCADA for analyzing or operations. Various wireless and wired communica-
tion systems have been selected according to their features such as 4G/LTE, coaxial
cable, Ethernet, 2G, Bluetooth etc. The demand is for two-way cyber secure, fast and
highly reliable communication [13, pp. 14—15].

3.3 Case Study of Jinan Grid

Jinan power grid with a power supply area of 8177 km? serves 1.93 million customers
in 11 districts and countries in Jinan. The 10kV distribution grid of length 13,525.291
km consists of 1429 lines all of which are intelligent (distribution automation system)
upgraded [14].

Before this upgrade, 10 kV Luodong line of the Jinan grid was connected to
the 10 kV #1 bus of 110 kV Luokou station by a circuit breaker consisting of three
sectionalizing switches. The single line diagram of the line after the upgrade is shown
in Fig. 1.

On 25 July 2011, a permanent fault occurred in the Luodong line due to the
thunderstorm weather, the fault point was found 3 h and 31 min after the fault has
occurred and the power supply for the non-fault section was restored after 224 min of
occurrence of a fault. Also, the range of blackout expanded due to n interconnection
lines [14].

10 KV #1 bus in Ludong
Station

— 5 User
Breaker 029

Sectionalizing

Sectionalizing Sectionalizing
Switch

Switch Switch

I

#24 User

10 KV Ludong Line

User

‘————— User

Fig. 1 The single line diagram of 10 kV Ludong line before the intelligent upgrade
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10 KV #1 bus in Ludong
Station

User User

Breaker 029 10KV #2 bus
in Ludong
#2 #20 #24 #31 Station
Sectionalizing Sectionalizing Sectionalizing Interconnection
Switch Switch Switch Switch

| | | |
|

10 KV Ludong Line I I I

10 KV
Ludong Line

User

User L—»  User

Fig. 2 The single line diagram of 10 kV Ludong line after the intelligent upgrade

In September 2013, the 10 kV Luodong line was upgraded with the centralized
feeder automation DTS and self-healing ability [14]. The single line diagram of the
line after the upgrade is shown in Fig. 2.

On 6 May 2014, around 11:06:09 p.m., a permanent fault occurred in the Luodong
line. Circuit breaker 029 tripped and the reclosure failed. The DAS station received
the fault information by intelligence in the positions of #20 and #24 poles. Within
36 s, the station located the fault section between #20 and #24 poles, isolated it and
also transferred the load [14]. In 5 s, the switches of #20 and #24 poles were turned
off and locked. At 11:07:06 p.m., the 029 breaker was turned on to restore the power
supply of the user line in front of the #20 pole. In 4 s, the interconnection switch of
#31 poles was turned on by remote control which restored the power supply behind
#24 pole sections [14].

Comparing the system in 2011 and 2014, we find that the power supply recovery
time reduced from 224 min to 61 s in the non-fault section improving the efficiency by
99.55% and the fault detection time also reduced to 29 min from 211 min improving
the efficiency by 86.26% [14].

4 Energy Management System

Energy management in smart grid energy management is becoming more and
more important as the energy demand is continuously rising and the power system
is expanding. To fulfill the demand, the energy resources (renewable and non-
renewable) are integrated together and this makes the power system bigger, more
complex than ever before [3]. Hence there is a very high requirement of some
methodologies and smart techniques so that the complexity in the system can be
efficiently dealt with in cases of malfunctions and faulty operations in the power
system. Though the energy can be reproduced by the renewable energy resources but
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the transmission and distribution are also the major part of the power system, which
includes several losses, and to minimize such power losses there must be an algo-
rithm (software or hardware) that can help to achieve desirable efficiency according
to supply and demand [15]. This smart algorithm must use the data and maintains
a balance between supply and demand and the study and implementation of these
techniques and algorithms are the building blocks of the energy management concept
in smart grid [16].

4.1 Definition

Energy management in the smart grid refers to the techniques (hardware and soft-
ware) such as intelligent system drivers like microprocessors and microcontrollers
by which a balance is maintained between supply and demand (production and
consumption) by acquiring the data and combining it with advanced communica-
tion and networking techniques and then taking a suitable action for carrying out
the desired performance the power system [3, 15]. In simple words, energy manage-
ment refers to the efficient production and consumption of energy and maintaining
a balance between the different operations of the power system using intelligent
systems to meet the efficiency and energy requirements [3, 17].

4.2 Need of Energy Management System

e Due to the integration of the renewable energy resources (e.g., wind, solar, etc.)
in the smart grid the energy obtained is fluctuating in nature, at the same time,
the loads such as electric vehicles are also fluctuating in nature and this creates a
mismatch between supply and demand (load side and source side). This decreases
the overall performance and the stability of the power system [3, 17].

e To deal with the issue of power demand/supply mismatch, the electric utility has
the following two options:

1. Increase the size of the power system by adding new generation plants and
expanding the grid by integrating more and more renewable sources of energy
[3, 17].

2. The other method deals with the efficient and smart transmission, distribution,
consumption and storage of the energy produced [3, 17].

e Now, among the two options, the second option is more reasonable, economical
and efficient. Due to the increasing demand for energy, it is not only important to
increase energy production, but at the same time, it is also required to efficiently
manage the energy which is being produced [17].
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e If we would not manage the energy produced in a smart way then the losses
will continue to rise and lowering the performance of the power system, thus the
energy management system of the smart grid enables the ability of the smart grid
to be more efficient. That’s why energy management is very much important in a
smart grid [3].

4.3 Types of Energy Management

(a) Energy management on the supply side

The generation can be balanced according to the demand by turning on and off
the generators to meet the demand. For example, if the need of the consumer can
be fulfilled by one generator, then the other generators must be off, and if demand
increases the additional generators are turned on [17].

(b) Energy management on consumer side

This is also called energy management on the demand side and it includes the smart
consumption and storage of the energy by the end-users to make the demand/supply
balanced [17].

4.4 Tools and Techniques Used for Energy Management
in Smart Grid

Now the main task to make the smart grid smarter and efficient is to implement
the tools for energy management which includes modern hardware and software
techniques such as advanced communication and intelligent computer-based systems
to acquire the data and process of that data to take a suitable action [3, 16]. Here are
some of the most used techniques which are used for energy management in smart
grids.

1. Programmable Logic Controller (PLC)

A programmable logic controller or PLC is an industrial digital computer that controls
and automates a system and provides the desired functions [3]. A PLC automates a
specific process, functions or even an entire production line. The working of a PLC
is based on processing the data given to it and implementing that data to carry out
the desired result [15].

2. Supervisory Control and Data Acquisition (SCADA)

Supervisory control and data acquisition or SCADA is an industrial computer system
that monitors a process and acquires the data at different instants. SCADA monitors
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the transmission, distribution and consumption part of the electrical power system.
This tool also provides a cyber-secure acquisition of the data [3, 15].

3. Battery Management System (BMS)

A battery management system or BMS is an electronic system used to manage and
protect the storage of the energy in batteries and their safe operation. The nature
of the electric energy obtained from the renewable energy sources is dc that’s a
requirement arise to store and then use the energy [18]. For the relays to operate
dc supply is required and for that battery is used. So battery management system
becomes important in smart grid important [3].

4. Building Management System

A building management system or building automation system is a computer-based
intelligent control system that controls and monitors the building’s mechanical
and electrical equipment such as ventilation, lightning and energy usage. Building
management system is important for consumer-side energy management [3, 17].

5. Home automation systems

Home automation system includes latest technologies such as internet of things
(IOT) and artificial intelligence which makes the energy consumption more efficient
by reducing the energy wastage and power consumption. Home automation systems
are the major part of the smart grid at the end-user [3, 17].

4.5 Benefits of Energy Management in Smart Grid [16, 19]

First, the energy management in the smart grid increases the overall power system
efficiency by decreasing the transmission and distribution losses, making the energy
consumption more intelligent using modern tools and techniques. It has the following
advantages:

It automates the system and reduces human efforts.
The results obtained are accurate and precise so the action to be taken by the data
available will also be accurate.
e Better utilization of the energy resources and generation units and decreases the
cost of production of energy.
The energy losses are less during transmission so the cost of transmission reduces.
The power system is stabilized from both the ends i.e., supply end and demand
end.
The end-user also helps in maintaining a balance between supply and demand.
The data is cyber-secure.
It gives accurate predictions which are very important in load forecasting.
It stabilizes the power system economically and environmentally.
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4.6 Electricity Tariff System

The rate at which the electricity is sold to the consumers by the electric utilities is
called electricity tariff. To minimize the overall cost of energy the traditional energy
tariff i.e., fixed tariff is not sufficient [16]. So to overcome the requirements many
new tariff concepts are being created such as demand response programs [3]. The
electric tariff varies with time and if the consumers exceed a certain limit they will
have to pay a penalty [16].

5 Conclusion

Since the conventional sources of energy are less reliable, less efficient and are for
a limited time, the use of renewable energy as a source of energy has started and is
increasing in the past few years. Due to this increase in the demand for renewable
sources of energy, an intelligent system is required that can reduce the complexity
of the system, at the same time, increase the overall efficiency and show real-time
data. Implementation of this system requires modern tools and techniques.

Distribution automation and energy management in the smart grid system are
techniques that play a vital role in making the future grids more intelligent, reliable
and efficient. DAS reduces the blackout time due to fault in the distribution grid
and also improves the power supply reliability [14]. During January—April 2014, the
DAS self-healing function started 47 times, saving economic loss of 13.22 million
and electricity of 0.28 million kWh [14, 20].

There are some challenges in implementing these concepts due to lack of research
and knowledge but continuous efforts and research in exploring smart grid systems
will definitely lead to a prominent future in the renewable energy revolution.
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Optimal Planning of Green Hybrid )
Microgrid in Power Industry i

Naveen Kumar Sharma, Sumit Sharma, Yog Raj Sood, Ankur Maheshwari,
and Anuj Banshwar

Abstract In supply-side planning for microgrids, renewable energy sources will be
recognized gradually as major options. This research paper proposed a green micro-
grid system consisting of a solar photovoltaic, hydro turbine, battery, diesel generator
(DG) and converter. Four different cases are studied in a simulation environment, to
compare and evaluate the most feasible solution based on the cost parameters of the
system. The analysis was also carried out to find out the electrical power produc-
tion and environmental pollutants of different components for the typical Iraqi rural
village, i.e., Sakran in district Choman.

Keywords Microgrid - Hybrid energy system (HES) - Solar photovoltaic (SPV)

1 Introduction

The uses of renewable sources of energy have received increasing attention in the
production of electricity as an alternative to conventional energy sources. In order to
minimize greenhouse gas emissions, renewable energy sources incorporated into the
fossil fuel systems could have a vital role. Because of the high cost of transmission
in remote communities, there is a necessity for the use of green HES. In comparison
to conventional sources, a green HES would be a more stable energy supply. The
previous analysis shows that the hybrid system has a very less cost solution in compar-
ison with the isolated microgrid system [1]. Also, the hybrid system consisting of
more renewable energy sources has less environmental pollution. Many researchers
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found that renewable energy is the vital solution for electricity in rural locations
[3, 4]. The remote rural communities in Iraq are not much developed and have an
inappropriate amount of electricity. Most of the rural places are dependent on diesel
generators for electricity [5]. As the natural gas and crude oil availability is abundant,
besides these there is a great potential for renewable energy sources in Iraq [6]. Due
to environmental uncertainties, asperity results in more usage of renewable energy
sources. To mitigate the shortcomings of individual energy sources, HES has been
developed. Such types of systems can be more efficient, viable and weather-friendly
[7]. The author in reference [8] found that hybrid system has very less environmental
emission compared to DG alone system. Mostly HES combinations are effectively
and efficiently at meeting future energy demand [9]. The results obtained demon-
strated that in both Enugusite and Maiduguri, HES was the most profitable structure to
power rural health centres. A hybrid energy system is an authentic and viable option,
particularly in locations where the environmental conditions are not constant.

Many factors would be considered in the optimal planning of green hybrid micro-
grid, like optimal sizing and capacity of energy sources, different cost factors etc [10].
In this research paper, optimal planning of green hybrid microgrid is done in order
to meet load demand effectively and efficiently in the selected location. We consider
green hybrid microgrids because of the more use of renewable energy sources. Apart
from this, the reader may refer to book/journal special [11-18] for more examples
based on Al and machine learning applications.

The green microgrid system will supply the load in a specified location by using
solar photovoltaic (SPV) as well as hydropower as the main generation source
together with battery bank and DG are the backup power source. Section 2 will
present the load profile, different system resources, system components and gener-
ation modeling. Results and discussion of the study will be presented in Sect. 3.
Section 4 will present the conclusion of this article.

2 Input Parameters

It is assumed that hybrid energy system supply electricity to many electrical appli-
ances like fans, air conditioning, geyser, iron etc. Figure 1 shows the daily load profile
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for selected location. To provide better reliability a random variability of 5% is taken

into account.

2.1 Resources

The amount of power production from the solar photovoltaic (SPV) is mainly affected
by the temperature and radiations. The monthly average temperature shown in the
Fig. 2 with scaled annual average value of 1100 C. Figure 3 Shows the monthly daily
radiations in kWh/m?/day. The stream flow is shown in the Fig. 4 with scaled annual

average value of 372 L/s.

Fig. 2 Monthly temperature
variations

Fig. 3 Average solar
irradiance for different
months

Fig. 4 Average stream flow
for different months
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2.2 System Components

Different system components are to be used in this study like SPV, hydropower,
converter, DG, battery bank. Table 1 shows the input parameters and different cost

values taken into consideration in this study.

Table 1 Different cost S. No Description Specification
parameters of components

1 Solar photovoltaic (SPV)
Capital cost $1500/kW
Lifetime 25 years
Maintenance cost $5/kW/year
Replacement cost $1000/kW

2 Hydropower
Initial cost $1700/kW
Efficiency 75%
Cost of operation and $51/kW-year
maintenance
Replacement value $500/kW

3 Diesel Generator (DG)
Initial cost $500/kW
Operational cost $0.02/kW/hour
Replacement value $450/kW
Lifetime 15,000 h

4 Battery
Model Surrette 6CS25P
Nominal capacity 1156 Ah (6.94 kWh)
Nominal voltage 6V
Capital cost $1100
Operational cost $10/year
Replacement value $1000
Life throughout 9645 kWh

5 Converter
Initial cost $550/kW
Operational cost $5/kW/year
Replacement value $450/kW
Life $450/kW
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Hydro imary Load 545 kWh/d
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Converter S6CS25P
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Fig. 5 Block diagram of SPV, hydro turbine, DG, converter and battery green hybrid microgrid

2.3 Generation Modelling

The software used in this research article is HOMER and the dispatch strategy is
cycle charging. The suggested green HES is shown in Fig. 5. The SPV produces the
direct current (DC), while hydro and DG producing the alternating current (AC). For
the conversion of DC to AC a converter is used.

3 Result and Discussion

In this research paper, the software employed is HOMER to find out the sizing and
different cost parameters for HES. For performing the simulation, a case study of Iraq
has been taken for observation [2]. Four different cases are to be studied in simulation
environments such as hybrid system except for SPV, battery and converter, hybrid
system except for battery and a hybrid system consisting of all components. Some
assumptions are also taken, such as the maximum value of capacity shortage is taken
tobe 2.5%, the annual real interest rate to be 7.85% and the project lifetime is 20 years.
HES is consisting of green energy sources with diesel as a backup power source.
Because of DG used in this paper, environmental emissions would be occurring. The
Table 2 represents the cost and sizing values of different components. The cost
summary of the most feasible solution is represents in the Table 3. The electrical
power production through different components in feasible solution is shown in
Table 4. Different atmospheric emissions values are presented in Table 5. The main
source of emission is carbon dioxide (CO,), much larger value in comparison with
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Table 3 Components cost summary in HES

S. No | Component | Capital | Cost of Cost of Cost of | Salvage | Total ($)
cost ($) | replacement | operation and | fuel ($) | value ($)
$) maintainence
$)
1 SPV 18,000 0 596 0 | =529 18,066
2 Hydro 1700 0 506 0 -22 2184
3 DG 2500 | 10,179 7360 87,715 —58 107,696
4 Battery 12,100 8018 1092 0 |—-2147 19,064
5 Converter 4950 1304 447 0 | =596 6105
6 System 39,250 | 19,501 10,001 87,715 | —3352 153,115
Table 4. Electr.ical power S. No | Components Power production | Amount (%)
production of different
(kWh/year)
components
1 SPV 16,181 8
2 Hydro turbine 163,963 77
3 DG 32,310 15
4 Total 212,455 100

:;li)sl:i(s)n E;‘t/;?lnfrgfrﬁg S Serial | Atmospheric emission | Emission (kilogram/year)
A CO, 29,080
B (6(0) 71.8
C UH 7.95
D PM 5.41
E SO, 58.4
F NO 640

other emission factors, i.e., 29,080 kg/year and followed by carbon monoxide (CO),
unburned hydrocarbon (UH), Particulate matter (PM), Sulphur dioxide (SO,) and
nitrogen oxides (NO).

4 Conclusion

This paper provides a comprehensive study of the sizing, techno-economic and envi-
ronmental viability of standalone hybrid energy systems for a rural village. Four
design cases are suggested and tested on the basis of different combinations of SPV,
hydro, diesel and battery. As has been found, green hybrid microgrids consisting of
all the components have the most feasible solution with an operating cost of $11,468.
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Since the renewable fraction of the system is 85%, the HES consumes 11,043 L of
diesel fuel and the emissions results show that carbon dioxide is mainly responsible
for environmental emission. The proposed scheme in this research article may be
considered for the sizing of a microgrid in future.
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Open Access Same-Time Information )
System (OASIS) of New York Gecte

Chandransh Singh and Yog Raj Sood

Abstract There is a web-based OASIS of New York. OASIS is a real-time non-
discriminative specified in FERC request 889. Before OASIS there is a monopoly
in generation and distribution. OASIS is a web-based administration and gives data
about accessible transmission ability for point to point administrations. It empowers
transmission suppliers and transmission clients to communicate requests and reac-
tions to purchase and sell accessible transmission tariff offered. They direct show-
cases and keep up dependability straightforwardly, giving information, examinations,
and data relating to New York’s capacity framework to policymakers, partners, and
the overall population.

Keywords Federal Energy Regulatory Commission (FERC) - Locational-based
marginal pricing * Total transfer capability + Available transfer capability -+ Load
bidding - Marginal cost - Congestion

1 Introduction

To advance discount rivalry through non-oppressive open access, Federal Energy
Regulatory Commission (FERC) required every transmission possessing open utility
or its administrator to make an ongoing data system to scatter data about the
accessibility and cost of transmission administrations.

In Order 889, FERC diagrams key data necessities for OASIS. These prerequisites
might be gathered into four classes. These classifications and the data substance are:

e Transmission framework data—ATC, framework unwavering quality, reaction to
framework conditions, and the date and time stamp for all the data.

e Transmission administration data—complete levy, administration limits, subor-
dinate administrations, and current working and financial conditions.
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e Transmission administration solicitation and reaction information—booking of
intensity moves, administration interferences and diminishing, administration
gatherings’ personalities, and review the log for optional activities.

e General data—declarations and worth included administrations.

Figure 1 presents the applied structure of the internet-based OASIS network.
Moreover, Fig. 2 shows the engineering of an OASIS node. Power marketers who
become signatories to a transmission supplier’s OATT acquire total access so that
they can see existing transmission and administration accessibility and help demands
made by different gatherings. There are additionally advertised eyewitnesses who
have perused just access and may see action yet not demand administrations. Apart
from this, more advanced examples are represented in [1-7].

Fig.1 The OASIS network
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2 New York Independent System Operator (NYISO)

The NYISO is the association answerable for overseeing New York’s electric frame-
work and its serious discount electric commercial centre. They don’t create power
or own transmission lines, yet they work with power makers, service organizations,
and partners to give the capacity to meet New Yorkers’ power needs on a day by day,
hourly, and minute-to-minute premise. We are focused on a reasonable, straightfor-
ward market system since it encourages us to convey the most reduced cost discount
power arrangements.

The NYISO is accused of dependably working on New York’s capacity matrix,
fulfilling the toughest guidelines in the country, under severe administrative over-
sight. The NYISO plans the force system for the future, more than one, five and ten
years, considering to keep up long haul unwavering quality, decrease blockage on
the transmission system, and meet open arrangement needs calling for a new trans-
mission, for example, lines to carry renewable assets to clients. The NYISO manages
advertises and keeps up unwavering quality straightforwardly, giving information,
investigations, and data relating to New York’s capacity system to policymakers,
partners, and the overall population.

The NYISO is a not revenue-driven, independent organization unaffiliated with
any state or government office or vitality organization. The NYISO’s governmentally
endorsed taxes contain exact prerequisites for our Board of Directors and all workers
to have no monetary relationship with any of the organizations that take an interest
in our discount vitality markets. The NYISO is committed to straightforwardness by
the way we work, the data we give, and our job as a fair-minded system operator,
organizer, and agent of New York’s discount power markets (Fig. 3) [8-11].

2.1 NYISO Work

It manages how to stream power throughout New York guaranteeing power is deliv-
ered in adequate amounts and transmitted where it needs to go—precisely when it is
required.

This includes:

e Balancing the accessible gracefully of intensity, like clockwork, from many force
plants more than a large number of miles of transmission lines.

e Matching offers from vitality makers with buyer utility interest to flexibly control
for the state as productively and cost-viably as could be expected under the
circumstances.

e Opverseeing the conveyance of intensity from generators to the service organiza-
tions that serve a great many New York power shoppers 24 h per day, 7 days per
week.

e Evaluating system requirements for what’s to come.
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Fig. 3 New York load zone

The NYISO works nonstop to support and improve provincial unwavering quality,
plan a progressively successful and productive force system for the future, and
give target data and information to policymakers, partners, and financial specialists
relating to New York’s capacity system and electric framework.[11-14]

3 Auction and Load Bidding

3.1 Auction

An auction is an allotment system dependent on an exact assessment measure indi-
cated by the auctioneer, and a pre-characterized openly accessible arrangement of
rules intended to distribute or grant articles or items (for example contracts) based
on a money-related offer. It is straightforward because of the way that it depends on
a lot of rules dictated by the auctioneer and known by the bidders before the auction.
An auction might be depicted by its three key guidelines, in particular (i) offering,
(i) clearing, and (iii) pricing.
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3.2 Load Bidding

The screening to direct providers for physical and monetary retention is significant
the conduct of purchaser’s persuasions vitality costs. So load offering is reliable with
functional rivalry. The load can be planned for one of the accompanying different
ways:

(i)  Physical bilateral contracts
(i) Day-ahead fixed load

(iii)  Price-capped load bids

(iv)  Virtual load bids

(v)  Virtual exports.

3.3 Interface Data

PJM

PJM is a truncation of Pennsylvania, New Jersey, and Maryland after the domains
where the principal utilities combined. Today, the PJM incorporates all or parts
of Pennsylvania, New Jersey, Maryland, Delaware, Ohio, Virginia, Kentucky,
North Carolina, West Virginia, Indiana, Michigan, and Illinois. It oversees power
conveyance for in excess of 60 million individuals and $42 billion worth of power.
PJM is responsible for dealing with the transportation of power from power plants
to the different utilities in its region.

Hydro-Quebec (HQ)

Hydro-Quebec is an open utility that deals with the age, transmission, and dissemi-
nation of power in the Canadian territory of Quebec, just as the fare of capacity to
segment the Northeast United States.

4 Results

4.1 Day-Ahead Market Zone LBMP

See Fig. 4 and Table 1.

4.2 Real-Time Market Zonal LBMP

See Fig. 5 and Table 2.
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Fig. 4 Day-ahead market marginal cost of energy flow on July 30, 2020 at time 4:00 EDT

Table 1 Day-ahead market zones/interface various data LBMP, losses, and congestion on July 30,
2020 at 4:00 EDT

Zones/Interface LBMP ($) Losses ($) Congestion (8)
West-A 15.11 0.21 0.00
Genesee-B 15.08 0..25 0.00
Central-C 15.48 0.15 0.00
North-D 14.67 0.66 0.00
Mohawak Val-E 15.83 0.50 0.00
Capital-F 16.41 1.09 0.00
Hudson Val-G 16.84 1.52 0.00
Milwood-H 16.98 1.66 0.00
Dunwoodie-I 17..07 1.75 0.00
NYC-J 17.28 1.95 0.00
Long Island-K 24.06 2.38 6.36
PIM 16.03 0.71 0.00
Hydro-Quebec 14.80 0.52 0.00

4.3 ATC and TTC

Interface: NYISO-PJM
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Fig. 5 Real-time market marginal cost of energy flow on July 30, 2020 at 4:00 EDT

Table 2 Real-time market zones/interface various data LBMP, losses and congestion on July 30,
2020 at 4:00 EDT

Zones/Interface LBMP ($) Losses ($) Congestion ()
West-A 15.96 0.29 0.00
Genesee-B 15.95 0.31 0.00
Central-C 16.42 0.16 0.00
North-D 16.78 0.44 0.00
Mohawak Val-E 15.82 0.52 0.00
Capital-F 17.47 1.22 0.00
Hudson Val-G 17.62 1.37 0.00
Milwood-H 17.73 1.48 0.00
Dunwoodie-I 17.85 1.59 0.00
NYC-J 18.02 1.76 0.00
Long Island-K 18.37 2.11 0.01
PIM 16.87 0.62 0.00
Hydro-Quebec 15.87 0.46 0.00




212 C. Singh and Y. R. Sood

Table 3 Hourly data representation on ATC and TTC of the interface NYISO-PIM
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16:00 EDT [1000[398 [1000  [700 1000 700 [1000 700 1000 629
17:00 EDT [1000(565 [1000  |700 1000 700 [1000 700 1000 700
18:00 EDT |1000|615 |1000 700 1000 700 1000 700 1000 700
19:00 EDT | 1000700 (1000 T00 1000 700 ) 1000 700 1000 700
20:00 EDT [1000[700 [1000  [700 100 |00 1000|700 1000|700
21:00 EDT |(1000{700 |1000 700 1000 TO0 1000 700 1000 700
22:00EDT [1000[700 [1000  [700 1000 |00 [1000 700 1000|700
2300 EDT [1000[700 [1000  [700 1000|700 1000 1700 1000|700

See Table 3.

Interface: PJM-NYISO

See Table 4.

Interface: NYISO-HQ

See Table 5.

Interface: HQ-NYISO

See Table 6.

4.4 Load Bidding of Different Zones

See Table 7.
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Table 4 Hourly data representation on ATC and TTC of the interface PIM-NYISO

DAM
Time TTC |ATC||TTC 00 JATC 00 ]TTC :15JATC :15|TTC :30|ATC :30|TTC 45ATC 45
00:00 EDT |2000|660 |2000 617 2000 610 2000 611 2000 627
01:00 EDT [2000(770 2000 612 2000 618 2000 GO8 2000 613
02:00 EDT [2000(787 (2000 538 2000 541 2000 537 |2000 543
03:00 EDT |2000(778 |2000 502 2000 496 2000 503 |2000 500
104:00 EDT 2000729 |2000 500 2000 502 2000 502 2000 500
05:00 EDT |(2000(758 2000 501 2000 548 2000 552 ' 2000 496
06:00 EDT |2000(744 2000 615 2000 615 2000 612 |2000 614
07:00 EDT (20001411 2000 471 2000 414 2000 495 112000 438
[08:00 EDT [2000[466 [2000 588 2000 588 2000 587 [2000 580
09:00 EDT |2000(520 |2000 366 2000 473 2000 1534 |2000 488
10:00 EDT 2000466 | 2000 417 2000 549 2000 428 {2000 527
11:00 EDT 2000|687 |2000 669 2000 556 2000 325 12000 569
12:00 EDT |[2000(s72 [2000 516 2000 537 2000 868 {2000 872
13:00 EDT |2000)(1347)2000 1011 2000 1013 2000 |985 |2000 1012
14:00 EDT ||2000] 1700/ 2000 1387 2000 1283 2000 1298 2000 1365
15:00 EDT ||2000|(1700|2000 1152 2000 1408 2000 1303 2000 1396
1600 EDT [2000[17002000 1617 1000 (1623 2000 [1623 _[2000 _[1700
17:00 EDT (2000 1?005[2000 1490 2000 1586 2000 1580 2000 1435
18:00 EDT 2000|1700 2000 1620 2000 1463 2000 1464 |2000 1470
19:00 EDT [|2000{1279|2000 1238 2000 1331 2000 1339 |2000 1324
20:00 EDT 2000818 |2000 990 2000 1069 2000 927 {2000 968
21:00 EDT 2000881 [2000 (899 2000 1022 2000 919 | 2000 970
22:00 EDT |2000|1234|2000 1296 2000 1180 2000 11321 2000 1308
23:00 EDT |2000| 1448|2000 1529 2000 1525 2000 1524 2000 1503

Table 5 Hourly data representation on ATC

and TTC of the interface NYISO-HQ

DAM
Time TICIATC|TIC :00[ATC 00|TTC :IS|ATC :15|TIC 30JATC :30|TTC 45 ATC 45
00:00 EDT ||1000] 1000|1000 1000 1000 1000 1000 1000 1000 1000
01:00 EDT 100010001000 1000 1000 1000 1000 1000 1000 1000
02:00 EDT | 1000]1000[1000 1000 1000 1000 1000 1000 1000 1000
03.00EDT [1000(1000(1000 1000 [1000 1000 1000 (1000 11000 (1000
04:00 EDT | 1000]1000|1000 1000 1000 1000|1000 1000 1000 1000
105:00 EDT |[1000/1000[1000 1000 1000 1000 1000 1000 1000 1000
0600EDT [1000(1000(1000 1000 (1000 [1000 1000 (1000 (1000 1000
07:00 EDT || 1000]1000]1000 1000 1000 1000|1000 1000 1000 1000
05:00 EDT 100010001000 1000 1000 1000|1000 1000 1000 1000
09:00 EDT |1000]1000|1000 1000 1000 1000|1000 1000 1000 1000
10:00 EDT |[1000] 1000|1000 1000 1000 1000|1000 1000 1000 1000
11:00 EDT 1000, 1000]1000 1000 1000 1000|1000 1000 1000 1000
12:00 EDT |[1000] 1000|1000 1000 1000 1000|1000 1000 1000 1000
13:00 EDT |1000]1000[1000 1000 1000 1000|1000 1000 1000 1000
14:00 EDT |1000]1000]1000 1000 1000 1000 [1000 1000 1000 1000
15:00 EDT |1000{10001000 1000 1000 1000|1000 1000 1000 1000
16:00 EDT 10001000{1000 1000 1000 1000|1000 1000 1000 1000
17:00 EDT |1000]1000]1000 1000 1000 1000|1000 1000 1000 1000
15:00 EDT ||1000]1000]1000 1000 1000 1000 1000|1000 1000 1000
19:00 EDT 1000/ 1000|1000 1000 1000 1000|1000 1000 1000 1000
20:00 EDT 1000, 1000]1000 1000 1000 1000 [1000 1000 1000 1000
2L00EDT [1000(1000(1000 1000 [1000 1000 1000 (1000 11090 (1000
22:00 EDT || 1000]1000]1000 1000 1000 1000|1000 1000 1000 1000
23:00 EDT | 1000]1000]1000 1000 1000 1000|1000 1000 1000 1000

213
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Table 6 Hourly data representation on ATC and TTC of the interface HQ-NYISO

DAM
Time TTC[ATC[TTC 00 [ATC  00[TTC :15[ATC :15[TTC :30]ATC :30[TTC :45[ATC 45
00:00 EDT 150033 1400 0 1400 0 1400 Jo 1400 0
01:00 EDT [1500[28 [1400 (34 1400 34 1400 34 1400 34
02:00 EDT [[1500[63 |[1400 o 1400 o 1400 0 1400 0
03:00 EDT [[1500[63 |[1400 25 1400 25 1400 25 1400  [25
04:00 EDT [1500[97 1400 0 1400 o 1400 0 1400 0
05:00 EDT |[1500[63 |[1400 0 1400 o 1400 0 1400 0
06:00 EDT [1500[16 [1400 [0 1400 o {1900 o 1400 o
07:00 EDT [1500f0  [[1400 0 1400 0 1400 o 1400 0
08:00 EDT [[1500f0  [[1400 0 1400 0 1400 o 1400 0
09:00 EDT [1500(0  [1400 0 1400 o 1400 0 1400 0
10:00 EDT [1500(6  [1400 0 1400 o 1400 0 1400 0
11:00 EDT [1500(5  [1400 0 1400 0 1400 0 1400 0
12:00 EDT [1500(5  [1400 0 1400 o 1400 o 1400 0
13:00 EDT [1500(53 [1400 0 1400 o 1400 o 1400 o
14:00 EDT [1500[41 [1400 0 1400 o 1400 o 1400 o
15:00 EDT [1500[41 [1400 0 1400 o 1400 0 1400 0
16:00 EDT [1500j42 [1500  |100 1500 100 1500|100 1300 .
17:00 EDT (150066 1500 0 1500 o 1500 0 1500 0
15:00 EDT [1500(66 [1500 0 1500 o 1500 0 1500 0
19:00 EDT [150065 [1500 0 1500 o 1500 0 1500 0
20:00 EDT [1500[40 [1500 0 1500 o 1500 0 1500 0
21:00 EDT [1500[51 [1500 {81 1500 sl 1500  |[s1 1500 81
22:00 EDT 150026 [1500 |64 1500 |64 1500 |64 1500 64
23:00 EDT [[1500[26 |[1500 150 1500 150 1500 150 1500 150

Table 7 Hourly representation of day-ahead bids on July 30, 2020

Time Zone-A | Zone-B | Zone-C | Zone-D | Zone-E | Zone-F | Zone-G | Zone-H | Zone-l Zone-J] | Zone-K
(EDT) (MW} (MW) (MW} (MW) (MW) (MW} (MW} (MW) (MW) (MW) (MW)
00:00 1262 1169 1654 131 730 1883 1215 356 547 3570 3425
01:00 1098 1156 1674 134 747 1865 1201 376 538 3514 3429
02:00 1156 1185 1680 141 761 1871 1185 388 533 3405 3477
03:00 1235 1182 1668 140 763 1841 1175 337 517 3204 3378
04:00 1212 1143 1609 136 734 1788 1132 315 493 3101 3162
05:00 1276 1128 1584 132 20 1767 1096 305 457 3016 3029
06:00 1290 1098 1542 122 687 1702 1021 299 404 2937 2869
07:00 1207 1034 1439 112 613 1567 937 217 320 2827 2568
08:00 1103 932 1292 101 535 1432 851 184 229 2642 2233
09:00 1021 857 1238 95 524 1345 739 181 192 2506 1834
10:00 962 798 1159 90 468 1219 739 187 181 419 1636
11:00 902 751 1109 85 441 1134 T01 170 171 2362 1494
12:00 876 727 1073 84 426 1060 678 174 164 1316 1402
13:00 872 719 1060 83 427 1069 661 113 168 2315 1373
14:00 894 746 1107 87 462 1130 672 110 174 417 1430
15:00 939 803 1174 93 496 1237 T05 155 215 2624 1600
16:00 1013 881 1250 101 546 1343 764 210 342 912 1877
17:00 1067 915 1285 106 571 1420 822 270 429 3094 2129
18:00 1117 955 1351 108 604 1478 917 318 465 3304 2370
19:00 73 994 412 16 622 1536 1003 339 489 3422 2632
20:00 13 037 467 21 65 58! 079 31 512 3513 2862
21:00 58 073 523 26 66 61 125 33 535 553 3041
22:00 206 105 553 27 669 64 187 35. 543 3635 3190
23:00 1246 1123 1575 125 683 1664 1199 346 545 3632 3295
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Interface Data:PJM
Market(s):

Day Ahead (Blue Curve)

Real Time (Black Curve)

Locational Based Margianl Losses Congestion
Pricing (LBMPs)

Fig. 6 Interface data window of PJM shows that LBMP graph, losses graph, and congestion graph
on July 30, 2020, and the x-axis shows the hourly duration and the y-axis shows the dollars ($)

4.5 Interface Data Window of PJM and Hydro-Quebec

Interface data window of PJM
See Fig. 6.
Interface data window of Hydro-Quebec

See Fig. 7.

5 Conclusion

NYISO is a not revenue-driven enterprise liable for working to New York’s mass
power system, overseeing wholesale power markets and directing system arranging.
It is subjected to the oversight of FERC and controlled in certain aspects by the
New York State Public Service Commission. NYISO activities are likewise managed
by electric system unwavering quality controllers, including the NERC, Northeast
Power Coordinating Council, and the New York State Reliability Council. The
NYISO’s wholesale competitive power markets have conveyed financial and natural
advantages for New York.
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Interface Data: Hydro-Quebec

Market(s):
Day Ahead (Blue Curve)

Real Time (Black Curve)

Locational Based Margianl Losses Congestion
Pricing (LBMPs)

Fig.7 Interface data window of Hydro-Quebec shows that LBMP graph, losses graph, and conges-
tion graph on July 30, 2020, and the x-axis shows the hourly duration and the y-axis shows the
dollars ($)
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Open-Access Same-Time Information )
System: Extended to Indian Power oo
Market

Nivedita Singh and Yog Raj Sood

Abstract This research paper is an attempt to analyse and explore the huge poten-
tial of open-access same-time information system in the Indian power market. In
the present scenario, India is swiftly moving towards complete deregulation in all
aspects, i.e. generation, transmission and distribution. OASIS, in layman terms, is
basically a system based on the internet for obtaining services that are related to
electrical power transmission. This paper also contains a comprehensive case study
attempting to explain the data contents, interface and working of an OASIS website.
In deregulation, open access is given to all power-related entities in order to raise
the competition and keep the monopoly in check. A few proposed strategies are
discussed for the betterment of already existing OASIS websites for more economic,
practical and reliable operation.

Keywords Deregulation - Open access + Power market - Comprehensive *
Entities - Monopoly

1 Introduction

In recent times, the privatization of the power market is taking place in India. Earlier,
all distributions, transmissions and distributions were owned by the government but
now with India moving towards a developed economy, more and more private players
are coming into the picture in all sectors.

This issues the requirement for an internet-based, transparent and non-
discriminatory system. All the developed countries with deregulation are using
OASIS since it is basically the means by which high-voltage transmission lines
are used for moving wholesale quantities of electricity in transmission lines.

On an OASIS website, bidding auctions take place. All genco’s and disco’s bid
in the form of some parameters. These bids are stored and processed by the OASIS
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Generators
CGS/IPPs

Other
Regional
Grids

Traders

RLDC (TSO) |q...

State
Generator

—— Energy Flow

eee**® Money Flow

Fig. 1 Current Indian power market

and the result of the auction is declared which reflects the dispatch of power and its
cost (Fig. 1).

As a case study for proposed strategies discussed in this paper, a prototype of
OASIS website is made. This website is dedicated in an attempt to understand the
basics of bidding auctions as per the proposed Indian power system market model
(Fig. 2).

The website is based on the power sector of Columbia and gives the basic idea of
how open-access same-time information system works when applied to the power
sector. This case study and website can be further extended to the Indian power
market. Moreover, some recent examples of power market are represented in the
book and journal [1-7].

2 Historical Review

A brief history of market-related legislations in the Indian power market is given in
Fig. 3.

3 OASIS: An Open Platform

OASIS serves differently for different aspects of the power market since the
constraints are different for all generation, transmission and distribution.
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Fig. 2 Proposed Indian power market system
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2002-03, Settlement Regulation
®
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Fig. 3 Evolution of electricity market

For generation, there are constraints regarding the minimum and maximum
loading of generators, so economic dispatch needs to be taken into consideration.

For transmission, the main consideration is the line loading limit. If transmission
lines are loaded more than their capacity, it may result in congestion of line, which
if not handled properly may result in the outage of line. It will result in burdening of
the system, which can lead to cascaded outages, and if not taken care of will convert
into blackouts [8—13].
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Power Flow “ r
At B
(L) 1 <« Total Transfer
Transmission Capability
Reliabilty Margin
TRM Non-recallable .
ATC Recallable
Recallable I ATC

Non-recallable _,
Reserved

Scheduled Reserved
Operating Horizon Planning Horizon Time

TTC, ATC, and Related Terms in the Transmission Service Reservation System

Fig. 4 Transfer capabilities (Source Available transfer capabilities definitions and determinations
by NERC)

For distribution, the major challenges are to maintain power quality, voltage profile
of the dead-end customer, droop control of voltage and frequency. On the transmis-
sion side, we generally talk in terms of transfer capabilities that includes as given in
Fig. 4.

4 Prototype Website

For the case study, a website is developed which demonstrates the working of the
OASIS website of Columbia, i.e. PJIM (www.pjm.com).

Prototype Website Created—https://oasisprototype.simdif.com/

The website created is a prototype version of the original website as an attempt to
replicate the interface and information of the original site.

The home page of the prototype website is shown in Fig. 5.

The contents of this website are as follows:

e About—This section includes the basic information about the working of this
website.


http://www.pjm.com
https://oasisprototype.simdif.com/
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PIM is a regional transmission organization that coordinates
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Fig. 5 Home page of the prototype website

Vision—This section includes the vision for which this company is working
towards.

Mission—The mission of this website is discussed at length in this section.
History—The major developments since the website was established are discussed
in this section.

Territory served—The area in which this website is working is discussed under
this section.

Planning—This includes the future plans of this company.

Innovation—The new developments that are going on in the field are discussed.
Contact page—Contact information

Data snapshots—This includes the total data values of generation and consump-
tion.

Transfer capability—Itincludes the value of ATC, TTC, CBM, TRM, curtailabilty,
recallabilty, NATC and RATC etc.

Bidding values (includes all real-time, historical and day-ahead bids)—This
includes the bidding values of all Disco’s and Genco’s. The total MW generated
by the Genco’s and at what price they are willing to sell their units. It also includes
the total demand by Disco’s and at what rate they are willing to purchase it. All
of this information is present in form of bids. The bidding values of real-time,
historic and day-ahead are also displayed on the website page.

Operation—All the bidding values are collected 24-h ahead. These values are
processed as per the demand, supply, cost and price of the contemporary market.
The Genco’s and Disco’s which have overbid and underbid are eliminated.
Result—The result is then displayed on the website which contains what Genco
will dispatch what amount of power at what price and what Disco will purchase
what amount of units and at what cost.

Market—The market ranging from all Genco’s and Disco’s is displayed.
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e [oad forecast—The day-ahead bid is collected on the basis of load forecasting.
This process is based on probability.

e [ ocational marginal pricing—The price of the power dispatched is different for
different locations. In some places, the cost per unit might be greater than the
other places. So the model of locational marginal pricing is employed.

e Instantaneous load—The total amount of load that is present in the system is
simultaneously displayed on the website page.

e Forecast load history—Day-ahead load is forecasted and displayed on the website
page and the bids for this load are collected.

e Tie flows—The total amount of power flowing in tie-lines is displayed.

e Dispatch rates—The cost of the unit that is dispatched is given.

e Constraints—Some constraints are present in the bidding process in the form of
minimum and maximum dispatches. Pricing also contains constraints in the form
of minimum and maximum costs.

e Reactive power transfer interface—The amount of reactive power flowing in the
lines is also displayed.

e Zonal aggregate LMPs—Locational marginal pricing as per the area zones is also
given.

e Ancillary services—Apart from generation and consumption of electrical power,
this website provides some other services which are listed under ancillary services.

e Reserve quantities—Some dispatch and load are kept in reserve in order to make
this system more reliable towards dynamic changes.

e Market clearing price—This price at which all the generated units are consumed
and all the loads are fulfilled.

S Proposed Strategies

Some strategies are suggested for better working and optimal futuristic approach of
OASIS system:

e Taking environmental factors into consideration, a lot of stress is being given to
the use of RES in power market. After due consideration, 40% quota should be
reserved for RES-based power in the OASIS policy.

e The Disco’s which are causing congestion and overloading in transmission lines
should be penalized.

e The households which are responsible for polluting the power supply by injecting
harmonics in it should be penalized accordingly.

e Although the system is completely open, ISO should issue caps over all dispatches
and prices [14-20].



Open-Access Same-Time Information System ... 225

6 Future Scope in the Indian Power Market

As India is moving towards complete deregulation, privatization of the power sector
is happening. The era of new evolutions in the field of the electric market is rapidly
growing. The older system of state boards is replaced by new systems in which the
departments of generation, transmission and distribution are separately looked after.
The distribution systems are further broken down into sub-categories and departments
under which billing and accountability of work are separately handled. In a few
years, our power market will be completely open. For accessing this open web-based
platform, OASIS systems will be used where all the power and prices will be managed
on a non-discriminatory basis. The OASIS systems will be used in future to harness
the huge potential of the Indian power market. With more and more private players
coming into the picture, there is a need for an open platform to collect the wholesale
energy power market in one place which is accessible to all.
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Enhancing Security Using Quantum )
Computing (ESUQC) Gecte

Mritunjay Shall Peelam and Rahul Johari

Abstract In a classical computer, the computation is based on transistors which
encode the information in bits and usually vulnerable to attack by professional
attackers. In quantum computing, the computation is based on qubits. Using single-
qubit the information is encoded in the combination of two bits. Quantum computing
is acompletely new technology that holds all the characteristic of quantum mechanics
to solve a particular problem faster than a classical computer. For solving these
problems, a scientist uses a “logical qubit” since classical computer bits consist
of mechanical relays or vacuum tubes which is possible to flip unexpectedly. It is
possible to create quantum algorithms using qubit that run faster than classical algo-
rithms and these algorithms reduce the time complexity and also it is impossible for
the attackers to attack. There are some most popular algorithms which are possible
in the quantum world, and they are Grover’s algorithm and Shor’s algorithm.

1 Introduction

The first quantum computing ideas were introduced by Stephen Wiesner, which is
named “Conjugate Coding ” in 1960. Conjugate coding is a tool based on the concept
of “transmitting the multiple messages in such a way that reading one destroys the
others”.

Quantum computing was first recognized in the 1980s by Paul Benioff. According
to Paul Benioff, quantum computers are theoretically possible. After that in 1985,
David Deutsch shows what is mathematically possible on a quantum computer.
Quantum computers are difficult to program and build. They produce error in the
form of noise and loss of quantum coherence. The loss of quantum coherence is
also called the decoherence problem. This paper covers all the basic aspects of a
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quantum algorithm in the real quantum world and shows the weakness of modern
quantum-based algorithm.

2 AIMS and Objectives

In quantum computing, a quantum bit (qubit) has three possible states 0, 1 and O or
1. The last one is called “coherent state”; it can perform an operation at the same
time on two different values, and it creates a “de-coherence” problem. It will become
more difficult to perform the computation using quantum computers.

There are mainly four aims and objectives of quantum cryptography [2]:

1. Information integrity: In this activity, the receiver must be able to determine
the messages if the messages are altered during the transmission.

2. Authentication: In this activity, the receiver must be able to identify the sender.

3. Immutability: In this activity, the sender should not be possible to deny the
creation of messages.

4. Confidentiality: In this activity, only the authenticated receiver should be able
to extract the cipher.

3 Literature Review

A classical computer performs any type of operation by using classical bits, that is,
binary digits, either O or 1, whereas quantum nodes use quantum bits or qubits that
can be both 0 or 1 at the same time. Due to this property quantum nodes have more
computing processing capability than a classical computer. Quantum computing
allows to make a superposition of each one of the four states and it can be written
in the form of quantum mechanical state which is perfectly legitimate; that is in the
classical computer two qubits contain four bits of information (Fig. 1).

In 1917, one time pad (OTP) encryption was introduced by Gilbert Verman. OTP
demands a very long key just like plain text. In order to implement this, it is very
difficult and the cipher text should not leak the information about the plain text.
In 1940, Shannon changed the look of cryptography. In one time pad the length of
messages being encrypted must be greater than or equal to the length of keys. In this

SFtlagte 1 Quantum mechanical 0l| >
Blod+oé)
y[66—¢$>
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way, the security of the stream cipher lies with the pseudo-random generator which
holds the property of being unpredictable.

4 Methodology

This research paper primarily focuses on the understanding and presents an in-depth
analysis of only two algorithms, viz., Grover’s algorithm and Shor’s algorithm from
the host of many algorithms that include: (1) Josephson junction [3], (2) Grover’s
search algorithm [4], (3) Shor’s algorithm [5], (4) elliptic curve cryptography (ECC),
and (5) zero-knowledge protocol [6].

4.1 Grover’s Algorithm

The “Grover’s Algorithm” is the fastest quantum algorithm based on searching. It
was proposed by Lov Grover in 1996. Classically, for single-element search within
N elements, one needs to lookup % elements on average before finding the non-zero
output that is, it takes O(N log, N). Grover’s algorithm performs the searching by
looking at an average of N > times. It is useful for search in an unstructured database.
Examples are searching a needle in a haystack, searching the name of a person living
at a known address from a regular telephone directory, and salesman route plan for
selling his item. In the classical case, for the above problems, it takes O(XN) time but
these searches can be speedup by a quadratic factor O(,/2) by choosing the quantum
search algorithm (Grover’s search algorithm).

4.1.1 Grover’s Iterations

It uses a set of repeated iterations of quantum functions popularly known as “Grover
iteration”. It constitutes the following steps: (1) First, apply the Oracle function “O”.
(2) Secondly, apply the Hadamard transform. (3) Compute a conditional phase shift,
usually with every computational basis state except for |0) receiving a phase shift of
—1 thatis

z> |- —(-1)*Z)

Again apply the Hadamard transform.
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4.1.2 Working of Grover’s Algorithm?

Grover’s algorithm starts with a quantum register of size n qubits, and the size of
searched space is 2" and will be initialized to |0), that is

(10))®"=|0) (D

Now by applying the Hadamard transform place the system into an equal
superposition state that is H®".

For the list of N elements, the performance of Grover’s algorithm will be (Fig. 2).

O(4/N) means that list of 10* elements will take the searching with order 100. Let
the search space be

S = {|0),]1),...|N — 1)}, and |x¢) € S is the only solution for search. Let the
Hadamard gate for n application is:

1 N-1
) =H"(0)®"'=—= ) |x) @)
e

Let’s take an example of n = 2 qubit (Fig. 3):
Since N =2"=> N = 4 now from Eq. (2)

Step-3
Step-1 phase : Step-4
— 0) —10)  H LenE
n qubit — ) — -y A E
i ; forx> 0 1
. O f(x)
Oracle — )| H=1) %
workspace —] ~

Hadamard Transform

Fig. 2 Grover’s algorithm iteration

O(VN)
r =

N qubits

Oracle
workplace

G G G Measure

Fig. 3 Working of Grover’s algorithm
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=—100)+—=101)+=1]10)+=|11
W) 2| >+2| >+2| >+2| )
Hence

1
¥)=>5(100)+]01)+[10)+]11))

4.2 Shor’s Algorithm

Shor’s algorithm is one of the most popular “quantum factorization algorithm” for
factoring of integer, and it is invented by “Peter Shor” in 1994. It takes O((logN)?)
time complexity for factoring an integer N with the space complexity O(logN).

Shor’s algorithm is significant in nature and tells that public-key cryptography can
be easily broken by attackers. Shor’s algorithm was demonstrated by IBM in 2001,
which factor the number 15 into 3 and 5 with 7-qubit using a quantum computer.

Now Lets take an integer N and find an integer P between 1 to NV that divides V.
It can be done in two parts—(i) Classical Part (ii) Quantum Part

i.  Classical part: In this part factoring problem involves finding the period (order)
of a function that can be implemented on a classical computer also.

ii. Quantum part: Quantum part is used to find the period (order) of a function
using quantum Fourier transform and it is responsible for the quantum speedup.

4.2.1 How Does the Shor’s Algorithm Work?

Shor’s algorithm consists of the following steps:

Step 1: Take a random integer a< N.

Step 2: Find the ged(a, N); it can be determined using the Euclidean algorithm.

Step 3: If ged(a, N) 6 = 1 then, as known, there is not any non-trivial factor of
N possible and exit.

Step 4: Otherwise, by using the quantum period-finding (order finding) algorithm
find r that represents the period or order of the function.

The order or period function is

f(X) =a" (mod N) €)]
Since f(x) = f(x + r) then
a**t" (mod N) = a* (mod N)

where r = order or period of @ in the group (Zy)* represents the smallest positive
integer.
Step 5: If r happens to be an odd integer, then go to step 1. Or
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Fig. 4 Flowchart
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!
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Step 6: If (a)"/*= —1(mod N), then goto step 1.
Step 7: Otherwise, find the ged((a)™/ 241,N) and ged((a)™/ 2_1,N), as both are

a non-trivial factor of N and exit.

For better understanding, the flowchart of Shor’s algorithm is given in Fig. 4.

4.2.2 Example of Shor’s Algorithm

lets take an example to understand the Shor’s Algorithm—
Find the factor of an odd integer using Shor’s Algorithm—

1. Letan odd integer N = 15 and choose an integer ¢ between N> < g< 2 % N2,

Let us take g= 256.

2. Take an integer x such that GCD(x, N)= 1 using Euclidean algorithm that is
GCD(x, 15) = 1, so x= 7 using Euclidean algorithm.

3. Take two quantum registers that is
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\,2562255 |a 000 >|

W

Registers are
entangled ofp register

ifp register

Fig. 5 Example of Shor’s algorithm

a. Input register: Input register contains ¢ — 1 qubits in size. Since it is up
to 255, so 8-qubit is required.

b.  Output register: Output register contains N — 1 qubits in size. Since it is
14, so 4-qubit is required.

4. Initialize the i/p register with weighted superposition; all the integers range from
0to (g — 1), that is 0-255.

5. Clear the output register that is filled with Os. Now the total state of the system.

6. Now apply the period or order function to all numbers present in the i/p register
and store the intermediate result obtained in the corresponding o/p register
(Fig. 5).

Now the table is given below (Fig. 6):

7. Now o/p register will collapse because of one of the following:
[1),|7), |4) and [13) now lets take ¢ = |1).

Fig. 6 Example of Shor’s

algorithm I/P Register 7 mod 15 O/P Register
|0> 7” mod 15 1
11> 7! mod 15 7
12> 72 mod 15 4
_|3 > 7% mod 15 13
4> 7% mod 15 1
' 15> 7° mod 15
16> 7% mod 15
|7 > 77 mod 15 13
18> 7% mod 15 1
19> 7° mod 15 7
10> 719 mod 15 a4
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8.  Since the registers are in an equal superposition state of 64 value, that s, (0,4, 8,
12 ... 252), hence the probability in this case is: 61—4. Now the value of collapsed
output register is:

10) + 2 14) + &18) + 112) - -+ + £1252).
9.  Apply quantum Fourier transform (QFT) on the partially collapsed i/p register.

Take state |a) and transform it into a state by

1
N

acA

1 2niac
wherea = —— Z |c) * e 256

V256 &

Now the final value of the input register is

255

1 1 2miac
— *— |c)xe =6 ,|1)
/64 g V256 ;

where A is the set of all values (7* mod 15) produces 1 and A= {0,4, 8,12 ... 252}.

Now QFT will be the maximum probability with the amplitude of integer in the
multiples of 4, that is ﬁ—6 = 64, now no longer an equal superposition of states.

Next, find the register that will collapse with a high probability and multiple of
64. Takep =4

So 10), |64), |128), . .. determined by

ged(x 5D, N) and ged(x 2D, N).

Now finally,

gcd(7G+D, 15) = 5 and ged(7G Y, 15)= 3.

That is the factor of an odd integer N= 15 is (5, 3).

5 Conclusion

The current research concludes by presenting an in-depth analysis of Grover’s algo-
rithm and Shor’s algorithm by discussing their problems and applications. The prob-
lems/limitations of Shor’s algorithm are that the probability is dependent on choosing
‘q’, so the larger the ¢, the higher is the probability of finding the correct value. In
future, quantum computing has the capability of transforming all the aspects of infor-
mation security which is vulnerable in a classical way. Quantum computing has the
potential to expose computation that is not enough to solve in a classical way.
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Deviation Settlement Mechanism and Its )
Implementation in Indian Electricity L
Grid

Bharti Koul, Kanwardeep Singh, and Y. S. Brar

Abstract India is a big nation that is dependent on electricity to a large extent,
like in the agricultural sector, big manufacturing agencies, etc. To achieve electricity
at a lesser price is the foremost challenge in such agencies. The incorporation of
the Electricity Act has facilitated such agencies to obtain power at a lesser price.
This can help the consumers to evade penalties and benefits to acquire incentives by
signifying suitable needful arrangements which can aid in maintaining the stability
of the power grid. The deviation settlement mechanism helps to maintain the stability
of the grid, thus improving the power quality. This paper presents an investigation of
the deviation settlement mechanism and its implementation in the Indian electricity
grid.

Keywords Deviation settlement mechanism + Availability-based tariff - Demand
response

1 Introduction

The Indian power industry is one of the expanded power industries of the
world. The installed capacity of the national grid in India is 371.054 GW as per
the statistics of 30 June 2020 [1]. This wide area synchronous grid operates econom-
ically at 50 Hz and the allowable range of frequency band is 49.9-50.05 Hz [2]. The
Indian power sector performs its functioning by being distributed into some main
grids which are responsible for its operation as a whole. These main grids, named
Regional Load Dispatch Centers (RLDCs), are classified as northern-grid, western-
grid, eastern-grid, southern-grid, and north-eastern-grid. All the parts of India are
linked with one of these RLDCs subject to its geographical pattern [3]. Demand-side

B. Koul (X) - K. Singh
Department of Electrical Engineering, Guru Nanak Dev Engineering College, Ludhiana (IKG
Punjab Technical University, Kapurthala), India

Y. S. Brar
Department of Electrical Engineering, IKG Punjab Technical University, Kapurthala, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 237
A. Tomar et al. (eds.), Machine Learning, Advances in Computing, Renewable Energy

and Communication, Lecture Notes in Electrical Engineering 768,
https://doi.org/10.1007/978-981-16-2354-7_22


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2354-7_22&domain=pdf
https://doi.org/10.1007/978-981-16-2354-7_22

238 B. Koul et al.

management is the forecasting, execution, and monitoring of the job of the utility
that is planned to affect consumers’ usage of electricity. This results in modifying
the load consumption pattern by incentivizing the users to transfer the energy usage
to off-peak durations so as to flatten the load curve.

The extensive and quick variations in grid frequency ranging from 48.0to 52.0 Hz
(CERC 1999) on regular basis leads to the problem of grid indiscipline [4]. To sustain
the grid discipline, the users of the grid have to follow the forecasted injections or
withdrawals, known as grid code, controlled by a commercial mechanism. This
mechanism is used for regulating the users of the grid for scheduling and dispatch
of power with the least disturbance. So, there is a necessity to improve the efficiency
of the grid, grid discipline, capability, and responsibility which is maintained by
the unscheduled interchange (UI) [5-8], by imposing charges on those who deviate
from their scheduled generation or drawl. The deviation in frequency from its nominal
value is caused due to the unbalance or disparity in actual demand and generation.
Because of deviation between actual generation (in a time-block (T) means electricity
generated or supplied by the seller, measured by the interface meters) and scheduled
generation (for a time-block (T) means a schedule of generation in MW or MWh
given by the concerned load dispatch center) and also between actual drawl (in
a time-block (T) means electricity drawn by a buyer, measured by the interface
meters) and scheduled drawl (at any time or for a time-block (T) means a schedule
of dispatch in MW or MWh given by the concerned load dispatch center), there
is the need of deviation settlement mechanism (DSM). Any utility is permitted to
inject/draw power into/from the grid at Ul costs till the frequency is stabilized within
the specified band [9] and if there is a deviation from the schedule, i.e. the participants
withdraw more than the scheduled from the grid they are penalized and if the drawl
is less than the actual they are incentivized [10]. The central regulatory electricity
commission (CERC) [11] then undertakes amendment if there is a requirement w.r.t.
to the working conditions. These amendments are imposed only by taking all the
concerned (i.e. producers and beneficiaries) into consideration.

Demand response programs (DRP) incorporate utility commenced incentives to
encourage consumers to voluntarily adjust the usage of electricity without any effect
on consumer comfort. This is an essential practice for optimized and effective use
of electricity which subsequently is the main building block of the future electric
grid called a smart grid (SG). Moreover, Al and machine learning-based are some
examples listed in [12-19].

Contribution of this paper: This paper builds a study on the introduction of DSC
and the structure of the Indian electricity grid to develop a generalized strategy for
minimizing the deviation settlement charges (DSC). The importance and significance
of demand-side management have been explained to improve the DSM so as to make
a ready reference for the researchers who are working in this field.

Organization of the paper: The remaining part of the paper is organized as follows.
Section 2 introduces the concept of a grid with the structure of the Indian electricity
grid. In Sect. 3, a detailed introduction to the Indian electricity grid is provided.
Section 4 explains the deviation settlement charges and the procedure to calculate
them. Finally, Sect. 5 concludes the paper by highlighting the major findings.
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2 Concept of Grid

The Indian electricity grid is a system of network power lines, transformers along
with the related apparatus engaged in allocating the power electricity within a
specified topographical zone. It can also be denoted as an interrelated linkage for
supplying electricity to customers from the utility. This involves generating stations
that generate power, a high power transmission system to transmit electricity from far
away stations to the user centers, and distribution lines to link specific consumers as
shown in Fig. 1. The generating stations are usually situated nearby to fuel stations,
e.g. the dam location, but the electricity generation does not get transmitted in the
same form. The generated power is stepped up to a larger voltage to which it joins to
the power transmission system (electric grid). The construction of the electric grid
can diverge depending on the monetary limitations, need for network consistency,
with demand and generation characteristics.

The major assignment done in conventional electric grid involves the major
components as:

e First the generating station for the production of electric power: These power-
producing plants are placed nearby power generation sources, e.g. dams, coal
mines, etc.

Secondly, the transmission of the generated electric power: After the electric
power is generated it is transmitted to the respective substation from where the
voltage is stepped up with the step-up transformers so as to minimize the losses
and then is ready for transmission to the several areas. It is then sent to the power
grid from where it is then transmitted to different cities.

Then finally distribution of the generated power: The electric grid gets linked
within various zones of the entire nation, and the distribution of electricity is
done to the different parts of the country or state by the linkage of transmission

oo i
i

o

Fig. 1 Basic structure of conventional power grid
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network linking various zones. The transmitted power being stepped down at the
substations followed by its distribution to the respective consumers.

3 Indian Electricity Grid Structure

The Indian electricity grid structure is grounded on the centralized arrangement of the
nation. In the Indian electricity sector, the reforms have been initiated at the beginning
of the 2000s, for which the Electricity Act 2003 was one of the revolutionary steps
taken by the Government of India. This initiative was persuaded with the aim to
impart competition, limpidity, and commercial feasibility in the power sector so as
to attain the availability and affordability of electricity. In order to initiate unbundling
of unified state electricity board (SEB) into generation, distribution, and transmission,
the exposure of transmission and distribution segments for utility and customers was
introduced. The creation of an autonomous controller as State Electricity Regulatory
Commission (SERC) for the respective states has been envisaged for the states to be
an independent entity.

For each of the regions, an exclusive load dispatch center is allocated to further
coordinate the regular scheduling practice in the dispatching of centrally generated
power. The availability of power collection from the centrally generated system is
forecasted day-ahead in 96 timeslots, each of 15 min duration, then the concerned
RLDC distributes the power to its corresponding SEBs depending upon the share in
the central generation pool. The SEBs perform the corresponding task for meeting the
demand of their respective customers for 24 h with the help of their own consumers
over the day, from their own generation stations along with the entitlement in the
central generation pool. The SEBs give the requests to the RLDC, and then resolve
the schedule of dispatch and drawing for the respective SEBs.

The SEB is possessed by every state entity and is accountable for generation,
transmission, and distribution. It works under the monitoring of the respective state
government and is also partly governed by the central government as far as the
financial powers are concerned.

The tasks of several systems are associated with a network of power grid working
and control, along with the structural linkages, in order to expedite expansion and
smooth working of regional and national grids. There is a hierarchal order in which
this whole structure of the power grid works. This order consists of the NLDC
which is the central working authority and it further comprises their respective State
Load Dispatch Centers. These SLDCs handle respective states that come under their
geographical vicinity. As per the regional centers, i.e. RLDCs, e.g. northern region
comprises Delhi, Haryana, Himachal Pradesh, Jammu Kashmir, Rajasthan, Uttar
Pradesh and Uttaranchal.

Likewise, all SLDCs handle the states that come under their vicinity, as shown in
the flow diagram in Fig. 2.
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Fig. 2 Hierarchy of various centers in power grid in India

The role of the National Load Dispatch Center (NLDC) that has been framed
rendering to the notification Dt. 2 March 2005, from the Ministry of Power, Govern-
ment of India, based on Section 26(2) of the Act in which NLDC performs various
functions for overall regulation of the grid operations, supervising the control and
coordination interlink between various regional grids is shown in Fig. 3. The NLDC
also takes into account the information regarding the exchange of power between
various regions or several RLDCs. The NLDC supervises the scheduling and dispatch
of power within the regional links for the safe and efficient operation of the grid.
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Fig. 4 Role of the Regional
Load Dispatch Center
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The Regional Load Dispatch Centre (RLDC) is the main body to confirm the
combined process of power operation for the specific area, which is framed based
on Sections 28 and 29 of the Electricity Act, 2003. The role of RLDCs is shown
in Fig. 4. The monitoring and regulation of interstate transmission networks based
on the information about the capacity of electricity transferred through regional
grids is controlled by the RLDCs. The restoration of the network that is followed by
disturbances of the grid is also regulated by the RLDC that makes it responsible for the
optimized scheduling and withdrawal of power in a specific region. The integrated
work related to the compilation and modification of data for system operation is
controlled by the respective regional centers. This leads to the control and systematic
operation of the interstate transmission network.

The State Load Dispatch Centre (SLDC) is the prime system to confirm the
cohesive task of optimum planning for dispatch of power in a state and that is also
accountable for the indentures that are arrived in the generating stations working in
the respective state. The functions that SLDC performs are shown in Fig. 5.

4 Deviation Settlement Charges (DSC)

To maintain grid stability CERC introduced various schedule deviation charges
according to the frequency of the grid to discourage schedule deviations. The devi-
ation means the structure for managing the deviation in energy, maybe less than or
more than the scheduled value. The guidelines for assessing the deviation(s) in these
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Responsible for optimum scheduling and despatchof electricity within a State, in accordance with
the contracts entered into with the licensees or the generating companies operating in that State

Monitor grid operations

SLDC

Exercise supervision and control over the intra-State transmission system

ROLE OF

Responsible for carrying out real time operations for grid control and despatch of electricity within
the State

Keep accounts of the quantity of electricity transmitted through the State grid

Fig. 5 Role of State Load Dispatch Center

scheduled and actual values which are payable or received by the state utilities and
its other parameters are set by the regulatory commissions and the amendments.

Due to the insufficient arrangement for short-term attainment of energy that is
supported by the consistent short-term load requirement, renewable generation, and
insufficiency of the ancillary services, there are deviations from the scheduled values.
So, it becomes necessary to focus on DSM which is considered to report the above
reasons, while the ancillary services are responsible for the remaining deviations
which are not sufficiently taken into consideration. Ideally, the deviations from the
schedule must become inappropriate, with the practicing ancillary services that deal
with the matters afar from the realistic control of network parameters.

The deviations settlement mechanism [5] is explained from the consumer’s point
of view as it depends on the withdrawal by the consumer less or more than actual. The
mechanism is fixed based on the frequency calculation and band of frequency from
which the deviation settlement charges are calculated. Table 1 explains the limits
and bands of frequency for the calculation of DSC. The DSC for various frequency
bands whose DSC_Rate is given are categorized between 50.05 and 49.7 Hz [12].

Table 1 Existing deviation

price vector Frequency Rate of deviation (DSC_Rate)

If f > 50.05 Hz DSC_Rate =0

50.05 > f > 50.00 | DSC_Rate increases by 35.6 p/u for each
0.01 Hz step

50.00 > f > 49.7 | DSC_Rate increases by 20.84 p/u for each
0.01 Hz step

f<49.7 DSC_Rate = 824.04 p/u
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Deviation = Scheduled value - Actual Drawal

1f Deviation < @ Incentive achieved =
frequency 0.12*schedul (deviation) *(DSC _Rate)
<50.10 ed value

Incentive achieved =
(0.12*scheduled value *DSC _Rate)

Incentive achieved =
-178*[deviation -0.12* scheduled
value]

Fig. 6 Flowchart for the incentives achieved on the under-drawl

In the case of a schedule deviation to the value of 12% schedule or to a limit of
150 MW the value of which is lesser in a given time-block of 15 min, the deviation
charges are imposed per unit. In the case of over drawl when the deviation exceeds
the value of 12% of the scheduled value or greater than 150 MW for a given duration
of 15 min time-block, the regular deviation rates need to be given per unit along with
additional deviation charges. The schedule deviation in the case of under-drawl that
is to the value of 12% of the predefined values, the inducements are given per unit
depending on the grid frequency. When the under-drawl deviation becomes greater
than 12% of the scheduled value, these inducements to be achieved are nil. The extra
deviation charges to be paid become equal to 178 paisa/kWh when the under-drawl is
greater than 12% of the scheduled value with the grid frequency larger than 50.10 Hz.
The deviation settlement charge rate (DSC_Rate) for deviation charge is calculated
depending on the 15-min duration time-block of the grid frequency. The DSC_Rate is
taken in paisa/kWh. Fig. 6 shows the flowchart that explains the incentives achieved
on the under-drawl by the users/utility.

5 Conclusion

The DSM has transformed from its previous scenario and progressed the power
system network in the direction of a modified and reliable stage, thus educating
constancy and evading grid disruption. A totally market-motivated setup ensuring
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significantly upgraded provisions and infrastructure will help to benefit in this
direction.

Also, the implementation of availability-based tariffs shall contribute to attaining
the objective of transformation of the Indian power sector, thus enhancing the relia-
bility of the power network. It can further augment the grid reliability by a frequency-
based pricing mechanism. This paper focuses on the introduction of deviation settle-
ment and its impact on the Indian electricity grid. It also discusses the various proce-
dures to calculate the deviation charges that can help in minimizing the deviation
charges to be paid by consumer or state utility.
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Integration of Battery Charging m
and Swapping Using Metaheuristics: oo
A Review

Neha Raj, Manikanta Suri, and K. Deepa

Abstract Electric vehicle (EV) is one of the preferred modes of transportation due to
less emission of pollutants. The depleted batteries can be refueled by using a battery
charging station (BCS), battery swapping station (BSS), and battery swapping van
(BSV). Earlier, the depleted batteries were replenished using the different battery
charging modes, but due to less flexibility, battery swapping (BS) was preferred over
battery charging (BC). However, battery charging is not completely ruled out as
it causes less damage to the battery and the swapped batteries have to be charged
using battery charging. The forecasting on the arrival of EVs helps the station owner
to serve the customers and in optimizing the various cost(s) associated with BSS.
Metaheuristics help to arrive at the solutions at a faster rate when compared to the
traditional optimization techniques. BSV is the active mode of replenishing energy
which increases the effectiveness and efficiency of the battery swapping process.
Further, a case study is carried out to understand the need to serve the customer for
an unpredicted situation in the service station.

Keywords EV - BCS - BSS - BSV - Forecasting + Metaheuristics

1 Introduction

The depletion of fossil fuels, which is the primary source in the internal combustion
engine (ICE), led to the deployment of EVs. EV is a sustainable solution to reduce
greenhouse emissions as it has a very less carbon footprint. EVs have other bene-
fits such as improvement in local air quality, mitigation of global climate, and oil
conservation. Thus, EV is considered a clean energy vehicle. Many countries such as
India, UK, China, France, and the Netherlands started to reduce ICE vehicles which
primarily consume fossil fuels. EV sales have also increased drastically. The global
sales hit 2 million at the end of 2016, crossed 3 million by November 2017, reached 5
million by December 2018, and presently it totaled about 7.5 million units. Thus, the
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attention toward EVs is increasing day by day. Lack of charging points, cost, short
driving range/charge, long charging time, and a short lifetime with fast charging
are the factors that cease the development of EVs. Thus, many countries implement
creative solutions to attract the public toward EVs. Some of these are low parking
rates, low toll fees, and the ease to obtain license plates. However, these are not long-
term solutions for the constraints imposed by EV. BSS is a durable solution that can
increase the growth of EV further. Unlike in BCS where the battery is charged using
ports, in BSS, the EV battery is swapped with a high SOC battery. This will lower
the service time, increase the travel range of vehicles (using high-capacity batteries),
and the SOH of the battery is improved if the depleted batteries are charged using a
slow-charging method [1, 2].

The depleted EV batteries can be refueled by using three methods: battery swap-
ping (4-12 min to serve), battery swapping van, and battery charging. Battery
charging can be further classified into four modes: Mode 1, which is a slow-charging
method (230V, 16 A, AC with 7-15 h to charge); Mode 2, which is a normal charging
method (230 V/440 V, 32 A, AC with 3-8 h to charge); Mode 3, which is a fast-
charging method (230 V, 63 A, AC with 15-30 min to charge); and Mode 4, which
is a super-charging method (fast charging using DC with 8—10 min to charge) [3].
Figure 1 and Table 1 show an overview of EV battery refilling and the key differences
between battery charging and battery swapping, respectively.

From Table 1 it can be inferred that the battery swapping method is more flexible
than the battery charging method. However, it has a few shortcomings. The drawback
of a battery swapping station is its effective battery swapping architecture which can

‘!ﬂlﬁ ln
Power Plants Reuunbie B Communication

l Sources E\ (h:m m st'mon - FCB

Depleted Battery

EV/EV User BSV:App

o

FCB Production Battery Swapping Van BS Management
System

Fig.1 Overview of EV battery refilling [4]
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Table 1 Key differences between battery charging and battery swapping [1, 2, 5]

S. no. Basis of difference Battery charging Battery swapping
1 Service time Mode 1: 7-15h 4-12 min
Mode 2: 3-8 h
Mode 3: 15-30 min
Mode 4: 8—10 min
2 SOH Depends on the method | Improved if depleted battery is
of charging charged using slow charging
3 Mileage Relatively low High
4 Flexibility to owner of Does not provide Flexible
service station flexibility
5 Integration with Relatively tough Easier
renewables
6 Virtual power plant BCS does not act as a BSS acts as a virtual power
virtual power plant plant
7 Impact on grid Demands more power Balances the charging demand
from grid

be used for the operation of EV battery swapping stations. Another drawback is
because of the usage of a standardized battery with high energy density and high
mileage, a high recycling ratio has to be met whenever the battery gets swapped in
the swapping station that has flexible battery charging characteristics due to which
it has a smoother load profile in comparison to a fast-charging station (FCS) [4].
Though there is a superiority for BSS over BCS, the BCS is not completely ruled
out. The depleted batteries swapped with high SOC batteries in a BSS have to be
charged for future swapping. A BSS consists of three parts: (1) aBSS, (2) a standalone
BCS, and (3) a battery stock. A battery stock is a place where a fully charged battery
(FCB) is kept. This acts as a secondary source for a BSS when the BCS is unable
to meet the demands of BSS. Initially, when BSS was introduced into the market,
there were high expectations on it owing to its advantages. But unfortunately, Better
Place was recorded for bankruptcy in Israel in May 2013, Tesla Motor’s battery
swap program had to be kept silent for a while, and the State Grid Corporation of
China (SGCC) battery-swapping network also faced complications. The reason for
this tragedy was the high cost of a BSS. The various costs associated with a BSS are
(1) battery degradation cost, (2) electricity charging cost, and (3) cost associated with
battery stock. Battery degradation cost is the cost paid for the SOH of the battery. It
does not involve money transactions, but it is related to the quality of the battery. SOH
is a figure-of-merit of the condition of the battery compared to its ideal conditions.
It is expressed as a percentage. It is tempting for the owner to go for FC and Super-
charging methods of battery charging but he/she has to pay for a reduction in the
SOH of the battery. Electricity charging cost is the cost paid for charging the depleted
batteries. Battery stock cost is the cost afforded for purchasing FCB. Thus, the owner
of BSS has to carefully plan the charging of depleted batteries without much increase
in the costs associated with BSS. To achieve this, he/she should have an account on
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arrivals of EV at BSS prior. Traditional optimization algorithms (OTA) takes more
time to arrive at a solution(s) for the objective functions and the constraints involved
in cost(s) associated with BSS. Metaheuristics alleviate this difficulty by logically
exploring the search space, thus providing the near-optimal solution in less cost and
time.

The energy replenishment techniques for EV discussed until now come under
passive mode. In this mode, the user has to drive till BSS/BCS to get served. He/she
has to wait in the queue to get served in the service station, as it has limited capacity
to hold EVs. The works [6, 7] evaluate the average time spent by a customer in an
FCS using queuing theory. For optimal operation of an FCS, the average time spent
by a customer in the FCS was found to be 34.638 min. Thus, the average waiting
time in the queue will be 4.638 min. For a slow-charging station, the average waiting
time in the system will be far more as it takes nearly 7—15 h to charge an EV using
a slow-charging method. Though BSS can reduce the waiting time in the queue and
the system, the EV users on average have to wait for at least a few minutes before
they get served. This calls for an active mode of energy replenishment for EV. For an
inactive mode of service, the user need not necessarily have to reach the BSS/BCS
to get service, thereby eliminating the chance of the queue. A BSV will improve the
efficiency and effectiveness of the battery-swapping service by reducing the average
waiting time of an EV user to get served [4]. Moreover, artificial intelligence and
machine learning-based are some examples listed in [8—15]. A reader may also refer
to these applications.

The paper is organized as follows: Sect. 2 tells about the different forecasting
methods. Section 3 introduces the different metaheuristic algorithms; Sect. 4 focuses
on BSV, and finally, a case study is given in Sect. 5.

2 Forecasting on the Arrivals of EVs

The forecasting method is used for determining the number of EV batteries that
are needed in the BSS. In this paper, the focus is on two methods for forecasting:
(backpropagation) neural network and token system.

In the BP neural network model, the EV driving pattern is determined based on a
daily pattern for 8 days. The data training in the BP forecasting model is done using
historical forecasting and the data obtained from the study pattern is the number of
EVs used in 24 h. The BP forecasting is done based on the previous day’s study
which was carried out for 24 h. It is observed that the number of batteries that are
swapped is more during the weekends than the weekdays, as more customers travel
through the city and this BSS is situated at the exit tunnels of the city [16].

In the token system, there is a notice issued to the BSS by the customer asking for
battery swapping. Four charging methods are adopted in BSS to charge the batteries.
Two requirements have to be met to minimize the costs incurred in BSS: to maintain
the battery stock and reduce the damage caused due to battery charging methods.
Fast charging is preferred as it takes less duration to charge the battery but it causes
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more damage when compared to normal charging. To avoid this, the slow-charging
method is preferred, so there is a need to predetermine the number of batteries to be
charged using this method to maintain the SOC of the battery [17-19]. Forecasting
the arrival of EVs at BSS helps the owner of the station to schedule FCB for EV
battery swapping and battery charging for depleted batteries, thus building up a
cost-effective BSS.

3 Metaheuristics

For the viable operation of a BSS, it is necessary to optimize the costs associated
with it. There are two ways to approach an optimal solution: (1) using traditional
OTA (optimization algorithm) and (2) using heuristics. Traditional OTA uses two
methods: (1) direct search methods and (2) gradient-based methods. Direct search
methods use function values to arrive at the optimal solution, whereas gradient-based
methods use derivatives of the function to achieve the optimal solution. To prove the
solution to be global, the OT (optimization) problem should be a convex OT problem.
The main disadvantage of traditional OTA was when the derivative of a value in the
search space vanishes, gradient-based methods do not provide a solution, computa-
tion burden is involved in these algorithms, and the time taken to arrive at a solution
is quite high. But most of the time traditional OTA provides the solution. Heuristics
are short-cut methods to approach the optimal solution. These provide good enough
solutions in a limited frame or deadline. The solutions obtained using heuristics may
not be optimum and it will lead to poor decision-making on a limited data set but
the speed at which the solution arrives can cope up with the disadvantages. If the
search space is too large, it is so difficult to apply traditional OTA. Heuristics elimi-
nate this difficulty by evaluating only the subset of feasible solutions, thus the time
taken to arrive at a solution will be faster. The search in heuristic algorithms ends
when an optimum occurs or when the algorithm has undergone a specified number
of iterations. In most cases, the optimum is a local optimum. In the 1980s, a new
generation of metaheuristics was developed which upgraded the quality of heuris-
tics. Metaheuristic algorithms are a form of stochastic-based optimization technique
that is mostly drawn from nature and does not depend on the surface gradient and
so they are independent of the constraints, allowing the solution to escape entrap-
ment at local minima [20]. Metaheuristics are widely applied in combinatorial OT
problems such as travelling salesman problem (TSP). Many authors have used meta-
heuristic algorithms in the optimization of costs associated with BCS and BSS owing
to complexity and nonlinearity associated with objective function and the fastness
involved in metaheuristic algorithms. Termination occurs in metaheuristic algorithms
when (1) the number of iterations exceeds the given number, (2) the quality of the
current solution is adequate, (3) the number of iterations since the last best solution
exceeds a specified number, and (4) the neighborhood associated with the current
solution is empty or leads to bad solutions. They are independent of the domain of
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Table 2 Classification of metaheuristic algorithms [20]

S. no. Categories Examples
1 Evolutionary algorithms GE (genetic algorithm) [21, 17]
DE (differential algorithm) [17, 22]
2 Swarm intelligence PSO (particle swarm optimization) [17, 23-26]
Glowworm algorithm [27]
Pheromone/stigmergy ACO (ant colony optimization) [28]
4 Other nature-inspired Bat algorithm, cuckoo algorithm [29]

Artificial bee colony optimization [30]
Shuffled frog leaping algorithm (SFLA) [5, 31]

5 Escape from local minima TS (tabu search) [21, 32]
SA (simulated annealing) [21, 32]

the problem [20]. Table 2 is used to depict the categorization of the various meta-
heuristic algorithms, and the different characteristics of each algorithm are depicted
using Table 3.

4 Battery Swapping Van (BSV)

In the passive mode of replenishing energy, the user has to reach the service station to
get served. Battery charging and battery swapping methods fall under this category
where the EV user needs to travel to BSS/BCS for the service. The user will be
dissatisfied if there is a long queue in the service station and this further ceases the
development of EV. The other disadvantage is that every time the EV user has to
calculate the required SOC such that he/she can reach the service station without any
hurdle in the middle of the journey. Though BSS offers less waiting time in the queue
compared to BCS, if more flexibility is provided to the customers, this will attract
them to buy more EVs and the fellow customers will trade to EV from conventional
ICE. This flexibility is achieved through the active mode of replenishing energy
[7, 19, 33, 34]. BSV falls under this category which eliminates queues, repetitive
checks on the SOC of the battery. BSV converts the passive BSS to active BSS. BSV
will improve the efficiency and effectiveness of battery swapping service, reduces
latency, missing ratios, and range anxiety. BSV will provide fast, convenient, and
flexible BSS service. To understand the architecture of BSV the participants of the
entire system, their functions, relationships, and communications must be known.
Table 4 lists the functions of various participants involved in BSV. Through the BSV
app, the EV user can launch the battery swap request at any time. It is difficult to
serve using a single BSV when all customers launch the request at the same time.
Thus, the area/city under service has to be divided into n regions and according to the
density of EV users in the area, several BSVs should be assigned. If many requests
are coming at the same time from a particular region, there is a need of prioritizing
the appeals. Since the fundamental requirement for EV users is SOC, the users can
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Algorithm GE PSO DE
Parameters Population size, Population size, Population size,
termination criteria termination termination criteria (F),
crossover, and criteria crossover probability (pc)
mutation probability | Initial weight (w),
(Pc, Pm) acceleration
Distribution index (1) | coefficients
and (Mm) cl and c2
Selection Survival of the fittest | Always accept Greedy
(L +N) new solutions into
the population (.,
»)
Number of function | N, + N, T(maximum) | N, + N, T Ny +Np T

evaluations

Generation of new
solutions

Using other solutions

Using velocity
vector ppest and
Zhest (they are not
a part of the
solution)

Using other solutions (the
best solution is a part of the
population)

Best solution

Part of the population

Need not be a part
of the solution

Part of the population

Phases/conditions Crossover and Velocity and Mutation and crossover
mutation position update
Applications TSP, vehicle routing, | Container terminal | Transmission expansion
scheduling scheduling, data planning (TEP) problem,
mining selection of genes of DNA
microarray
Algorithm TS SA ACO
Parameters Tabu list (Lk), tenure | Temperature Pheromone density (txy),
period (t), schedule, inferior | attractive coefficient (nxy),
neighborhood set move, no. of coefficient of vaporization
(N(xk)), random value | iterations (N), (p), length of arc xy (Lxy)
(R), no. of iterations random value (R) | The algorithm has n nodes
(N) and m arcs
Selection Next search point xx4 | Next search point | Next node y is selected

is selected from N(xy)
using R

Xk+1 18 selected if
it satisfies the

from current node x using
probability calculations.

strategy The arc is selected based
on highest probability
Number of function |N N -
evaluations
Best solution From the feasible set | From the feasible | The path which has the

of solutions

set of solutions

least distance

(continued)
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Algorithm

GE

PSO

DE

Phases/conditions (i) xk+1 should be part | Accept xk41 if Probability calculation:
of N(x) Fiua) <FOa) | Py = (1) ()
(i) Xk NLg =0 otherwise
Rk < e ? where, a where:rxiy =
= (IF(xx) — F(xx
HH/T &
+ Dl (11— p)(rfy)<z Arjg.)
k=1
Where, Arfﬁ), is Amount of
pheromone deposited by
kth ant on arc xy = Lik
Applications Job scheduling Map coloring TSP, routing vehicles,
problem, TSP, QAP problem, TSP, protein folding
(Quadratic time-table
Assignment Problem) | scheduling

Table 4 Functions of each participant involving battery swapping process based on BSV [4]

S. Participant Function(s) of the participant
no.
BSV Responsible for battery swapping process
2 EV user Has to send details such as SOC, speed of EV, the direction
of travel through BSV App
3 BSS (i) To provide FCB to battery swapping van
(ii) To satisfy customers reaching BSS
4 BSV App (i) Provides details such as the distribution of BSS, BSV,
real-time battery swapping price to the EV user
(ii) Collecting payments from user
(iii) Location of the user
5 BS management system | (i) Releases real-time prices
(ii) Control of BSV app
(iii) Scheduling of BSV/BSS to the user
Battery charging facility | A secondary source of FCB to BSV
7 EV battery manufacturers | Manufactures standard battery for different EV brands

be prioritized based on the SOC of their EV battery. If the SOC is less than 15%,
then the EV is given priority 1 (highest), and if SOC lies between 15 and 20%, then
it is given priority 2; 20-25% of SOC is assigned to priority 3 and greater than 25%
SOC is given priority 4 (least).

Since the app does not impose any constraint on the launch of the request, improb-
able appeals should not be entertained. In such cases, a penalty is issued to the EV
user. If the user provides information about the direction of travel other than SOC, it
is easy to assign a BSV/BSS to the user. There should be communication between
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Table 5 Satisfaction levels for each priority as function of time [4]

Request Very satisfied Satisfied Acceptable
priority/satisfaction
1 SOC *d/s 2Th 3Th
2 (SOC-15%) * d/s max (SOC * d/s, 3Th
15%SOC * d/s + Th)
3 (SOC-20%) * d/s (SOC-15%) * d/s max (SOC * dJs,
20%S0OC * d/s + Tp)
4 (SOC-25%) * d/s (SOC-15%) * d/s max (SOC * dJs,
25%S0C * d/s + Tp)

different BSVs such that in the case of EV users change in the direction from one
region to another is easily notified [4].

Quality of service (QoS) plays a key role in the system, which is described using
queuing models. The satisfaction of the customers, once the battery got swapped with
a high SOC battery, determines the QoS of the battery swapping process based on
BSV. Both (satisfaction and QoS) are related by direction proportionality. EV users
will be very satisfied if the service is achieved before a change in his/her priority
level. Upon the change in the priority level satisfaction level also decreases. Thus,
the BS management system needs to schedule BSV to the user before the satisfaction
level crosses the acceptance mark. Table 5 shows different satisfaction levels based
on priority. Ty, is the threshold level which is constant (7.5% d/s < T, < 15% d/s) and
set according to request density [6, 32]. Energy replenishment using BSV increases
the effectiveness and efficiency of the BS process. However, it is difficult to serve
EV users only with BSV due to the randomness of requests and more demand during
peak hours. This calls for the integration of BSS and BSV when the user is served
with BS mode of replenishing energy.

5 Case Study

There are four modes of charging a depleted battery. Mode 1 uses slow charging
and takes around 7-15 h to get charged, thus maintaining the SOH of the battery.
This mode of charging can be used by just plugging the vehicle for charging in his
workplace. It is the cheapest and convenient charging method. Mode 2 is used for
normal charging (3-8 h) and is also known as opportunity charging, as the vehicle
users prefer this charging method when given a chance without much affecting the
SOH of the battery. It is usually found in public places and shopping malls [3].
Figure 2 shows the comparison of average mileage offered by the EV and its refilling
time when it is served using BC and BS methods [1]. Consider N EVs are arriving
at the charging station to get the battery replenished. The service provider finds it
difficult to serve all the EVs at the same time. Based on the SOC, the service is
provided to the EV user.
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Fig. 2 Comparison of average mileage offered by EV and its refilling time when it is served using
BC and BS methods [1, 3]

trery Swapping

Case I:When SOC is between 50 and 80%. Since the SOC lies in the given range,
the battery is refueled at BCS. Mode 3 and Mode 4 are used to charge the batteries
in a few minutes (4—12 min). Mode 3 is fast charging as it takes a few minutes to get
charging but the SOH of the battery gets affected, so it is mostly not preferred by the
user. Mode 4 charging can only happen when a match happens for the battery.

Case 2:When the SOC is <50%. Since the SOC is <50%, the battery is refueled at
BSS and the depleted battery gets swapped with the battery having the highest SOC
present at that time and is done in a few minutes. In case the user is far away from the
BSS, then the user is served by BSV which would be moving with the fully charged
batteries and the depleted batteries are swapped with fully charged ones.

6 Conclusions

In this paper, the observations made between BS and BC conclude that BS is benefi-
cial to the owner of the station as mentioned in Table 1. The forecasting on the arrival
of EVs proves to be an advantage to the owner in terms of pre-determining the number
of batteries that have to be made available at the station and it also reduces the cost
incurred due to tariff. Optimization techniques are used to determine the number of
FCBs from a battery stock, scheduling of depleted batteries to BCS can prove to be a
complex approach in terms of time. Metaheuristics is a branch of operations research
that helps to obtain solutions at a faster rate. BSV an active mode of replenishing the
energy is used to serve the customers who are far away from the station and reduces
the waiting time for the users. The case study provides an insight on all the three
energy refueling methods and it can be inferred that when the customer is near the
station, the customer will be provided with service from BCS or BSS based on the
SOC of the battery, and when the user is far from the station, BSV can be used to
serve the customer.
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A Study of iOS Machine Learning )
and Artificial Intelligence Frameworks i
and Libraries for Cotton Plant Disease
Detection

Sandeep Kumar, Rajeev Ratan, and J. V. Desai

Abstract Identifying plant disease from leave images using machine learning and
artificial intelligence algorithm is a recent trending research area in the technology
and agriculture domain. It will fill the gap between hi-tech technology and the old
traditional way of doing agriculture. This paper outlines a study of different iOS
mobile machine learning and artificial framework and libraries which can be used
in plant disease detection in agriculture. This paper also discusses the efficient use
of these libraries in the iOS mobile app for better results. Many iOS ML and Al
libraries have been studied which can be used directly in the iOS app with offline
support, which means without interacting with the server and python language. The
main criteria for selecting these libraries are mainly using the libraries directly in
the 10OS app using either Swift or Objective-C programming language. This will
remove the dependency on server-side implementation and the needs of the python
programming language. This study is used in designing the architecture of the iOS
app for plant leaf disease detection and cotton plant disease classification.

Keywords iOS - Machine learning - Artificial intelligence - Cotton leaf - Disease
detection * Offline i0OS app * CreateML - Apple - Tensor flow + Swift for
TensorFlow - Classification

1 Introduction

In India, we are still dependent on agriculture. Nearly 70% of the Indian population
relies on agriculture [1, 2]. In rural India, the main source of income for people is
farming. Almost, three main crops are taken by the farmers in a season based on the
regional crops. Cotton is one of the most commercial crops in India where farmers
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get good capital. Different species of cotton is used in India at different parts of the
country at different time. In northern India, the cotton crop is mainly done from April
to November month, while on the southern side of India, the cotton crop is done in
the winter season.

Four main species of cotton are used in India. These are Gossypium arboreum, G.
herbaceum, G. hirsutum, and G. barbadense. The G. hirsutum is the dominant species
that contribute to 90% of total cotton harvesting. Even cotton is one of the commercial
crops, but disease plays a crucial role in the production of cotton and impacts the
income of the farmer. The cotton crops very easily get affected by the diseases.
Many times, the farmers take these diseases casually or face issues to identify the
disease, which leads to crop damage and loss of money. Every disease has a different
diagnosis technique to overcome disease. As of now, there is no technical handy
way available for farmers through which they can identify the disease and farmers
still depend on the manual way of disease identification or they rely on their own
experience which sometimes leads to wrong disease identification, and wrong way
of diagnosis again leads to more damage to the crops and loss of more money. Each
disease has a different period to affect the plant and farmers need to keep checking
the crop from infection. This way of identifying the diseases is a very lengthy process
and requires some care while selecting the pesticide.

Keeping all these scenarios in mind, there is a need for some automatic disease
detection systems which will help farmers and make their life easy. If this can be done
by using the mobile app without internet dependency it would give a huge advantage
to the farmers. Nowadays, everyone in the family has a smartphone that will be used
for disease identification. This paper gives an overview of the iOS mobile app libraries
and frameworks which can be used in cotton leaf disease detection using the iOS
app. These libraries will be used for disease classification and detecting the disease
from the camera-captured image from the real field, which would help farmers to
instantly identify the disease and give the recommended diagnosis pesticide also.

The success of this system will depend on how much precision the system works
on the image classification and ML techniques. The huge real image data sets will
be required. The significance of this paper is important as it helps in identifying the
correct ML and latest libraries that can be used easily in the iOS app. Many i0S
open-source libraries have been studied which are available for use. Also listed are
some of the best libraries based on the direct use of the ML model in the iOS app.
Technology is changing every year and each time there will be more sophisticated
and efficient libraries available. In this paper, the regular updates of libraries based
on the latest changes and brand of libraries are also kept in consideration. This paper
also presented the usage of these libraries for better results of cotton leave disease
detection. Moreover, the reader may refer to [3—13] for better understanding and
implementation of different AI and ML approaches in a simple way.
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2 Related Works

Shah et al. [14] have examined the identification and classification of rice diseases.
The paper outlines the rice disease types and their root cause. The paper also displays
the identification and measurement operations of image processing in the identi-
fication of disease. A comparative study of different segmentation techniques is
presented. The paper displays the analysis of machine learning operations applied in
rice disease identification.

Shinde and Kulkarni [ 15] outlined the prediction model using the sensors to collect
the field data and then implement the algorithm for disease detection. The alert system
also reviews the notification system which alerts the farmers of the unusual condition.
The study reviews the IoT and machine learning (ML) techniques that are used in
the system.

Shirahatti et al. [16] surveyed the different types of machine learning (ML) tech-
niques that are used in plant disease identification. The paper presented the compar-
ative study of different types of techniques with their advantages and disadvantages.
These machine learning (ML) methods will help the system in identifying diseases
that happened on plants by processing the images and the system will send the disease
information to the farmers.

Shruthi et al. [17] outlined the different stages of plant disease identification
system and systematic observation study on machine learning (ML) classification
techniques for the detection of plant disease. As per the survey, it perceives that the
convolutional neural network (CNN) has high accuracy and identifies more diseases
of multiple crops.

Asokan and Anitha [18] present a detailed analysis of different image processing
techniques for analyzing satellite images. Some popular machine learning-based
image processing techniques are presented with a detailed review. Also, a detailed
comparison of various techniques along with limitations is performed.

3 Cotton Leaf Diseases

There are four harvesting species of cotton, viz., Gossypium arboreum, G.
herbaceum, G. hirsutum, and G. barbadense. 90% of total production is contributed
to the G. hirsutum species. The following seven types of diseases are known in cotton.

3.1 Bacterial Blight

Bacterial blight [19], also known as angular leaf spot, is caused by the bacterium,
Xanthomonas citri PV. malvacearum. Bacterial blight starts as small, water-soaked
spots on leaves.
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3.2 Fungal Leaf Spots

These are purple circular color spots or ring type in shape. These are of Alternaria
leaf spot, and the disease caused by phytopathogenic fungi utilizes different mecha-
nisms like synthesis and liberation of cell wall degrading hydrolytic enzymes, toxin
production, and synthesis of metabolites which do against the normal growth.

3.3 Grey Mildew

The disease causes premature defoliation and immature bolls in many susceptible
genotypes. Irregular to angular pale spot develops on the bottom surface, usually
wrapped by veinlets.

3.4 Boll Rot

This is an intricate disease caused by several fungal pathogens like Fusarium monil-
iforme, Colletotrichum capsici, Aspergillus flavus, A. niger, Rhizopus nigricans,
Nematospora nagpuri, and Botryodiplodia sp.

3.5 Root Rot

The disease indication starts at the time when the plant becomes mature. The most
important is that the symptoms are quick and patches on the plant appear quickly.
The leaves start dying suddenly within few days.

3.6 Leaf Curl

The disease is caused by the CLCuD (cotton leaf curl disease)—begomoviruses are
upward or downward leaf curling, vein-thickening, and foliar discoloration. When
the leaves are infected in the early stages, the shortened internodes are commonly
observed, and the plants have a stunted appearance.



A Study of iOS Machine Learning and Artificial Intelligence Frameworks ... 263

T.able 1 Category of cotton Scientific name Disease name Affected area
diseases
Xanthomonas citri pv. | Bacterial blight | Leaves, lesion ball
malvacearum
Alternaria alternata Fungal leaf spots | Leaf
Ramularia Grey Mildew Leaf
gossypii/Cercosporella
gossypii
Fusarium moniliforme | Boll rot Boll
Rhizoctonia solani Root rot Boll
Cotton leaf curl virus | Leaf curl Leaf
anthocyanosis Leaf reddening | Leaf

3.7 Leaf Reddening

The leaf color is identified by pigment content and concentration. Generally, pigments
are present in cotton leaves that include chlorophylls, carotenoids, tannins, and antho-
cyanins. The different disease categories with scientific names and affected areas are
explained in Table 1.

4 Methodology—Usage of Libraries

Every library/framework will have a set of characteristics in terms of usage. Below
are the details about the integration and usage of each library/framework.

4.1 CoreML

This is the i0S native framework by Apple Inc. The CoreML [20] is used to integrate
ML models into the iOS app. The CoreML feature provides a complete representation
of all types of models which can be used in making the prediction, and to train,
optimize the models on iOS devices.

The high-level design of the CoreML in the iOS app is shown in Fig. 1. The
different layers of artificial intelligence networks are described in Fig. 1.

The CoreML uses the CPU, GPU while optimizing the on-device performance and
minimizing the memory and power usages. The requirement of a network connection
is omitted when the model runs on iOS devices. The data on iOS devices are securely
stored.

CoreML Supports:

e Images analysis, i.e., vision
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Your app

Vision Natural Language Speech Sound Analysis

Core ML

Accelerate and BNNS Metal Performance Shaders

Fig. 1 A high-level overview of CoreML in i0S

e The processing of the text, i.e., natural language
e Converting the audio file into text, i.e., speech
e Sound analysis for sound identification in an audio file.

4.1.1 Usage of the Framework for Plant Diseases Detection

Every library/framework will have a set of characteristics in terms of usage. Below
are the details about the integration and usage of each library/framework.

CoreML Request

The instance of VNCoreMLRequest can be created using the model class. CoreML
supported model can be created using the CreateML [21] mac application.

The core model instance is created using the VNCoreMLModel class by passing
the model name.

Now, once the model instance is created, the CoreML request instance is created
by using the VNCoreMLRequest class and passing the model name as an argument.
Once, the code ML request instance is created then another property of the instance
is set like cropAndScaleOption, etc.

The completion handler call-back is set to catch the response of the request and
to further process the request.
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Run the Vision Request

An instance of VNImageRequestHandler will be created with an image to be
processed. This method will run synchronously by using a background dispatch
queue while requests execute to avoid the main queue gets blocked.
The DispatchQueue.global GCD function is used to run the code asynchronously.
Now, with the handler instance, the “perform’ function is called which will operate.
The operation will run in the try block, and the error is also caught as part of the
error handling process.

Handle Image Classification Result

The completion handler will handle the result either succeeded or error.

The result of the request is processed further to display the result. The operation
will be performed in an asynchronous GCD block. The array of the result is fetched
using the ‘results’ property in the request.

The ‘result’ will always give ‘VNClassificationObservation’ object which is
specified by the CoreML model.

So, using image classification, the sets of healthy and disease images will be used
to create the model, and based on the confidence of the model the image result will
be shown.

4.2 Swift for TensorFlow

Swift for TensorFlow is an ML platform that supports the Swift language. Using
this library, the python modules can be imported in Swift and can call the python
functions, and the values between python and Swift can also be converted.

4.2.1 Integration of TensorFlow in iOS Project

The different ways of TensorFlow code integration into the iOS project are described
in [22].

4.2.2 TImport Python Module

The python model is imported into the iOS project by checking availability using the
‘if” pragma.
#if canlmport(PythonKit)
If this is successful then using the ‘import’ keyword, the model is imported.
import PythonKit
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If PythonKit is not available then in the ‘else’ case simply import the Python
module.

import Python

In Swift, ‘PythonObject’ gives the reference of a python library object. All APIs
related to the python library will use and also return the ‘PythonObject’ instance.

Usage example:

let nmpy = Python.import(“numpy’’)

NSLog(nmpy)
let someZeros = nmpy.ones([3, 2])
NSLog(someZeros)

4.2.3 Create a Model

import TensorFlow

let hiddenSizeCount: Int = 20
struct Model NAME: Layer {

var swiftLayerl = Dense<Float>(inputSize: 8, outputSize: hiddenSizeCount,
activation: relu)
var swiftLayer2 = Dense<Float>(inputSize: hiddenSizeCount, outputSize:

hiddenSizeCount, activation: relu)
var swiftLayer3 = Dense<Float>(inputSize: hiddenSizeCount, outputSize: 6)

(@differentiable
func callAsAFunction(_ input: Tensor<Float>) -> Tensor<Float> {
return input.sequenced(through: swiftLayer1, swiftLayer2, swiftLayer3)

}
}

var modelObject = Model NAME()

The above is a flow of how to create the model, and the parameters of actual model
creation will vary and depend on the requirement.

Now, the trained model can make some predictions. The accuracy and performance
of the model can be checked with the test data set. An optimizer like SGD is used to
optimize the model to overcome the underfit and overfit problems.

4.2.4 Optimizer

To minimize the loss function, the optimizer will apply the computed gradient to the
model variable. The loss function is like a curved surface and by walking around, it
finds the lowest point. By iterating, it calculates the loss function and gradient for
each batch, and it will adjust the model during training. Over time, to minimize the
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loss, the best combination of the model’s weight and bias can be obtained. For the
best model prediction, the loss should be minimum.

During the training, the Swift for TensorFlow has many optimization techniques.
The stochastic gradient descent (SGD) algorithm will be implemented by the SGD
optimizer.

The learning rate sets the step size to take for each iteration down the hill. This is
a hyperparameter that will commonly adjust to achieve better results.

let optimizer1 = SGD(for: modelObject, learningRate: 0.03)

let (lossl, grads) = valueWithGradient(at: modelObject) { modelObject ->
Tensor<Float> in

let logits1 = model(firstTrainFeatures1)

return softmaxCrossEntropy(logits: logits1, labels: firstTrainLabels1)

}

optimizerl.update(&modelObject, along: grads)

let logitsAfterOneStepl = model(firstTrainFeatures1)
let lossAfterOneStepl = softmaxCrossEntropy(logits: logitsAfterOneStepl, labels:
firstTrainLabels1)

4.2.5 Train the Model

Importing and parsing the data set
Model type selection

Model training

Evaluation of the model’s effectiveness
For prediction, use the trained model.

For plant disease detection, the sets of images are used to classify healthy and
unhealthy leaves. The disease name labeled images set can be used to identify the
diseases.

5 Result

Inrecent years, a lot of development and research has been done in machine learning
and the artificial domain. The earlier studies are m