
Lecture Notes in Electrical Engineering 768

Anuradha Tomar
Hasmat Malik
Pramod Kumar
Atif Iqbal   Editors

Machine Learning, 
Advances in 
Computing, 
Renewable Energy 
and Communication
Proceedings of MARC 2020



Lecture Notes in Electrical Engineering

Volume 768

Series Editors

Leopoldo Angrisani, Department of Electrical and Information Technologies Engineering, University of Napoli
Federico II, Naples, Italy
Marco Arteaga, Departament de Control y Robótica, Universidad Nacional Autónoma de México, Coyoacán,
Mexico
Bijaya Ketan Panigrahi, Electrical Engineering, Indian Institute of Technology Delhi, New Delhi, Delhi, India
Samarjit Chakraborty, Fakultät für Elektrotechnik und Informationstechnik, TU München, Munich, Germany
Jiming Chen, Zhejiang University, Hangzhou, Zhejiang, China
Shanben Chen, Materials Science and Engineering, Shanghai Jiao Tong University, Shanghai, China
Tan Kay Chen, Department of Electrical and Computer Engineering, National University of Singapore,
Singapore, Singapore
Rüdiger Dillmann, Humanoids and Intelligent Systems Laboratory, Karlsruhe Institute for Technology,
Karlsruhe, Germany
Haibin Duan, Beijing University of Aeronautics and Astronautics, Beijing, China
Gianluigi Ferrari, Università di Parma, Parma, Italy
Manuel Ferre, Centre for Automation and Robotics CAR (UPM-CSIC), Universidad Politécnica de Madrid,
Madrid, Spain
Sandra Hirche, Department of Electrical Engineering and Information Science, Technische Universität
München, Munich, Germany
Faryar Jabbari, Department of Mechanical and Aerospace Engineering, University of California, Irvine, CA,
USA
Limin Jia, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China
Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland
Alaa Khamis, German University in Egypt El Tagamoa El Khames, New Cairo City, Egypt
Torsten Kroeger, Stanford University, Stanford, CA, USA
Yong Li, Hunan University, Changsha, Hunan, China
Qilian Liang, Department of Electrical Engineering, University of Texas at Arlington, Arlington, TX, USA
Ferran Martín, Departament d’Enginyeria Electrònica, Universitat Autònoma de Barcelona, Bellaterra,
Barcelona, Spain
Tan Cher Ming, College of Engineering, Nanyang Technological University, Singapore, Singapore
Wolfgang Minker, Institute of Information Technology, University of Ulm, Ulm, Germany
Pradeep Misra, Department of Electrical Engineering, Wright State University, Dayton, OH, USA
Sebastian Möller, Quality and Usability Laboratory, TU Berlin, Berlin, Germany
Subhas Mukhopadhyay, School of Engineering & Advanced Technology, Massey University,
Palmerston North, Manawatu-Wanganui, New Zealand
Cun-Zheng Ning, Electrical Engineering, Arizona State University, Tempe, AZ, USA
Toyoaki Nishida, Graduate School of Informatics, Kyoto University, Kyoto, Japan
Federica Pascucci, Dipartimento di Ingegneria, Università degli Studi “Roma Tre”, Rome, Italy
Yong Qin, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China
Gan Woon Seng, School of Electrical & Electronic Engineering, Nanyang Technological University,
Singapore, Singapore
Joachim Speidel, Institute of Telecommunications, Universität Stuttgart, Stuttgart, Germany
Germano Veiga, Campus da FEUP, INESC Porto, Porto, Portugal
Haitao Wu, Academy of Opto-electronics, Chinese Academy of Sciences, Beijing, China
Junjie James Zhang, Charlotte, NC, USA



The book series Lecture Notes in Electrical Engineering (LNEE) publishes the
latest developments in Electrical Engineering - quickly, informally and in high
quality. While original research reported in proceedings and monographs has
traditionally formed the core of LNEE, we also encourage authors to submit books
devoted to supporting student education and professional training in the various
fields and applications areas of electrical engineering. The series cover classical and
emerging topics concerning:

• Communication Engineering, Information Theory and Networks
• Electronics Engineering and Microelectronics
• Signal, Image and Speech Processing
• Wireless and Mobile Communication
• Circuits and Systems
• Energy Systems, Power Electronics and Electrical Machines
• Electro-optical Engineering
• Instrumentation Engineering
• Avionics Engineering
• Control Systems
• Internet-of-Things and Cybersecurity
• Biomedical Devices, MEMS and NEMS

For general information about this book series, comments or suggestions, please
contact leontina.dicecco@springer.com.

To submit a proposal or request further information, please contact the
Publishing Editor in your country:

China

Jasmine Dou, Editor (jasmine.dou@springer.com)

India, Japan, Rest of Asia

Swati Meherishi, Editorial Director (Swati.Meherishi@springer.com)

Southeast Asia, Australia, New Zealand

Ramesh Nath Premnath, Editor (ramesh.premnath@springernature.com)

USA, Canada:

Michael Luby, Senior Editor (michael.luby@springer.com)

All other Countries:

Leontina Di Cecco, Senior Editor (leontina.dicecco@springer.com)

** This series is indexed by EI Compendex and Scopus databases. **

More information about this series at http://www.springer.com/series/7818

mailto:leontina.dicecco@springer.com
mailto:jasmine.dou@springer.com
mailto:Swati.Meherishi@springer.com
mailto:ramesh.premnath@springernature.com
mailto:michael.luby@springer.com
mailto:leontina.dicecco@springer.com
http://www.springer.com/series/7818


Anuradha Tomar · Hasmat Malik · Pramod Kumar ·
Atif Iqbal
Editors

Machine Learning, Advances
in Computing, Renewable
Energy and Communication
Proceedings of MARC 2020



Editors
Anuradha Tomar
Electrical Engineering Group
Eindhoven University of Technology
Eindhoven, The Netherlands

Pramod Kumar
Department of Computer Science
and Engineering
Krishna Engineering College
Ghaziabad, India

Hasmat Malik
BEARS
University Town
NUS Campus
Singapore, Singapore

Atif Iqbal
Department of Electrical Engineering
Qatar University
Doha, Qatar

ISSN 1876-1100 ISSN 1876-1119 (electronic)
Lecture Notes in Electrical Engineering
ISBN 978-981-16-2353-0 ISBN 978-981-16-2354-7 (eBook)
https://doi.org/10.1007/978-981-16-2354-7

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Singapore Pte Ltd. 2022, corrected publication 2022
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-16-2354-7


Preface

The papers presented at the 2nd International Conference on Machine Learning,
Advances in Computing, Renewable Energy and communication (MARC2020) held
at Krishna Engineering College in Ghaziabad, Uttar Pradesh, India, on December
17 and 18, 2020, are compiled in this volume. The International Conference on
Machine Learning, Advances in Computing, Renewable Energy and communica-
tion focuses on advanced research in the area of electrical and computer science
engineering and will provide a forum for sharing insights, experiences and interac-
tion on various facts of evolving technologies and patterns related to these areas. The
objective of MARC 2020 is to provide a platform for leading academic scientists,
researchers, scholars and students to get together to share their results and compare
notes on their research discovery in the development of electrical engineering and
high-performance computing. Numerous participants attended the conference, made
technical presentations and indulged in various technical discussions. The number of
papers published in this volume and the number of unpublished presentations at the
conference indicate the evidence of growing interest among students, researchers and
teachers in manufacturing and advanced computing. More than 300 research papers
were submitted, out of which 57 were accepted and presented.

Wewould like to extend our sincere gratitude to Springer LNEE for givingKrishna
Engineering College the opportunity and the platform to organize this conference
which helped in reaching out to eminent scholars and fellow researchers in the field
of electrical and computer science engineering and helping them in widening the
areas of the subject.

We thank all the contributors of this book for their valuable effort in producing
high-class literature for research community. We are sincerely thankful to the
reviewers to provide all the reviews/comments/suggestions in a short period of time.

We express sincere gratitude to our patrons, Dr. Sandeep Tiwari, Krishna Engi-
neering College, Ghaziabad, and Dr. Sukumar Mishra, IIT Delhi, for their motiva-
tion and support in hosting MARC 2020. Our sincere thanks and appreciation to
our General Chairs, Dr. Bijaya Ketan Panigrahi, IIT Delhi, and Dr. Dugesh Pant,
USAC & USERC, Dehradun, India, for their solid support blended with encourage-
ment and incomparable motivations to achieve the remarkable milestone.We wish to
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vi Preface

acknowledge our gratitude to Program Chairs, Dr. Yog Raj Sood, NIT Hamirpur, and
Dr. Sudeep Tanwar, Nirma University, Ahmedabad, to set the tone of the conference
at the higher launch. We sincerely acknowledge all the keynote speakers for dissem-
inating your knowledge, experience and thoughts. We express our sincere gratitude
to the Management of Krishna Engineering College, Conference Executive Chair,
Publication Chair and Technical Committee Members for their kind support and
motivation.

We wish to thank our colleagues and friends for their insight and helpful discus-
sion during the production of this book. We would like to highlight the contribu-
tion, suggestion and motivation of Prof. Imtiaz Ashraf, Aligarh Muslim University,
India; Prof. M. S. Jamil Asghar, Aligarh Muslim University, India; Prof. Salman
Hameed, Aligarh Muslim University, India; Prof. A. H. Bhat, NIT Srinagar, India;
Prof. Kouzou Abdellah, Djelfa University, Algeria; Prof. Jaroslaw Guzinski, Gdansk
University of Technology; Prof. Akhtar Kalam, Victoria University of Technology,
Australia; Prof. Mairaj Ud Din Mufti, NIT Srinagar, India; Prof. Majid Jamil, JMI,
India; Prof. A. P. Mittal, NSUT Delhi, India; Prof R.K Jarial, NIT Hamirpur (HP),
India; Prof. Rajesh Kumar, GGSIPU, India; Prof. Anand Parey, IIT Indore, India;
and Prof Yogesh Pandya, PIEMR Indore, India.

We would like to express our gratitude to our family members for their love and
affection and for their intense feeling of deep affection.

Woodlands, Singapore/Delhi, India
JSS, Noida India
KEC, Ghaziabad, India
Doha, Qatar

Dr. Hasmat Malik
Dr. Anuradha Tomar
Dr. Pramod Kumar

Prof. Atif Iqbal
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Control Plane Systems Tracing
and Debugging—Existing Problems
and Proposed Solution

Gleb Peregud, Maria Ganzha , and Marcin Paprzycki

Abstract Hierarchical control plane systems are hard to debug and reason about,
among others, because of the prevalence of intent-driven actuation. Moreover, an
industry-adopted distributed systems tracing model, called OpenTracing, does not
handle activity tracing in presence of coalescing effects,materializing in control plane
systems, e.g., cloud platforms and build systems. The goal of this contribution is to
outline a solution for reasoning about such systems, by creating a novel distributed
systems tracing mechanism, based on an extension of the OpenTracing model.

Keywords Distributed systems tracking · Provenance tracking · Hierarchical
control plane systems · Build systems

1 Introduction

The complexity of computer systems is growing [1] and results in individuals’ losing
ability to fully comprehend systems they create/use. Today, programs may be devel-
oped by tens of thousands of developers [2, 3]. Moreover, there exist services with
millions of lines of code, with thousands of Remote Procedure Call interfaces [4].
The growth of system complexity is followed by the increasing complexity of soft-
ware automation. Today, it ranges from simple build systems (Make [5]), through
imperative automation systems (Puppet [6]), to complex multi-cloud systems (Ter-
raform [7]), which become too complex for individual developers. For instance,
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understanding a complex service deployment would require expertise in Terraform,
Docker [8], Linux kernel, Kubernetes [9], cloud provider API(s), and deployment
requirements of the servers. Among the most complex automation systems, are the
cloud services [10, 11]. They serve public APIs to cloud customers and drive the
cloud infrastructure.

1.1 Intent-Driven Actuation

Deployment systems are shifting from an imperative execution model (like Ansible),
to a declarative-first model (like Terraform). They follow a scheduling policy to reach
an intended state, executing a sequence of, usually small/restricted, imperative steps.
We call these intent-based systems, and their execution an intent-driven actuation.
For example, Kubernetes is an intent-based system: its API objects [12] describe
the desired state (user intent) and the system match updates the cluster to match it.
Furthermore, deployment systems (NixOps [13]) and modern build systems [14, 15]
employ intent-driven actuation. They build a new instance of a target object from the
scratch, based on the specification, and replace the current object with the new one
(imperative operation).

1.2 Coalescing Effects

Systems that employ intent-driven actuation exhibit the coalescing effects. In general,
coalescing occurs when work units (frommultiple requests) are batched, before joint
execution [16]. In build systems, coalescing effect occurs in a “diamond dependency
graph”, since the shared dependency is built in response to both incoming requests.
Here, no single attribution of causality is possible. Overall, coalescing effects change
the relationship between requests and activities in the system from one-to-many to
many-to-many.

In intent-driven actuation, coalescing effects appear as actuation aggregates “mul-
tiple intents”. Here, actuation can take an “arbitrary path” between the current state
and the desired state. The system can choose to batch user requests and satisfy them
all at once, to execute multiple actions based on a single request, or do something
in-between. Let us illustrate this with a few examples:

• If two consecutive requests desire the same state, only one is acted upon.
• If two consecutive requests modify the same property, in quick succession, only
the latter actuation is likely to occur, due to the, so-called, debouncing.

• If three requests modify the state in quick succession from A to B, to C , and back
to B, typically only the actuation from A to B will be executed.
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• If a request considerably changes the desired state, the automation system will
perform a series of actions over a long period of time. For example to deliver
10,000 VMs, the cloud will not start them instantaneously, but over time.

Observe that a combination of such behaviors results in arbitrary relationships
between requests and actuations. This makes the majority of debugging tools inac-
curate. In this context, a widely adopted industry approach to reasoning is distributed
systems tracing, and the most popular tools followOpenTracing model [17] based on
Google’s Dapper. However, this model does not handle coalescing effects (see [16]).

1.3 Control Plane Systems

Coalescing effects are present in control plane systems, in the upper layers of cloud
service stacks. Cloud APIs can be imperative, declarative, or both. Imperative API
allows direct actions on cloud resources. Declarative API allows users to declare an
arbitrarily complex intent with a single call. An example of such desired intent is a
shape of service deployment, e.g., size and regional distribution of a group of virtual
machines. Typically, declarative API calls trigger asynchronous work changing the
deployment to match the desired state.

Additionally, in Platform-as-a-Service (PaaS) and Infrastructure-as-a-Service
(IaaS) solutions, deployment systems may be provided as services. For example, any
PaaS offering Kubernetes API exposes an intent-based solution. It can be assumed
that PaaS offerings from Amazon Web Services, Google, or Azure combine their
systems scale with complex execution models of intent-based systems.

1.4 Hierarchical Control Plane Systems

In industry practice, some cloud service APIs are implemented on top of other cloud
services. For example, Google Cloud Functions (GCF) runs on top of Google Cloud
Run (GCR), which runs on top of Google Kubernetes Engine (GKE). In turn, GKE
runs on top of Google Cloud Engine (GCE). Hence, the control plane systemmay be
hierarchical, and the hierarchy can have quite a complex structure of dependencies
making it hard to be reasoned about.

1.5 Build Systems in Control Plane Systems

Let us now consider that control plane systems, with declarative APIs, need to be
provided with the desired state. Build system outputs are often used for this pur-
pose. For example, Infrastructure-as-Code (IasC) model recommends treating ser-
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vice deployment as any other code—to be built and tested using build systems. Here,
the Bazel build system can define the desired shape of Kubernetes deployments [18].
Immutable infrastructure [19]model often prescribes the use of theDocker containers
and Docker’s primitive build system [15].

Furthermore, build/build-like systems are often parts of control plane systems.
For example, Terraform Cloud [20] and EPAM Cloud [21] execute Terraform plan-
ning process as part of their API. Tools like NixOps [13] and Disnix [22] define
deployments end-to-end, starting with individual binaries, through the VM/container
images, to the “shape of the cloud”.

2 Problem Statement

Hierarchical control plane systems employing intent-driven actuation (HCPS) are
hard to reason about. These aremulti-layered systems,with a large number of servers.
Hence, reasoning about them requires tracing both their activities and mutations of
the state, managed by any layer of the system. A control plane system in a cloud
service is inevitably multi-tenant. The behavior of individual tenants can affect how
other tenants are being served and can affect the health of the system. Since such
interactions are difficult to reproduce, tools providing information about the control
plane system must be always on. Understanding system behavior requires observing
related activities and associated state changes across many services and machines.
Given that these systems are developed by large organizations with multiple teams,
it may not be obvious which services are used for a given request.

The aim of undertaken work is to propose a debugging solution, applicable to a
hierarchical control plane system employing intent-driven actuation.

3 Related Work

To address this problem, it is necessary to collect data about the state of a HCPS.
Here, four related areas can be identified: distributed systems tracing, monitoring
and logging, provenance tracking, and build systems.

3.1 Distributed Systems Tracing

The state-of-the-art solutions for distributed tracing closely follow the OpenTracing
model. The OpenTracing approach uses “tainting”, where an incoming request is
“tainted” with a unique identifier. It is propagated across all activities participating
in handling the request. This has been standardized by W3C as the Trace Context
recommendation [23].
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Tainting propagates a single identifier only, hence it cannot deal with coalescing
effects. None of OpenTainting open-source implementations solve this problem.
Let us note that intent-driven actuation cannot be faithfully recorded using tree-
shaped execution traces, where an actuation may be linked with more than one
incoming request. Hence, intent-based systems necessitate a more flexible model.
Note also that the tainting model cannot be efficiently extended by propagating a set
of trace identifiers instead of a single one, due to super-linear storage requirements
and duplication of spans.

3.2 Monitoring and Logging

Monitoring and logging mechanisms allow capturing metrics and unstructured log
entries. Metrics are most suitable to capture aggregated statistics of the system. They
can be labeled with additional information, allowing finer-grained view, but they
still deliver aggregated numbers [24]. Logging mechanisms are typically based on
unstructured log entries.Neithermechanism is suitable to track relationships between
incoming requests and individual work units.

3.3 Provenance Tracking

Coalescing effects are associated with shared mutable states. Hence, provenance
tracking becomes relevant, as it allows tracking state objects, their mutations, and
relations. It is related to database provenance (data lineage tracking). Provenance
traces [25] track provenance at query time. This is a bottom-up approach using the
proposed formal language. The solution generates very large traces, as all transfor-
mations are recorded. If applied naively, this approach is not feasible for a large-scale
control plane system, since it (1) requires writing from scratch and (2) does not allow
precise specification of which tracking data is to be gathered.

It has been recognized [26] that provenance tracking in clouds requires aggrega-
tion across multiple layers of the environment. Provenance tracking has been applied
in intent-based control plane systems in networking. Intent-based networking (IBN)
concerns automated and policy-aware network management [27]. ProvIntent [28] is
a framework extension for the SDN control plane that accounts for intent semantics.
It extends the ProvSDN [29] to explicitly incorporate intent evolution in provenance
tracking. It uses the W3C PROV data model.

W3C PROV expands on OpenProvenance model (OPM) [30] as data model for
provenance on theWeb. It is sufficiently expressive to represent coalescing effects—
it can represent non-tree-shaped activities and it can record objects as triggers for
activities. However, the PROV model is not suitable since: (1) Most activities in
HCPSs do have a tree-shaped control flow. Here, PROV Activities have to be rep-
resented using wasStartedBy and wasEndedBy relations, causing substantial storage
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overhead. (2) While [31] proposes the use of OPM to represent message passing in
distributed systems, the proposed representation is verbose compared to OpenTrac-
ing. (3) PROV model is expressive and complex much beyond OpenTracing. This
complexity could hinder its adoption in the industry. Systems like SPADE [32] do
use the PROV model to capture provenance data in distributed settings. SPADE is
focused on gathering low-level information from OS audit logs, network artifacts,
etc. Therefore, SPADE’s syscall and library call level instrumentation would not
scale for a large production system.

Provenance tracking has been researched from the perspective of formal systems.
Here, Souilah et.al. [33] presented a formal provenance, based on theπ -calculus. The
approach is based on enriching exchanged data with provenance information, similar
to the tainting approach. Hence, this approach is not suitable for our problem. Why-
across-time provenance [34] provides statemachines-basedmechanisms to track data
provenance in time-varying stateful distributed systems. However, wat-provenance
requires determinism, while the large-scale distributed systems involve a fair share of
non-determinism in load balancing, bin-packing, resource allocation, load shedding,
etc. Additionally, both this and π -calculus-based formalism depart from the well-
established OpenTracing.

Provenance tracking in security is focused on threat detection. This puts con-
straints on available approaches. ProTracer [35] uses a mix of logging and tainting
and is focused on Advanced Threat Protection. Hence, it uses kernel-level audit log-
ging and syscall interception, as a black-box, zero-trust approach. ProTracer does
not use a general data model, making it impossible to represent abstract entities, e.g.,
cloud resources. CamFlow [36] automates provenance capture, as a Linux Security
Module (LSM), designed for single-machine system auditing. It outputs results in
W3C PROV format.

Security-focused provenance tracking addresses different issues than these in
HCPSs. Security requires zero trust, while the HCPSs case allows for full trust.
It restricts security provenance solutions to use observed provenance. However,
provenance tracking in large-scale control plane systems cannot be based solely
on observed provenance, due to the use of abstract entities and their scale [37].
Provenance tracking in HCPSs should rather apply disclosed provenance.

Provenance has been approached in the context of workflowmanagement systems
and data transformation pipelines. RAMP is a data-intensive scalable computing
(DISC) provenance framework [38]. It is restricted to data-intensive computations
over static data. Therefore, it cannot be applied to components, like storage sys-
tems, coordination services, load balancers, etc., where control flow evolves with the
system, and data passes via a large set of mechanisms (RPCs, databases, pub/sub
systems, etc.). LogProv is a provenance logging system, implemented for Apache
Pig and Apache Hadoop [39]. It supports dynamically shaped big data workflows
and pipelines. It uses structured logging and the ElasticSearch. Overall, RAMP is
a very specialized framework for DISC provenance tracking, while LogProv is less
specialized and more flexible. Here, we believe that the LogProv approach can be
generalized.
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3.4 Build Systems

As discussed, build systems play important role in HCPSs, while reasoning about
build systems combines tracing and provenance tracking. Build systems are inher-
ently intent-based, since a build target is described declaratively. Moreover, mem-
orization and incremental recomputation are coalescing effects, used to achieve a
minimality property [15]. Here, build systems, like Bazel [40] or Nix [41], provide
mechanisms to reason about, debug, and optimize operations. These mechanisms are
implementation-specific, informal, and not interoperable.

Separately, tracing build processes have been used to uncover license compliance
inconsistencies [42], which is a form of provenance tracing. This approach does
not address the hierarchical nature of control plane systems and captures only two
specialized levels of provenance for build tasks and files used in builds.

Finally, build system dependency tracking can be seen as provenance tracking,
for build targets based on their inputs (disclosed provenance in [43]). However, at
best, it works at the level of the build graph, which is too high level of granularity.
For instance, when build systems operate within a control plane system, the ability
to track the relationship between build system inputs and actions of control plane
components taken based on build system outputs is necessary.

4 Solution Outline

We will now outline the requirements for a system that can solve the posed problem.
Here, we believe that the solution should extendOpenTracing (to facilitate adoption).
Hence, such a solution lies between the OpenTracing and the OpenProvenance in
the design space of debuggability tools. Hence, based on analysis of literature and
existing industrial tools, the proposed solution should have the following properties:

1. Coalescing effects support—to support tracing of intent-driven actuation;
2. Support for abstract entities—essential to align with cloud APIs;
3. Support for composite entities—to support objects like archives, VM images,

container images, etc. which are prevalent in cloud APIs;
4. Low storage overhead—necessary for large-scale systems;
5. Full coverage—for all tracked activities and resource state mutations;
6. Gradual fidelity execution tracing—to selectively apply execution tracing;
7. Gradual fidelity provenance tracking—to selectively track provenance;
8. Minimal mental burden—to support adoption in industry;
9. Cross-host tracking—for distributed systems tracing support;
10. Multi-layer systems support—to allow tracking across hierarchical layers;
11. Asynchronous data intake—to support data ingestion in presence of unreliable

network, unpredictable latencies, and lack of ordering guarantees;
12. Event-based data production—to deal with faults and to avoid buffering;
13. Flexible control flow support—to deal with pre-existing control flows.
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We believe that a system, which satisfies these requirements, will be able to
trace (1) non-ultra-large online serving systems and (2) hierarchical control plane
systems employing intent-driven actuation. Note that existing solutions, like Dapper
or CamFlow, satisfy only a subset of these requirements.

4.1 Provenance-Enhanced Distributed Systems Tracing
Model

We propose Provenance-Enhanced Distributed Systems Tracing (PEDST) model,
as a foundation for the solution. PEDST extends the OpenTracing model to record
interactions between actions in the system and objects the system interacts with.
Hence, the following concepts are used in PEDST model. Execution (similar to
the OpenTracing “span”) tracks operations on entities, which are recorded. Entity is
“anything” that is “important-enough” to track.Read andwriteoperations, performed
by an execution, allow tracking provenance of objects they operate on. Each write
operation, on an entity, gives rise to a new incarnation (immutable entity revision).
Entities are mutable. Executions of the same logic are grouped, by association with
a process, which describes a procedure. A pair of executions can interact. Recorded
interaction consists of messages. A messagemay carry an incarnation as a payload.

The PEDST model supports both activity tracing and provenance tracking. The
vehicles of tracing are executions and their parent–child relationships [16]. Corre-
spondingly, the vehicle for provenance tracking is read and write operations per-
formed on incarnations. This puts the proposed approach in the “data provenance”
class [44]. The capability to dynamically track the provenance of objects (e.g., files,
configs, resources, etc.) contributes to “support for abstract entities”.

Concepts of executions, incarnations, and operations are sufficient to perform
both execution tracing and provenance tracking. Concepts of process and entity
allow improving the usability of envisioned tools. Annotations are necessary for the
model to be a superset of OpenTracing. Interactions and messages are necessary to
track provenance propagation through RPCs and other message passing mechanisms
found in distributed systems.

Furthermore, the use of OpenTracing as the foundation allows to partially sat-
isfy the “minimal mental burden” requirement, due to familiarity with this model.
Nevertheless, PEDST is more complex than OpenTracing. However, this complexity
is inherent to the problem. Here, the entities concept and versioning with incar-
nations and operations as a link between activity tracing and provenance tracking
are the minimal extension of the OpenTracing model, to make it comply with other
requirements.
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4.2 Architecture

Finally, to solve the problem, the model needs to be implemented as part of a soft-
ware system. We propose to use an architecture akin to Dapper’s or LogProv’s, but
extended accordingly. The data model described above is used to represent the final
processed data, while data collection from individual servers is done with a dis-
tributed structured logging mechanism, using a logging data model. The logging
data model needs to support aggregation into the PEDST model, by log-tailing pro-
cessors. Processor ingests data from the logging mechanism and stores it into the
PEDST storage. Optionally, data can be transformed into a graph-based representa-
tion, for a more flexible querying support. Additionally, a visualization tool needs to
expose the processed data to a user of the system.

5 Conclusions

In this work, we have identified characteristics of hierarchical control plane systems,
with intent-driven actuation, which makes their debuggability an unsolved problem.
Next, we have identified provenance as a possible solution. We have introduced
main aspects of a provenance-enhanced distributed systems tracing model; an exten-
sion of the Dapper tracing model, with elements of provenance tracking. Finally, an
architecture of a software implementation was suggested. Further work on research,
implementation, and application of the proposed model is underway and will be
reported in subsequent publications.
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Distribution Expansion Planning
in a Deregulated Environment

Abhilasha Pawar, R. K. Viral, and Anuprita Mishra

Abstract Electricity is the most widely used and versatile utility of modern times
and this fact makes its planning extremely important. Proper planning and detailed
knowledge of resources will lead to fetch better prices for this utility. This paper
discusses the transition of the powermarket structure froma conventional to amodern
deregulated structure. It further investigates the inclusion of distributed generation
and its expansion planning along with the description of various methods, their
related advantages and limitations. Moreover, various techno-economic impacts of
distributed generation planning are also detailed. The related optimization methods
which are generally used for the planning of these distributed generators are
discussed. A brief classification of various methods available for optimization of
planning, economic sustainability, loss minimization and enhancement of voltage
profile in the distribution system is also presented by the authors.

Keywords Distributed generation · Deregulation · Optimization methods

1 Introduction

Electrical power is considered as a utility. Its control, planning and operation were
earlier limited to a central single utility. The electrical power industry is witnessing
a transformation in its operational and business model where the vertically inte-
grated structure of the utilities is unfolding and unlocked for competition with private
players. The main outcome of this development is to open up markets for private
players and to provide a lesser price to the consumer [1]. The deregulated power
market has opened up opportunities for providing electricity at competitive prices,
encouraged competition in the generation sector, supply of electric power and also
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improve the steadiness and economy of the power system. Distributed generation
(DG) has powered the deregulated market through its advantages and versatility.
The expansion planning of distribution system with DG integration has opened up
new avenues of research and innovation in the electrical power industry. Today’s
emphasis is to find out optimum ways to empower the end-users in terms of cost
and maintenance. Various methods have been used for optimization and still, it is
a matter of debate so as to find an approximate method to reduce the losses and
improve efficiency while providing minimum cost to consumers.

2 Power Markets and Structure

Electricity markets have witnessed many changes in the last 30 years due to restruc-
turing and reforms which were aimed at increasing efficiency and providing an open
structure to the facility. This led to the advancement andmodernization of the conven-
tional power system into a new deregulated power system which is also referred to
as restructuring or reforms [2]. Power market refers to buying and selling of electric
power between players of the energy industry.

2.1 Conventional Power Market

The conventional power market followed a vertical integrated approach. The term
vertical integrated utility came from the fact that there is a vertical integration of all
tasks. So, the earlier setup of the power system was controlled by a single utility for
all functions that is, generation, transmission and distribution. Figure 1 depicts the
conventional model.

2.2 Modern Deregulated Power Market

Modern-day deregulated power market offers a choice to consumers by opening up
the vertical integrated model and allowing more private participation in the various
sections, i.e. generation, transmission and distribution. The deregulation has pushed
the industry to endorse distributed generation and look for advanced technologies for
curbing transmission congestion. The modern deregulated power market is depicted
in Fig. 2.
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2.3 Deregulation Process

Regulation means a set of rules that have been framed and imposed by the govern-
ment to ensure a smooth operation of the power system. This process of re-defining
rules and regulations which govern the electrical industry and offer consumers a
choice of electricity suppliers by allowing competition is called deregulation. The
deregulation process has introduced some new entities to the market like genera-
tion companies (GenCo), transmission companies (TransCo), distribution companies
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(DisCom), independent power producer (IPP), independent system operator (ISO),
power exchange (PX) and retail energy service companies (ResCo) which play their
own part in the process.

2.4 Various Market Models

The basic market models which are founded on predetermined provisions are clas-
sified as monopoly model, single buyer model, wholesale competition model and
retail competition model [3]. While in the monopoly model, a single entity, mostly
the government, is accountable for the generation, transmission and distribution of
electric power to the consumers. This model was followed throughout the world
before deregulation.

The single-buyer model views competition in the generation sector. In this model,
the single-buyer agency purchases power from independent power producers (IPPs)
along with its own generation which sells the power to distribution companies in the
chosen area. The advantages of this model include the participation of private players
in power generation, and thus the introduction of competition in the existing model.
This model also suffers from disadvantages like problems associated with long-term
contracts, and price not being decided by demand–supply interaction.

The wholesale competition model is nearer toward competition. In this model,
there is an organized market where generators sell their produce at competitive rates.
This market can be organized either by a separate entity or by the system operator
itself. Very little choice is left for the end-user here. Still, the end-user remains
affiliated to the DisCom or retailer operating in that geographical area. Here, the
bulk customers are privileged to choose their energy provider. This model facilitates
a competitive environment for generators because wholesale pricing is decided by
the interaction between supply and demand. In contrast, the retail price of electrical
energy remains structured or controlled because the small consumers still do not have
a choice for their supplier. The distribution companies are then exposed to vagaries
of the wholesale price of the commodity. Merits of this model include freehand
provided toDisComs and bulk consumers to choose the seller and competitive pricing
as pricing is decided by an interaction between demand and supply.

But this model also suffers from disadvantages like no choice to consumers
because they have to buy power from affiliated DisCom and also the rates for end
consumers are regulated rather than competitive.

The retail competition model provides customers to have admission to compete
for generators either directly or indirectly through their own choice of retailer. In this
model, open access is provided to both transmission and distribution.

Thismodel is amulti-buyer,multi-sellermodel andhere the power pool acts like an
auctioneer. Thismodel has a facility to bid into the spotmarket. The pool considers the
supply and demand while determining the spot price hourly on daily basis. The pool
gathers money from buyers and dispenses it to the producers. The main advantage
of this model over the monopoly model is that it introduces competition in the
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area of both wholesale and the retail system. This model is regarded to be a truly
deregulated market model. The retail price is not regulated due to the fact that small
consumers can alter their retailers regarding better price options. This model proves
to be economically efficient as the interaction between the demand and supply is
considered for price setting. Thewholesale competitionmodel takes care of relatively
few customerswhich are regulated byDiscoms and here a spotmarket is not essential.

However, in the retail competition model, spot markets are essential, since a third
party owns a network that facilitates contractual arrangements between customers
and producers. Metering is the major problem of the retail competition model. If
proper metering is not facilitated, it may create disputes and logistic problems for
the increasing number of customers. This model is a fully deregulatedmodel as every
customer has a buying choice. Moreover, the demand–supply interaction determines
the pricing. This feature was lacking in the monopoly model. In addition to this,
there is no regulation in energy pricing. But this method also suffers disadvantages
like the requirement of constitutional and structural changes at both, wholesale and
retail level, complex settlement system due to a large number of participants and
requirement of additional infrastructural support. A comparison of the above models
is shown in Table 1.

3 Distributed Generation and Expansion Planning

The world today encounters a lot of problems due to the use of fossil fuels which are
a compulsory component of conventional power plants. But these fossil fuels present
a lot of problems and have hazardous environmental effects which can be seen in
the form of climate change, higher variations in temperatures, increase in pollution
levels etc. Also, fossil fuels are costly and their use leads to high generation costs and
as the conventional power plants are situated in far-off places, the transmission costs
are also increased. Today’s focus is on small-scale power production at the utility
end to find an answer to this problem. This leads to the integration of distributed
generation.

3.1 Distributed Generation

According to the definition given by Ackermann [4], “Distributed Generation is an
electric power source which is connected directly to the distribution network or on
the customer site of the meter”. So, distributed generation (DG) is the use of small
generating units in the load side, i.e. the distribution side of the power system. In
the papers [5, 6], distribution generation technology has been classified into three
groups, namely (a) renewable distributed generation, (b) non-renewable distributed
generation and (c) for energy storage. Figure 3 shows the classification of DG.

The various problems which were encountered with distributed generation are:
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Table 1 Comparison of various market models

Sl. No. Type of
model

Features Advantages Disadvantages/Problems

1 Monopoly
model

• Single entity is
responsible for
Generation,
Transmission and
Distribution of
power

• Monopoly is with
the Government

All control with
central utility i.e.
Government

No competition,
consumer has to take the
price fixed by the central
utility

2 Single buyer
model

• The single buyer
agency purchases
power from
Independent
Power Producers
(IPPs)

• Sells the power to
distribution
companies in the
designated service
area

Allows
participation of
private players and
hence introduces
competition in the
existing model

Electricity price not being
decided by
demand-supply
interaction

3 Wholesale
competition
model

• Wholesale pricing
is determined by
the interaction
between supply
and demand

Facilitates
competitive
environment for
generators

Rates for end consumers
are regulated rather than
competitive

4 Retail
competition
model

• Both,
transmission and
distribution are
provided open
access in this
model

Competition is
introduced in both
wholesale and retail
areas of the system

Metering

• Reverse power flow
• Reactive power
• System frequency
• Voltage levels
• Protection schemes
• Harmonics injection
• Stability issues
• Optimal placement of DGs
• Islanding
• Amplified fault currents based on DG location.
• High monetary cost per KW of generation with renewable energy.
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Fig. 3 Classification of distributed generation technology

Adding to this, there are some non-technical issues also such as scarcity of
skilled workers and exclusion of distributed generation sources from the race which
discourages the setting up of new power plants for reserve purposes.

3.2 Distribution System Expansion with DG

Deregulation in the power system has given way to revolution and modernization in
distribution system planning (DSP). New energy policies are inspiring distributed
energy resources which in turn is causing RESs planning and an increase in the
number of DG installations as well. DG has evolved as an answer to ever-increasing
load demand. However, un-coordinated management of these alternative energy
resources can exert pressure on the power grid. Network configuration, storage
systems, location and size of distributed generations (DGs) units play a major role in
the optimal performance of distribution networks and their impact has to be properly
considered in the planning process. The uncertainties with respect to the irregular
nature of renewable DGs, load demand and price of energy should be considered in
calculating the cost components [7].
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3.3 Methods and Techniques for Distribution Expansion
Planning with DG

The distribution expansion planning can be studied by considering various method-
ologies followed by researchers. Chandreja et al. [8] calculated the advantages of
DG in the radial system for the reduction of losses. Keane et al. [5] paid attention
to methods and strategy for DG planning and integration. Cao et al. [6] presented a
profit-driven planning strategy for the regulation of integration of distributed gener-
ation (DG). Hung et al. [9] found out methods for deciding the optimal size and pf
of various types of distributed generators for minimizing losses. Zhang et al. [10]
discussed the planning of renewable DG resources taking uncertainties into consider-
ation. Shaaban et al. [11] presented amulti-objective optimization approach, using the
genetic algorithm (GA) for the optimal allocation of DG in the distribution system.
Ganguly et al. [12] used a multi-objective optimization algorithm for DG expan-
sion planning. They also suggested a DG allocation strategy for radial distribution
networks considering load uncertainties using an adaptive genetic algorithm (GA).
Liang et al. [13] used particle swarm optimization (PSO) for the location and sizing
of a substation. Scarlatache andGrigoras [14] used a fuzzy approach for DGplanning
and optimization. Grisales et al. [15] used a hybridmethodology of genetic algorithm
and particle swarm optimization algorithm for allocating the devices.

The DG planning methodologies can be categorized into four broad groups on
the basis of the above literature:

(A) Traditional
(B) Heuristic
(C) Hybrid
(D) Others

The traditional approach is again divided into (i) optimal flow method, which
basically consists of optimal flow or load flow study using algorithms like Gauss-
Seidel, Newton-Raphson method, etc. It numerically analyzes approximate power
flow in the numerous branches of an interconnected system; (ii) analytical method
which analyzes the functioning of the system using algebraic expression and hence
can be used for reaching an optimum solution; and (iii) two-thirds rule based on
zero-point analysis.

Heuristic or artificial intelligence (AI) search method is an intelligent search-
based method. These algorithms may have exponential time and space complica-
tions as they store complete information of the path also including the explored
intermediate nodes. This method envelops a wide range of artificial intelligence (AI)
techniques, such as evolutionary algorithm, particle swarm optimization, genetic
algorithm, simulated annealing, fuzzy systems, tabu search, Hereford ranch, bat
algorithm, ant colony system, artificial immune system, firefly algorithm, cuckoo
search algorithm, intelligent water drop algorithm etc.

Hybrid methods are the blending of existing methods to reach a better solution
to the optimization problem. The basic idea here is to merge two or more search
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methods and find a solution that will reduce the limitations of individual methods
and incorporate the advantages of the considered methods. Examples of such hybrid
systems as available in the literatures include genetic-fuzzy (GA-FZ), Monte-Carlo
simulation genetic algorithm, genetic tabu search (GA-TS), genetic particle swarm
optimization (GA-PSO), tabu-fuzzy (TS-FZ), genetic algorithm optimal power flow
(GA-OPF), particle swarm optimization-load flow, etc.

Other methods comprise mixed-integer linear programming (MILP), mixed-
integer nonlinear programming (MINLP), Monte-Carlo simulation, etc.

3.4 Major Advantages of DGs Integration with Expansion
Planning

The advantages of distributed generation include modularity, i.e. it can be made in
small modules. This particular feature allows resiliency in installation and expansion
planning as it takes less time as compared to conventional methods. Also, DG is
less site-specific, i.e. it can be installed anywhere with less chances of failure and
also provides faster replacements and easy maintenance as well. Other advantages
include better voltage profile, enhancement of reliability, eases congestion reduces
pollution, improvement of power quality and reduction in system losses. Common
DG applications include its usage as baseload plant, peak load plant, act as energy
storage and hence provide backup to the distribution system.

Competitive electricity markets, the rapid growth of electricity demand, relia-
bility issues of electric power supply, technological advancement in power generation
resources, utility supporting devices and increased assimilation of telecommunica-
tion and information technology in distribution networks (smart grid) completely
transform their behavior and operation. Further, the integration of dispatchable or
non-dispatchable distributed energy resources near the load centers results in the
enhancement of distribution network performance.

4 Distributed System Expansion Planning with DG Under
Deregulated Market

The deregulated market provides an opportunity for DG integration as the market
players are trying out methods to reduce overall cost and provide better pricing
for power. Distribution system expansion planning incorporates DG to enhance
reliability and overcome other issues of conventional power markets.
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4.1 Impacts of Deregulation in DG Expansion Planning

Distributed generation is regarded as a substitute to provide power to new customers
owing to its fast response time and minimum risk in investment as it is constructed
in modules and can take care of load variations more efficiently, and being a compar-
atively new technology, the scope of improvement is always there. As deregulation
has opened up markets for private players, the integration of DG in the distribution
system is being emphasized due to its technical, economic and non-polluting nature.

4.1.1 Technical Impacts

Technical impacts include feasibility, reliability, better voltage profile, reduces
system losses and congestion, less time-consuming, the requirement of less special-
ized skills and easymaintenance and replacement. This will also include the capacity
of feeder, substation transformer capacity and system voltage profile while consid-
ering an increase in load. The problem of reverse power flow also has to be dealt
with.

4.1.2 Economic Impacts

Economic impacts mean the effect of incorporating DG into the distribution system
in terms of money [16–20]. This includes competition in electricity price and hence
advantage to the consumers. This would further include the cost of installation and
operation ofDG.As capacitors are required, their installation costwill also be consid-
ered. New feeder lines and transformers will also be required for this purpose. The
irregular nature of DG and the cost of energy that is lost in the process also have to
be considered.

4.2 Best Practices in DG Expansion Planning Under
Deregulated Market

Many researchers have tried various methods for DG expansion planning and have
used numerous techniques and algorithms. But the best practices are still limited to
fund a basic cause, i.e. to minimize the cost of DG installation and operation. As
discussed in the literature above, everymethod has its own advantages and limitations
but some scope is still there in reaching an optimum solution by adding two or more
techniques or hybridization of techniques to reach the desired goal.
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5 Recommendations

The authors recommend the following points on the basis of the study of various
aspects regarding deregulation and expansion planning:

• Deregulation has helped to ease out stress on the central utility which was
conventionally vertical and provided options for customers to chose their service
providers keeping cost and efficiency inmind.This has changed thewhole scenario
of the power market in modern times.

• Distribution system expansion with DGs has opened up a new arena in technical
and economic aspects of power system distribution. Better opportunities are being
presented for DG integration by the government in the present scenario owing to
its advantages over conventional sources which further motivates research in this
field.

6 Conclusions

From the above work, it was observed that there is a basic struggle between accurate-
ness, consistency and computational time in the commonly used methods. It is often
difficult to reach at a solution that can optimize all objectives without any compro-
mise. Researchers have tried and tested many ways to reach an optimal solution but
most efforts depend upon certain considerations. None of the prevailing approaches
are found to take care of both operational as well as feasible aspects. Few researchers
tried to provide a guaranteed solution but it turned out to be lengthy and arduous
trials, whereas those methods which have modest and interesting techniques lack
accurateness. The uncertainties involved in distribution system expansion planning
and operation may lead to difficulties along with the restructured environment of the
distribution system with the usage of distributed generation.
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Density-Based Remote Override Traffic
Control System
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Abstract Vehicular traffic is growing almost everywhere in the world which is
the prime cause of congestion, especially at road intersections. Due to unreliable
and unpredictable road travel conditions, the emergency and essential services may
get trapped in traffic congestion. The traffic lights traditionally have a fixed time-
scheduling and this further blocks the smooth flow of traffic. In this paper, a density-
based remote override traffic control system has been proposed which provides a
solution to smartly manage the dynamic traffic conditions. In this test device, the
design of the junction density calculation would be centered on infrared (IR) sensors,
installed on each lane and interfaced with the microcontroller. The IRwill be enabled
as vehicles travel through the path. This may be achieved by changing the sequential
order of traffic lights generated by the autonomous road surveillance network by
utilizing the automated remote sensing-based system.

Keywords Traffic light signals · Traffic congestion · Traffic monitoring · Traffic
management · IR transmitter and receiver · 8051 microcontroller · LCD display

1 Introduction

Street traffic management is a significant problem all around the globe. In India,
the problem is deeply felt in almost all big urban areas such as Bengaluru, Pune,
Hyderabad and Delhi-NCR. This is mostly attributed to rapid development in the IT
industry and also to a rise in population contributing to the need for transport. The
everyday life of the commuters is disrupted by traffic congestion. The major source
of anger, anxiety and other physiological issues for the typical Indian youth is the
everyday challenge and determination to stop traffic, noise and reckless drivers. On
average, a person spends his or her day driving anywhere from 30 min to 2 h. It
is, therefore, essential to provide an economic and effective traffic control solution.
Trafficmanagement can be improvedwith density-based regulation. Herewe suggest
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an efficient traffic management scheme by evaluating road congestion. In the present
situation, one of the main issues in metropolitan centers around countries is traffic
congestion, especially during rush hours. Typically, it has been found that the green
traffic light is always in ‘ONMode’ while there is almost no vehicle on that road. As
usual, it can be noticed that long vehicle queues exist in one lane while the adjacent
lane lies vacant. This is mainly due to improper traffic management and can be
tackled utilizing the current advancements in the field of information technology.

8051 is a device that is interfaced with IR technologies and requires a microcon-
troller. Three IR sensors, i.e. transmitters and a receiver are mounted on every path.
Traffic density regulation is calculated as low,medium and large as the car travels, the
IR sensors are enabled, and themicrocontroller inputs and the time delay of the green
signal correlate with the density value. LCDmonitor is used to show the period. Each
sensor is interfaced to the microcontroller, which in fact regulates the traffic signal
network in compliance with the density sensed by the sensors. When the density on
the distinctive side is extreme, a lot of attention should be given to that side. Sensors
constantly maintain sensing density in all ways such that the experimental signal is
sent to the side on a high priority to enable the sensors to sense high density on that
particular side. The first priority point leads the route with a corresponding priority
stage.

1.1 Long Traffic Queues

With a rise in the number of automobiles on the road, serious traffic congestion has
risen dramatically in big cities. Typically, this occurs in the morning and evening,
during office hours at all major junctions.

1.2 Poor Traffic Management

People have to wait due to the immovability of traffic at road junctions. Traffic lights
are so designed that it stays red for a predetermined timeframe and the commuters
have to wait for the light to turn green. The key focus is on managing traffic in a
limited period of time and creating an optimal solution for traffic jams.

2 Literature Review

In the last few years, monitoring and video surveillance technologies have been
commonly utilized for traffic management [1–3]. Historically, vehicle detectors like
radars and ultrasonic and microwave detectors have been used, but due to small
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sensors, with reduced resources and challenging to manage, deployment and devel-
opment problems increased repair costs. Metal barriers in the area of the road impact
radar sensors. Vehicle mathematical simulation parameters are planned. Mathemat-
ically, the spatial location of the object, the sunlight and the car are related to the
values recorded by the sensor.

Manual intersection dependence contributes to a complex derivation of fault
parameters. Parameters are dangerous because many of the issues are related to
the time variations of these parameters. The techniques are built to predict traffic
congestion on the basis of sensing. Another way is to calculate the traffic intensity
dependent on the number of traffic fractions controlled by the RF signals on the
roadside. This approach was inefficient since substantial manual labor was needed
on various roads [4–6].

A number of advances have been created to estimate traffic intensity dependent
on image analysis. Although these techniques need good photographs, the quality of
which depends on the environment, particularly rain and fog. Algorithms to model
the different traffic situations, such as fuzzy logic, have been used [7, 8].

Traffic light signals thatwork on set signal timingdelays earlier, and this comprises
uncontrolled traffic congestion in the current scenario.Where traffic intensity exceeds
higher than the maximum on a specific route, a longer green light period is required
to minimize traffic density. The key issue with the current traffic light network is that
the fixed timings are unchanged in technology and excessive processing period as if
there are no cars on the opposing road. Because the car has been standing in proper
rows, there is a lot of flow [9–12]. Some of the solutions available in the literature
are inductive loop tracking, passive infrared sensors, wireless network tracker and
recognition in radio frequencies [13–15]. Moreover, some examples are available in
[16–19].

Our program uses the Arduino microcontroller which is interfaced with the IR
sensors. IR transmitters and receiver are mounted on every structured path. As the
vehicle moves through the IR sensors, the photodiode is triggered and the entity
identified by the sensor is decreased. Collective details on the traffic intensity of the
through path of the ‘+’ junction is measured and it dynamically adjusts the latency
of the green signal. Traffic intensity is calculated as small, medium and high based
on these details, and the length of the traffic signal differs along different routes.

3 Methodology and System Design

3.1 Design of Density-Based Traffic Light Control System

Theway to deal with this plan is acknowledged through the structure and execution of
its input subsystem, control unit (control program) and yield subsystem.The informa-
tion subsystem is made of sensors, modified and executed utilizing some previously
existing standards to accomplish ideal execution. The control unit is acknowledged
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by a microcontroller-based control program, which deciphers the information and
qualifies it to create an ideal yield.

These include:

1. Mains supply
2. DC force supply
3. Sensors clusters
4. Controller
5. Traffic lights.

The principle supply gives 230 VAC force which is changed over to 5 VDC
(VDD) by the DC power supply used to control the sensor exhibits, the controller,
the observation camera and traffic lights. The sensors give a contribution to the
controller which at that point plays out some coherent tasks to control the traffic
lights as yield utilized for controlling traffic at street crossing points. Also for the
proposed reconnaissance framework, the camera is interfaced with the controller to
catch permit number plates of traffic defaulters for capacity and law authorization
purposes. In picking the sensors, the accompanying highlights were thought about:
precision. In spite of the fact that the infrared (IR) sensors are generally upset by a
commotion in the encompassing, for example, radiations, surrounding light and so
forth, they were utilized for this plan since they are modest and promptly accessible
in the market.

3.2 Choice of Microcontroller and Peripherals

Despite the fact that the microcontroller PIC 8051 has a couple of impediments, yet
it is picked on account of the accompanying highlights which have been mentioned
below and the pin diagram is as shown in Fig. 1.

• Pins 1–8: It has no other function. Port one may be a domestic force up, similar
metal directional input/output port.

• Pin 9: The RESET pin is used to reconnect the 8051microcontroller to its primary
values. The RESET pin must be removed for 2 rotations of the unit.

• Pins 10–17: In addition, these pins provide many alternative functions such as
timer input, interrupts, and serial communication indicators.

• Pins 18–19: This area unit is used to interface the external system to relinquish
the clock pulses.

• Pin 20: Indicated as Vss-symbolizes land (0 V) connection.
• Pins-pair 1–28: recognized as Port pair (P 2.0—P 2.7)—apart from acting as

input/output port, senior order address bus field indications multiplexed with this
identical metal directional port.

• Pin-29: PSEN is used to view the output of the external program memory.
• Pin-30: It is used to require or prohibit external memory interfaces. If no external

memory is required, this pin is dragged high by linking it to Vcc.
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Fig. 1 Microcontroller 8051

• Pin-31: Address Latch alters is used to de-multiplex the address information for
port zero.

• Pins 32–39: apart from being used as an input/output port, low order information
and address bus signal multiplexed with this port (to use external interface).

LCD Display

Liquid crystal display (LCD) is a low-power, low-volume, flat-panel display. This can
be conveniently programmed and is used in a broad variety of optical and electronic
applications. It uses a complex layout wherein the active agent containing the pixel
cell is at the junction of multiple electrode buses. In the proposed system we have
specifically used a 16 × 2 LCD module which is capable of displaying data over 2
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lines having 16 characters each. In addition, two register sets are needed to set up
the LCD; a command registry is required for LCD activation, screen clearing, cursor
location selection and monitor control, as long as the data registry retains the ASCII.

IR Sensor

IR sensor is an electronic system used to identify barriers or to distinguish between
items based on their characteristics. It is usually used to calculate the heat of the
body. The IR sensor produces or absorbs infrared radiation (430 THz–300 GHz) and
is therefore invisible to the human eye. The light emitting diode (LED) will serve as
an IR emitter, while the IR detector is a photodiode portion that is responsive to the
IR light of the same frequency as the radiation emitted. As the IR radiation from the
LED enters the photodiode, the output voltage varies based on the magnitude of the
IR light.

3.3 Choice of Traffic Light Indicators

Three light emanating diodes, ‘GREEN’, ‘YELLOW’ and ‘RED’, each have their
typical significance of ‘GO’, ‘READY’ and ‘STOP’ separately as shown in Fig. 2.
They are constrained by the control transports of the microcontroller relying upon
the sensible choices taken by the controller to control the paths of traffic as indicated
by their densities.

Fig. 2 Traffic light pointers
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4 Implementation

4.1 Arrangement and Implementation of Infrared Sensors

Specification

This design primarily focuses on the traffic scale detection on each road. Depending
on the density within each lane using infrared sensors, and the IR sensors, the road
map is designed to perform the function efficiently.

Simulation of microcontrollers

The Proteusmicrocontroller simulation operates by adding either a hex file or a debug
file to the schematic component of themicrocontroller. This is then co-simulatedwith
both analog and digital circuitry related to it. It allows its usage in a large variety of
model prototyping.

4.2 System Testing

The density-based traffic management system is a mechanism that will count the
vehicles on either side of the junction road when the vehicles enter the junction.
When the circuit is attached and the code is recorded, test it by sensing the word
IR sensor used to identify the optoelectronic means of detecting it, most usually
some sort of photodetector. The unit can be tested with Proteus. This one we use
to create 8051 controller programs. Upon writing scripts, we will dump code to the
controller using 8051 programmers. Just use an IR signal, and the device can now
be built utilizing photodiode and phototransistors. Next, write a program to allow
LCD to check the board next. To trigger the LCD, submit the appropriate commands
and customize the serial ports, parity and number of bits once all of the instruments
attached to the controller have been configured.

4.3 Algorithm

The entire system’s algorithm is represented in the flowchart. The system starts at
the start of the flow diagram, and so do the microcontroller and RAM. It clears and
initializes the microcontroller’s all flags. Initially, all stop flags are set, which means
that all traffic light indicators for traffic control on all four lanes display a RED light
which stops all traffic at the beginning of its operation. The state of all the sensor
arrays on each traffic lane is then read and given to the microcontroller as input for
logical operations. The system then goes further to assign operating serial number
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to each lane based on their densities and assigns lane one to the lane with the most
density.

Step 1: Start.
Step 2: Variables initialization.
Step 3: Set the variables to zero.
Step 4: Begin the while loop.

4.1: Loop for the red light.
4.2: Loop for the yellow light.
4.3: Loop for the green light.

Step 5: Check for the emergency signals.
Step 6: Apply the time delay signal.
Step 7: Repeat till the conditions are obtained.
Step 8: Stop.

5 Result

The fixed scheduling of traffic lights creates a serious problem. The effect of a low-
efficiency traditional traffic networkmakes a significant impact on the cultural, safety
and environmental sectors. The trouble with the transport network and inadequate
control will contribute to vehicle crashes, traffic delays and road pollution, which
bring heavy loads on companies and employment. Advances in technology and small
control units, equipment and sensors have made it possible to create complex and
intuitive integrated systems to solve challenges faced by humans and create a simpler
lifestyle. This traffic light control aims to support society to develop traffic lighting
structures and regulate the movement of cars at intersections by introducing new
architecture. The planned smart traffic network consists of a traffic light controller
that controls the traffic lights at the ‘+’ intersection of highways. On the basis of this
knowledge, the period assigned to green light should be increased to accommodate
a wide movement of cars in the case of a traffic jam or shortened to avoid excessive
standing period where there are no cars. For the above setup, a microcontroller-
based traffic light controller has been built and programming has been developed.
The results are shown in Fig. 3 inONandOFF conditions. The shownoutputs validate
the results related to density-based traffic light controllers.

6 Conclusion

The proposed device is complemented by a handheld computer for emergency
services trapped in traffic. By way of safe contact utilizing the wireless network,
the portable device moves the traffic controller in emergency mode and offers a
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(a) OFF Mode

(b) ON Mode

Fig. 3 Simulation results

clear route before the trapped emergency vehicle passes through the intersection.
The developed framework is applied, realized electronically and reviewed to certify
the complete validity of its activities and functions. The existing architecture can be
encouraged by tracking and regulating the intersection of dual roads. Future enhance-
ments, such as a pedestrian crossing icon, time limit screens and a traffic crash may
be added to the system.
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Reactive Power Pricing Framework
in Maharashtra

Shefali Tripathi, D. Saxena, Rajeev Kumar Chauhan, and Anant Sant

Abstract High penetration of renewable generation into the grid has introduced
many uncertainties and technical challenges like voltage variation, chances of reverse
power flow and increased fault level. One of the crucial challenges in the Indian
power system is to consider the high variability and unpredictability of generation
from renewable, productive and economical grid service. High renewable energy
(RE) penetration results in a serious impact on the stability of the grid, thus making
it imperative to maintain adequate reserves of reactive power to ensure secure and
reliable operation of the grid. Voltage-control and reactive-power management are
two features of a single activity that ensure reliable and secure operation of the
grid. Thus, for effective voltage control, reactive-power management in the grid is
necessary. This paper proposes an implementable reactive energy accounting and
settlement framework for state entities in the Maharashtra state, which involves
payments from and into the reactive energy account depending on the drawl and
injection by respective state entities and system voltages.

Keywords State transmission utility (STU) · Energy accounting ·
Availability-based tariff (ABT) · Regional entities · Generators · Regional reactive
charges (RRC) · State reactive charges (SRC) · Reactive reserve amount (RRA) ·
Reactive power · Voltage control

1 Introduction

The energy trends are shifting from a major dependency on fossil fuels to renewable
energy sources. This can be attributed to reasons like sharp decline in RE prices,
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global temperature concerns and environment degradation. Indian power system
witnessed a transition from five independent regional grids to a unified national grid
in December 2013. The power sector in India is gradually changing its character-
istics by synchronizing the national grid to a single frequency and increasing the
availability of power from inadequate to surplus to meet the demand for the system.
Earlier renewable energy generators could be disconnected without the significant
impact on grid stability but with India’s dedication to a greener future where substan-
tial energy demand from renewable sources in the system is met, their increased
penetration will pose a threat to grid stability and reliability, thus making it impos-
sible to connect/disconnect renewable energy generators (REGs) at systemoperator’s
discretion.More penetration distributed generators (DGs) have also resulted in power
quality problems like harmonics, voltage sags and swells. Variation in power gener-
ated from REGs causes voltage fluctuations, thus changing voltage profile along the
network depending on how much power is consumed and produced at that system
level. Voltage transients also appear as a result of the connection and disconnection
of generators [1]. Background flow of energy in an AC system which arises from the
production of magnetic and electric field affects constitutes reactive energy which
has the potential to affect system voltages. Similar to frequency, which is consistent
across the network, reactive power cannot be made to flow throughout the system.
It is important to provide local reactive power support to restore the voltage at its
nominal, while simultaneously ensuring that reactive power does not travel far in
the system. Reactive power if made to flow through the system disturbs the voltage
profile throughout, thus making it necessary to provide local reactive power support.
To restore system voltages, compensation devices are required to be installed wher-
ever required. The devices which are capable of storing the energy by virtue of
electric and magnetic field are capable of providing reactive power support.

Hence to improve voltage profile, reactive power support has to be provided
locally. The reason for providing local power support is if reactive power is made
to flow throughout the system or if the reactive power support is provided far from
the source, then it will lead to disturbing the entire voltage profile. Voltage is a local
problem and hence local support has to be provided, unlike the frequency which is
a global problem. Moreover, several examples related to the reactive power pricing
framework are represented in the digital domains [2–8].

2 Impact of RE Penetration on the Grid

A large number of converter-based distributed generators (DGs) are continuously
being integrated into the system. One of the main power system parameters, namely
reactive-power is affected by the high levels of penetration of renewable power,
causing steady-state voltage and dynamic/transient stability problems [9].
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3 Grid Stability

Power grids are complex, dynamic structures having a large number of systems
connected to them. Optimal and secure operation of the power grid requires multiple
small control areas which constitute the electrical grid tomaintain an optimal balance
between the power generated and the demandwhile simultaneously ensuring conges-
tion and overloading the free system. Grid stability is directly linked to the balance
between the generation and demand while simultaneously system voltage as close to
the nominal value and between the permissible limits as mentioned in the grid code.
Proper reactive and active power balance is essential for grid stability. Although
reactive power is vital for secure grid operation, it is essential to have it in right
amount. Low system voltage results in higher currents for the same amount of power
produced, thus resulting in high system losses (transmission power losses). Voltage
should be maintained well within the limits because even a small deviation in the
system voltage can be fatal enough for the working of the equipment causing wear
and tear. Compensation for reactive power improves the amount of active power that
can be transmitted effectively, thereby improving the stability of the system.

4 Need for Reactive Power Management

Reactive power flow that arises from the energy refers to the background energy
movement. It is the energy that helps the transformers to transform voltage levels,
enables generators to generate electricity and also enables motors to rotate. In other
words, it can be called the energy required for setting up a magnetic field essential
for the production and smooth flow of active power (Fig. 1).

Complex Power = √
(True_power2 + Reactive_power2).

Complex Power = √
(P2 + Q2).

With the increase in penetration of REGs, there is an increasing need for main-
taining system security and reliability. Reactive power is required tomaintain voltage
within the permissible limits to deliver active power efficiently via transmission lines.

Fig. 1 Power triangle



38 S. Tripathi et al.

Power system equipment and loads are designed to operate at a fixed voltage with
a small permissible deviation. At low voltages, the performance of the equipment is
poor and can make equipment underperform and can also cause overheating.

5 Reactive Power Compensation Methods

Reactive power can be supplied using various sources, like static VAR compensators,
static capacitors, shunt reactors, generators and synchronous condensers. Reactive
power if made to travel for long distances affects the voltage profilewherever it flows.
Thus, it is always recommended to provide support near to the point where needed.

5.1 Synchronous Condenser

The synchronous machine’s ability to function as a condenser enhances the power
factor and increases the reliability of the power network. To operate the synchronous
machine in condenser mode, it is first started as a synchronous generator from stand-
still till it is synchronized with the grid after this changeover of synchronous machine
condenser mode takes place. During the changeover, the excitation is introduced
which in turn reduces the induced e.m.f. making it lower than the terminal voltage.
Owing to this, power flow is reversed with the synchronous machine absorbing
active power from the grid and simultaneously the flow of water to the turbine is
stopped. Thus synchronous machine stops generating power and is considered as a
pure reactor or a condenser (capable of supplying/absorbing reactive power).When a
machine is operating in synchronous condenser mode that is under excited or overex-
cited, varying excitation current controls reactive power. Active power (P) negative
indicates that active power is being absorbed from the grid to keep the machine
under synchronous condenser mode and to supply losses. P positive indicates that
the synchronous machine working as a generator and supplying active power to the
grid. Reactive power (Q) negative implies that the synchronous machine is absorbing
reactive power and Q positive means that the reactive power is being supplied by the
synchronous machine [10].

5.2 Induction Generator

The induction machine absorbs reactive power irrespective of the mode in which
it is operating. As the rotor speed is elevated above the synchronous speed, the
induction machine functions as a generator. Now to operate the induction machine
as a generator, armature current has to be supplied by giving an initial excitation. This
excitation can be given in any of the three ways. One is through the residual magnetic
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field present in the induction machine; the second way is installing the capacitors
which get charged during the operation of the machine by the residual magnetism
and the third by directly absorbing it from the grid. Sometimes when the load is
large, the excitation provided by the residual magnetism present in the machine is
not sufficient to operate it as a generator. For this reason, induction machines are
installed with capacitors which provide the dual function of providing excitation
and power factor improvement. For charging the capacitors a DC excitation can be
provided, thus making them capable of providing starting current to the machine.

5.3 Reactive Power Capability of Generators

The generator’s reactive power capacity curve decides the reactive power that a
generator can produce without suffering any heating due to losses. A generator’s
capacity curve depends on the three limits, which are the current limit of the armature,
the current limit of the field and the heating limit of the end component. The flow of
armature current in the stator winding results in ohmic losses which cause heat. Thus,
during the design of the generator, a cooling system is provided which puts a limit
on the maximum armature current that can flow in the winding and beyond which
armaturewill suffer damage.Thefield current limit is determinedby the rotorwinding
current, which is again determined by the amount of ohmic losses it can absorb or
deliver. The end part heating refers to the heating of the end region of the stator core
of the generator due to the flow of eddy currents. When it is under excitation, the
system operates at the leading power factor, so the field current increases to generate
the necessary flux, leading to further flux concentration in the end area (Fig. 2).

Fig. 2 Capability curve of generator
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Fig. 3 765/400 kV
transformers

5.4 OLTC Transformer

This technology is used for controlling voltage in the power system. By adjusting the
transformer’s turn ratio under loading condition, it regulates network voltage. Taps
are provided along the primary or secondary winding. It is capable of automatically
regulating the voltage under loading condition. The transformers which are equipped
with the OLTC can change the number of turns of either the primary or secondary
in order to change the turns-ratio under loading condition. As per the draft of Maha-
rashtra Electricity Grid Code (MEGC), transformer tap changing criteria is as shown
below [11]:

Figures 3 and 4 show the voltage values for which transformer tap settings have
to be changed automatically. The transformer taps are expected to be changed when
the voltage levels fall outside the IEGC band, i.e., in the dead band.

5.5 STATCOM

It is a shunt-connected FACTS device consisting of a single-voltage source converter
(VSC) and its related shunt-connected transformer, connected by minimizing feeder
power losses to enhance the power factor. STATCOM acts as a controllable voltage
source. By regulating the amount of reactive power that is pumped into or absorbed
from the grid, STATCOMalso increases the voltage at the point of common coupling.
Since it is capable of absorbing or producing reactive power, it is connected near to
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Fig. 4 400/220 kV
transformers

the near to loadswhere voltage profile is to be improved. It is similar to a synchronous
condenser with the only difference that it has no inertia because of the absence of any
moving part. It is a flexible fast response reactive power compensating device. In the
case of steady-state operation,when the systemvoltage is high, STATCOMconsumes
reactive power and when the system voltage is low injects reactive power. In the case
of STATCOM, the reactive power that it can inject or absorb is directly proportional
to the voltage at the point of common coupling. These are capable of providing a
much faster response in comparison to SVC. STATCOM has the capability to feed
the grid with the maximum available reactive current.

5.6 Static VAR Compensators (SVC)

It is a set of electrical devices belonging to the FACTS device family having internal
switchgear as the onlymoving part. It is also referred to as the dynamic reactive power
compensating device. It provides dynamic fast response reactive power support. It
is capable of controlling voltages under normal, steady-state as well as contingency
conditions. Thyristor-controlled reactor/thyristor switched capacitor SVC acts as a
controllable reactance that is connected in parallel.
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5.7 Dynamic Voltage Regulator (DVR)

It is connected to the power network in series and can be formed by three voltage
source converters, where via an LC filter and a transformer, each VSC is connected
to the power network.

6 Reactive Power Practices in India

Substation voltages are controlled using two schemes. One is the switching of the
shunt capacitors (SCs) and the shunt reactors (ShR). The other scheme is the tap
operation of the transformer. Maintaining system voltage within limits is the respon-
sibility of the system operator (SLDC). When the system voltage goes out of the
lower or upper limit as specified in the grid code, the system operator turns the SCs
and ShRs on and off to bring the system voltage within the limits. The operation
of SC is controlled by the system operator using SCADA. SCs with the potential to
increase system voltage are usually turned on during morning when the demand is
at its peak in order to increase injection of reactive power into the grid and turned
off during evening peak time when the demand is reduced in order to reduce the
reactive power injection into the grid. To control the voltage, transformer tap control
is used by adjusting the tap location when the transformer is underloaded. The tap
changing operation is carried out by the substation engineer by the manual pressing
of a button. The tap changing frequency is different for different transformers. For
transformers with the voltage level of 765/400 KV, 400/220 KV and 220/132 KV,
the frequency of change of tap settings is less in comparison to the transformers with
the voltages 220/66 KV, 132/66 KV and 132/11 KV. In order to maintain terminal
voltages within the limits as defined in the Indian Electricity Grid Code 2010, gener-
ators are equipped with an automatic voltage regulator (AVR). Usually, the terminal
voltage of the transformer is fixed. When the system voltage is outside the limit or
is suspected to go outside the limits, the system operator instructs the plant owner
to absorb reactive power and reduce the system voltage. Similarly, when the system
voltage is low, the SLDC instructs the plant owner to inject reactive power into the
system by operating the conventional plants in condenser mode.

7 Energy Accounting: Overview and Importance

Energy accounting takes into account energy flowing through transformers, trans-
mission network, energy injected by the generating stations, energy drawn by the
beneficiary and the difference as the energy loss of the transformer. This accounting
involves active energy and reactive energy accounting. SLDC has the responsibility
of regulating generation, load and the intrastate interchange between the entities.
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7.1 Active Energy Accounting

Active energy accounting is essential to keep track of deviation between the actual
drawl and the schedule which accounts for unscheduled interchanges (UIs). This UI
settlement is done by SLDC by apportioning charges amongst DISCOM and other
entities connected to the state transmission utility (STU) network. Availability-based
tariff ABT helps in the segregation of charges for UI among various STU users on the
basis of accounted deviations from schedules by entities, thus forming the basis for
active energy accounting. Very few states like Maharashtra, Delhi, Madhya Pradesh
Gujarat, West Bengal and Chhattisgarh have energy accounting systems [12].

7.2 Reactive Energy Accounting

Reactive energy accounting monitors the reactive power flows within the grid. It
measures and records reactive power injection and withdrawals by various entities
connected to the grid. However, the reactive energy accounting framework is not in
place at the state level which makes it difficult to effectively manage reactive power
in the grid at the state level. In inter-state energy accounting, each of the states is
considered as a single entity and drawl/injection at the state periphery is monitored
for accounting respective charges.

8 Regulatory Framework for Reactive Power Management
in India

With the view of 22 GW of power based on solar photovoltaic and wind by 2022
[13], it is necessary to develop a reactive power management framework. Presently
in India, reactive power management is incentive-based. VArh is paid at the rate
of 10 paise/KVArh with an annual escalation of 0.5 paise/KVArh. As per IEGC
2010, incentives for reactive power compensation are given in Table 1 based on the
following guidelines [14]:

Table 1 Guidelines for reactive power compensation incentives

Activity Beneficiary/Utility Voltage

Q Injection Gets paid @10 paisa/KVArh from DSM pool account V < 97%

Q Drawl Pays @10 paisa/KVArh to DSM pool account

Q Injection Pays @10 paisa/KVArh to DSM pool account V > 103%

Q Drawl Gets paid@10 paisa/KVArh from DSM pool account
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Table 2 Voltage limits as per
(CEA) Central Electricity
Authority manual on
transmission planning criteria

Nominal (KV) Maximum (KV) Minimum (KV)

765 800 728

400 420 380

220 245 198

132 145 122

110 121 99

66 72 60

33 36 30

(i) With the exception of the generating stations, the regional body pays for VAr
drawing and VAr injection when the voltage at the metering point is below
97% and above 103%, respectively.

(ii) Except for the generating stations, regional bodies are charged for VAr drawl
and VAr injection when the voltage at the metering point is above 103% and
below 97%, respectively.

(iii) Regional bodies, with the exception of generating stations, shall strive to
reduce the VAr drawl at an interchange point if the voltage at that point is
below 95% of the rated voltage, and if the voltage is above 105% shall not
return VAr.

(iv) The ISGS and other generating stations connected to the regional grid shall,
in compliance with the instructions of the RLDC, generate/absorb reactive
power within the capacity limits of the respective generating units, without
compromising the active generation needed at that time. No charges for such
VAr generation/absorption shall be made to the generating companies.

Voltage limits as per (CEA) Central Electricity Authority manual on transmission
planning criteria are shown in Table 2 [15].

9 Issues of Reactive Power Management in India

9.1 PPA and Reactive Power Charges

Utilities that enter into PPA with the generation utility do not compensate the latter
well for the reactive power support. They are called upon to supply power as and
when required.When the generator is called upon to supply or absorb reactive power,
its real power generation is reduced and is asked to absorb real power from the grid
for which it is billed by the grid, i.e., to run the synchronous generator in synchronous
mode, the generating company is asked to pay for the input energy consumed. This
energy is roughly 1–1.5% of the machine rating which is small when considered
for a short duration but becomes substantial when the machine generator operates
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in condenser mode for a long duration. There is no provision of incentives for the
generators for reactive power support in the grid.

9.2 Lack of Incentives

Since many of the states in India lack an energy accounting framework, reactive
energy quantum is not accounted for and no reactive power incentives are given for
reactive-power support to the participating generating stations. The technical grid
connectivity guidelines specify the power factor ranges within which each generator
is required to operate, thus making reactive power support more obligatory.

9.3 Absence of Reactive Energy Accounting Framework

In India, due to a lack of reactive energy accounting, it becomes very difficult to keep
a track of actual and scheduled VAR drawl/injection.

10 Suggested Reactive Power Pricing Framework
for Maharashtra

The present system does not compensate generators for the reactive power support
that they provide. Hence reactive power pricing framework for India should focus
on compensating generators for the reactive power support that they provide. All
generators should provide the obligatory as well as the enhanced reactive power
support services as and when required.

10.1 Methodology for Accounting and Settlement

For discouraging VAR over drawl or over injection by transmission system utilities
and generating sources, VAR exchanges should be priced as per the voltage levels
as shown in Table 3.

The charge of 13.00 paise/kVArh with an escalation 0.50 paise/kVArh annually
shall be levied. In the case security of the grid is endangered, SLDC may direct
generating stations and TSUs for curtailing VAR injection/ drawl.
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Table 3 Voltage levels at which VAR exchanges should be priced

Voltage/condition of TSU and generating
unit

VAR drawl from InSTS VAR injection into InSTS

Metered V < 97% of Bus V Pay into the pool Get paid from the pool

Metered V > 103% of Bus V Get paid from the pool Pay into the pool

10.2 Accounting and Settlement of Reactive Energy

STU shall be vested with the responsibility of smart energy meters at all the G <> T
and T <>D in the InSTS along with AMR facility. Energy accounting and settlement
shall be done in accordance with FBSM mechanism initially on monthly basis and
later on weekly basis. The responsibility of providing meter data of reactive energy
to SLDC is with STU in accordance with the state ABT order within 10 days for
accounting and computation of the successive next week.

10.3 Settlement Procedure

Case I—“RRC is payable (P) (+) by the State and [RRC + SRC (Receivable
(R)) < SRC (P)”: Balance sum shall be retained as a reserve (RRA) after paying out
RRC and SRC(P).

Case II—“RRC is payable (+) by the State and [RRC + SRC (R)] > SRC
(P)”: The excess amount available in reserve (RRA) shall be removed if any in
order to comply with [RRC + SRC(R)] and SRC (P). SRC(P) and SRC(R) shall be
apportioned to balance the total payables and total receivables if there is no reserve
or if it is insufficient to fulfill the difference.

Case III—“RRC is payable (−) by the State and [RRC + SRC (P)] > SRC
(R)”: After paying out RRC and SRC (P), the balance sum is held as a reserve (RRA).

Case IV—“RRC is payable (+) by the State and [RRC + SRC (P)] > SRC
(R)”: The excess amount available in reserve (RRA) shall be removed if any in
order to comply with [RRC + SRC(R)] and SRC (P). SRC(P) and SRC(R) shall be
apportioned to balance the total payables and total receivables if there is no reserve
or if it is insufficient to fulfill the difference.

Case V—No RRC for the State, No SRC (P), only SRC (R) and no RRA: No
reactive power charges shall be paid to the TSUs.

CaseVI—RRC is payable (+) by the State, No SRC (P), SRC (R) and noRRA:
The amount available in the state UI pool account may be utilized for payment to
the regional reactive pool purely on a temporary basis. In such instances, once the
balance is made in the state reactive pool account, the same shall be transferred to
the state UI pool account.
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11 Conclusion

This paper proposes an implementable framework of energy accounting and reac-
tive power in the state of Maharashtra. The specialty of this framework is that it
compensates for all the state utilities including the generators. The study of the
reactive power compensation frameworks in different states reveals that it is only
the generator that was not compensated for providing the reactive power support
within its reactive power capability. The proposed framework provides a fixed
charge/KVArh compensation for the reactive power accounted for in the energy
accounting framework.

12 Way Forward

At present, active energy accounting takes place effectively, and due to this, we are
able to develop a competitive bid-based active power market. But with the reactive
energy accounting framework in place in different cities in India, it will be possible
to develop a competitive market for reactive power as well. The auction shall be
based on the reactive power required to support voltage at a point in the grid so as to
provide reactive power service at the least cost. The auction mechanism is to invite
DERs to enter into the market, prevent collusion and make sure that no one dictates
the market. On the basis of the requirement, reactive power can be procured through
an auction in which the potential energy sources which are capable of delivering
reactive power at the required point compete. The potential DERs need to quote the
price along with the quantum of reactive power that they are willing to supply.

Auctions can become highly transparent and predictable, thus giving an oppor-
tunity to incumbents to learn to win an auction. The auction process can be in two
ways:

• Auction process-1: All the reactive power suppliers bid simultaneously and
compete against each other for the supply of reactive power to the locations as
identified by the system operator.

• Auction process-2: In this, all the suppliers of reactive power of a particular loca-
tion are entered into the system keeping in mind the key factor of the effectiveness
of respective reactive power service.

Some incumbents can show predatory behavior by quoting a very low price
initially for the service to deter the entrants and then coordinate among themselves to
offer pricesmuch higher in the long run. The final objective of the auctionmechanism
should be the maximization of economic welfare rather than the minimization of the
price to be paid in the auction. Suppliers of reactive power offering services at lower
quality and lower cost shall be given less priority over those who are offering high-
quality reactive power service but at a higher cost. More effective reactive power
should be valued more in comparison to the less effective reactive power [16].
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Design Optimization of Solar Thermal
Energy Storage Tank: Using
the Stratification Coefficient

Jasmeet Kalra, Rajesh Pant, Pankaj Negi, Vijay kumar, Shivani Pant,
and Sandeep Tiwari

Abstract Thermal stratification is a technique for maintaining separate layers of
fluid having different temperatures. It plays a significant role in creating a large
thermal gradient which in turn helps in storingmore thermal energy in a solar thermal
energy storage system. This paper investigates the effect of storage tank variables
in terms of aspect ratio, equivalent diameter and its relationship with average strat-
ification coefficient by varying them to different ranges to propose the optimized
models.

Keywords Renewable energy · Solar thermal storage · Thermal stratification ·
Optimization · Equivalent diameter

1 Introduction

Today, the energy demands of the world are dependent on fossil fuels which defi-
nitelywill create a crisis in the coming future. This problemhasmotivatedmankind to
search for an alternative form of non-degradable energy. Naturally available energies
like wind, tidal, hydro and solar energy are the best resources for bringing ecological
balance and fulfilling the futuristic energy demands of the world [1]. Designing and
building the cheapest and feasible storage system based on the above-mentioned
renewable energies is a solar thermal storage system. Thermal energy storage (TES)
system is a technique of storing heat energy by increasing anddecreasing the tempera-
ture of amedium, stored in a reservoir which can be later used for further applications
[2]. The most common applications of TES are in industries, central air conditioning
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[3] and green buildings [4]. The advantages of TES comprise overall energy saving
and less pollution at minimum expenditure. However, varying intensity of sunlight
and different incident angle, at different places, pose a challenge in meeting load
demand [5]. In TES, thermal stratification plays a significant role as it increases the
overall efficiency of the system. Stratification occurs due to the property of a liquid
that gets lighter on heating and forms different fluid layers of varying temperature
with the hottest fluid layer at the top and coldest at the bottom. This creates a thermal
gradient which provides an opportunity for large thermal energy storage [6] ease of
use. Moreover, several examples are available in the digital domain [7–13].

1.1 Methods of Thermal Storage

The most common methods used in TES are storing sensible heat, latent heat and
thermo-chemical storage reservoirs. The latter two methods have given promising
results in storing and extracting the maximum amount of heat with minimum losses.

1.2 Sensible Heat of Storage

In this method, a solid or liquid medium increases its temperature by absorbing
thermal energy. Quantity of energy stored is a function of specific heat of medium,
temperature gradient and percentage of storing medium present [14].

Q = mCp
(
Ti − T f

)
(1)

whereQ is stored heat in Joules;m denotes themass of thermal storagemedium in kg;
Cp is specific heat in J/(kg K); Ti and Tf are initial and final temperatures in degree
centigrade. Water being easily available, non-toxic and having high heat capacity
(about 4180 kJ m−3 K−1) is best suited as a medium for sensible heat storage method
below 100 °C. Above it, other mediums like molten salts, oils and liquid metals are
used.

1.3 Latent Heat of Storage

It requires a phase change material (PCM) which delivers or accumulates energy by
undergoing fromone physical state to another and the sensible heat as per Eq. 1. Phase
change in PCM can take place as solid–liquid, liquid–gas, solid–gas and solid–solid.
Many researchers have presented review papers [15–18] of available latent thermal
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energy storage systems and exploring different kinds of PCMs and their thermal
properties.

Thermo-chemical energy storage. It consists of thermo-chemicalmediumwhich
absorbs and releases energy by splitting and recombining ofmolecular bond in a fully
reversible process. During charging, thermo-chemical material A absorbs heat and
breaks into B and C, which can be easily stored separately. Whenever energy is
needed, these two products (B and C) can mix together under suitable conditions of
pressure and temperature releasing a huge quantity of energy. The complexity of the
storage system increases, with the management of two materials with their separate
storage capacities but it is one of the best techniques to store thermal energy due to
high overall efficiency and low losses. Metal oxides have also been considered for a
thermo-chemical medium that evolves oxygen that can be further used or discarded
into the atmosphere [19]. It is still under investigation.

2 Methodology

As per the objective function for optimization of design parameters, we had consid-
ered the equivalent diameter of the storage material, aspect ratio of the storage tank
and void fraction for variation within a range of values. The effect of changing the
values was plotted on graphs along with its effect on Wu and Bannerot stratification
coefficient [20].

Equivalent Diameter. The size or dimension of the bed element is called equiv-
alent diameter and is represented by De. It may not necessarily be a spherical shape.
Mathematically, it may be represented as:

De =
(
6

π
V

) 1
3

(2)

where De is the equivalent diameter, and V is the storage tank volume.
Void fraction is the term that represents the volumetric air gaps between the

bed elements inside the storage tank. It is the ratio of volumetric air gaps to the total
volume of the bed.With the rise in the volume of bed elementswithin the storage tank,
void fraction decreases, and vice versa. Void fraction affects heat transfer within the
storage tank as thematerial changes and in turn the heat transfer rate.Mathematically,
it is calculated from the relation.

Ep = V − Vs

V
(3)

where Ep is the void fraction,

V denotes the volume of the bed material,
Vs denotes the volume of storage material.
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Table 1 Range of selected variable parameters

Parameter Range

Void fraction, Ep 0.3–0.6

Equivalent diameter, De (m) 0.05–0.20

Aspect ratio, L/D 1–10

Aspect ratio also known as L/D ratio. It is the ratio of either height or length of
the storage tank to the diameter of the storage tank and is given by (Table 1):

Aspect ratio = L
/
D (4)

Stratification coefficient is defined as the index showing the degree of stratifi-
cation achieved [20]. It is based on the deviation of mean storage temperature from
the mean square temperature of storage (Table 2).

ST WU = 1

mstore

∑

n
mn[Tbn − Tavg]2 (5)

where mstore is the mass of storage,

mn is the mass of one element of bed,
Tbn is the bed element temperature, and
Tbm is the bed mean temperature.

Sizing of packed bed: The sizing of the packed bed is established on the general
principle of energy to be stored within a specified interval of time. The bed size is
considered on the basis that it should be able to absorb the maximum quantity of

Table 2 Range of selected fixed parameters

S. no. Description Parameter Value

1 The volume of packed bed (m3) Vb 15

3 Number of bed element N 60

4 Initial bed temperature (°C) Tbi 25

5 Density of air (kg/m3) ρa 1.1

6 Dynamic viscosity of air (kg/s-m) μa 1.865 × 10–5

7 Inlet air temperature to bed (°C) Tai or Tib 40

8 Ambient temperature (°C) T∞ 25

9 Density of storage material (kg/m3) ρs 1920

10 Specific heat of air (J/kg °C) Cpa 1008

11 Specific heat of storage material (J/kg °C) Cps 835

15 Time interval (min) �t 5
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Table 3 Different values of
aspect ratio, the length (L)
and diameter (D) of the bed is
working out to be as given
below

Aspect ratio (L/D) Length of bed (L in
m)

The diameter of bed
(D in m)

1 2.65 2.65

3 5.53 1.84

7 9.75 1.40

10 12.40 1.24

energy from incoming hot air during the charging and the average bed temperature
becomes nearly equal to inlet air temperature at the end of the charging.

Assuming a uniform system load of 5 kN, implying that the collectors would
collect at a rate higher than the load because it must supply an energy equivalent of
5 kN to be supplied over 16 h which is to be stored in the storage bed.

Energy to be stored works out to be 2.88 × 105 kJ using the following equation
for the mass of the storage:

MCp�T = 2.88 × 105

Using a maximum value of temperature rise of 15 °C, (the difference between
temp. of air at the inlet of 40 °C and starting temperature of 25 °C), the mass of the
storage bed works out to be 19,000 kg. For the density of bed material of 1920 kg/m3

and void fraction of 0.30, the volume of the storage bed works out to be 15 m3 (Table
3).

3 Mass Flow Rate of Air (Heat Transfer Fluid)

It is defined such that the equivalent amount of energy fed by the hot air during 8 h is
the energy that is needed for charging the bed. This mass flow rate can be determined
from the following relationship:

(ṁcp)air (Tai − Tbi )tch = V (ρcp)s(1 − Ep)(Tbm − Tbi )

ṁ stands for the required mass flow rate, kg/s.
Cpa stands for specified heat of air, J/kg K.
Tai stands for the temperature of the incoming air, °C.
Tbi denotes the initial temperature of the bed, °C.
Tch is the charging time, (s).
Tbm is the maximum bed temperature, °C.
V is the bed volume, m3.
ρb is the density of bed material, k/m3.
Cps stands for the specific heat of bed material, J/kg K.
Ep is the void fraction of the bed.
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Using the bed volume determined in the earlier section and the values of other
parameters listed in Table 2, the rate of flow for air works out to be 0.065 kg/s.

A computer program has been developed in C++ language for the determination
of bed temperature Tb, air temperature Ta and stratification coefficient developed
by Wu and Bannerot [20] STWU is in relation to system parameters, namely the
equivalent diameter of bed element (De), the void fraction of bed (Ep) and aspect
ratio of bed (L/D) in the given range for fixed values of other parameters.

4 Results and Discussion

The time-averaged value of the stratification coefficient has been plotted in Figs. 1,
2, 3 and 4. A designer can hence use these optimized values directly to make the

Fig. 1 Variation of average stratification coefficient with an equivalent diameter at aspect ratio 1

Fig. 2 Variation of average stratification coefficient with an equivalent diameter at aspect ratio 3
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Fig. 3 Variation of average stratification coefficient with an equivalent diameter at aspect ratio 7

Fig. 4 Variation of average stratification coefficient with an equivalent diameter at aspect ratio 10

best solar collector storage system. Figure 1 shows that for a fixed value of aspect
ratio (L/D = 1) of the storage tank, the best possible set of equivalent diameter and
void fraction can be seen to be 0.05 and 0.3, respectively. Figures 2, 3 and 4 show
the average value of the stratification coefficient corresponding to aspect ratios of 3,
7 and 10, respectively, where the maximum value of this coefficient can be 30.69,
34.96 and 35.48, respectively.

These plots can be used by the designer to arrive at suitable optimum values of
system parameter sets for any fixed value and other variable values. For instance, in
case the void fraction value of, say 0.5, has been fixed as a system constraint, then
Fig. 4 shows that the optimum set of equivalent diameter and aspect ratio will be
0.05 m, 10 and the maximum value of stratification coefficient can be seen as 29.84.
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Investigation of Hydro Energy Potential
and Its Challenges in Himalayan State:
Uttarakhand

Rajesh Pant, Jasmeet kalra, Pankaj Negi, Shivani Pant, and Sandeep Tiwari

Abstract Indian Himalayan region is rich in biodiversity of flora and fauna as well
as it is the source of numerous perennial rivers. These rivers not only flourish the
ecosystem of Indian plains but are also the source of immense renewable water
energy. Indian Himalayas accounts for 79% of the total hydro potential of the nation,
but currently, only 12.3% is being extracted from it. This paper studies the possible
causes of the scarce utilization of waterpower in the Himalayan state of Uttarakhand.
It also highlights the strength and flaws of hydropower projects on the environment
and its local residents.

Keywords Renewable energy · Sustainable energy · Hydropower energy ·
Uttarakhand

1 Introduction

Hydropower is one of the cleanest and non-polluting sources of renewable energy. Its
adaptability for peak and baseload variation makes it reliable for power grids. India
has a total potential of 148,700 MW [1] and pumped storage of about 94,000 MW
[2]. India ranks fifth in the world hydropower generation [3]. It utilizes 12.3% of
its total utility power generation capacity with an installed capacity of 46,000 MW
as of 31 March 2020 [4]. Most of the untapped hydropower potential lies in the
northern and northeastern regions of India [1]. The four Himalayan states Jammu-
Kashmir, Himanchal Pradesh, Uttarakhand and Arunachal Pradesh have almost
85% of total hydropower potential [5]. Uttarakhand alone is considered to have
an approximate potential of 20,000 MW with large, medium, small, mini and micro
hydropower plants [6]. Moreover, some examples related to hydro energy potential
and its challenges are listed in [7–13].
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Table 1 Types of HPPs S. no. Name Capacity

1 Large HPP Above 30 MW

2 Medium HPP 10–30 MW

3 Small HPP Less than 10 MW

4 Micro HPP Up to 100 KW

Fig. 1 Hydropower projects running in Uttarakhand [6]

Hydropower plant classification (HPP): As per the department of energy, the HPP
can be classified as large, medium, small and micro HPP [14] on the basis of power
generated as shown in Table 1.

Small hydropower plants give an added benefit of a longer lifespan and help in
environment conservation (Fig. 1).

2 Development of Hydropower Resources in Uttarakhand

Uttarakhand was formed on 9 November 2000. It is located between 28° 4′′ to 30°
25′′ North latitude and 77° 35′′ to 81° 02′′ East longitudes. It has 53,483 square
kilometers spread, of which 86% is a hilly area. It shares international boundaries
with Nepal, Tibet and China. It is having numerous sources of water which are being
provided by snow-fed glaciers. The state is endowed with 17 rivers and 31 lakes. The
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unsystematic distribution of water also creates water scarcity in a few of its districts.
Alaknanda, Bhagirathi, Sub Ganga, Yamuna, Ramganga and Sharda are the principal
rivers basins of the state.

Uttarakhand completes 97% of its energy demands. As per the Uttarakhand-DRE-
Plan-Report data, the energy demand and energy availability of the state in 2017–
2018 were 13,457 MU and 13,426 MU, respectively, with 31 MU deficits [15]. The
projected energy demand of Uttarakhand in 2021 will be 19,406 MU which is 33%
more than 2017–2018 for achieving the aim of 24 × 7 power supply. This need
can be fulfilled by harnessing maximum water energy. Tables 1 and 2 show the
working hydropower project and Table 3 shows the identified hydropower projects
of Uttarakhand (Table 4).

Table 2 List of operational hydropower project [16]

Project River Design head (mts) Installed capacity (MW)

Chibro Tons 110 240

Khodri Tons 57.9 120

Dhakrani East Yamuna 19.8 33.75

Chila Sub Ganga 32.5 144

Pathri Sub Ganga 9.75 20.4

Mohammadpur Sub Ganga 5.7 93

Bhilangana II Bhagirathi 218 24

Bhilagna Bhilagna 168.4 22.5

Maneri Bhali 2 Bhagirathi 247.6 304

Rishiganga Alaknanda 52 13.2

Urgam Alaknanda 196 3

Birahi Ganga Birahi Ganga 54.5 7.2

Kaliganga Kali Ganga 166 4

Rajwaqti Nandakini 46.5 3.6

Vanala Nandakini 135.98 15

Srinagar Alaknanda 65.97 330

Kanchauti Kanchautigad 400 2

Relagad Relagad 264.83 3

Khatima Sharda 17.98 41.4

Total capacity 1340.35
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Table 3 List of pumps storage-based projects [16]

Project River Design head (m) Installed capacity (MW)

Dhalipur Yamuna 30.48 51

Kulhal Yamuna 18 30

Maneri Bhali I Bhagirathi 147.5 90

Tehri I Bhagirathi 228 1000

Koteshwer Bhagirathi 81 400

Ramganga Ramganga 84.4 198

Total capacity 1769

Table 4 List of proposed hydro projects with estimated cost [17]

Project River Installed capacity
(MW)

Approximate cost
(Crores)/Base year

Deora Mori Tons 27 112 (1995)

Mori Hanol Tons 27 215 (1995)

Hanuman-Chatti—Syana-Chatti Yamuna 33 149 (2000)

Barnigad-Naiangaon Yamuna 34 234 (2000)

Chunni-Semi Mandakini 26 110 (1996)

Markura Lata Dhauliganga 45 154 (1996)

Lata Tapovan Dhauliganga 108 247 (1996)

Vishnugad Pipalkoti Alaknanda 340 1048 (1996)

Utyasu Dam Alaknanda 1000 1985 (1996)

Total capacity 1640

3 Challenges in Development of HPPs in Uttarakhand

Harnessing hydro energy will bring numerous benefits to Uttarakhand but there are
many challenges that need to be addressed beforehand. The construction and instal-
lation of an HPP is a mammoth task, requiring a huge initial investment with sound
planning. Once the project is started, delay in construction costs higher interest
rates. Preproject time-consuming activities involve site identification with a feasi-
bility study, seismic investigation, acquiring forest/land clearance, preparing and
sanctioning of environmental impact assessment and addressing rehabilitation and
resettlement of local community. HPP requires blasting and tunneling which makes
these plants hazardous to flora and fauna.

Uttarakhand falls in the highly seismic zone of range IV or V which poses a
great challenge in the development of such projects. Another threat to such projects
is flash floods and landslides which is a common site in Uttarakhand during the
rainy season. In June 2013, severe rain and multiple cloud burst was a reason for
flash flood in the Kedarnath valley which was named as the Himalayan tsunami.
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As per the state government report, 169 people died, 4021 people reported missing
(presumed to be dead), 11,091 livestock lost, 4200 villages affected, 70,000 tourists
and 1 lakh locals were stranded inmountainswith heavy damage to private and public
property [18]. The Supreme Court of India constituted a 17-member committee to
investigate this disaster, a report of which is still not made public. But an informal
network ‘SANDRP’ (South Asia Network on Dams, Rivers and People) and eminent
geologist Prof. K. S. Valdiya suggested that the building of a hydropower plant in the
seismic and landslide-prone area was the reason for this disaster [19, 20]. With this
report, it becomes a challenge for Uttarakhand to utilize its water potential.

4 Strength and Opportunities of HPPs

Continuous energy is needed for the welfare and unhindered growth of any
state/country for which fossil fuel cannot be a good choice due to its unavailability,
economic cost and, moreover, its negative ecological impact. Renewable energy is
looked upon as a continuous source of green energy, especially in developing coun-
tries due to its economical, technical and environmental benefits [21]. Among renew-
able energy, waterpower is widely accepted due to its all-year-round availability, non-
polluting nature, high density, easy power predictability and fast adaptability to load
variations. It can be directly used or can be stored in the form of pumped storage or in
charging batteries for small industries withmany other direct and indirect advantages
[22]. Nepal is a country that is generating huge revenue by selling HPP power to
India and Bangladesh [21]. The low running and maintenance cost of hydropower
plants is an added advantage that assists in ease to meet a low breakeven point of
HPP despite its high construction and installation cost. The micro and small HPP
are regarded as highly eco-friendly and have a large lifespan with little maintenance.
Micro HPPs have an efficiency of 60–90%when compared to their solar counterparts
[23]. Hydroelectricity can yield prosperity and self-sustenance to developing coun-
tries by meeting their current and future energy demands and producing more jobs
in the service sector and the Uttarakhand government is motivating entrepreneurship
by encouraging investment in micro and small HPP projects.

5 Flaws of HPPs

The HPP brings great risk to socio-economic conditions and the ecological system
of an area. The power production in HPP requires a large amount of water to be
stored with a high head (height from datum) forming a big lake in a catchment
area. Heavy rainfall brings logs and sediments which have a negative impact on the
working and lifespan of turbines, penstock and other equipments of HPP, hence the
water is released during such times bringing floods in lower plains [24]. Building
a dam in a river obstructs the natural flow of water, sediments [25] and even the
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migration ofmarine life like fish and other aquatic animal breeding [26].A large-scale
structure causes deforestation in the catchment area, riverbank erosion, flooding of
agricultural land,water scarcity during low rains,water-bornediseases and significant
deviation of an intricate ecosystem [27]. One important concern in HPP is that it
emits a large amount of greenhouse gases which likely reduces snowlines in the
Himalayas,making the lower plains venerable to floods as happened in theKedarnath
valley, Uttarakhand in June 2013 [19, 20]. Reports suggest that the total emission of
greenhouse gases from an HPP may be more than its thermal counterpart working
with carbon, natural gases and oils over a period of 25 years of operations [28].
Another important criterion for an HPP is meeting project deadlines as it greatly
affects the cost of the project. Tehri project missed many deadlines, and the revised
cost for the project was estimated INR 8392 crores during commissioning instead of
the initial cost estimate of INR 3000 crores. Similarly, the estimated initial cost for
the Alaknanda project in Srinagar was INR 20.69 bn in the year 2007 but it is revised
to INR 36.75 bn in 2011 due to time runs [29]. There are many other examples that
show a huge difference in estimation and commissioning costs of the hydro project
all across India.

6 Conclusions

As per our investigation, there is a huge potential for hydro energy in Uttarakhand.
The large difference between installed and available capacity gives us insight into
many other factors which play a crucial role in developing Uttarakhand as a hydro-
energy-rich Himalayan state. But there are challenges that hinder the growth of this
sector in Uttarakhand and other Himalayan states such as heavy rainfall leading to
floodand sedimentationnegatively affecting turbine life. Large catchment area, heavy
deforestation, soil erosion, rehabilitation and a large increase in greenhouse gases
are some of the challenges which cannot be ignored. To overcome these challenges,
an environmental impact assessment (EIA) study should be done in-depth for any
proposed project. EIA is a powerful tool that investigates the impact of any hydro
project on the environment, local residents and gives an optimum solution acceptable
to all, such as project coordinators, investors, local residents and government agencies
involved. Therefore, it is necessary to increase research in developing technology and
management skills to overcome these challenges and finding solutions for utilizing
the maximum hydro potential of Uttarakhand and other Himalayan states.
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Big Data Preprocessing Phase
in Engendering Quality Data

Bina Kotiyal and Heman Pathak

Abstract The change in the behavior of humans in the past decade has shown
a tremendous generation in the data. The various researchers have given various
definitions and discussed the different characteristics of big data. In the present
study, we emphasize on the less focused areas of big data. One such zone is big
data preprocessing. Extracting valuable information from big data has broadly three
phases: first is acquisition and storage, second is data preprocessing, third is applying
data mining and, at last, analysis of data. The contribution of this paper is that it
shows generating the valuable information from big data not dependent on opting an
advanced algorithm or novel algorithm but more than that it depends on acquisition
of relevant data and preprocessing phase. The preprocessing phase plays a significant
role in generating valuable data which serves as a great input in decision-making. At
last, this paper gives a brief survey and analysis on big data preprocessing techniques
used to handle imperfect data, reduction of data size and imbalanced data. It also
theoretically discusses the different problems associated with the various phases and
gives future directions where the researchers can work.

Keywords Feature selection · Preprocessing · Big data analytics process · Big
data analytic techniques

1 Introduction

The rising popularity of smartphones and the tremendous change in human behavior
over the internet leads retailers to deal with different kinds of data sources (internal
data or external data). These data sources demand high analytics to be performed.
However, before performing the analytics to the data, another issue arises from the
rapid generation of data and variety (data present in a different format) which makes
the traditional machines to be failed in processing and extracting some valuable
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information that plays a significant role in real-time applications for making deci-
sions, such as for business intelligence, health sector etc. Big data technology plays
a pivotal function where the conventional data management systems failed to bear,
hoard and process this mountainous data immediately. Big data has taken the atten-
tion of not only the academicians, but it is a point of concern to government offices
and corporate sectors too. The volume of data, one of the leading concerns of big
data, has been addressed like “what size of data is called as big data?”, therefore
justifying the size of macro data is a need according to the author [1].

This paper contributes primarily to focus on some of the neglected zones of big
data. One such zone is big data preprocessing. Many researchers have conducted
research in big data but very few of them have discussed the preprocessing stage.
The researchers have focused on all the phases but very few works have been done
in preprocessing phase. The data preprocessing phase involves data cleaning, data
integration and data transformation that confiscates the noise from the data [2]. Data
quality has a lead role in the generation of valuable insights from data. It is among
the most significant phases in big data analytics and it prepares the raw data for
further processing and hence results in more efficient processing [3]. Moreover,
several recent examples and applications of big data in different domains are listed
in [4–10].

The storage phase is also an area of concern on account of exponential growth
in data size because of the drastic change in human behavior over the past years
continuously contributing to the ocean of data by means of online shopping, sharing
of views on social network sites and many more. In near future, the storage and
processing of big data will bring new heights of challenges to practitioners and
researchers because of the various characteristics of big data.However, preprocessing
phase plays a crucial role in generating high-quality data and rich performance in
results, and this phase has a significant impact on decision-making; therefore, this
area needs to be focused.

2 Characteristics of Big Data

Volume. Volume indicates the extensive data generated in seconds by each one of us.
The time and type of data affect the definition of big data; therefore, it is not feasible
to sketch a well-accepted threshold for big data volume that makes a “big dataset”
[1]. Big dimensions can be in terabytes or in petabytes.

Variety. The data collected from diverse sources is a kind of heterogeneous data such
as data collected from social media, weather data, geographical data etc. The data in
spreadsheet or relational databases format is known as structured data. This data is
only 5% of all remaining data [1]. The structure of data only creates one-fourth of the
actual data according to statistics [11]. Semi-structured data looks like unstructured
data. The unstructured data consists of text, images, videos, audio etc. Unstructured
data does not have any format and forms 95% of the actual data.
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Velocity. Velocity adverts to the speed at which the data generation takes place and
it should be analyzed. It encompasses the speed (determined through batch data or
real-time data) with which the data is treated and must comply with the swiftness
with which the data is generated [12].

Veracity. The term veracity is invented as the fourth V, which represents the unpre-
dictable (uncertain, incompleteness and inconsistency) characteristics present in
some sources of data, such as the human behavior sentiments with respect to social
media that are not certain in nature. However, they contain valuable information.
Therefore, handling unpredictable data is one more important feature of big data
technology built for the management and removal of uncertain data.

Variability. Variability and complexity are two more vital values of the big data
familiarized by SAS. Variability shows the changes in the data flow rate, whereas
complexity comes when the data is collected from several different sources.

Value. Value points to the usefulness of data for decision-making; it indicates the
worthiness of the data extracted from the substantial volume of data. The organization
can be rich in data but can be poor in valuable information until it is processed or if
that valuable information cannot be used by an organization.

3 Big Data Analysis Process

The big data analysis process has five phases. Figure 1 shows the analysis process.

Fig. 1 Big data analysis process. The first step in the analysis process is data acquisition (data
collected through different mediums and in different forms); the second step is to store the data; the
third step is data management; and the fourth step is applying the analytic method to the data for
extracting the meaningful information and at last data visualization is used for pictorial graphical
representation
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3.1 Data Acquisition

Data acquisition addresses a wide range of data ingesting processes, like collecting,
filtering and cleaning in a databank. In this step, the data from the plurality of sources
are collected and stored for a value creation drive. It has two sub-parts: data collection
and data staging. Data collection is theway to collect the unrefined data from a factual
environment and build it skillfully such as data collected through sensors or log files,
whereas data staging is defined by the author [13]. In the stream processing model,
the data is continuously generated at an amazingly fast speed and therefore needs to
be analyzed immediately to extract its consequences, whereas in the batch processing
model the data is saved and then processed. The two sub-steps of staging in batch
processing are: data exploration and preprocessing.

3.2 Data Storage

A significant role is played by the data storage, as the size of the data is continuously
increasing, and it results in the need for large and efficient storage. Hadoop ecosystem
is used to store the data. However, it is not worth storing the entire data for processing,
therefore storage optimization needs to be focused. This can be achieved by some
techniques, like principal component analysis, random forest, and feature selection,
thus compressing the data and reducing the storage space that will result in high
performance [14].

3.3 Data Management

Data management ensures the effectiveness of big data storage. It can be broadly
classified into two categories: the first is data preprocessing and the second is data
analytics. Big data preprocessing is a formidable phase as existing tactics are not
useful due to its size and heterogeneity of data, data generation through internal
and external sources, the speed with which the data is generated, the complexity
of data, noise in data, missing values, inconsistency and many more. The high
volume of data with the aforementioned characteristics needs more sophisticated
tools to process it [15, 16]. Apache spark technology can be used as a better solu-
tion than Hadoop as it can alleviate the challenges of data preprocessing. Apache
spark processes the data through a directed acyclic graph (DAG), which automati-
cally dispenses the data through the clusters and does the essential actions in parallel
[17]. The working of apache spark is comparatively better than Hadoop as it does
in-memory processing of large datasets. Sparks implements MLib with ten learning
algorithms which encourage the integration of novel preprocessing methods in the
future. Apache Flink can be used in the future as it fills the gap between Hadoop and
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Spark. The Spark technology works on micro-batches, whereas Flink technology
works on batches. Flink uses the FlinkML, a machine learning library [18].

3.4 Data Analytics

Big data gives a better decision and thus results in business intelligence. This can
be achieved when we apply the analytical methods for generating meaningful data
from the raw data. The four analytical methods are: prescriptive analytics, predictive
analytics, diagnostic analytics and descriptive analytics.

3.5 Data Visualization

Visualization is related to the graphical representation of a design through images,
tables, diagrams in a way to make a clear picture of the data. The prior visualization
tools are not capable of handling the mammoth of data as the data is growing at a
continuous pace. Latency is the challenge that comes with high volume of data with
its continuous generation that needs to be tackled. Its job is to identify the patterns and
correlations as per the need of organizations. However, much of the result is depen-
dent on the beginning phases such as the collection of information, data preprocessing
and using the analytics techniques according to the domain. Reducing the dimen-
sions for the purpose of good storage and not making use of efficient techniques in
the processing phase land up in losing the interesting patterns, whereas considering
more dimensions can result in dense visualizations [19]. An example of visualization
tools is Pentaho and Tableau. Pentaho generates reports from unstructured and struc-
tured data. It helps in making sound decisions. It is easy to use and gives a detailed
visualization but makes use of less advanced analytics techniques than Tableau [20].
On the other hand, Tableau can process a huge number of datasets, and it is the
fastest-growing tool used in the business industry. It has the proficiency to convert
large and complex datasets into untaught depictions [21].

4 Big Data Analytics Techniques

Extracting the knowledge from the massive data is dependent on data analytics. The
different types of analytics are:

DataMining. It is the process of extracting hidden patterns and correlations from the
datasets [22]. It includes the techniques such as association rulemining, classification,
regression and clustering. Data mining serves as a base for machine learning and
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artificial intelligence [23]. The research studies show that we can also employ the
existing data mining algorithms.

Web Mining. Web mining technique discovers the pattern from huge web data. It
can be used to find the effectiveness of a website. Web mining can be classified into
three parts [24].

Machine Learning. It is the ability of a system to learn from historical data without
being programmed. Machine learning is a significant application of artificial intel-
ligence. Making the automatic vital decisions and discovery of knowledge are the
aim of machine learning [15] and it can also do predictions [23]. The size of data
brings challenges to the on-hand machine learning techniques. Another challenge is
machine learning works on horizontal scaling that uses MapReduce, streaming or
graph-based solutions that show improvement in performance but do not handle other
challenges such as on-feature engineering, the curse of dimensionality etc. Therefore,
the amalgamation of a new learning paradigm along with processing manipulations
with algorithms provides research opportunities.

5 Survey and Analysis

Big data preprocessing hasmany challenges associated with the characteristics of big
data. To name a few are imperfect data (missing value, noisy [25]), feature extraction,
feature section, heterogeneity, scalability and class imbalance. The research studies
show that the quality of data depends on performing the data preprocessing phase
properly with the domain-specific data. Therefore, it is very crucial to focus on this
face. This paper has focused on three parts: imperfect data, feature extraction and
class imbalanced and performed the theoretical analysis.

This paper analyses some of the techniques that are used to handle the imper-
fect data, reduction of data size and imbalanced data. Imperfect data deals with the
techniques associated with missing value or noise. Missing values can result in bad
decision-making and can be a potential reason for the loss of efficiency in the extrac-
tion of knowledge; therefore, it is very necessary to deal with it [26]. Discarding
the missing values and computing the value to the missing data by means of mean,
median, mode and likelihood are the traditional means for handling the missing data.
Little and Rubin gave the solution of discarding the missing values. This approach
can lead to biases in the learning process and significant information can be vanished.
However, using the likelihood probability can be used to fill the missing values. The
second approach to handle missing data is by computing the likelihood based on
each use case. It does not impute the data. The maximum likelihood assessment
of a factor is in the assessment of the factor that is most likely to have resulted in
the experimental data. For the missing data, the maximum likelihood is calculated
individually for cases with whole data on some variables and others with whole data
on all variables. After that, they are maximized together to find the assessments.
The advantage of the maximum likelihood is it does not need a careful selection of
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variables for impute values and gives unbiased factor assessments. The disadvan-
tages were that it is restricted to linear models and the model for the dataset was not
known in advance. However, using machine learning techniques can be fruitful in
computing the missing values as it does not require any prior knowledge.

The data often contains noise that can affect the input or output or both of them,
and thus leads to the poor quality of data [27]. Noise related to the input is called
attribute noise and the noise related to the output variables is called class noise. The
class noise shows that the data is more biased. The approaches used to handle the
class noise are data polishing and noise filters [28]. Data polishing is a challenging
task and can be applied to a small portion of data, whereas a noise filter can be used
to remove the noisy instances without changing the existing data mining algorithms.
Some of the conventionalmethods used for handling the noise are binning, regression
and clustering. The binning method takes the neighboring data to smooth the value
of a bin. It works on organized data values arranged into several bins. The smoothing
is done by bin means, bin medians and bin boundaries [29]. When the values are not
sorted then this method cannot perform. Another approach to handling the noisy data
is through regression. It is amethod that adapts the attributes of a dataset to a function.
Regression can be linear regression and multiple regression. The linear regression is
able to predict the value of one attribute with respect to the other attribute, whereas
multiple regression is the extension of linear regression in which more than two
attributes are considered. The clustering technique can be used to handle the noisy
data. When the dataset has minimum and maximum variations in the values then
clustering can be used to find the outliers. It makes a group of similar values and
discards the dissimilar one. Clustering forms the group for similar data values and
identified the irregular pattern in the group. The value that lies outside of the group
boundary is outliers with an unusual pattern. Thismethod is very efficient in handling
the homogeneous sampled data [30]. The author [14] has given two approaches to
cope with noisy data in big data classification problems. But these approaches are
limited to the classification problem. An advanced algorithm needs to be developed
in handling the noise and generating clean and high-quality data known as smart
data.

The major hurdle in social network analysis is its size. It is computationally costly
to process such a massive network. Dimension reduction is another technique to deal
with the data size. It is a challenging process whose job is to reduce the high dimen-
sions to low dimensions also known as the space transformation technique. It can
lead to a better performance of the system by employing dimension reduction and
compression techniques [31]. The three main characteristics of big data need to be
addressed, and attributes are reduced to take out the valuable information. Dimen-
sionality reduction could be achieved by feature selection and principal component
analysis [24]. Feature selection (FS) is considered to be a more promising technique
as it deletes the redundant data from the feature set. The feature selection method is
classified into supervised, unsupervised and semi-supervised. Based on their learning
it can be of three types that are filter, wrapper and embedded [16] which are employed
to increase the processing performance of a system. In the filter method, the features
are opted on the basis of their scores with the outcome variables using statistical tests
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[32]. It has less computation compared to the other methods; however, the evaluation
criteria are critical. It uses the chi-square test, correlation coefficient etc. Some of
the filter methods consider the relationship between the features and class labels.
Pertaining to big data the FS faces some challenges; it takes time to learn the data
and have difficulty to handle velocity characteristic. The presence of noise makes
it difficult to select the correct features of data. The existing methods are impotent
in managing big data properly. For handling the unreliable data, incomplete data
researchers have proposed feature-based heuristic algorithms. To name a few are
the Fisher score algorithm, genetic algorithm etc. These algorithms are helpful in
generating better feature sets with high speed. The survey shows that these methods
are good in increasing the performance of the system, reducing the processing time
and the cost incurred in overall phases and at last providing rich data. The wrapper
method uses a subset of features and builds a model. The inferences are drawn from
the previous model and the features are added or removed from the subset. Recur-
sive feature elimination, forward feature selection and backward feature elimination
are some of the examples of wrapper methods. Computationally, it is an expensive
method and suffers from an overfitting problem. The embeddedmethod is the combi-
nation of filter and wrapper method. LASSO regression [33] and decision tree are
used in the embedded method. The embedded method has more accuracy and less
error rate over filter and wrapper method but it has high computation and shows the
problem of overfitting in high-dimensional data.

Imbalanced data or class imbalance is the challenge associated with the large
growing of data, also known as the volume of data, and assuming that the data are not
correctly classified across the distribution. Solving the problem of class imbalanced,
big data preprocessing is potentially one of the main attention of researchers. If the
class imbalance problem is not handled properly it can deteriorate the performance
of a system because it has varying probability of existence. It has been a topic of
research for more than a decade.

6 Conclusion

The paper emphasizes on the preprocessing phase. It shows the importance of
preprocessing phase for generating great insight from large datasets. The paper also
conducted a brief survey on big data preprocessing methods and presented some of
the methods for handling the imperfect data, reduction of data size and imbalanced
data. The implementation of the methods used for preprocessing the data is good in
increasing the performance of the system, reducing the processing time and the cost
incurred in overall phases and at last providing rich data. However, preprocessing is
still in its infancy.
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Performance Evaluation of Sliding Mode
Control for Underactuated Systems
Based on Decoupling Algorithm

Ajit Kumar Sharma and Bharat Bhushan

Abstract The present work investigates an approach of sliding mode control with
a decoupling algorithm to stabilize a class of underactuated systems. The decou-
pled method offers an unexacting mean to attain asymptotic stability for nth-order
nonlinear systems.The translator oscillator rotational actuator (TORA) is chosenhere
to test the efficacy of the proposed control scheme. The detailed mathematical frame-
work of underactuated systems and the proposed SMC are presented in the article.
The underactuated systems are providedwith different control inputs. The simulation
results of the TORA system with the proposed control scheme demonstrate robust
performance in a wide range of operations and disturbances. The system’s stability,
accuracy and transient performance measures like peak overshoot and response time
improved with increment in the type of control input to the system.

Keywords Sliding mode control (SMC) · Decoupling algorithm · TORA system

1 Introduction

In the past decade, underactuated systems received sustained focus in the research
field. The underactuated systems are employed in several applications, including
locomotive systems, robotics, marine systems, underwater robots, and aerospace
systems [1]. In an underactuated system, its control input numbers are lesser than its
degree of freedom. The nonlinearity of the system increases the complexity between
the directly actuated states and un-actuated states of control design. Few underactu-
ated systems are not able to complete the requirement of the existence of stability by
feedback law [2]. Some studies have proposed that stabilization through continuous
feedbackmay remove the complications confronted by smooth feedback stabilization
[3]. The other proposedmethods include back-stepping control, adaptive non-smooth
control, energy-based ormechanismbased on passivity, intelligent control [4], hybrid
control, sliding mode control, and decoupling algorithm [5] which also give better
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results in system stabilization. The use of a decoupling algorithm to design the
SMC-basedunderactuated systemswill give satisfactory results in systemcomplexity
and better stability. SMC is a prominent robust control approach and a ubiquitous
control strategy for nonlinear systems [6]. Its popularity in the research domain can
be attributed to the following factors: (i) The system’s behaviors are independent
of plant parameter’s variations in some cases, (ii) Reliability of desired dynamical
properties of the systems in their sliding mode regime, (iii) Realization simplicity of
compensator of the systems, and (iv) Slidingmode regime invariance to disturbances.
The design of SMC is divided into two stages [7]. In the first stage, an appropriate
surface is chosen and the second stage gives a control law which is formulated to
guide the state of the system to desired states on the sliding surface. SMC affects a
reduction in the order of the system, thereby increasing the system scope to mini-
mize the impact of disturbances and uncertainties [8]. The discrete SMC strategy is
appealing due to the prospect of undemanding implementation in digital controllers.
Several researchers have explored discrete SMC design [9]. Two approaches are seen
in the literature for discrete SMC. The first approach is focused on the mapping of
continuous-time SMC to discrete-time [10–11]. The second approach is modeled on
the disturbance observer and equivalent control design [12–13]. Higher-order SMC
techniques are also discussed by some researchers for different types of machines,
[14–19]. Higher-order sliding mode controllers demonstrate additional advantages
like subdued chattering and high precision.

The motivation of this work is to formulate the SMC strategy based on a decou-
pling algorithm, which stabilizes the underactuated systems globally to its all degree
of freedom. An SMC decoupling model has been designed and implemented in an
underactuated system in a MATLAB environment. Moreover, different recent exam-
ples and applications using recent algorithms are represented in the digital domain
[18–24].

This paper is formulated in different sections. Section 1 briefs the background and
purpose of the study. Section 2 explains the mathematical framework of underactu-
ated systems along with the decoupling algorithm. Section 3 expounds on decoupled
sliding mode control design scheme. Section 4 contains the simulation findings from
the work. Section 5 embodies the conclusion followed by references.

2 System Description

A translational oscillator rotational actuator (TORA)model is taken here as an under-
actuated system and shown in Fig. 1. A wall mass (M) is joined by a spring. The
spring stiffness is k. The cart canmove in only one dimension. L is a distance from its
center, at which point the mass m rotates. Since movement is only in the horizontal
plane, the effect of gravitational force is neglected.

In Fig. 1 u represents the control torque applied to m. The disturbance force on
the cart is x. θ is the angular position and the rotational actuator of mass m is denoted
by α.
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Fig. 1 A translational
operational rotational
actuator system

A standard system to test the efficacy of the proposed controllers on a TORA is
developed. The proposed system is further improved and gives the general dynamics
[13] for a TORA system as:

ż1 = z2

ż2 = −z1 + εθ2
2 sinθ1

1 − ε2cos2θ1
− εcosθ1

1 − ε2cos2θ1
v

θ̇1 = θ2

θ̇2 = εcosθ1(z1 − εθ2
2 sinθ1)

1 − ε2cos2θ1
+ 1

1 − ε2cos2θ1
v

where v denotes the control input, z1 is platform’s normalized displacement from the
equilibrium position z2 = ż1. The objectives of control are

z1, ˙z1,θ1, θ̇1 → 0, for, t → ∞

Apply the decoupling algorithm to the above equation:

f1 = −z1 + εθ2
2 sinθ1

1 − ε2cos2θ1
, g1 = −εcosθ1

1 − ε2cos2θ1

f2 = εcosθ1(z1 − εθ2
2 sinθ1)

1 − ε2cos2θ1
,

g2 = 1

1 − ε2cos2θ1
,

and



78 A. K. Sharma and B. Bhushan

x1 = z1 + ε sin θ1

x2 = z2 + εθ2 cos θ1

x3 = θ1

x4 = θ2

⎫
⎪⎪⎬

⎪⎪⎭

(1)

We have, g1
g2

= εcosθ1
From Eq. 1, the control goals z1, ˙z1,θ1, θ̇1 → 0 are equivalent to xi→0, i = 1, 2,

3, 4.
Since,

ẋ2 = ż2 + εθ̇2cosθ1 − εθ2
2 sinθ1

= −z1 + εθ2
2 sinθ1

1 − ε2cos2θ1
− εcosθ1

1 − ε2cos2θ1
v

+ ε

(
εcosθ1(z1 − εθ2

2 sinθ1)

1 − ε2cos2θ1
+ 1

1 − ε2cos2θ1
v

)

cosθ1 − εθ2
2 sinθ1

= −z1 + εθ2
2 sinθ1

1 − ε2cos2θ1
+ ε2cosθ1(z1 − εθ2

2 sinθ1)

1 − ε2cos2θ1
− εθ2

2 sinθ1

= −z1
(
1 − ε2cosθ1

) + εθ2
2 sinθ1(1 − ε2cosθ1)

1 − ε2cos2θ1
− εθ2

2 sinθ1 (2)

z1 = −x1 + εsinx3 (3)

u = εcosθ1(z1 − εθ2
2 sinθ1)

1 − ε2cos2θ1
+ 1

1 − ε2cos2θ1
v,

also, from Eq. 2

−z1 = −x1 + εsinx3 (4)

Combining both Eqs. 3 and 4

v = εcosx3
(
x1 − (

1 + x24
)
εsinx3

) − (
1 − ε2cos2x3

)
(5)

From the above analysis, Eq. 1 can be decoupled as

ẋ1 = x2
ẋ2 = f1(x1, x3) = −x1 + ε sin x3

ẋ3 = x4
ẋ4 = u

⎫
⎪⎪⎬

⎪⎪⎭

(6)
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The above equation must be satisfied with three assumptions as follows:
Assumption 1: f1(0, 0) →0;
Assumption 2: d f1

dx3
isinvertible;

Assumption 3: If f1(0, x3) →0, then x3→0.
If Eq. 6 is not satisfying assumption 2, we can redefine f1(x1, x3) as:

f1(x1, x3) = −x1 + εsinx3 + 11εx3

Then, d f1
dx3

= εcosx3 + 11ε and Eq. 6 becomes

ẋ1 = x2
ẋ2 = f1(x1, x3) = −x1 + ε sin x3 + 11εx3

ẋ3 = x4
ẋ4 = u

⎫
⎪⎪⎬

⎪⎪⎭

(7)

3 Controller Design

To realize xi→0, define the error equation as

ė1 = x2
e2 = ė1 = x2
e3 = f1(x1, x3)

e4 = ė3 = ḟ1(x1, x3) = d f1
dx1

x
2
+ d f1

dx3
x
4

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(8)

The sliding mode function would be

s = c1e1 + c2e2+c3e3 + e4 (9)

where c1, c2, c3 are positive constants.

From d
dt

(
d f1
dx1

)
= 0, we have

ṡ = c1ė1 + c2ė2+c3ė3 + ė4

= c1x2 + c2( f1 − 11εx3)+c3e4
d

dt

(
d f1
dx1

x
2
+ d f1

dx3
x
4

)

(10)

where d
dt

(
d f1
dx1

x
2
+ d f1

dx3
x
4

)
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= d f1
dx1

( f1 − 11εx3) + d

dt

(
d f1
dx3

x
4

)

+ d f1
dx3

u (11)

From Eqs. 10 and 11.

ṡ = c1x2 + c2( f1 − 11εx3)+c3e4 + d f1
dx1

( f1 − 11εx3) + d

dt

(
d f1
dx3

x
4

)
d f1
dx3

u (12)

Let M = c1x2 + c2( f1 − 11εx3)+c3e4 + d f1
dx1

( f1 − 11εx3) + d

dt

(
d f1
dx3

x
4

)

(13)

Then, the design of the SMC is given as

U =
[
d f 1
d f 3

]−1

(−M − nsgns − ks) (14)

where n and k are positive constants.
So far, we have discussed the model parameters of the underactuated system

(TORA) and SMC controller. To get stable and distortionless performance, the
systems and the SMC controller must obey similar parameter functions in the
algorithm.

To achieve this, the SMC must follow the Lyapunov function.
To get this Lyapunov function, ṡ = −nsgn(s) − ks
The Lyapunov function: V = 1

2 s
2

then V̇ = sṡ = −n|s| − ks2 must be negative.

4 Simulation and Results

Simulation is performed on the MATLAB/Simulink environment to evaluate the
results under various conditions (i.e., k = 10, 50, and 100).

The initial states are
[
1 0 π 0

]

To satisfy λre f (−A) > γ , choose a = 5, η = 0.50, and switch function � = 0.10.
Figure 2 shows the simulation model of SMC and TORA.
Various cases are discussed below:
Case (a): For k = 10, the location of the pole is closer to the imaginary axis.

The damping coefficient has a higher value, which increases disturbance in system
response. The response time is slower which makes the system less stable, as we can
see in Figs. 3, 4 and 5.

Case (b): For k = 50, the pole location moves away from the imaginary axis.
The damping is decayed out as shown in Fig. 6. The improved control input makes
the actuator position and displacement, as shown in Figs. 7 and 8, arrive at the rest
position. Hence the system becomes more stable.
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Fig. 2 Simulink model of the TORA system

Fig. 3 Control input for TORA system (k = 10)

Case (c): For k = 100, the poles are located in the dominant pole region. The
damping coefficient and transient response time are reduced to zero as shown in
Fig. 9. In the dominant pole region actuator, the position and displacement become
more stable, as shown in Figs. 10 and 11.

The distance from the imaginary axis is called the dominant pole and measure
for stability. The nearer to the imaginary axis, the less stable is the system due to its
possible move to the right side. This is also represented in Table 1 where like poles
moving far from the imaginary axis system become more stable (k = 100).
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Fig. 4 a An actuator angle, b derivative of actuator angle (k = 10)

Fig. 5 a An actuator displacement, b derivative of actuator displacement (k = 10)

5 Conclusions

Here, an SMC with a decoupled algorithm is investigated to stabilize underactuated
systems. Inverted pendulum and TORA system were taken as test cases. The perfor-
mance of the control schemewas evaluated based on transient performance, stability,
overshoot, and settling response. Simulation results showed that the proposed SMC
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Fig. 6 Control input for TORA system (k = 50)

Fig. 7 a An actuator angle, b derivative of actuator angle (k = 50)

was able to give a robust performance in a wide range of operations and distur-
bances. The system’s stability, accuracy, and transient performance measures like
peak overshoot and response time improved with increment type control input to the
system.
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Fig. 8 a An actuator displacement, b derivative of actuator displacement (k = 50)

Fig. 9 Control input for TORA system (k = 100)
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Fig. 10 a An actuator angle, b derivative of actuator angle (k = 100)

Fig. 11 a An actuator displacement, b derivative of actuator displacement (k = 100)

Table 1 Performance
analysis of TORA system for
different values of “k”

Analysis TORA system

k = 10 k = 50 k = 100

Peak overshoot 50 150 250

Settling time 25 s 5 s 0.2 s

Stability Less Less More
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Fuzzy Logic-Based Range-Free
Localization in WSN

Jigyasa Chadha and Aarti Jain

Abstract Received signal strength (RSS)-based location estimation is one of the
most acceptable methods for localization in wireless sensor networks. However, am
imperfection in the value of RSS due to various fading affects error in the estimated
location results. Here, we have proposed to use fuzzy logic to rectify the uncertainty
in the value of received signal strength which in turn results in more localization
accuracy. The proposed localization algorithm first finds the interval for the maximal
possible value of RSS received by an unknown node from the anchor node and
then uses a similarity index to find out the best RSS value for an unknown node. The
simulation results show that the proposedmethod leads to better per node localization
accuracy and overall network localization accuracy at different node and anchor node
densities as compared to the weighted centroid method.

Keywords Fuzzy set · Fuzzy weighted graph · Membership function · Similarity
index · Localization · Wireless sensor networks

1 Introduction

In today’s era, the localization of sensor nodes in wireless sensor networks (WSNs) is
one of the emerging fields of research. In WSNs the main objective of deploying the
network is to collect and communicate the sensed information to the intended user
or base station for further action. The wireless sensor nodes in WSNs are mostly
randomly deployed and are programmed to work autonomously. The location of
nodes is a very important parameter in WSNs for the required use of collected infor-
mation at the user side, thus nodes are programmed to send their location information
along with the collected data for effective use at the receiver end. However, mostly
the nodes deployed for creating a sensor network are location unaware and they use
localization algorithms for estimating their location coordinates [1, 2].
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The received signal strength-based location algorithms are very popular in WSNs
for localizing the unknownnodes. Themost popular received strength-based localiza-
tion algorithms are the methods proposed by Dil et al. [3], Al-Homidan and Fletcher
[4], Cheng et al. [5], and Peng and Sichitiu [6]. These methods have mainly used
angle-of-arrival, time-of-difference, or RSS-based Euclidean distance calculations
for estimating the position of an unknown sensor node.

In this paper, we have proposed to use fuzzy logic to rectify the imprecise value
of received signal strength which in turn results in more localization accuracy. The
outcome shows that the new proposed fuzzy-aided method leads to better indi-
vidual node localization accuracy and average localization accuracy of the network
at different nodes and anchors densities.

The paper is categorized into different sections. Section 1 presents the introduction
to the proposed method in received signal strength-based localization algorithms,
and the main factor which adds localization error is the imprecise value of the RSS
itself. This imprecise value of the RSS results due to fading effects of the channel,
terrain constraints, or environmental issues; Sect. 2 presents the groundwork; Sect. 3
presents the proposed method in detail; Sect. 4 depicts the simulation results, and at
last, Sect. 5 concludes the conclusion followed by references.

2 Preliminaries

A. Fuzzy Set [7]

For a universe of discourse X which contains objects denoted by x, the fuzzy set X̃ is
defined as: X̃ = {(

x, µX̃ (x)
)|x ∈ X

}
. µX̃ (x) is the degree of mapping of object x in

X̃ and is usually termed as membership function. The range of membership function
for a normalized fuzzy set is defined asµX̃ : X → [0, 1]. In general, the set theory
feature of the fuzzy set is the set whose boundaries are not crisp or sharply defined.

B. Fuzzy Interval-Valued Graph [8]

A fuzzy edge graph G(V, E, m) is defined as the graph consisting of set V with
n number of nodes and set of E edges between the nodes and given by ei j =
(ni , n j ) E ⊆ V × V . Both the vertices and edges are crisp identities; however, for
every defined edge, an interval-valued fuzzy number is linked. For an edge (ni , n j ),
the linked interval-valued fuzzy number represents the range of uncertainty in RSS
value received by the node n j from the node ni at different instances of time t.

C. The Fuzzy Number and Membership Function [7]

The fuzzy number is associated with the fuzzy set as a numerical number associated
with the crisp set. However, similar to a fuzzy set, the boundaries of fuzzy numbers
are not precise. For example, for a fuzzy set of real numbers, a fuzzy number near
to “5” can be represented as follows in Fig. 1.
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2 5

1 About 5

Fig. 1 Fuzzy numbers near to “5”

In this paper, a triangular fuzzy number is considered to represent the uncertainty
in the RSS value received by a node from an anchor node at different instances of
times. For a triangular fuzzy number, a fuzzy set may be represented by a triangular
membership function. For example, to implement a fuzzy set near to 100, by a
triangular fuzzy number, the fuzzy membership function can be defined as A(96,
100, 104). In general, the fuzzy membership function for a fuzzy set is defined as
triplet A(a, b, c), where c and a represent the upper and lower bound, respectively,
for a defined fuzzy number. A triangular fuzzy number A(a, b, c) is defined by the
following function:

tr iangle(x : a, b, c) =

⎧
⎪⎪⎨

⎪⎪⎩

0 x < a
(x − a)/(b − a) a ≤ x ≤ b
(c − x)/(c − b) b ≤ x ≤ c

0 x < c

(1)

The appearance of the defined triangular function depends on the chosen parame-
ters “a, b, c”. Figure 2 shows the triangular function tr iangle(x : a, b, c). Moreover,
the reader may refer to [9–17] for the detailed and advanced-level analysis of the
fuzzy logic application and implementation for better understanding.

3 Proposed Localization Algorithm

In an RSS-based localization algorithm, anchor nodes transmit a number of beacon
packets containing their own location information to all other nodes at maximum
allowable transmission power. After receiving the beacon packets, each node decodes
the location information of sender anchor nodes and uses RSS indicator I (inbuilt in
sensor node) to estimate its own distance from the respective anchor node. Finally,
after receiving beacon (location packets) from three or more anchor nodes, each
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a b

1

c x

Fig. 2 Fuzzy triangular membership function

unknown sensor node uses the proposed localization algorithm to estimate its own
position.

In this proposed method, the RSS values received from anchor nodes at a different
instance of time have been modeled as a triangular fuzzy number, tr iangle(x :
a, b, c), where “a” represents the minimum received RSS value, “c” represents the
maximum received RSS value, and “b” represents the average of all received RSS
values at a different instance of time.

The value of RSS value received by the node ni from a node n j at a different
instance of time is imprecise in nature due to various fading and shadowing effects.
This imprecision is represented by the collection of RSS values by using a fuzzy
triangular number.

The choice of anchor nodes for the estimation of position is an important parameter
for reducing the localization error in WSNs. In this paper, first of all, on the basis of
RSS values received from all anchor nodes, the best possible anchor node position
Rmax for localization is calculated. After that, a similarity index has been used to
select the three best anchor nodes for position estimation. The same has been done
as follows:

Let two triangular fuzzy numbers (R1 and R2) representing the RSS value from
anchor node A1 and A2 and given by R1 = (a1, b1, c1) and R2 = (a2, b2, c2), then
Rmax is defined as follows:

Rmax = sup
{
Rp

∣∣Rp = max
(
Rp

); p = 1, 2, . . . n

Here p is the number of anchor nodes.
Hence For p = 2,

Rmax(a, b, c) = (max(a1, a2),max(b1, b2),min(c1, c2)) (2)

Finally, a similarity index between the maximum RSS value Rmax and Rp is
calculated as:
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S
(
Rp, Rmax

)

=

⎧
⎪⎨

⎪⎩

0, Rp ∩ Rmax = ∅
100

(
c − ap

)2

2
(
cp − ap

)[
(c − b) + (

bp − ap
) + (

cp − bp
)] Rp ∩ Rmax �= ∅

(3)

The step-wise details of the proposed localization algorithm are as follows:

Step 1: Record the RSS value for p anchor nodes at t different instance of time
and compute the fuzzy number values Rp, p = 1, 2, ..., n corresponding to the
possible n RSS values.
Step 2: Find the fuzzy maximum RSS value by using Equation no.
Step 3: Use a fuzzy similarity index as defined in the equation. To give the
similarity value S(Rp, Rmax) between Rp and Rmax for p = 1, 2, ..., n is
computed.
Step 4: Obtain the three anchor nodes with optimum RSS value with top three
similarity values S(Rp, Rmax).
Step 5: Use the weighted triangulation method to estimate the position of the
unknown node.

4 Simulation Results

The proposed fuzzy number-based localization method has been simulated using
MATLAB. For simulations, in the proposed method, 100 unknown sensor nodes are
deployed randomly in the field of size 100 × 100 units. The noisy distance has been
formulated by adding random Gaussian noise ±Ni in the actual distance between
the unknown nodes and anchor nodes. The performance of the proposed method
has been compared with the performance of the weighted centroid method. In the
proposed method, the weights corresponding to the three selected anchor nodes have
been assigned in accordance with the similarity index value. The simulation has been
performed with 10, 20, and 30% of anchor nodes to the deployed unknown nodes,
i.e., for 10, 20, and 30 anchor nodes.

I. Per Node Localization Error

Figures 3, 4, and 5 show the resulted per node localization error for anchor density
10, 20, and 30 anchor nodes for 100 unknown nodes. It can be observed from the
results that for the proposedmethod, themaximumper node error has been lower than
the weighted centroid method. This reduction in maximum error can be endorsed to
fuzzy number-based modeling of the RSS value.
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Fig. 3 Localization error at anchor density 10%
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Fig. 5 Localization error at anchor density 30%
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II. Overall Localization Error

Figure 6 depicts the average value of localization error for the proposed method and
the centroid method. It can be observed that the proposed method results in overall
lesser localization error for different anchor node densities.

5 Conclusion

It can be concluded that the fuzzy logic-based approximation of RSS value has led
to decreased localization error in WSNs. Moreover, the computational complexity
of the proposed method is comparable to the centroid method. The proposed method
resulted in better per node localization accuracy and overall network localization
accuracy at different node and anchor node densities. This work can be extended
further for localization using soft techniques like neural networks and particle swarm
optimization.
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Analysis of Algorithms in Medical Image
Processing

Tina, Sanjay Kumar Dubey, Ashutosh Kumar Bhatt, and Mamta Mittal

Abstract Biomedical imaging has gained tremendous attention over the years by
aiming to attain better visualization of the abnormalities of structures or disorders in
the images of the organs of the body. The motive behind the ensuing procedures of
image processing in the medical domain is to improvise the decision-making in the
clinical diagnosis and to resolve the issues faced by surgeons to operate the organ by
providing the higher dimensional view of internal parts of that organ. The image
processing techniques include various steps, including image acquisition, image
reconstruction enhancement and analysis. This paper will summarize the imaging
(medical) processing techniques used in healthcare informatics along with the chal-
lenges faced by the image construalwith diverse algorithms, such as image segmenta-
tion by edge detection method, k-means etc. The interpretation formed by the physi-
cians after visualizingmedical images will improve remote healthcare and help in the
treatment of patients in a better manner. The challenges faced by researchers while
using a high-technology medical probe to generate better visualization promote their
interest in the medical field domain.

Keywords Image processing · Visualization · Image segmentation · Medical
imaging modalities · Edge detection
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1 Introduction

Medical image processing is the technique of creating imageries of the internal
structure of organs for clinical research, research in medicines or surgical guidance.
The images formed by digital imaging will provide a better view of the abnormalities
of structures, disorders, approximation closeness of adjacent structures, the area
covered by the abnormal structures, density or depth in case of higher dimensional
view. The medical imaging modalities include computed tomography (CT), X-ray,
Ultrasound, sonography, radiography etc. This procedure incorporates radiological
imaging which utilized electromagnetic energies, sonography and thermal imaging.
Around several different advances castoff to record data approximately the area and
capacity of the body. These procedures take restrictions equated with modulating
the produced imageries. Biomedical imaging crops the imageries of the structures of
the body deprived of obtrusive techniques [1]. The medical images were delivered
using fast processors and because of transformation of the vitalities numerically and
reasonably to signals. These signals are then transformed into digitized images. The
signal illustrates various kinds of nerves in the body [2]. The role of medical image is
very prominent in the field of healthcare. The dispensation of medical images is done
over the series of steps involved and implemented by tools used in digital imaging
and medical probes. This kind of medical image handling incorporates several kinds
of methods and operations such as acquiring an image, storing, enhancing and then
visuals correspondingly. The medical image has dimensions that imply measures,
like color, illumination, texture, entropy etc. in organs.Medical image processing has
numerous advantages, such as the result can be attained fast, better quality, storage
and the processing is not so complex. The hindrances of digitized medical images are
its misuse for different purposes, failure to sizing again with saving the eminence,
the necessity of massive memory and the need for a quicker mainframe for control.

Medical image is the utilization of techniques involved with medical equipment
to control the digitized medical view of an organ [3]. This strategy has numerous
advantages such as flexibility, versatility, storing the data of image and commu-
niqué. Through the advent of various resizing (image) algorithms or methods, digi-
tized images can be reserved proficiently and it takes numerous processes to achieve
digitized images side by side. The dimensional view, either two-dimensional or three-
dimensional, can be treated in multiple dimensions. Digital imaging has two primary
sorts of images. First is the Raster-image which is portrayed as four-sided prear-
rangement for frequently experimented qualities called pixels. Digitized imaging
has static resolution because of its pixel size. The digitized images may lose their
quality while resizing procedure as some information might get missed in between.
These are mainly used in photography due to their color and shades. These digitized
images include tiff, png and bmp formats. Secondly, vector images can be depicted
as a crumpled and determined object that is characterized unambiguously by the
system. The vector partakes numerous characteristics, including the width of the
line, measurement and shade. Vectors images stand effectively scalable besides these
can be recreated in various scales deprived of losing their eminence. Vectors remain
appropriate aimed at the configuration, painting and outlines. Image processing in
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the medical domain commonly works on uniform sampling data with standard x,
y and z spatial space, which can be either in 2D or 3D images. At each sampled
point, information is generally articulated to vital structure, either signed or unsigned
short. The specific importance of the data at the sample point relies upon the type
of mode; for instance, a computed tomography scanner gathers radio compactness
data points, while brain MRI acquires might fold weight image. Similarly, ultra-
sound which is a curved array can collect Fan-like images and additionally require
differential algorithmic methods to process. Other modalities include different data
forms incorporating sheared image because of scaffold tilt, while image acquisition
and amorphous mesh.

Various differential equations and mathematical models are the foundation of
medical image processing [4]. These representations with esteem to evidence sepa-
rated after images retains on presence amajor procedure for realizing logical develop-
ment in quantifiable, medicine then other related exploration. Biomedical images are
acquired by a scope of strategies over every biological scale. In the present scenario,
clinical images might be viewed as a geometrically organized array of samples of
data which measure such different physical phenomenon. The broadening degree of
medicinal imaging act as a slant to compose our acuities of the biophysical world that
has provoked an expressive augmentation in our dimensions to smear novel handling
methods via consolidating frequencies of evidence to advanced and composite scien-
tificmodels of biological dimensions and dysfunction. Themathematical foundations
of the biomedical domain provide a platform to develop software procedures that can
be combined in the therapies or other relevant systems. Such frameworks encourage
the effective transference of imaging methods trivially, invasive health techniques
etc. Even though the main reason for medical processing is a clinical diagnosis, but
it has importance in other fields also such as medicine, forensics etc. In the case
of medicine, it is widely used for research purposes, and numerous processes are
utilized; for example, image segmentation and analysis of texturewhich is utilized for
the identification of disorders [5]. In the arena ofmedicine and healthcare, informatics
on the firmness systems of an image can be utilized for communication remotely.
However, in the field of forensics, the basic procedures utilized in this field include
denoising, edge detection and safety. It depends on the database about the persons
and also coordinates the information with the database to characterize the individual
personality. Moreover, the reader may refer to [6–12] for other applications of the
algorithms in image processing and their analysis.

2 Applications of Medical Imaging

2.1 Computed Tomography (CT)

Among various medical image modalities available, CT scanning is done through
X-ray beams which will produce the medical image showing the tissues of the body
in multiple slices in different directions. It is used to assess the circulation of body
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fluids, parenchyma for organs and the musculoskeletal system. In this procedure, the
subject’s part is placed in the aperture and then the part is scanned with the help of
an X-ray tube which rotates in every direction. Neck, head, cardiac, lungs etc. can
be scanned using CT scanners.

2.2 Ultrasound Imaging

In this imaging modality, high-frequency sound waves will be used to illustrate the
density of the tissues in the organs. Its applications includebreast ultrasound, obstetric
ultrasound, ultrasound molecular imaging etc. These are done using a medical probe
which will send the pulses of the ultrasound into tissue and then these pulses rever-
beration off tissues with various reflection properties and are recorded and shown as
an image.

2.3 Nuclear Medicine

It utilizes radio-isotopes to create a digitized image for elements of various edifices.
The pharmaceutical materials label the radioisotopes to guide specific organs. The
transmitted photons of patients are gotten in the indicators and then converted
into a signal. The individual signal is then changed to an understandable medical
image. Numerous sorts of medicine (nuclear) examining are performed, for example,
positron, planar, and tomographic emanations.

2.4 X-Ray Imaging

X-raymodality slog on frequency andwavelength that penetrates through the surface
of the organ and absorb that in different amount depending upon the density it passes
through. Its application includes imaging the structure of bones and is also used to
detect cancer via mammography.

2.5 Magnetic Resonance Imaging

This imaging uses radio waves and strong magnetic field that align with the protons
to spin in order to analyze abnormalities. Through this modality, joints or ligament
structures can be shown with a better visualization. It examines the body structures,
especially injuries in the spinal cord, brain, tumors, and can also detect strokes.
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3 Steps in Medical Image Processing

Medical image processing is the process of implementing image processing tech-
niques on medical imaging modalities that transform a medical image to a digital
form [13]. Operations can be performed on digitized data which will be helpful
in enhancing the image and extracting desired information from it. It is a kind of
signal indulgence wherein inputs an image, analogous to videos or else photos and
attributes associated with that biomedical image. Classically, the framework for
image dispensation integrates imageries as 2D signals, while smearing efficiently
signal-formulating practices to them. A medical image is a collection of estima-
tions in 2D or 3D space. In these modalities, these medical image intensity works as
radioactivity absorption for X-ray and the aural pressure in ultrasound imaging. It is
further categorized as a scalar imagewhere each location has a singlemeasured value.
Medical imaging has been undergoing an upheaval in the former decade through the
approach of more rapidly, increasingly precise, and then fewer intrusive medical
equipment. This has determined the prerequisite for concerning software develop-
ment advancement given a significant force to newer scheming in signals and image
processing techniques [14].

The imaging modalities are grouped by various measurements, like image
contrast, signal-to-noise (SNR), entropy and illumination. The most common image
processing technique histogram, and among them, grayscale histograms are consid-
ered vital for improving and evaluating the images. The grayscale histogram is a
method to demonstrate the pixel qualities rather than location. Thiswill showwhether
amedical image either bright or not. Themean of the pixel values is assimilated in the
histogram by adding previously formed pixels besides steady bin-altitude, in addi-
tion to separating by the whole figure of pixel [15]. Histogram adjustment utilized
to compare numerous imageries gained on certain centers. Given the method of
work through fluctuating histogram toward developed, even indistinguishable, then
the mean estimation of centered pixel intensities is adjusted and assigned to perfect
brightness. Somewhat force above or else beneath varieties the imageries are darker
or even brighter. The SNR of a medical modality is utilized to relate the degree of
the anticipation to contextual signals. Signal-to-noise (SNR) is characterized by way
of a proportion of its intensity.

Signal to Noise ratio (SNR) = Power of signal/Power ofNoise (1)

The image processing practices are implemented following the steps which are
building blocks of the imaging structure, where the main components are image
acquisition, pre-processing of an image and visualization which are further catego-
rized into different steps. Figure 1 presents the steps trailed in medical imaging. The
first phase of medical image processing includes image acquisition which will help
in acquiring the digital image through the tools and techniques using a computer
and medical probe [16]. The obtained digital data needs to be converted into desired
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Fig. 1 Steps involved in medical image processing

output as the raw data has inadequacies. To get over such blemishes, data needs to
knowledge diverse phases of processing.

In the second phase, image pre-processing carries the steps which will improvise
the view of the medical images and helpful in the treatment of patients. With the
implementation of algorithms and models on the input of data, the distortions from
image features will be suppressed. The medical image enhancement procedure is
used to progress the excellence of medical image and then measurable quality by
using software aids [3]. This strategy incorporates both goal and abstract improve-
ments. This method incorporates local operations and points also. The neighborhood
activities rely upon that region’s input pixel values. It is categorized into two parts:
first, a spatial technique that right away works on the pixel’s value, and secondly, a
transformation technique is performed on the Fourier transformation.

Image segmentation is the most important stage as it is defined as a technique
of separating the image into numerous segments (Fig. 2). These sections resemble
numerous organs, tissue modules or organically related structures [17]. The essen-
tial fact of this separation is to make the image meek to analyze and protecting
the quality. Noise, low contrast and other imaging ambiguities have often arisen in
medical imaging modalities. This process is utilized to trace the border of struc-
ture within the image and label the pixel as per its attributes and intensities. This is
utilized to make a three-dimensional delineation for experimental determinations. It
is utilized in machine discernment, functional as well as anatomical investigations,
computer-generated reality perception and abnormality examination [15]. Medical
image analysis integrates phases of processing, which are utilized for quantifiable
approximations impartial as well as exclusive interpretations for medical images.

The last phase of medical image processing includes image visualization which
performs operations for manipulation of matrices, hence ensuing an enhanced output
of the medical image. It will manage all the methods and techniques that give the
effective communication, storage, transmission, and recovery of imaging data. In a
nutshell, it can be summarized as visualization techniques generally used to view the
procedures engendered from the algorithms applied.
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Fig. 2 Image segmentation. a Thyroid gland. b Heart

4 Algorithms in Medical Image Processing

Imaging modalities have multiple coordinate systems, either two-dimensional or
three-dimensional coordinate system, and image registration is one of the main tech-
niques used to transform a set of data points of an image into one coordinate system
which can be further utilized for analysis [18]. The dataset points may have different
time stamps, depth, intensities or viewpoints etc. Registration methods are castoff
to compare or integrate the data attained from the stated dimensions. It is solitary of
the furthermost extensively known calculations in imageries modalities and through
the utmost GPU executions. Linear interpolation is the main purpose behind the
graphics processing unitmedical equipment’s sustenance for direct addition, inwhich
it is plausible to transmute the image and then the dimensions proficiently [16]. A
distinctive procedure is to tenancy a graphic processing unit figure as a resemblance
measurement, with most frequent mutual evidence over the medical modalities in
equivalence, while the processing unit runs a serial optimization method to discover
the boundaries (scaling, rotation, translation) that bounce the top match among the
two modalities. Mutual information among two discrete variables (X, Y ) can be
demarcated as

I (X; Y ) = ∫ ∫ f (x, y) log f (x, y) f (x) f (y) dx dy (2)
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4.1 Feature Extraction

Feature extraction is amainstream technique utilized for processingmedical imaging
modalities as it is more viable for stimulating fragments more perceptible. Contrast
limited adaptive histogram equalization (CLAHE) methods can be used for feature
extraction technique as it is a variant of adaptive histogram equalization (AHE),
where there will be limited contrast amplification, which someway reduces noise
amplification. CLAHE will limit amplification by cutting or clip the histogram in
a predefined range prior tp computation of the distribution function. The imaging
modality is part of disconnected regions, and in every region nearby histogram equal-
ization out is functional. At that point, the limits among the sections are dispensed
through a bilinear exclamation, and the fundamental target of the technique is to illus-
trate the points changed inside a neighborhoodwindowbymeans of the suspicion that
a strength inducement inside it is an aloof interpretation of adjacent dissemination of
power approximation of the whole image. The neighborhood window is supposed to
be unpretentious by the steady variability of intensities among the edges and image
centers. In this scenario point distribution transformation is circumscribed about the
mean intensity for the neighborhood and it conceals the whole range of strength of
the image. Suppose a medical image having dimensions n * n(n2) engrossed on pixel
P(i, j) and the image is detached to fetch alternative sub-image P of (n * n) pixel by
way of specified by the ailment stated as:

pn = 255 · [
(∅w(p) − ∅w(min) )/(∅w(max) − ∅w(min)

]
(3)

Based on the global values of the histogram, Poisson distribution (Eq. 3) can
be applied, which will enhance the extraction process for gray-level medical image
modality defined as:

∅w = inv

[

1 +
exp(μw − p)

___________________

σw

]

(4)

where μw shows the mean of the local window and variance of the local window.

4.2 SLIC Algorithm

A simple linear iterative cluster (SLIC) algorithm is used especially for high dimen-
sions, such as 4D or 5D spaces, and it performs local clustering between color space
and the x and y coordinate system of the pixels. It will enable the regularity in
superpixel (defined as the cluster of pixels with the same characteristics) shapes
and compactness. This algorithm can be implemented with either grayscale or color
images such that the generation of superpixels will depend upon proximity and color
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similarity of the image plane.When compared with other superpixel strategies, SLIC
is rapid, proficient and takes incredible bound observance. The number of superpixel
stands the primary boundary, exploitingSLIC forthright also because of the boundary.
Another superpixel computation of SLIC operates k-means consortium slant for a
group of superpixels [5]. The deliver usually evaluation super-pixel, the matrix S
equal to N /k. For color images, CIELAB (a color space), clustering flinches with an
instatement where the k primary pixel centers Li, xi, yi, zi, ai and T are inspected
on a standard framework dispersed S pixel detached. This is a complete desist from
fixating a superpixel on edge in addition to moderating the prospect of scattering a
superpixel through an uproarious pixel. Distance measure (Di) in Eq. 4 utilized in
the 5D space in normalized function is given as:

Di = dαß + (m/S) ∗ dxy (5)

where dαβ = √
((lk − li )2+(ak −ai )2+(bk −bi )2)dxy = √

((xk − xi )2+(yk − yi )2).
dαß is the sum of lab distances and dxy is the normalized grid interval.
Variable m is utilized to regulate the compactness in the grid for superpixels. The

range of m can be between 1 and 20.

4.3 Edge Detection

Medical image processing implements the edge detection method for the analysis of
edges or boundaries within medical images. It will be able to identify the disjointed-
ness of the entity in the organ with respect to brightness. Edge detection techniques
are primarily utilized for the analysis of the region of interest where massive dissim-
ilarity of intensities occurs in the medical image to find disorders or abnormality.
Contemplate the perfect instance of a positive object dark foundation. A physical
article stands articulated through projection arranged medical imaging I. IO is a
characteristic function of object customs segmentation. Subsequently, the object O
is distinguished on the background, and diversities of intensities I are massive on
boundaries ∂O. Although it is consequently normal to describe ∂O by way of locus
points wherever the middling gradient |∇I| remains huge, this technique proposed
somewhat extraordinary discrete convolutionmasks to coarse the gradient ofmedical
image. To avoid noise edges are not able to localize smoothly, so for this, a leveling
pre-processing step and post-processing stage are included to assure that the edges
are predominantly localized. The heuristic is defined by accepting that the edges are
level bends and all added unconditionally, expect that close to an edge the digital
images for the structure wherever S is smooth capacity |∇S| = O(1), which vanishes
on edge; φ is defined as R → [0, 1] a smooth function and ε is the parameter relative
to edge width. This technique incorporates Sobel kernels, Prewitt kernel and Roberts
kernels which are described underneath.
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4.3.1 Sobel Kernels

This edge detection technique incorporates the first derivative of the Gauss kernel
with a 3× 3matrix andwill be dependent on themean of central pixels. The derivative
for Gaussian kernel stated asGx andGy are demarcated in Eqs. 6 and 7, respectively:

⎡

⎣
a0 a1 a2
a3 a4 a5
a6 a7 a1

⎤

⎦

Gx = (a2 + 2a3 + a4) − (a0 + 2a7 + a6) (6)

Gy = (a6 + 2a5 + a4) − (a0 + 2a1 + a2) (7)

Sobel Kernels reduces the noise of modalities in medical imaging such as in the
case of red blood cells digital modality where the neighboring cells are difficult to
analyze because of the noise.

4.3.2 Robert Kernels

RobertKernel edge detection technique regulates the forward difference of two pixels
with respect to its closeness. It utilizes gradient operator and first-order derivative
(fractional) in Eqs. 8 and 9 to find the high noises in images.

∂ f/∂x = f (i, j) − f (i + 1, j + 1) (8)

∂ f/∂x = f (i + 1, j) − f (i, j + 1) (9)

4.3.3 Prewitt Kernel

Prewitt Kernel technique is dependent on the central difference between pixels and
implemented through gradient magnitude and gradient direction technique (Fig. 3).
The matrix has pixels arranged in order where the attributes are defining nearby
pixels of the image, with c as constant, and the fractional derivative so obtained for
this technique for Gx (Eq. 9) for matrix:

⎡

⎣
a0 a1 a2
a7 [i, j] a3
a6 a5 a4

⎤

⎦
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Fig. 3 Prewitt kernel edge detection. a Gradient magnitude. b Gradient direction

Gx = (a2 + ca3 + a4) − (a0 + ca7 + a6) (10)

5 Conclusion and Future Scope

In this paper, the concept for medical imaging modalities with respect to the image
processing techniques that are applied is given. Various medical imaging modalities
are defined with the view of the basic parameter required to analyze the subject’s
part.Medical image processing consists of steps that are substantial while performing
any illustrations in modalities by dividing it into three phases, i.e., image acquisition,
processing of medical image and visualization or reporting. The objective of image
modality to divide into phases is such that the image can be divided into segments
through which the targeted region can be chosen based on the level of pixel intensity
in that region. A review of algorithms is depicted which perform image segmentation
such that region of interest can be demonstrated based on the level of intensities in
an image. Edge detection, feature extraction and SLIC algorithm are the common
algorithms implemented with respect to the output of imaging modality required.

The future ofmedical image processingwill include the scanning of every possible
higher dimensional visualization for better treatment of patients. Because of advances
in healthcare informatics and related innovations, there will be many algorithms in
this domain impending time, changing the way the image visualization of medical
images is overseen. The future inclination of advanced image processing techniques
using deep learning models will increase the scope of the medical domain.



110 Tina et al.

References

1. Hesamian MH et al, Deep learning techniques for medical image segmentation: achievements
and challenges. J Dig Imag 32(4):582–596

2. Mohamed Y et al (2019) Research in medical imaging using image processing techniques.
intechopen.com/books (June)

3. Haque IRI, Neubert J (2020) Deep learning approaches to biomedical image segmentation. Inf
Med 18:100297

4. Liu S,WangY et al (2019) Deep learning in medical ultrasound analysis: a review. Engineering
5(2):261–275

5. Ghimire M et al (2020) A-SLIC: acceleration of SLIC superpixel segmentation algorithm in a
co-design framework. Adv Intell Syst Comput (May)

6. Fatema N et al (2021) Intelligent data-analytics for condition monitoring: smart grid
applications. Elsevier, 268 pp. ISBN: 9780323855112

7. Aggarwal S et al (2020) Meta heuristic and evolutionary computation: algorithms and appli-
cations. Springer Nature, Berlin, 949 pp. https://doi.org/10.1007/978-981-15-7571-6. ISBN
978-981-15-7571-6

8. Yadav AK et al (2020) Soft computing in condition monitoring and diagnostics of electrical
and mechanical systems. Springer Nature, Berlin, 496 pp. https://doi.org/10.1007/978-981-15-
1532-3. ISBN 978-981-15-1532-3

9. Smriti S et al (2019) Applications of artificial intelligence techniques in engineering, vol 1.
Springer Nature, 643 pp. https://doi.org/10.1007/978-981-13-1819-1. ISBN 978-981-13-1819-
1)

10. Gopal et al (2021)Digital transformation through advances in artificial intelligence andmachine
learning. J Intell Fuzzy Syst, Pre-press, 1–8. https://doi.org/10.3233/JIFS-189787

11. JafarAet al (2021)AI andmachine learning paradigms for healthmonitoring system: intelligent
data analytics. Springer Nature, Berlin, 2021, 496 pp. https://doi.org/10.1007/978-981-33-
4412-9. ISBN 978-981-33-4412-9

12. Smriti S et al (2018) Special issue on intelligent tools and techniques for signals, machines and
automation. J Intell Fuzzy Syst 35(5):4895–4899. https://doi.org/10.3233/JIFS-169773

13. Alvarez L, Lions PL, Morel JM, Image selective smoothing and edge detection by nonlinear
diffusion. SIAM J Numer Anal 29:845–866

14. DashS,AcharyaBR,MittalM,AbrahamA(2020) In:KelemenA(ed)Deep learning techniques
for biomedical and health informatics. Springer Nature

15. Haque RI, Neubert I (2020) Deep learning approaches to biomedical image segmentation. Inf
Med Unlock 18

16. Shruthishree SH, Tiwari H (2017) A review paper on medical image processing. Int J Res
Granthaalayah 4(4) (April)

17. Kaur B, Mittal M et al (2018) An improved salient object detection algorithm combining
background and foreground connectivity for brain image analysis. Comput Electr Eng 71:692–
703

18. Haskins G, Kruger U, Yan P (2020) Deep learning in medical image registration: a survey.
Mach Vis Appl 31. Article number: 8

19. Gao F, Yoon H,Wu T, Chu X (2020) A feature transfer enabled multi-task deep learning model
on medical imaging. Expert Syst Appl 143:112957 (April)

20. Gandhi M et al (2020) Preprocessing of non-symmetrical images for edge detection. Augment
Human Res 5. Article number: 10

21. Zhou T, Ruan S, Canu S (2019) A review: deep learning for medical image segmentation using
multi-modality fusion. Array 3–4:100004 (September–December)



Analysis of Algorithms in Medical Image Processing 111

22. Kamnitsas K et al (2017) Efficient multi-scale 3D CNNwith fully connected CRF for accurate
brain lesion segmentation. Med Image Anal 36:61–78 (February)

23. Pandey P et al (2019) Pragmatic medical image analysis and deep learning: an emerging trend.
In: Advancement of machine intelligence in interactive medical image analysis, pp 1–18

24. Cao X, Fan J, Dong P, Ahmad S (2020) Image registration using machine and deep learning. In:
Handbook of medical image computing and computer assisted intervention 2020, pp 319–342

https://doi.org/10.1007/978-981-15-7571-6
https://doi.org/10.1007/978-981-15-1532-3
https://doi.org/10.1007/978-981-13-1819-1
https://doi.org/10.3233/JIFS-189787
https://doi.org/10.1007/978-981-33-4412-9
https://doi.org/10.3233/JIFS-169773


Technoeconomic Feasibility
and Sensitivity Analysis of Off-Grid
Hybrid Energy System

Sumit Sharma, Yog Raj Sood, and Ankur Maheshwari

Abstract This paper aims to analyze and configure the optimal configuration of a
hybrid renewable energy system to fulfill the electric load requirement of unelectrified
rural areas in Chamarajanagar district, Karnataka (India). The renewable energy
sources available at the location are solar, wind, and biomass with pumped hydro
storage used for the energy-storing purpose. This research paper identified the best-
suited design to satisfy the village load demand of a hybrid renewable system in a
variety of combinations. Different case studies are compared and evaluated based on
the cost of energy (COE), total net present value (NPV), initial capital value (ICV),
and operating cost. Also, the behavior of different cost patterns is studied with the
variable inputs; therefore, sensitivity analysis is presented in this study.

Keywords Renewable energy sources (RES) · Solar photovoltaic (SPV) · Pumped
hydro storage · Diesel generator
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CostTNP Total net present value
CostTann Total annualized value
CRF Capital recovery factor
rate Annual interest rate (%)
life Plant life (years)
TLoad Total load served (kWh/year)
PS Solar rated capacity (kW)
DS Solar derating factor (%)
Ir Solar radiation in present time (kW/m2)
Ir,STC Solar radiations at standard conditions (1 kW/m2)
αT Temperature coefficient (%/°C)
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TS Solar cell temperature in present time (°C)
TS,STC Solar temperature under standard conditions (25 °C)

1 Introduction

The usage of renewable energy sources (RES) has been increasing in recent times
because of the electricity problem that arises in remote communities, where grid-
connected electricity is not possible. A hybrid energy system is characterized as an
independent and organized cluster of various RES. In modern society, the energy is
put next to the fundamental humanities necessities, such as food, clothes, and shelter.
The electricity produced from conventional energy sources is costly and creates a lot
of environmental problems.Many researchers across theworld studied theworking of
the hybrid energy system (HES) in rural communities and observed that HES would
be the best solution for electricity supply in remote areas. Kumar S. et al. presented
the cost assessment and sizing estimation of the HES in the western Himalaya region
in Himachal Pradesh, India [1]. Different types of control methodologies used in the
evaluation of HES are discussed by Subho Upadhyay [2]. As RES are available for
electricity production, but mainly the solar, wind, hydro, and biomass are available in
abundance and generally used for electricity production. There are different storage
technologies like batteries, pumped hydro storage, hydrogen fuel cell, etc. R. Singh
et al. discussed the different storage technologies and system architecture of the HES
[3]. Among all the storage technologies, batteries are mostly used because of their
availability, but there is a lot of drawbacks of batteries. In this research paper, the
technology used for storing the electrical energy is pumped hydro storage. Sambeet
Mishra et al. focused on the benefits and advantages of HES in comparison with an
islanded system [4]. Due to the dependency on fossil fuels by the majority of the
population, a stage arises of higher electricity costs and maximum environmental
problems. Therefore, there will be a need to go on renewable energy sources for
electrical energy production. Bagul, A. D et al. discussed the benefits of HES in elec-
tricity generation in rural areas [5]. In [6], the author discussed the sensitivity analysis
using the various types of storage systems. Sharma S., et al. focused on the technoe-
conomic assessment of green microgrid systems in the simulation atmosphere [7].
Moreover, the reader may refer to [8–15] for other applications of technoeconomic
feasibility and sensitivity analysis of off-grid hybrid energy system.

This paper presents the cost assessment and sizing analysis of a hybrid system
with the available resources, i.e., solar, wind, biomass, and converter with a pumped
storage system for storing purposes. Section 2 presents the input parameters and
resource variables data used in the study. Sections 3 and 4 present the economic
modeling and results of this research paper.
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2 Input Parameters and Resource Variables

In viewof the electricity requirements of the village cluster, the electrical loaddemand
of the selected location has been calculated. The location chosen for the study is a
cluster of three unelectrified villages situated in district Chamarajanagar, Karnataka
(India) [16]. The majority of the population is living in the hilly areas and forests
where the electricity supply is not feasible. RES available at the location are solar,
wind, biomass, and pumped hydro storage. The daily load demand for the selected
location is present in Fig. 1. The electrical load in kWh per day is approximated as
724.80 kWh/day, with a peak load demand of 108.60 kW.

The electrical energy produced from the solar photovoltaic is due to solar rays. The
solar system generated the DC power output but the load is AC electrical; therefore, a
bidirectional converter is used in the system for the conversion ofDCelectrical output
into AC electrical power. A good amount of wind speed is necessary at the site for
electrical energy generation. To avoid emission problems diesel generator is replaced
by the biomass generator. Table 1 shows the value of resource components, i.e.,
solar radiations (kWh/m2/day), wind speed (m/s) and available biomass (tonnes/day).
Figures 2 and 3 present the block diagram of different components and flowchart
describing the purposed analogy in HES, respectively.

Fig. 1 Electric load profile for 24 h
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Table 1 Resource parameters values of solar, wind, and biomass

Months Solar radiations
(kWh/m2/day)

Wind speed (m/s) Available biomass
(tonnes/day)

Jan 5 2.8 3

Feb 5.8 2.7 4

Mar 6.5 2.6 5

Apr 6.4 2.5 6

May 6.3 2.7 7

Jun 5 3.4 8

Jul 4.8 3.2 8

Aug 4.9 3 7

Sep 5 2.4 6

Oct 4.9 2.2 5

Nov 4.8 2.3 4

Dec 4.9 2.8 3

Annual average value 5.36 2.72 5.50

Fig. 2 Block diagram of hybrid energy system containing solar, wind, biomass generator, pumped
storage, and converter

3 Economic Modeling

The simulation model is constructed using the net present value which corresponds
to the total installation and operation costs of the system over its lifetime. The total
NPV contains many costs like replacement, maintenance, fuel, and capital costs. The
net present cost is expressed as [17]
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Start

Select the location and calculate the electric 
load demands

Collection of the resource data 

Select the system constraints,system 
economics and other variables

Calculate the technoeconomic results using 
Homer Software

Calculate the sensitivity analysis for the 
optimum configuration

Stop

Fig. 3 Flowchart describing the purposed analogy

CostTNP = CostTann
CRF(rate, life)

(1)

Levelized COE is calculated as the average cost per kWh of energy generated
by the system. CRF is dependent on the project life and annual interest rate and is
expressed as [18]

COE =
CostTann
TLoad

(2)
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CRF = rate(1 + rate)life

rate(1 + rate)life − 1
(3)

SPV is generating electrical energy from the sun’s rays. The mathematical
equation used for the solar power output is [19]

PSPV = PSDS

(
Ir

Ir,STC

)[
1 + αT

(
Ts − TS,STC

)]
(4)

4 Results and Discussion

The HES developed for the chosen site consists of the SPV, wind turbine, biomass
gasifier generator, pumped hydro storage, and converter. The input parameters and
cost assessment of different components are taken from [4]. Different combinations
have been obtained from the simulation as shown in Table 2. There are many results
obtained from the Homer software; only nine combinations have been shown here
because of close comparisons and observed that from the different combinations,
case 8 has the minimum cost of energy, i.e., 26.65 |/kWh. Therefore, it can be said
that case 8 would be the optimal solution for the electrification of rural communities.
As has been found, the optimal solution consists of 238 kWof SPV, 9 units of pumped
storage, and 106 kW of converter. There are no wind turbine and biomass gasifier
generators in the optimal solution obtained for rural areas. Table 3 shows the cost
summary of the different components in HES.

As we know, the electrical energy generated from renewable energy resources are
weather-dependent. In the proposed hybrid energy system, there is only SPV, pumped
storage, and converter; therefore, the more sensitive parameter is solar radiations.
Table 3 shows the sensitivity analysis of HES. As seen from the table that as the value
of solar radiation increases, the cost values decrease. Therefore, it can be concluded
that for the higher solar radiations there will be very less cost of electricity, and vice
versa (Table 4).

5 Conclusion

This paper examines the technoeconomic aspects of renewable energy hybrid systems
in order to find an ideal solution for fulfilling a rural community’s demand for elec-
trical loads. After the evaluation, it was found that on the basis of available local
resources, SPV and biomass gasifier-based generators along with pumped hydro
storage system are selected for providing electricity. Along with sizing optimiza-
tion, the sensitivity analysis has been done and observed that with the increase in
the sensitive parameters, levelized COE, total NPC, OC, and ICC decrease, and vice
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Table 3 Cost summary of different components in the proposed hybrid energy system

S.
no.

Component Capital cost
(|)

Replacement
cost (|)

Operation
and
maintenance
cost (|)

Salvage
value (|)

Total (|)

1 Generic
245 kWh
pumped
hydro

14,741,100 475927.581 17324165.09 34395.9 32506796.77

2 Generic flat
plate PV

53227563.68 0 2293667.512 0 55521231.19

3 System
converter

2365268.311 1003521.229 0 188872.9495 3179917.334

4 System 70333931.99 1479449.554 19617832.6 223268.8495 91208312.07

Table 4 Sensitivity analysis of hybrid energy system with the change in solar radiations

S.
no

Sensitive
variable
solar
radiation

PV
(kW)

Pumped
storage
(Quantity)

Converter
(kW)

COE
(|/kWh)

NPV
(|∗106)

OC (|/year) ICV (|)

1 5.36 238 9 106 26.6531 91.5735 1614671.6 70333957.3

2 7 211 8 103 23.74955 81.1505 1439937.45 62481194.65

3 8 187 8 118 22.1861 75.939 1,430,929 57421274.85

4 9 189 7 112 21.21825 72.2165 1276147.45 56096437.1

5 10 174 7 129 20.3993 69.2385 1274956.25 53134816.1

6 12 169 6 106 18.7614 64.027 1104912.45 49962650.5

7 15 166 5 104 17.49575 59.56 948641.9 47563871.5

versa. One major finding of this study is the usage of biomass and pumped hydro
storage in electricity generation, which brings a pollution-free environment into the
system. This current proposal can improve living standards and boost the economic
activity of rural communities in the state of Karnataka, India.
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Analysis of the Impact of AC Faults
and DC Faults on the HVDC
Transmission Line

Deepak Singh, D. Saxena, and Rajeev Kumar Chauhan

Abstract Over the course of the year, the demand for electricity for industrial,
residential, commercial, agricultural, and other purposes has been much greater.
There is a need to transfer tremendous power over distances that are much too long.
These days, the HVDC system is being proposed. For overhead transmission lines
over 700 km and underground cables over 40 km, HVDC is economical. Yet, HVDC
lags behind HVAC from a security point of view. Faults may occur in the HVDC
system, and these seriously affect the converter and station inverter. To enhance
system reliability, it is essential to isolate these faults. To isolate these faulty segments,
there is a need to understand fault characteristics. Gird-side (AC-side) faults were
analyzed in this paper as SLG fault, LLG fault, and LLLG fault. And HVDC-side
faults were also analyzed in this paper as line to line and line to ground faults. In
this paper, the PSCAD/EMTDC-Simulink model has been used to demonstrate the
different fault characteristics.

Keywords VSC HVDC · Fault analysis · AC fault · DC fault · PSCAD ·
Reliability

1 Introduction

Where the gap is greater than 40 km for underground cables and 700 km for over-
head lines, the HVDC system is economical to transmit bulk power [1]. For bulk
power transfer, HVDC will be used in the future [2]. The capital investment of the
HVDC system is more than the HVAC system [3]. In the HVAC system, there is a
synchronization problemwhen it is connected to two areas. But in the HVDC system
synchronization problem is not there.
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It is simpler to incorporate renewable energy into the HVDC system than the
HVAC system [4]. The reliability of the HVDC system is one of the very interesting
research areas. The HVDC system can be affected by several types of faults, such as
direct current faults and alternating current faults [3]. In this case, there is a require-
ment to disconnect this faulty area from the system to improve system reliability. DC
faults are more severe faults than AC faults. In the HVDC system, DC faults directly
attack converter stations.

It is easier to design a circuit breaker in the HVAC system because there is an
alternating current that changes polarity in every cycle; then when the fault occurs
the circuit breaker is open, the arc is produced, and the current goes to zero, thus
the arc automatically extinguishes. But in the HVDC system, there is no concept of
alternating current, so in the HVDC, the system design of a circuit breaker is a very
challenging task [5].Moreover, advanced-level analysis of the impact of transmission
line faults is represented in the recently published work of the digital domain [6–23].

This paper analyzes AC faults (LG, LLG, and LLLG) andDC faults (pole to pole).
The VSC is used in this paper for simplicity. It introduces the VSC-based HVDC
transmission line. PWM control circuit is used for VSC-based HVDC system. To
simulate the VSC-based HVDC system, PSCAD/EMTDC software is used in this
paper.

2 Basic Component of HVDC System

Figure 1 shows the two-terminal VSC-HVDC model.

(i) AC side: AC side shows AC power source and impedance. This is on both
sides, sending end and receiving end.

Fig. 1 Basic HVDC diagram
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(ii) Passive filter: This is used to reduce harmonics on the AC side. In PWM
control, harmonics are of very higher order. So, using a passive filter this can
be eliminated.

(iii) Transformer: On the sending end, a step-up transformer is used which is of
star-delta type with neutral ground.

(iv) Inverter/converter: Both sides of the converter station (sending end and
receiving end) are working which converts AC to DC, or vice versa.

(v) DC side filter: On the DC side, a capacitor filter is used to reduce ripple.

3 Modeling of HVDC

HVDC transmission system requires a converter station. In this paper, VSC is used.
This converter uses self-turn-off devices such as IGBT,GTO, etc. This is used because
there is no requirement for the commutation circuit. In the voltage source converter
thyristor is used, because in this case, it is self-turn off as reverse voltage is applied on
the thyristor automatically [4]. In Fig. 1, a typical VSC-based HVDC transmission
system is shown. Table 1 shows the system parameters list.

In VSC-HVDC if there is a requirement to improve the voltage rating of the
converter, then connect switches in series according to the rating of the converter [4].
This is shown in Fig. 2.

Table 1 HVDC parameters
and values

Parameter Value

Rated AC voltage (line to line) 220 kV

Steady-state frequency 50 Hz

Rated DC line voltage 800 kV

Sending end transformer ratio 220 kV/540 kV

Receiving end transformer ratio 540 kV/220 kV

Switching frequency 5 kHz

Power rating 10 KVA

Fig. 2 Using string in VSC
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4 DC Voltage Control

By changing the firing angle of the converter, controlling of DC-side voltage can be
done. In VSC there is a relation between the output voltage and the firing angle, as
shown in Eq. (1).

V0 = 3VML

π
cosα (1)

where V0 and VML are output of DC voltage and maximum line voltage on AC side,
respectively. α is the firing angle.

5 Faults in the HVDC System

In the HVDC system, there are various faults that exist, such as direct current faults,
converter faults, and alternating current faults [24]. It is necessary to analyze DC
faults because DC faults are the most dangerous faults than AC faults. DC line faults
can be of two types. The line to line fault is the first one and the second one is the
line to ground fault.

In DC line fault, line failure has a high probability. These faults are more powerful
and are recurrent faults.

The AC fault can also occur in the HVDC system. On the AC side, these faults
can occur and they can affect the DC line.

5.1 Direct Current Line Fault

HVDC transmission line faults cause external mechanical stress, lightning strikes,
overloading of lines, and pollution. In the DC transmission system, two types of
common fault can exist.

5.1.1 Line–Line Fault

When both wires of the HVDC line are connected together then the line–line fault
is created. DC line to ground fault occurrence probability is very high than the line
to line fault. Figure 3 shows an equivalent circuit of line to line fault.

DC short circuit current flow in three stages:

(a) Discharging of capacitor: In this stage, when the DC pole to pole fault occurs
then the DC filter capacitor discharge through transmission line impedance.
This circuit is equivalent to a mess loop without any source. When the fault
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Fig. 3 HVDC line–line fault

occurs then capacitors are in the discharging stage and the capacitor voltage
decreases. The capacitor discharging current is shown in Eq. (2).

I f = I0e
−(

Rline
Lline

)t (2)

where I f , Rline, and L line are fault current and transmission line impedance
parameters.

(b) Diode freewheeling stage: When the capacitor voltage decreases and reaches
less than the grid voltage then the diode freewheeling stage starts, and in this
stage, IGBT should be in a turn-off state for protection purpose. When the
systemgoes in the freewheeling stage then the rectifierworks as an uncontrolled
rectifier.

(c) Grid feeding stage: In this stage, the converter works as a current source
providing fault current to the line shown in Fig. 4. During the grid feeding
stage the equations of sending end voltage and current are:

eSE = ESE sin(ωs t + θ)

iSE = ISE sin(ωs t + θ − φ) + I0e
−(

Rline
Lline

)t (3)

Fig. 4 Fault current feeding
by grid
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where ESE is the magnitude of grid sending end voltage, ISE is the magnitude of
grid sending end current, φ is the phase angle of the grid, θ is the grid angle, and ω

is the angular frequency.
If made to travel for long distances the voltage profilewherever it flows is affected.

Thus, it is always recommended to provide support near to the point where needed.
When the initial condition is considered then Eq. (3) can be written as:

iSE = ISE sin(ωs t + θ − φ) + ISE0 sin(θ − φ0) − I0 sin(θ − φ)e−(
Rline
Lline

)t (4)

where ISE0 and φ0 are initial current of sending end and initial phase angle of sending
end, respectively.

5.1.2 DC Line–Ground Fault

This is a more frequent fault. When one line is connected to the ground then the
DC line to ground fault is created. In the case of the underground cable when one
line insulation is failing then this line is connected to the sheath and then the line to
ground fault is created. In Fig. 5, this equivalent circuit is shown.

5.2 AC Faults

When AC faults occur either on the inverter side or converter side then the DC
transmission line is also affected by this fault. When the inverter side faces AC fault
the commutation process can fail and then the flow of power may be interrupted.
In AC faults there are three more frequent faults: AC line–ground fault, double
line–ground fault, and triple line-ground fault.

Fig. 5 HVDC system line to
ground fault
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5.2.1 AC Line–Ground Fault

The line–ground fault is the more repeating fault in the AC system. When a single-
phase line out of the three phases falls on the ground then the single line to ground
fault is created.

5.2.2 Double Line–Ground Fault

This fault is the second more frequent fault in the AC system.When a two-phase line
falls on the ground then this fault is created.

5.2.3 Triple Line–Ground Fault

When all phase line falls on the ground then this type of fault is created. This is one
of the most dangerous faults compared with the other two faults in the HVAC system.

6 Simulation Result

In this section, all simulation results are shown. In this, all simulation result considers
that fault is occurring on 0.4 s and fault is clear after 0.05 s by the circuit breaker.

6.1 DC Faults

Two types of DC fault are described here.

6.1.1 DC Line–Line Fault

When both direct current line is short circuit then line–line fault is created. In this
case, the fault simulation result is shown in Fig. 6. This result shows that when DC
line to line fault is created at midpoint then the voltage drops up to 25.21 V on the
first undershoot and then oscillates at 170–190 V, and in the current graph, we can
see that current increases up to 42.41 A on the first overshoot and then oscillates at
17.21–18.25 A.



130 D. Singh et al.

Fig. 6 DC line to line fault simulation result

6.1.2 DC Line–Ground Fault

Whenonewire short to ground in theDC systemor underground cablewire insulation
fails and connects to sheath then line to ground fault occurs and this fault is also known
as a line–ground fault. DC line–ground fault simulation result is shown in Fig. 7. In
this result, we can see that voltage is down up to 460 V and current increases up to
24.92 A. As a result, it is clearly shown that DC line–ground fault is less dangerous
than DC line–line fault.

6.2 AC Faults

Three types of AC fault are described here.
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Fig. 7 DC line–ground fault simulation result

6.2.1 Line–Ground Fault

When grid-side one phase short to ground then this is called line–ground fault and
this is amore repeating fault.When this fault occurs the customer experiences voltage
sag. This fault also affects the DC transmission system. This fault pattern is shown
in Fig. 8. When the AC fault occurs then this fault also affects our DC transmission
line. In simulation result, when AC line to ground fault occurs then voltage decreases
on DC side up to 537.80 V and current increases up to 7.73 A.

6.2.2 Double Line–Ground Fault

When two lines on the AC side join together and shorted with the ground then the
double line to ground fault exists. This fault also affects the HVDC line. This fault
pattern is shown in Fig. 9. In the simulation result, we can see that when the double
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Fig. 8 AC line–ground fault simulation result

line to ground fault exists then the voltage drops up to 502.5 V and the current
increases up to 8.58 A.

6.2.3 Triple Line to Ground Fault

When all three wires are shorted and touch through the ground then a three-phase–
ground fault exists. This characteristic is displayed in Fig. 10.

In the simulation result, we can see that the voltage wave drops up to 443.44 V
when the triple line to ground fault occurs, and the current maximum increases up
to 10.50 A. As a result, we see that it is a second severe fault for the DC system.
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Fig. 9 AC double line–ground fault simulation result

6.3 Results and Discussion

Table 2 shows all per unit fault voltage and current. We can understand quite well
from this discussion that DC line to line fault is more dangerous than any fault.

The most acute faults are: DC line to line fault, DC line to ground fault, AC triple
line to ground fault, AC double line to ground fault, and AC single line to ground
fault, as seen in the result. As an outcome, we have seen DC line to line fault and
then DC line to ground fault for our HVDC line are the most severe faults, so there
is a high-speed DC circuit breaker requirement for safety. We can use an IGBT-
based circuit breaker in DC since its speed is very fast to break the circuit when the
fault occurs, but because of no physical circuit disconnection in the normal state, it
generates continuous power loss. Also, we can use hybrid circuit breakers in which
both mechanical and switch operations are performed simultaneously.
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Fig. 10 AC triple line–ground fault simulation result

Table 2 Comparison of
various faults

Fault type Voltage drop up to
(kV)

Current increase up
to (kA)

DC line to line 25.21 42.41

DC line to ground 460 24.92

AC single line to
ground

537.80 7.73

AC double line to
ground

502.5 8.58

AC triple line to
ground

443.44 10.50
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7 Conclusion

HVDC system is economical than AC system, so in this paper AC and DC faults for
HVDC system have been discussed. Because faults may occur in the HVDC system,
and these faults seriously affect the converter and station inverter. To isolate these
faulty segments, there is a need to understand fault characteristics. In this paper, AC
and DC faults for the HVDC system have been analyzed using simulation results
obtained on PSCAD/EMTDC. From the simulation result, we can see that DC faults
have the highest current and therefore are the most dangerous faults. In the future,
an IGBT-based high-speed hybrid circuit breaker can be designed to isolate such
dangerous faults.
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Improving QoS of Cloudlet Scheduling
via Effective Particle Swarm Model

Ankit Tomar, Bhaskar Pant, Vikas Tripathi, Kamal Kant Verma,
and Saurabh Mishra

Abstract Cloud computing (CC) is an emerging area that includes the provisioning
of dynamic and virtualized resources in a pay-as-you-go manner. Much exploration
is required to enhance the scalability, effectiveness, and equilibrium in load balancing
for better scheduling. Various scheduling algorithms are proposed to meet the user’s
requirements, but most of them failed to balance the load in critical resource demand
hours. In this study, an effective particle swarm algorithm (EPSO) is addressed to
solve the scheduling problem. For a faster discovery of resources, a reverse variation
technique is employed in the proposed approach. The EPSO model is applied after
readjustment and fine-tuning of its hyper-parameters to get precise and optimized
results. This study provides a better quality of service (QoS) by optimizing resource
utilization, service availability, and service-level agreement (SLA). Standard devia-
tion (SD) is one of the critical statistical load distribution parameters computed to
confirm the correct results. Results demonstrated in the form of graphs, tables, FCFS,
RR, and SJF scheduling models confirm that EPSO provides a better outcome than
the other state-of-the-art methods.

Keywords Load balancing · Particle swarm · Cloud computing ·Meta-heuristic ·
Task scheduling · CloudSim

1 Introduction

For a decade, cloud computing achieved a significant potential of dynamic,
omnipresent virtualized resources; it practiced ritualistic evolution in industry and
academics. A massive amount of computing power is required for full utilization
of VMs, hosts data centers, etc. Simultaneously, numerous users are engaged, so

Supported by Graphic Era Deemed University, Dehradun.

A. Tomar (B) · B. Pant · V. Tripathi · S. Mishra
Graphic Era University, Dehradun, India

K. K. Verma
College of Engineering Roorkee, Roorkee, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. Tomar et al. (eds.), Machine Learning, Advances in Computing, Renewable Energy
and Communication, Lecture Notes in Electrical Engineering 768,
https://doi.org/10.1007/978-981-16-2354-7_13

137

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2354-7_13&domain=pdf
https://doi.org/10.1007/978-981-16-2354-7_13


138 A. Tomar et al.

it is not easy to map the cloudlets (cloudlets) to allocated VMs manually under
the cloud computing environment. In cloud computing, the mapping of cloudlets
falls into well-defined NP class problems used to assign the cloudlets to available
resources according to the precedence. A huge amount of cloud resources are rented
out to exploit the profits in datacenters (DCs). As these resources are on-demand and
dynamic, it is always a big deal in the cloud and entirely depends on allocating in an
organized way. To run cloud applications at lower costs in dynamic load conditions,
cloud users lease the resources to utilize them from cloud providers. For a particular
cloudlet, every user wants many resources with full advantage with higher perfor-
mance and has to be finished within a stipulated time. To enhance more elasticity of
the cloud environment, no doubt, we require an efficient scheduling mechanism to
map the cloudlets to resources [1]. This article’s main aim is to enhance scheduling
performance and good quality of service so that the load could be spread equally
across the physical machines. A good scheduler always adapts to changes, and PSO
is an appropriate nature-inspired approach to map the cloudlets in a dynamic envi-
ronment [2]. We proposed an effective particle swarm optimization algorithm to
schedule the upcoming cloudlets onto the VMs; the proposed model makes the load
balancing fair enough to distribute the jobs across the processors with maximum
throughput. The EPSO mode incorporates the simulated annealing concept and the
reverse variation sampling technique to get faster discovery of resources.

1.1 Motivation

Conventional dynamic programming, branch and bound, divide and conquer, and
other similar approaches produce global optimum solutions but are long-standing;
therefore, these algorithms are not suitable to solve typical real-world problems of
task scheduling in an optimized way. Researchers stated using dynamic and optimal
schemes like an ant colony, genetic algorithms, tabu search optimization, honey bee
optimization, and Lion optimization solve the scheduling problems within minimal
time and maximal throughput [3, 22]. After analyzing the PSO-based articles of
prestigious conferences and journals, we concluded that the particle swarm algorithm
offers a better solution for scheduling issues than other meta-heuristic policies [2,
4–6]. One unique nature-inspired swarm optimization model is deployed here to
strengthen scheduling and enhance the load balancing during cloud service provided
to users. In earlier research work, PSO runs on different simulators in the same
environment, but that does not produce satisfactory results; so, we deployed the
CloudSim toolkit to investigate the impact of PSO results [7]. Simulated results
confirm a lower failure rate and 100% performance to deal with cloud entities.

Cloud computing deploys its services with the highest degree of quality of service
(QoS). To achieve this goal, the outcome of critical scheduling needs to be improved
using various metrics like computation cost, throughput, workload, makespan, reli-
ability, service availability, and utilization. After investigating the various state-of-
the-art techniques, research articles, book chapters, and thesis, we found negligible
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Fig. 1 Percentage of scheduling metrics implemented in earlier literature work

studies that emphasized these parameters. The computation of these metrics is very
tough in a cloud atmosphere and might be researchers who have no desire to improve
these criteria in this direction [8]. Hence this is a significant research gap in cloud
load balancing, which we also tried to fill in this article. This study implemented
resource availability, reliability, and resource utilization factors to gain the equilib-
rium in load among the cloud resources. The ultimate goal of this study is to provide
better QoS. Figure 1 shows the previous work on scheduling parameters; we have
some lower fraction metrics, which means almost little research was done on PSO
algorithms.

1.2 Problem Formulation

Deployment of a resource-oriented scheduling policy at cloud sites is best suited to
exaggerate utilization and revenue, and for cost and execution time, an application-
centric policy is best suited. In a cloud computing environment, task scheduling plays
an essential role in improving cloud services’ reliability, efficiency, and flexibility.
Any ideas of resource mapping policy assure competent and fair allocation of jobs,
which are based on essential metrics as follows:

• Resource utilization: It defines the live execution of operations in processing
elements (PEs); its measurement unit is the percentage of the time. It should be
lower for a good scheduling algorithm [9–13]. In Eq. 1, a mathematical represen-
tation of resource utilization is given, where the execution time of each cloudlet
is computed for i number of cloudlets.
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Utilization = Execution TimeTaski
Makespan

(1)

• Service availability: The availability of cloud resources depends upon free VMs
at job submission time. Higher resource availability results in fewer active VMs,
desired for ideal scheduling policy [14]. Equation 2 shows the total number of
VMs, dented by VMj and AVMj is active VMs during simulation.

Availability = VM j −
k∑

j=0

AVM j (2)

• Service-level agreement (SLA): It maintains the service provided by an internal
or external provider to end-users; it is a contract between them. Its basic purpose
is to define what customer measures [3, 6, 15]. Through Eq. 3 we showed its
computation way.

SLA = Total Number of Executed Cloudlets

Total Number of Offered Resources
(3)

• Standard deviation (SD): It is an essential statistical metric of probability theory
that shows the dispersion and variation from the mean value. High SD means
data points diverge over a large range of solution values, and low SD indicates we
tend the data points to be very close to the mean, shown in Eq. 4, where n are the
number of samples, x is sample value and y is mean of all n values. If SD never
tends to zero for cloudlet scheduling, we assured that the algorithm dynamically
searches results [16, 17]; it enhances the novelty of this research article.

StandardDeviation =
∑ (x − y)2

n − 1
(4)

• (QoS): Each user wants a full advantage of cloud services every time and every-
where since it is a pay-per-use service. In the CC domain, a good QoS is
dependent upon resource flexibility, scalability, SLA, lower access time, higher
resource availability, andmaximum utilization. Aggregating these results of every
scheduling metric compute QoS level. It can be measured by aggregating the
results through Eqs. 1, 2, 3, and 4.

This paper’s flow is as follows: In Sect. 2, the CC environment with CloudSim
toolkit is discussed, and old literature is highlighted in the same section. Section 3
covers the proposed methodology of EPSO on cloudlet mapping. Results and discus-
sion are conferred in Sect. 4, comparing the efficiency and implementation of EPSO
with other algorithms presented in the same section. Finally, the conclusion with the
future scope is shown in Sect. 5.
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2 Background Study and Related Works

CCgrows in a real-time environment for its deploymentmodels because it follows the
concept of on-demand service. It automatically accumulates and manages resources,
providing a collective group of infrastructure entities, including data storage space,
networks, and processing power. Nowadays world depends on cloud services to store
public and personal information. Three essential layers are constituted to fulfill the
user’s requirements with enhanced scalability, availability, and fault tolerance [18].

SaaS (Software as a Service): Service providers configure this layer. At this
level, people utilize up software-related utility without worrying about underlying
technologies, platforms, and hardware.

IaaS (Infrastructure as a Service): This layer is responsible for the on-demand
allocation of resources using pre-organized scheduling policies. Cloud users avail
flexibility and top level of control by this layer.

PaaS (Platform as a Service): Without worrying about platform-related require-
ments and their availability, users use the organized and preserved on-demand appli-
cation. At this level, the cloud provider’s role is essential for allowing users to use
cloud services independently.

2.1 CloudSim Toolkit

Although various simulators are available to compute the results in the cloud envi-
ronment, particularly after 2010, most research studies adopted the CloudSim toolkit
to simulate the cloud-related utility. CloudSim provides a real-like cloud atmosphere
and bests too to simulate the CC-based environment [19]. This tool is the most favor-
able simulator implemented in java and can run on Eclipse or Net-Beans, and is an
essential component of CloudSim shown in Table 1.

Though there are a lot of CloudSim components in terms of packages class,
objects, and interfaces, we mentioned only essential elements which are as follows:

(i) Cloudlet: Any independent or dependent cloudlet submitted to the host in
datacenter (DC) known as a cloudlet. Every cloudlet is created with some
essential properties like processing elements, length, output file size, etc.

(ii) Cloud information service (CIS): CIS is a class that used to register an entity
on DCs for searching of cloud resources

(iii) Cloudlet scheduler (CS): CS is used to implement time–space-shared
cloudlet allocation policies to assess the processing power of VMs.

(iv) Datacenter (DC): To hold the VMs onto the hosts DC is used as an abstract
class in CloudSim. Its primary aim is to allocate hardware infrastructures,
like bandwidth requirements, RAM and storage, etc.

(v) Datacenter broker (DCB): It is a class used to submit, create, and delete the
VMs class along with cloudlets; it functions as a mediator between cloud
providers and software services to negotiate the issues.



142 A. Tomar et al.

Table 1 List of CloudSim
entities, their attributes along
with its numerical values

Entity Attribute Value/range

Cloudlet Length [500–1000] (MI)

Cloudlet Count [10–1000]

Cloudlet MIPS [500–10000]

VM RAM [512–2048] MB

VM Allocation policy Time or space shared

VM Count Less than 25

VM MIPS [100–1000]

VM Bandwidth 1000

VM Memory [256–2048] MB

OS Platform XEN, Linux

Host Count Less than 3

Host RAM 2048 MB

Host Memory 1,000,000

Host Allocation policy Time or space shared

Host Bandwidth 10,000

(vi) Host: It is used to model the physical servers (datacenters).
(vii) Virtual machine (VM): It is used to share the hosts with other VMs. Job

scheduler jobs mapped to VMs with essential properties, like processing
elements, storage, bandwidth, RAM, etc.

(viii) VM scheduler: It is used to divide the allocated hosts and VMs into essential
time shared or space shared policies.

The entities of CloudSim with its attributes and values are shown in Table 1;
during simulation, the same values are used for results computation.

2.2 Related Work

It is challenging to discuss all literature and applications of particle swarm methods
for cloudlet scheduling; however, we include some classic PSO-based frameworks in
the background study of this study to show theworkflow from earlier to till now.With
various versions, swarm optimization is a nature-inspired algorithm that was intro-
duced by Kennedy and Eberhart in 1995 [20]. In a population-based meta-heuristic
environment, PSO gained a lot of popularity attributable to its effectiveness, robust-
ness, and ease. Regardless of the parameters and algorithm structure’s decisions, and
even though reasonable convergence properties, particle swarm optimization is still
an iterative stochastic search process that works on problem hardness. It may need
a large number of particles to revise and fitness estimation. It looks for the optimum
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of a cloudlet, termed fitness cloudlet, and the following rules are impressed by the
behavior of flocks of birds searching for food.

Zhan et al. [21] addressed comprehensive evolutionary scheduling in the CC
environment, which is a classification of various approaches. A classification of
multiple scheduling policies using ACO, Lion optimization, GA at the SaaS layer
is presented in this literature. Our last work is related to the useful PSO model
worked with other scheduling metrics like computation cost, degree of imbalance,
throughput, and makespan [22]. Feng et al. [23] used the PSO algorithm incorpo-
rating the Pareto domination principle (PDP) to get optimized results and to address
the resource allocation in CC. Here the author considered QoS, resource reservation
policy, and total execution time for each cloudlet (cloudlet). Furthermore, the cloudlet
assignment problem is considered by Guo et al. [24] by using the PSO algorithm
considering the cost and makespan of submitted cloudlets. Alkayal et al. [25] intro-
duced a ranking-based PSO framework to reduce cloudlet waiting time and maxi-
mize throughput. Leena et al. [26] proposed a bi-objective PSO model to optimize
makespan and computation cost to heighten CC cloudlet scheduling. Elhady et al.
[27] compared a single-objective swarm optimization model for cloudlet scheduling
in the CC background.

A hybrid GA-PSO algorithm is addressed by Beegom et al. [28] for dependent
(homogeneous) cloudlet scheduling in the CC domain. In the MapReduce frame-
work, Wang et al. [29] introduced a MOEA/D technique for multi-level objective
cloudlet scheduling. For another solution of cloudlet scheduling in CC,Agrawal et al.
[30] implemented a PSO scheme based on adaptive inertia weight technique incor-
porating cumulative binomial probability. However, there are some research gaps for
challenging the CC framework. Shahid et al. [31] proposed a set of multi-objective
optimization algorithms, includingNSGA-II andPSO, to find optimal solutions in the
field of a multi-processor system. Mostly cloudlet scheduling problems are focused
on either single-objective or multi-objective. The single-objective functions of PSO-
based schemes include computation cost and makespan; other scheduling metrics
are covered under multi-objective PSO schemes. To overcome this completion, we
implemented here more powerful PSO model to address the scheduling problem.
Moreover, the reader may refer to [32–38] for more examples of this domain.

3 Proposed System

The major challenge in the CC domain is to use cloud resources proficiently with
optimum mapping structure generating maximal revenue. A better scheduler always
maps the cloudlets to the appropriate resource. The independent scheduler first finds
allocated VMs, then VM maps the appropriate resource (host) in DCs [20]. PSO
is a nature-inspired metaheuristic optimization policy that works on the concept of
searching for adaptation or food. Here variables adjust their values closer to the
closest member to any target at any particular moment. One will chip into food
most relative to it, and other flocks swing nearby in search of a hidden food source,
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circling a herd of the swarm. In case any swarm comes near to target, then it tweets
louder to others over toward him. This arrangement continues until all swarm gets
the food that its algorithm states. If we relate this scenario to the algorithm, three
global variables would be used. Decision (target) value, the best global value (gbest),
indicates a particular particle’s closest value to the target and if the target is not found,
the algorithm will stop by a stopping value. A particle must have:

(1) pbest is particle’s personal best value used to compare with gbest for indicating
the nearest particle to the target.

(2) Velocity factor indicates how the data value is improved for a possible solution.

Till now, various nature-inspired algorithms presented by researchers to solve
computation problems. PSO is one of the finestmodels suitable for dealing efficiently
with scheduling problems in cloud scenarios. Due to its powerful randomicity, it
gives highly improved results. This paper includes a simulated annealing technique
incorporated in each iteration of PSO to increase its searching ability, enhancing
the convergence ability and assuring the original solution. Novel reverse variation
technique increases population diversity to avoid sinking of local optima. This new
version of PSO discovers faster resource mapping, scheduling, and execution time.
The flowchart of the proposedmodel is shown in Fig. 2. Initially, some randomvalues
of weight, inertia, and acceleration coefficients were taken. A sampled minimum and
maximum length is taken to make a unidirectional flow of information; gbest is also
used to pass information to nearby particles. This gbest is a critical parameter that
strongly affects the performance of PSO. Poor scheduling ability for gbest sometimes
results in the pre-maturity of an algorithm, so to overcome this situation gbest is
sampled at every iteration. This solves the purpose of jumping out of local minima.

4 Results and Discussion

Scheduling is an essential step in parallel and cloud computing while balancing
the load. Most articles simulated either a single or no more than two parameters
for scheduling using PSO; however, these metrics are not enough to compute QoS
provided by the schedulingmechanism.Dependent and pre-emptive cloudlets need to
be scheduled but here we discussed only an independent assignment problem in the
non-pre-emptive environment. We assumed that cloudlets are submitted mutually
independent (heterogeneous) in nature, i.e., there is no precedence among them;
therefore, no interference with processors’ dependency is required during execution.
Cloudlets are pre-emptive, so an interruption by any other processor is not possible
during execution. Cloudlets and VMs have an essential characteristic that plays a
core role in PSO performance.
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Fig. 2 Flowchart of effective particle swarm optimization along with a conceptual workflow for
every entity represented in this diagram

Fig. 3 Illustration of resource utilization against a varying number of cloudlets
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4.1 Resource Utilization Comparison

In Fig. 3a, b, the utilization percentage is recorded against varyingVMs and cloudlets,
respectively. The utilization percentage is found higher in both situations in EPSO
when compared with other algorithms. During cloudlet mapping to VMs, a higher
rate of utilization is required for better scheduling performance.

4.2 Comparison of Resource Availability

We recorded the list of inactive VMs (Table 2) for different MIPS to investigate the
performance of the proposed EPSO scheme for availability. Figure 4a shows that the

Table 2 Data obtained of inactive VMs for varying tasks and VMs

Cloudlets,VMs FCFS RR SJF EPSO

400, 400 146 147 139 154

500, 400 111 110 112 116

1000, 400 30 28 32 34

1500, 1000 206 222 230 242

2000, 1000 124 135 137 138

2500, 1000 80 76 89 84

3000, 2000 441 433 442 461

3500, 2000 341 329 358 340

4000, 2000 269 251 279 279

4500, 3000 649 649 652 683

5000, 3000 550 565 549 567

Fig. 4 Service-level agreement chart for various algorithms
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proposed EPSO method uses less number of VMs to consolidate the execution of
cloudlets to make off others and ensures the high availability of resources.

4.3 Comparison of Service-Level Agreement

SLA is the bond or agreement between cloud service users and cloud service
providers that ensures maintenance of a minimum level of service. SLA is an impor-
tant component retained between the provider and the users for providing unbreak-
able and on-demand service. It is computed by counting successfully executed cloud
requests. Figure 4b shows the SLA percentage maintained by various scheduling
policies and it confirmed that EPSO maintained a better level of SLA.

4.4 Comparison of Standard Deviation

SD of minimum execution time is computed using Eq. 4 for all algorithms, and the
results are depicted in Fig. 5 for varying cloudlets ranging from 100 to 1000. It was
observed that SD is lower in EPSO, which results in a lower fluctuation in terms of
execution time than FCFS, SJF, and RR. The SD results confirm that EPSO has a
higher possibility to find a better solution in a reasonable time.

Fig. 5 Standard deviation of minimum execution time for various models
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5 Conclusion

In the cloud computing domain, job scheduling is quite challenging for researchers
as it considers different requirements compared to the traditional CC framework.
The traffic pattern is highly unpredictable in the CC environment; therefore, a reverse
variation technique basedonEPSO is implemented to address the scheduling problem
for such a complex domain. EPSO is applied to absorbing local optima policy to get
results. Service availability, utilization, makespan, and SLA are CC metrics that
optimized to provide better QoS. Experimental results confirm that EPSO discovers
faster, efficient, and near-optimal results in all the test cases than other commonly
used scheduling methods.

The EPSO framework can be explored in future work to reduce cloudlet’s migra-
tion time for sustaining equilibrium in loadbalancing.Another important future scope
of the proposed model is to deploy it for reducing the overall workload incorporating
the degree of imbalance factor in real time.
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Performance Evaluation of HHO
Optimized Model Predictive Controller
for AVR System and Its Comparison
with Conventional Controllers

Vineet Kumar, Veena Sharma, and Vineet Kumar

Abstract An automatic voltage regulator (AVR) is treated as an essential part of a
power system network and its proper functioning is required for the smooth and safe
operation of the network. Work in this paper focuses on designing an efficient and
robust control methodology for the AVR systems. Therefore, the Harris Hawks opti-
mization (HHO)-based model predictive control (MPC) strategy has been discussed
and implemented onMATLAB/SIMULINKand the transient response specifications
have been comparedwith conventional PID and twodegrees of freedom (2-DOF) PID
controllers. Moreover, the robustness of discussed methodology has been discussed
under parameter variation and external disturbance case.

Keywords Automatic voltage regulator ·Model predictive controller · PID
controller · Optimization · Harris Hawks optimization

1 Introduction

In any power generation network around the globe, the AVR is required by the power
generating systems to safeguard terminal voltage stability throughout their operating
region. The voltage stability disrupts because of a number of reasons, like changing
load demand, disturbance at terminals, mismatches between reactive power demand
and supply, etc. For an uninterrupted power supply and secure and safe operation of
any power system network, it is vital that the network operates at a fixed value of
terminal voltage. The voltage deviations beyond certain tolerable limits can cause
significant damage to the equipment on the load and supply sides, thereby causing a
great deal of damage to the reliability and security of the power system network [1].

Conventionally, the AVR systems included an amplifier to calibrate the field exci-
tation of the rotor of synchronous generators, but in the quest to obtain a more
precise and quick response, it is vital to have a dedicated control tool. In the past
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few decades, major research on AVR control has elaborated the applications of clas-
sical controllers like PI and PID controllers [2]. Later, the researchers have also been
using the distinctive variations of PID controllers (FOPID, PID-N) [3]. From the liter-
ature review, it has been established that the analytical parameter tuning approaches
like Ziegler-Nichols (ZN) method and Cohen Coon method, etc. undergoes multiple
bottlenecks, like inferior transient performance, failure to handle the uncertainties in
the system dynamics, and external disruptions, hence model configuration complex-
ities cannot be treated. With the stimulus of particle swarm optimization, an inno-
vative approach of tuning PID variables had been implemented by Gaing [4]. PSO
approach is the most researched meta-heuristic optimization procedure in the field
of voltage control problems. Also, the researchers have tried to enhance the quality
of time-domain response of the AVR system with the application of a PID controller
tuned by numerous meta-heuristic procedures [5]. From the literature review, it can
be concluded that the operational efficiency of AVR can be further upgraded with
advanced control methods like MPC and sliding mode control (SMC). Therefore,
further investigation is required in this direction. Moreover, the reader may refer to
[8–14] for more examples and advanced applications.

In this study, an AVR system has been considered and it is controlled with the
help of MPC, and its gains have been tuned with the assistance of Harris Hawks
optimization approach. The efficacy of the MPC-HHO method has been evaluated
in terms of transient response specification and it has been compared with the meta-
heuristically tuned conventional PID controllers and 2-DOF PID controllers.

2 System Under Consideration

In this work, a simple AVR system has been considered with controller arrangement
along with four basic components, amplifier, exciter, generator, and sensor. These
components have been modeled with the use of first-order transfer function (T. F.).

2.1 Amplifier

The amplifier takes the mismatch between terminal voltage and a reference voltage;
this error voltage is manipulated by the controller, and then it is fed to the amplifier.
The gain of the amplifier is generally taken between 10 and 40 and its time constant
is taken between 0.02 and 0.1 s.

Vr(s)

Ve(s)
= Ka

1+ Tas
(1)

Here, Vr(s) and Ve(s) are the values of desired terminal voltage and error signal
voltage, respectively.
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2.2 Exciter

The exciter takes the DC voltage as its input and it provides stationary RMF in the
rotor field of the synchronous generator. Its modeling components are in the range
of 0.8–1 and 0.1–1 s for gain and time constant values, respectively.

Vexciter(s)

Vr(s)
= Ke

1+ Tes
(2)

2.3 Generator

The generator model in this study is taken as a simple first-order transfer function
without considering any nonlinearity or complex dynamics. The Kg and Tg values
are taken in the range of 1–2 and 0.7–1 s.

VGen(s)

Vexciter(s)
= Kg

1+ Tgs
(3)

2.4 Sensor

The first-order T. F. of sensor component is provided as:

Vs(s)

Vt (s)
= Kr

1+ Trs
(4)

Here, Vs(s) is the sensor output and Vt (s) is the terminal voltage output from the
generator (Fig. 1).

Fig. 1 AVR block diagram
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Fig. 2 Basic block diagram representation of MPC

3 Model Predictive Controller

MPC is a very advanced controller where a process model is inducted to foresee
the future values of the output, based on the past and current measurements of
input and output values. These future outputs are compared with nominal outputs to
obtain a future error and are then fed to the optimizer, where an online optimization
problem is simplified at every sample of time (k) to calculate a control sequence.
The performance index is given in Eq. (5).

J =
∑P

m=1
y1[ŷ(k + m/k) − yr (k + m)]2

+
∑C

m=1
u1[�u(k + m − 1)]2 (5)

Here, P is the length of the predicted output sequence and C is the length of the
control sequence [18]. The cost function weights y1 and u1 can be tuned to get the
desired performance from the model predictive controller [6] (Fig. 2).

4 Harris Hawks Optimization Algorithm

It is a nature-inspired meta-heuristic approach, which offers a great balance between
exploration and exploitation stages. And by doing so, it reduces the chances of the
solution getting stuck into the local optimum. This enables the user to get an optimal
solution in aminimumnumber of iterations and guarantees a good solution in a single
run. The HHO algorithm has very few parameters to specify, hence it has reduced
complexity.
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Fig. 3 Various stages and searching techniques followed by HHO [20] [7]

The algorithm follows a number of steps based on the chances of the rabbit
escaping the pray (r) and the rabbit’s own energy (E). Figure 3 briefly explains the
algorithmic steps of HHO, and it can be seen that an exploration stage has both
randomness and organized search, and in the exploitation stage, the Hawks will
follow numerous attacking patterns, soft besiege, hard besiege, etc. The parameters
q and r are arbitrarily selected numbers ranging from 0 to 1.

5 Results and Discussions

After considering the below-given parameter values for the AVR system, the simu-
lation has been performed using MATLAB/Simulink. Afterward, various cases have
been taken into the account for performance evaluation of the proposedmethodology
(Table 1).

Table 1 Parameter values of the AVR system

Parameters Ka Ta Ke Te Kr Tr Kg Tg

Values 10 0.1 1 0.4 1 0.01 1 1
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5.1 Basic Performance Analysis

Under this test, the HHO optimized MPC has been used to produce optimal perfor-
mance for the AVR system. Also, the transient performance of the proposed method-
ology has been compared with that of HHO tuned PID and 2-DOF PID controllers.
Table 2 shows the HHO optimized parameter values of MPC (y1, u1, du1), PID (Kp,
Ki, Kd), and 2-DOF PID (Kp, Ki, Kd, b, c) controllers.

In Fig. 4, it can be recognized that the recommended MPC controller delivers
improved transient performance for the AVR system discussed in this paper. Table 3
shows that the MPC-HHO controller gives better settling time (ST), rise time (RT),
and peak overshoot (PO) when compared with the PID and 2-DOF PID controllers.

Table 2 Parameter values of PID, 2-DOF PID, and MPC controllers

Controller Parameter values tuned by HHO algorithm Fitness value (ISE)

PID Kp = 1; Ki = 0.2181; Kd = 0.2137 0.3507

2 DOF PID Kp = 1; Ki = 0.4042; Kd = 0.206; b = 0.928; c = 0.0813 0.3410

MPC y1 = 0.3975; u1 = 0.0100; du1 = 0.0 0.1305

Fig. 4 Transient response curve of terminal voltage obtained fromAVR system controlled byMPC,
PID, and 2-DOF PID controllers

Table 3 Transient response
specifications obtained from
the controlled AVR system

Controller RT ST PO

PID 0.458 s 1.222 s 5.6%

2-DOF PID 0.451 s 1.196 s 6.1%

MPC 0.336 s 0.602 s 0%
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Fig. 5 Time response plots of terminal voltage obtained after varying the exciter parameters

Table 4 Transient response
after adding parameter
uncertainty

Change in Te
(in %)

Rise time
(sec)

Settling time
(sec)

Overshoot
(%)

−50 0.163 1.019 10.70

−25 0.236 1.173 −8.17

+ 25 0.430 1.452 4.1

+ 50 0.505 1.773 6.9

5.2 Robustness Analysis Under Parameter Variation Case

In this case, the parameter values of the AVR model have been perturbed and its
response has been noted withMPC controller with the same settings and parameters.

Table 4 shows that the MPC-HHO controller gives excellent robustness against
parameter variation in the AVR model. Fig. 5 shows the obtained characteristic plot
of the system after varying exciter parameter values (Table 4).

5.3 Robustness Analysis Under External Disturbance Case

In this test case, the strength of the suggested algorithm has been re-verified with
respect to external disturbance. Here, the step disturbance has been added on the
output side, and the amplitude of the step function is taken as ±10% of the nominal
value (0.1 pu) (Fig. 6).
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Fig. 6 Obtained output plot after adding disturbance into the AVR model

6 Conclusion

The HHO-optimized MPC has been successfully carried out for the performance
improvement of the AVR system using MATLAB/SIMULINK 2018a software. The
obtained results have shown remarkable performance when compared with conven-
tional PID and 2-DOF PID controllers. Later on, the robustness analysis has been
executed after varying the specifications of theAVRsystem.Also, in a similar test, the
robustness has been re-investigated after adding external disturbance into the system.
Under both cases, the proposed MPC-HHO controller (with the same controller
settings) was able to produce good transient characteristics.
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Squared Error Autocorrelation-Based
VSS-LMS Control Algorithm
for Grid-Integrated Solar Photovoltaic
System

Shreya Chaudhary, Rachana Garg, and M. Rizwan

Abstract The electrical power generated from the solar photovoltaic system is not
constant due to the changing atmospheric parameters which are not desirable for
reliable power supply and grid management. In this paper, a variable step size least
mean square using squared error autocorrelation (VSS-SEA)-based control algo-
rithm for a two-stage grid-integrated photovoltaic system is proposed. The value
of weights is small during steady-state for low misadjustment level and increased
during the transient state for fast convergence incremental conductance control for
MPPT. Results are obtained for a 25-kW solar photovoltaic system using VSS-SEA
under load unbalancing and varying solar irradiance for different loads and compared
with the least mean square algorithm. Performance of the system using VSS-SEA is
faster, smoother and more stable as compared to LMS under dynamically changing
conditions. Moreover, the total harmonic distortion is found to be 1.76%, which is
under IEEE-519 limits.

Keywords Solar photovoltaic system · Sustainable power generation · Voltage
source converter · Adaptive control algorithm · Power quality

1 Introduction

The world is metamorphosing, and electricity is an important requirement for this
change. Amajor share of electricity is produced using conventional fuels which leads
to the emission of gases, likeCO2, SO2,NO2 and suspendedparticulatematter (SPM),
which are harmful to the environment and human health as well. Renewable energy
resources such as solar energy andwind energy have stepped in as a good replacement
for conventional energy sources. Solar photovoltaic (SPV) technology is gaining
popularity due to its abundance, economic reliability and increasing efficiency [1].
The peak power produced by SPV can vary depending on aerial factors, like solar
irradiance, cloud cover, wind speed, humidity, dew point and temperature. Its value
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follows a point on the I–V or P–V curve, and the maximum value is called the
maximumpower point (MPP) [2]. VariousMPPT algorithms have been developed by
researchers [3]. The incremental conductance (IC) algorithm has several advantages
over the other types of MPPT techniques. The IC-basedMPPT is used as it can reach
MPPunder fast varying atmospheric conditions and stop perturbing after reaching the
operating point unlike P&O and reduce power loss [4]. Once the MPP is obtained
the electrical power generated from SPV requires conversion from DC to AC for
grid integration. Moreover, for the proper synchronization, inverter current control
algorithms are usedwhich can be classified into conventional, adaptive and intelligent
techniques. Adaptive algorithms use present value to determine the future value and
offer a faster response than conventional control.

Adaptive control, like least mean square (LMS), though has fast current conver-
gence than conventional algorithms and low computational complexity, due to fixed
step size, it can either have high convergence speed or low misadjustment error
[5]. To overcome the shortcomings of fixed step size in LMS, variable step size is
used to calculate the weights based on the error observation criterion. In [6], a VSS
algorithm using squared error and error autocorrelation (VSS-SEAE) is presented.
However, in an abruptly changing environment, VSS-SEAE depicts weak perfor-
mance. A gradient-based VSS (GVSS-LMS) was presented recently in [7], with high
convergent speed and low misadjustment level but high computational complexity.
Moreover, the readermay refer [9–18] formore exampleswith advanced applications.

In this paper, the VSS-SEA algorithm is developed and utilized using the step
size which is smoothly adjusted such that in the transient state it has a large value
for fast convergent speed and in steady-state it has a small value to maintain low
misadjustment levels. It provides a smoother convergence of step size under both
transient and steady-state conditions. Using squared error autocorrelation-based cost
function also reduces uncorrelated noise.

The developed algorithm is applied to a 25-kW grid-connected solar PV system
as presented in Sect. 2. The developed control algorithm is presented in Sect. 3
The performance of the developed algorithm for different loads under changing
solar irradiance is presented and compared with the established algorithm like LMS.
Comparison is drawn based on their current convergence rate and current THD.
Results and observations for both VSS-SEA and LMS are given in Sect. 4 followed
by the conclusion. Component ratings are given in the Appendix.

2 System Design

Figure 1 shows the proposed grid-connected solar PV generating system. PV system
is designed to produce 25 kW power at standard conditions. The peak power is
tracked via MPPT utilizing the IC algorithm. MPPT is implemented through the
medium of a DC-DC boost converter. It boosts PV voltage to 800 V. PI controller is
used to maintain Vdc during fluctuation. DC to AC conversion for grid integration of
the PV array is done with the help of a VSC.
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Fig. 1 Proposed grid-connected SPV generating system

3 Control Algorithm

In this section, the basic LMS control algorithm is presented. Further, the LMS-based
novel VSS-SEA control algorithm is developed for a grid-connected SPV system.

3.1 Least Mean Square

The peak of the amplitude of PCC voltage Vt is calculated by

Vt =
√[

2

3

(
v2
a + v2

b + v2
c

)]
(1)

The unit vectors are derived using

ua = va

Vt
, ub = vb

Vt
, uc = vc

Vt
(2)

Active weights related to each phase are calculated using the load current (iL(t))
component as input and the gap between input and output (y(t)) is known as error
signal (e(t)) [6]. For phase a,

ea(t) = iLa(t) − ya(t) (3)

ya(t) = λa(t)ua(t) (4)
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where λa(t) =
t∫
0
ea(t)ua(t)dt is the active weight component for phase a. Similarly,

λ b and λ c are calculated.

λavg = 1

3
(λa + λb + λc) (5)

DC loss weight component (λ cp) is given by

λcp(m + 1) = λDC(m) + kP [Ve(m + 1) − Ve(m)] + kI Ve(m + 1) (6)

where Ve(m + 1) = V ∗
DC(m + 1) − VDC(m + 1). The resultant active weight

component is obtained from

λr = λavg + λcp (7)

IS* is calculated from

I ∗
sa = λr ua, I

∗
sb = λr ub, I

∗
sc = λr uc (8)

3.2 Variable Step Size LMS Using Squared Error
Autocorrelation

Vt and unit template are evaluated from Eqs. (1) and (2), respectively. The DC loss
element, λcp is obtained from (6).

To ensure the stability of this adaptive control algorithm, λpv is defined by

λpv = 2P pv

3Vt
(9)

In VSS-SEA, the evaluation of active component for phase ‘a’ IL at mth instant
is updated

λpa(m + 1) = λpa(m)+μpa(m)ua(m)espa(m)(10) where λpa(m) is the estimated
active component at mth instant;μpa(m) is used to calculate step size using [8].

μpa(m + 1) = αμpa(m) + γ Ppa(m) (11)

where the convergence time of this algorithm is dependent on 0<α<1 andγ>0. They
are constant parameters for controlling exponential regress and fluctuations in step
size parameters, respectively. Ppa(k) is the squared error autocorrelation function.
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Ppa(m + 1) = βPpa(m − 1) + (β − 1)[e(m)e(m − 1)]2 (12)

β is a constant value that denotes an exponential weighting function responsible
for smoothing the function. Its value lies between 0 and 1.

Espa(m) is the prediction error estimated using,

espa(m) = iLa(m) − u pa(m)λpa(m) (13)

Similarly, weight vector, μ and squared error autocorrelation for phases ‘b and
c’ are calculated (11)–(13). The average is calculated from Eq. (5). The resultant
weight vector is calculated by

λrp = λcp + λPavg − λpv (14)

The real reference grid current Is* is calculated and is given by Eq. (8).

3.3 PWM Current Controller

Reference current I*s obtained from the above techniques are matched with the
sensed currents IS via PWM current controller. The resultant error on amplification
is compared to a triangular wave of 10 kHz frequency to produce a gate signal for
the IGBTs (or MOSFETs) of VSC.

4 Results and Discussions

MATLAB model is developed for the proposed system. The voltage at PCC (Vs),
DC link voltage (Vdc), source current (Is), load current (IL), inverter current (Iinv),
PV voltage (Vp), current (Ip), PV power (Ppv), real (P) and reactive power(Q) of the
grid are plotted for different loads. Unbalance is created by disconnecting phase b
from 0.3 to 0.4 s. The solar irradiance is maintained constant at 1000 W/m2 till 0.5 s
after which it is reduced to 500 W/m2. However, the temperature is maintained as
constant at 25 °C.

Figure 2a and b exhibits the results for VSS-SEA control with linear and nonlinear
loads, respectively. Similarly, Fig. 3a and b exhibits the results for LMS control
algorithms. The rated capacity of the PV system is 25 kW but the power generated at
MPP is found to be 24.910 kW. The voltage of PV at MPP is 505.6 V and the current
is 49 A. The system operates in unity power factor (UPF) mode (Fig. 4).

As phase b is disconnected and unbalance occurs there is distortion in Is and
its amplitude increases. It is observed that even though Is is sinusoidal in all both
controls, in VSS-SEA it is smoother and more balanced. Also, during this condition
load requirement reduces and hence more power is injected into the grid. When the
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Fig. 2 a System performance at unbalanced linear load and varying solar irradiance using VSS-
SEA. b System performance at unbalanced linear load and varying solar irradiance using VSS-SEA

solar irradiance is reduced to 500 W/m2 at 0.5 s Ipv and Ppv are reduced to half and
can no longer supply the entire linear load, thus the grid feeds the remaining power
to the load. VSS-SEA offers a much faster response than LMS during such dynamic
conditions, as evident from Fig. 2a and b. A linear load of 20 kVA at 0.8 lagging pf
is connected.

Vdc is more stable in VSS-SEA than LMS. Disturbance in P is also reduced in
VSS-SEA. Q remains constant at zero which indicates that it is entirely supplied by
PV. THD of Is using LMS is 2.06% and VSS-SEA is 1.76% which are within the
IEEE-519 [9] prescribed limit. The current THD for IL is 30.55%.
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Fig. 2 (continued)

5 Conclusion

The performance of the grid-connected SPV system controlled by the VSS-SEA
approach is found to be satisfactory for load balancing, reactive power compensation,
harmonics elimination inUPFmode for different load under unbalancing and varying
solar irradiance. It offers a faster response under dynamically changing conditions
and a smooth and balanced response during unbalance. The grid current THD is
1.76% which is less than the limit prescribed by IEEE-519. Is in VSS-SEA settles
immediately at 0.5 s, indicating the high convergence speed of the algorithm in
dynamically changing circumstances. During unbalance also, a more balanced grid
current is seen in VSS-SEA as compared to LMS. Therefore, it can be concluded
that even though VSS-SEA has more computational complexity than LMS, it offers
a faster, smoother and more balanced response than LMS.
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Fig. 3 a System performance at unbalanced linear load and varying solar irradiance using LMS.
b System performance at unbalanced nonlinear load and varying solar irradiance using LMS
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Fig. 3 (continued)

Appendix

Pmp = 25 kW, Vmp = 505.6 V, Imp = 49A, Boost converter inductor (Lb)= 0.45 mH,
fsw = 10 kHz, Vdc = 800 V, Cdc = 3000 μF, Lr = 4.5 mH

Grid parameters = 415 V(rms), 50 Hz, 0.1 �, 1 mH
Linear load = 20 kVA, 0.8 lagging pf and nonlinear load = three-phase diode

rectifier Rdc = 50 � and L = 50 mH.



170 S. Chaudhary et al.

a

b

Fig. 4 a FFT study of grid and load currents for VSS-SEA, respectively. b FFT study of grid and
load currents for LMS, respectively
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Optimal Power Flow and Its Vindication
in Deregulated Power Sector

Ankur Maheshwari, Yog Raj Sood, Sumit Sharma,
and Naveen Kumar Sharma

Abstract Optimal power flow (OPF) is one of the most important research fields
in the deregulated power sector. OPF problems aim to optimize particular power
system goals by modifying certain power system variables, while all the system
equality and inequality constraints are satisfied. Traditional methods for solving
the OPF problems are highly susceptible to initial points and frequently converge
locally to optimized solutions. Addressing these issues, this paper aims to solve the
OPF problems using a metaheuristic technique called particle swarm optimization
(PSO) considering two objectives that minimize fuel cost with and without thermal
generating unit’s emission cost. The proposed approach has been evaluated on the
standard IEEE-30 bus system to manifest its effectiveness.

Keywords Deregulated power sector · Power system optimization · Metaheuristic

1 Introduction

The deregulated power sector has been embraced by many developed nations such
as the USA, Britain, Canada, and Australia, and India as an emerging economy is
also moving toward deregulation to escalate power production and consumption effi-
ciency. Although the system is escalating toward deregulation, electricity companies
have become more aware of the generation cost, power quality issues, and system
reliability. In order to decide rates for energy and congestion control, OPF is therefore
gaining significance in the deregulated world.

The operators must decide on various priorities in the operation and planning of
power systems. Therefore, to assist the operators, several tools have been created.One
of them isOPF,which allows operators to operate the system optimally under specific
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restrictions or constraints. A lot of research has been done in this area from the early
1960s onwards to minimize the cost of generation. Following the 1990 amendments
to the Clean Air Act (Kyoto Protocol), working at minimal costs while maintaining
protection is no longer an appropriate condition for the dispatch of electricity. Inmany
nations, the reduction of polluted gases is now becoming mandatory for the power
generating utility. Therefore, the OPF problem becomes a problem ofmulti-objective
optimization.

The OPF optimizes the goals of the power system and complies with all the
imposed system constraints. It is highly nonlinear due to nonlinearity present in
the power flow equations and highly non-convex because of the thermal generator’s
cost function, and non-convexity increasedwhile considering the valve-point loading
(VPL) effect of the thermal generators [1]. It is highly constrained because of restric-
tions imposed on operating zones of the power systemcomponents.Many researchers
have suggested distinct deterministic methods such as nonlinear programming, inte-
rior point method, quadratic programming, but these techniques often converge
locally to optimized solutions during OPF problems evaluation. In deterministic
methods, if the initial guess was close to the optimal global value, the solution
converges optimally globally; otherwise, the solution will likely converge optimally
at the local level [2].

The researchers were inspired by these disadvantages and shift from determin-
istic techniques to evolutionary techniques. A wide range of optimization methods
is employed to solve OPF problems using evolutionary techniques such as PSO [3],
elephant herding optimization [4], salp swarm algorithm [5], firefly algorithm [6],
black hole optimization [7], Harris’ Hawk optimization [8], water evaporation algo-
rithm [9], Coyote optimization [10], Hamiltonian technique [11], whale optimiza-
tion [12], and many more. Researchers worldwide have comprehensively studied the
OPF problem considering minimizing the operating cost of thermal power genera-
tors. Addressing these issues, a metaheuristic technique called PSO is used to solve
the OPF problem in this paper. The problem formulation is done as a mild constraint
OPF problem. Two distinct objectives are considered in this study: minimizing fuel
cost without considering the costs of emissions and minimizing fuel cost along with
thermal power plant emission costs. The solution proposed was investigated and
tested using the IEEE 30-bus standard framework. Moreover, the reader may refer
[13–20] for other examples with advanced AI and machine learning applications.

The remainder of the paper is arranged as follows. For the OPF problem, the
mathematical formulation is carried out in Sect. 2. In Sect. 3, the fundamental concept
of the PSO is clarified. The outcome of this is addressed in Sect. 4. Final remarks
shall be concluded in Sect. 5.



Optimal Power Flow and Its Vindication … 175

2 Mathematical Model

Fewer details of the IEEE-30 bus network considered in this work are described in
reference [21]. The overall generating cost is equal to the summation of the fuel cost
of all thermal generating units (TGU) in operation, including the penalty cost.

2.1 Thermal Generating Units Cost Model

Generating units required fossil fuel for their service. The mathematical relation
between fuel costs in ($/h) and power produced in (MW) is given in Eq. 1.

C(PT ) =
NGU∑

t=1

at + bt PT t + ct P
2
T t (1)

where at , bt , and ct are the cost coefficient of generating units, PT is the power
generation of and NGU denotes the overall number of TGU.

The VPL effect should be considered for a more feasible and reliable cost func-
tion estimation. TGU with valve point effect provides a broader range of fuel-cost
functions. The overall cost of generating electricity in ($/h) will become as

C(PT ) =
NGU∑

t=1

(
at + bt PT t + ct P

2
T t

) + |dt ∗ sin(et .(min(PT t ) − PT t ))| (2)

The VPL effect is indicated by the coefficients dt and et . The minimal power
generation of the thermal generating unit during operation is denoted by min(PT t ).

2.2 Emission and Carbon Tax

It is worthless to mention that electricity generation from traditional energy sources,
such as thermal generating units, releases poisonous gases into the atmosphere.
Thermal power plant emissions are calculated in tons/hour (t/h) and are given by

E =
NGU∑

t=1

[
αt + βt PT t + χt P

2
T t

] × 0.01 + (
μt e

ωt .Pt
)

(3)

where α, β, χ , μ, and ω are emission coefficients, and these values are taken from
Ref. [22].
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Many developed nations already imposed colossal pressure on the power sector
by the levied carbon emission tax (Ctax) per unit volume of emitted greenhouse
gases (GHG) to reduce carbon emissions and to encourage the incorporation of
renewable energy sources (RES). The integration of RES into power supply networks
has a range of advantages, such as reducing GHG emissions, mainly CO2, thereby
helping to address the global warming crisis. However, renewable power plant’s
capital costs are very high compared to the traditional power plants, while operational
and maintenance costs are less costly and will continue to decrease with recent
technological advances [2]. The cost of emissions is defined as:

Emission Cost, Cemiss = Ctax × E (4)

2.3 Optimization Objectives

The objectives are constructed considering all costs discussed above.
Primary objective
The primary objective function is contemplatedwithout considering emission cost

and is given as

C1 = minmize
(
C(PT ) + Cpenalty

)
(5)

where the penalty cost CPenalty is imposed for defying the constraints that are
considered. A penalty is formulated as:

Cpenalty =
⎡

⎢⎣
ψ j

(
qpmax − qp

)2
if qp > qpmax

ψ j
(
qp − qpmin

)2
elseif qp < qpmin

0 else instead

(6)

where ϕ j is the penalty factor constant to disobey the inequality constraint p.

Second objective

Emission cost is incorporated with the primary objective function for examining
the transition in the power generation of TGU and to perceive the variation in their
operating cost.

C1 = minimize[C1 + Cemiss] (7)



Optimal Power Flow and Its Vindication … 177

Constraints

The constraints are watt and wattless power limits on generator buses, generator and
load bus voltage limit, transformer tap setting limit, var compensation limit, and line
flow limits, and these are referred to as inequality constraints. Equations of power
balance are commonly referred to as equality constraints. In [23, 24], both constraints
are mathematically explained.

3 PSO Algorithm

PSO is a population-based, smart optimization approach that is simple and efficient.
In PSO, possible solutions are meant to refer to as particles, and the swarm is called
the particle population. Based on their own experience and neighboring particles’
experiences, each particle in a swarm moves toward the optimum or almost the
optimum solution within the search space area. Let us describe the search space S in
the n dimension, and there are N particles in the swarm. Each particle i constitutes
position xp, velocity vl, its exclusive best position pbest, and global best position
gbest. The particle’s location demonstrates its fitness, and the greater the fitness, the
closer the solution is to the optimum value [25]. The velocity and position of all
particles were modified for each iteration to achieve better fitness. In any iteration,
the particle velocity and location can be determined by Eq. 8 and Eq. 9.

vlitr+1
kn = w · (vlitrkn

) + c1 · rnditr
1n · (

pitrbest kn − xptkn
) + c2 · rnditr

2n · (
gitrbest n − xpitrkn

)

(8)

xpitr+1
kn = xpitrkn + vlitr+1

kn (9)

k = 1 . . . N , i tr denotes the number of iteration andw denotes the inertial weight.
The rnd1 and rnd2 are the arbitrary numbers ranging from [0 1] and are uniformly
distributed. c1 is called the cognitive parameter, whereas constant c2 is called the
social parameter. The parameter c1 pushes the particle toward the local best position
and parameter c2 toward the global best position. Typically, the range of c1 and c2
values lies between 0 and 4. The PSO parameters considered in this work are as
follows: Population size is 40, and the values of w, c1, and c2 are 0.1617, 1.7901,
and 3.1125, respectively. The velocity vl, as well as the location xp of a particle, is
usually restricted by the correct limits shown as:

vlmin < vlkd < vlmax

xpmin < xpkd < xpmax
(10)

The particles utilized the following equation to update their position.
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Fig. 1 The workflow of PSO-based OPF

pt+1
best k =

{
ptbest k if C

(
ptbest k

) ≤ C
(
xpt+1

k

)

xpt+1
k if C

(
ptbest k

)
> C

(
xpt+1

k

) (11)

The global swarm is updated as:

gt+1
best k = ∣∣C

(
pt+1
best k

)∣∣ (12)

where C assesses the fitness value of a position. Figure 1 shows the workflow PSO-
based OPF.

4 Results and Discussion

Two cases are being carried out. Table 1 tabulates the optimum setting of the control
variable (CV) of all the caseswith the PSOapplication. Each case is executed 20 times
for 500 iterations to get the optimum value of considered objectives and to find the
best value of CVs.
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Table 1 Control variables

CV Min Max Case 1 Case 2 CV Min Max Case 1 Case 2

PT1 50 200 177.9848 153.2761 T12 0.9 1.1 1.0994 1.0641

PT2 20 80 48.5939 52.8855 T15 0.9 1.1 1.0197 1.0228

PT5 15 50 21.2553 23.1541 T36 0.9 1.1 0.9763 1.0127

PT8 10 35 21.7813 32.2575 Q10 0 5 4.9741 4.7107

PT11 10 30 10.5429 14.2257 Q12 0 5 4.6784 4.9978

PT13 12 40 12.1001 15.0212 Q15 0 5 2.6369 0.0433

VT1 0.95 1.10 1.0999 1.1 Q17 0 5 3.6102 4.1123

VT2 0.95 1.10 1.0856 1.0875 Q20 0 5 0.0012 4.9103

VT5 0.95 1.10 1.0623 1.0627 Q21 0 5 1.0654 4.9731

VT8 0.95 1.10 1.0686 1.066 Q23 0 5 1.9007 1.3537

VT11 0.95 1.10 1.0842 1.0388 Q24 0 5 3.0508 4.9939

VT13 0.95 1.10 1.099 0.9826 Q29 0 5 2.65 0.9533

T11 0.9 1.1 0.9003 1.0727 Cost ($/hr.) 799.7335 841.2381

4.1 Case 1

In this case, the primary objective is evaluated, including only the fuel cost of the
thermal generating units described in Eq. 5. The overall cost of generation obtained
is $ 799.7335/hour.

4.2 Case 2

In this case, the objective involves the fuel and emissions cost of the thermal
generating units described in Eq. 7. The aggregate cost of generation obtained is
$ 841.2381/hour. The cost obtained in this case is 5.189% higher than in the former
case. The carbon tax imposed is considered to be $ 30/ton [22].

Table 1 mentioned the optimum setting of CV obtained for Cases 1 and 2, and it is
observed that all CVs are within their limits. Figure 2 indicates the cost convergence
characteristic for both the cases and it is noticeable that in both cases the overall fuel
cost of thermal generating units becomes almost constant when the PSO algorithm
converges after a significant number of iterations. The load bus voltage profile is also
shown in Fig. 3. It can be concluded from Fig. 3 that the load bus voltage is also
within their prescribed limits, i.e., (0.95–1.1) per unit. It is also noticeable fromTable
1 that the generation changes marginally in case 2 from case 1 with the reduction in
the environmental contamination content.
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Fig. 2 Cost convergence curve

Fig. 3 Load bus voltage profile

5 Conclusion

This paper executed and effectively utilized a method of optimization inspired by
nature to solve the OPF problem with two competitive objectives, generation costs
without considering emission costs and generation costs considering thermal power
plant emission cost. To solve these optimization problems, the PSO technique is used.
The results of the simulation demonstrate that PSO guarantees strong convergence
and seeks better solutions. This OPF approach can optimize any number of objec-
tives and help system operators choose judicious decisions to operate the system
effectively and economically. For further research work in the field, this paper’s
outcome can be used as a benchmark.
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Distribution Automation and Energy
Management System in Smart Grid

Devki Nandan Gupta, Abhishek Sharma, and Deepak Verma

Abstract The conventional energy system dependent on exhaustible resources
which use single-way interfacing between the source and the consumer via gener-
ation, transmission, distribution and consumption is inefficient, unsustainable and
non-reliable due to the high energy needs of the digital society. A new system must
be defined which overcomes all the above disadvantages and is self-reliable and
manageable. The objective of this paper is to compare the conventional electricity
grid system with the modern (smart grid) system, to define the smart grid, its compo-
nents and their impact on the future of the electrical system. There is a need to use
electrical energy in a more efficient and sustainable manner. The aim is to define
a system that will be cyber secured and a two-way interface between the supplier
and customers. This system will work on real-time data and also integrate it with
technologies, tools and techniques to identify faults and reconfigure them automati-
cally based on proper diagnostics. Also, several new components such as distribution
generators and mini-grids will be introduced which will run the system uninterrupt-
edly during the outages. This paper gives a brief about the distribution automation
and energy management system post comparing conventional grid system with the
smart grid system.

Keywords Smart grid · Distribution automation · Energy management system

1 Introduction

The idea of smart grid is the efficient, reliable and secure use of electric energy
using renewable resources, viz., wind, thermal, solar, etc. since the carbon containing
resources are exhausting, making the power supply cost-effective and less reliable
[1].

Adding the new infrastructure (such as energy storage system), advanced commu-
nication technologies, security and intelligence to the conventional grid system along
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with relying on renewable resources like wind, PV cells, thermal energy etc. rather
than the traditional ones will lead to the smart grid system [2].

Smart grid system not only upgrades the system but also empowers customer
services and creates new products. Installing the smart meters to the customer’s side
is a two-way communication source between the demand and supply side [3]. The
meter also provides complete knowledge about how much energy used when it is
used and how much they are paying [2]. Also, it alerts about not using electricity
during peak load time and hence maintains the demand/load curve smooth. The
smart grid system collects the real-time data and analyze it using the technology
and informs both the side which helps in alerting about faults/overloads or blackouts
hence increasing reliability. Apart from this, the reader may refer to book and/or
journal special issues [4–10] for more examples.

2 Smart Grid

2.1 Definition

Smart grid is an electrical system that uses two-way cyber secure communication
technologies modern intelligence in an integrated way across major components of
power system, viz., generation, transmission, distribution and consumer, making the
system efficient, secure, clean, dependent and sustainable [1, 2].

2.2 Comparing Conventional Grid System and Smart Grid
System [2, 11]

The conventional grid system and smart grid system have various differences on the
basis of various factors which are shown in the following table (Table 1).

2.3 Challenges

• Use of Renewable Resources—Accurate wind and solar forecast are not possible
with the present technology.

• Demands—Smart grid uses HVDC for demand response application. Building it
will be a huge challenge to the smart grid system.

• Cost—This system contains various components such as advanced metering
system, energy storage and metering system, advanced communication tech-
nology, etc. which will require a huge investment and security too.
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Table 1 Difference between conventional grid system and smart grid system

Characteristics Conventional grid Smart grid

1. Generation Generation of electricity in
Central Power Station

Generation is a mix of
centralized system and the
distributed generators

2. Source of energy Diesel engine, hydrocarbons
like coal, petroleum

Traditional sources integrating
with renewable energy sources
like wind, solar, thermal, etc.

3. Power flow and
communication

Unidirectional power
flow/communication from
supplier to customer

Two-way cyber secured power
flow using smart meter and
advanced telecommunication
technologies (Digital
Communication)

4. Equipments Electromechanical sensors
and relays

Digital relays, sensors, etc.

5. Monitoring and repairing Manual monitoring of power
and fault issues, hence slow
reaction time
Manual repairing from control
center

Self-monitoring is done using
real time data. These are fast
self-healing grids

6. Impact of
blackouts/emergencies

Damage and loss suffering (no
alternative)

Network islanding is an option
or using the mini grids or
distribution generators when
main generators suffer outages

7. Efficiency Less energy efficiency and
high loss rate

Increase in efficiency and
decrease in loss rate

8. Power quality and control Low power quality and
complex control

High power quality and easy
control

• Strength—Since, the electrical system is highly complex, vast and involves
humans, strength of grid will be an important challenge otherwise it could be
the risk of life.

• Communication—The two-way traversal and security of real-time data is not
an easy task. It includes testing on various levels and in normal to the extreme
weather conditions of India; hence it is to be taken care of.

• Preparing of Plug-in hybrid vehicles—Integration of a field that is in a devel-
oping stage will increase its customers; along with its versatile nature it will be
hard to use vehicle batteries as a support to the grid system [2, 12].

3 Distribution Automation

Distribution automation is a technology that includes digital switches, sensors,
processors, information technology with advanced control and communication to
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collect, analyze and optimize the data to automate feeder switching, voltage regula-
tion, equipment health monitoring and outage management. It improves speed, cost
and accuracy, thus improving efficiency and reliability of the distribution system and
customer satisfaction [13].

3.1 Benefits of Distribution Automation

3.1.1 Reliability

Distribution automation provides fault location, isolation and service restoration
(FLISR) which automatically locates and isolates the fault; hence restores power,
reducing the outage duration. It also conveys real-time information to the consumer
about the outage status; hence the customer does not have to report since the automa-
tion system notifies and using the GPRS, repair crews can dispatch at the location
reducing the vehicle miles [13, pp. 4–7].

3.1.2 Voltage and Reactive Power Management

The automation reduces the peak demand and improve power factor, hence the power
quality increases the efficiency of the distribution system and reduces the customer
bills. It enables the voltage and reactive power to improve the power factor which
manages the reactive power flow and reduces losses [13, pp. 4–7].

All the components are attached with digital sensors which give real-time data,
real-time alerts during abnormal conditions (such as fault/overloads) which helps in
diagnosing the data and preparing proper repair techniques. This helps in improving
operational efficiency since equipment gets extra life [13, pp. 4–7].

3.1.3 Distribution Energy Resources Integration

It uses various technologies such as diesel engines, PV cells, wind turbines, energy
storage systems, load control systems etc. for onsite power generation and storage.
Here, the consumers can also act as producers, hence reduction in bill amount; also the
use of renewable resources reduces carbon emission and decreases the dependence
on the central generation system [13, pp. 4–7].
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3.2 Distribution Automation Field Devices

3.2.1 Remote Fault Indicators

These are the sensors that distinguish and tell about the overloading of voltage and
current or fault conditions. They are connected with visual displays and communi-
cation technology like SCADA, increasing accuracy. This makes the system reliable
and efficient reducing the time and cost of the repair crew [13].

3.2.2 Smart Relays

They are software-based technology that accurately detects a fault, isolates it and
analyzes it. They can be used for switching according to the algorithm as well as
for protection. These devices also keep the track of data and send it to operators for
analysis [13, pp. 14–15].

3.2.3 Automated Feeder Switches and Monitors

The feeder switches open and close for isolation and automatically reconfigure
the fault part to restore power, increasing customer satisfaction and efficiency. The
switches are operatedwith smart relays by distributionalmanagement systems.When
some object comes in touch with a power line during high winds, these switches
automatically open and close reducing the damages. Automatic monitors measure
the load on distribution lines and notify if the damaging level is nearby. They collect
real-time data and pass it to departments and hence control the damage as operators
can take actions accordingly [13, pp. 14–15].

3.2.4 Automated Capacitor and Voltage Regulator

Capacitors compensate for the reactive power caused by the inductive loads reducing
energy wastage due to reactive power in the feeder. The distribution capacitor bank
is the group of several capacitors connected and the size depends on the amount
of kVAR. The voltage regulator raises or lowers the voltage level according to the
change in load [13, pp. 14–15].

3.2.5 Transformer Monitoring

These give information about the transformers or any abnormal condition which can
lead to damage [13, pp. 14–15].
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3.2.6 Communication Network

Various advanced communication technologies have been adopted for collecting,
processing and traversal of data. These are further connectedwith automation systems
such as SCADA for analyzing or operations. Various wireless andwired communica-
tion systems have been selected according to their features such as 4G/LTE, coaxial
cable, Ethernet, 2G, Bluetooth etc. The demand is for two-way cyber secure, fast and
highly reliable communication [13, pp. 14–15].

3.3 Case Study of Jinan Grid

Jinan power gridwith a power supply area of 8177 km2 serves 1.93million customers
in 11 districts and countries in Jinan. The 10 kVdistribution grid of length 13,525.291
km consists of 1429 lines all of which are intelligent (distribution automation system)
upgraded [14].

Before this upgrade, 10 kV Luodong line of the Jinan grid was connected to
the 10 kV #1 bus of 110 kV Luokou station by a circuit breaker consisting of three
sectionalizing switches. The single line diagram of the line after the upgrade is shown
in Fig. 1.

On 25 July 2011, a permanent fault occurred in the Luodong line due to the
thunderstorm weather, the fault point was found 3 h and 31 min after the fault has
occurred and the power supply for the non-fault section was restored after 224min of
occurrence of a fault. Also, the range of blackout expanded due to n interconnection
lines [14].

User User
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Switch

Sec onalizing 
Switch

Sec onalizing 
Switch

Breaker 029

10 KV Ludong Line

#2

10 KV #1 bus in Ludong 
Sta on

User#20 #24

Fig. 1 The single line diagram of 10 kV Ludong line before the intelligent upgrade
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Fig. 2 The single line diagram of 10 kV Ludong line after the intelligent upgrade

In September 2013, the 10 kV Luodong line was upgraded with the centralized
feeder automation DTS and self-healing ability [14]. The single line diagram of the
line after the upgrade is shown in Fig. 2.

On 6May 2014, around 11:06:09 p.m., a permanent fault occurred in the Luodong
line. Circuit breaker 029 tripped and the reclosure failed. The DAS station received
the fault information by intelligence in the positions of #20 and #24 poles. Within
36 s, the station located the fault section between #20 and #24 poles, isolated it and
also transferred the load [14]. In 5 s, the switches of #20 and #24 poles were turned
off and locked. At 11:07:06 p.m., the 029 breaker was turned on to restore the power
supply of the user line in front of the #20 pole. In 4 s, the interconnection switch of
#31 poles was turned on by remote control which restored the power supply behind
#24 pole sections [14].

Comparing the system in 2011 and 2014, we find that the power supply recovery
time reduced from224min to 61 s in the non-fault section improving the efficiency by
99.55% and the fault detection time also reduced to 29 min from 211 min improving
the efficiency by 86.26% [14].

4 Energy Management System

Energy management in smart grid energy management is becoming more and
more important as the energy demand is continuously rising and the power system
is expanding. To fulfill the demand, the energy resources (renewable and non-
renewable) are integrated together and this makes the power system bigger, more
complex than ever before [3]. Hence there is a very high requirement of some
methodologies and smart techniques so that the complexity in the system can be
efficiently dealt with in cases of malfunctions and faulty operations in the power
system. Though the energy can be reproduced by the renewable energy resources but
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the transmission and distribution are also the major part of the power system, which
includes several losses, and to minimize such power losses there must be an algo-
rithm (software or hardware) that can help to achieve desirable efficiency according
to supply and demand [15]. This smart algorithm must use the data and maintains
a balance between supply and demand and the study and implementation of these
techniques and algorithms are the building blocks of the energymanagement concept
in smart grid [16].

4.1 Definition

Energy management in the smart grid refers to the techniques (hardware and soft-
ware) such as intelligent system drivers like microprocessors and microcontrollers
by which a balance is maintained between supply and demand (production and
consumption) by acquiring the data and combining it with advanced communica-
tion and networking techniques and then taking a suitable action for carrying out
the desired performance the power system [3, 15]. In simple words, energy manage-
ment refers to the efficient production and consumption of energy and maintaining
a balance between the different operations of the power system using intelligent
systems to meet the efficiency and energy requirements [3, 17].

4.2 Need of Energy Management System

• Due to the integration of the renewable energy resources (e.g., wind, solar, etc.)
in the smart grid the energy obtained is fluctuating in nature, at the same time,
the loads such as electric vehicles are also fluctuating in nature and this creates a
mismatch between supply and demand (load side and source side). This decreases
the overall performance and the stability of the power system [3, 17].

• To deal with the issue of power demand/supply mismatch, the electric utility has
the following two options:

1. Increase the size of the power system by adding new generation plants and
expanding the grid by integratingmore andmore renewable sources of energy
[3, 17].

2. Theothermethoddealswith the efficient and smart transmission, distribution,
consumption and storage of the energy produced [3, 17].

• Now, among the two options, the second option is more reasonable, economical
and efficient. Due to the increasing demand for energy, it is not only important to
increase energy production, but at the same time, it is also required to efficiently
manage the energy which is being produced [17].
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• If we would not manage the energy produced in a smart way then the losses
will continue to rise and lowering the performance of the power system, thus the
energy management system of the smart grid enables the ability of the smart grid
to be more efficient. That’s why energy management is very much important in a
smart grid [3].

4.3 Types of Energy Management

(a) Energy management on the supply side

The generation can be balanced according to the demand by turning on and off
the generators to meet the demand. For example, if the need of the consumer can
be fulfilled by one generator, then the other generators must be off, and if demand
increases the additional generators are turned on [17].

(b) Energy management on consumer side

This is also called energy management on the demand side and it includes the smart
consumption and storage of the energy by the end-users to make the demand/supply
balanced [17].

4.4 Tools and Techniques Used for Energy Management
in Smart Grid

Now the main task to make the smart grid smarter and efficient is to implement
the tools for energy management which includes modern hardware and software
techniques such as advanced communication and intelligent computer-based systems
to acquire the data and process of that data to take a suitable action [3, 16]. Here are
some of the most used techniques which are used for energy management in smart
grids.

1. Programmable Logic Controller (PLC)

Aprogrammable logic controller or PLC is an industrial digital computer that controls
and automates a system and provides the desired functions [3]. A PLC automates a
specific process, functions or even an entire production line. The working of a PLC
is based on processing the data given to it and implementing that data to carry out
the desired result [15].

2. Supervisory Control and Data Acquisition (SCADA)

Supervisory control and data acquisition or SCADA is an industrial computer system
that monitors a process and acquires the data at different instants. SCADA monitors
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the transmission, distribution and consumption part of the electrical power system.
This tool also provides a cyber-secure acquisition of the data [3, 15].

3. Battery Management System (BMS)

A battery management system or BMS is an electronic system used to manage and
protect the storage of the energy in batteries and their safe operation. The nature
of the electric energy obtained from the renewable energy sources is dc that’s a
requirement arise to store and then use the energy [18]. For the relays to operate
dc supply is required and for that battery is used. So battery management system
becomes important in smart grid important [3].

4. Building Management System

A building management system or building automation system is a computer-based
intelligent control system that controls and monitors the building’s mechanical
and electrical equipment such as ventilation, lightning and energy usage. Building
management system is important for consumer-side energy management [3, 17].

5. Home automation systems

Home automation system includes latest technologies such as internet of things
(IOT) and artificial intelligence which makes the energy consumption more efficient
by reducing the energy wastage and power consumption. Home automation systems
are the major part of the smart grid at the end-user [3, 17].

4.5 Benefits of Energy Management in Smart Grid [16, 19]

First, the energy management in the smart grid increases the overall power system
efficiency by decreasing the transmission and distribution losses, making the energy
consumptionmore intelligent usingmodern tools and techniques. It has the following
advantages:

• It automates the system and reduces human efforts.
• The results obtained are accurate and precise so the action to be taken by the data

available will also be accurate.
• Better utilization of the energy resources and generation units and decreases the

cost of production of energy.
• The energy losses are less during transmission so the cost of transmission reduces.
• The power system is stabilized from both the ends i.e., supply end and demand

end.
• The end-user also helps in maintaining a balance between supply and demand.
• The data is cyber-secure.
• It gives accurate predictions which are very important in load forecasting.
• It stabilizes the power system economically and environmentally.
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4.6 Electricity Tariff System

The rate at which the electricity is sold to the consumers by the electric utilities is
called electricity tariff. To minimize the overall cost of energy the traditional energy
tariff i.e., fixed tariff is not sufficient [16]. So to overcome the requirements many
new tariff concepts are being created such as demand response programs [3]. The
electric tariff varies with time and if the consumers exceed a certain limit they will
have to pay a penalty [16].

5 Conclusion

Since the conventional sources of energy are less reliable, less efficient and are for
a limited time, the use of renewable energy as a source of energy has started and is
increasing in the past few years. Due to this increase in the demand for renewable
sources of energy, an intelligent system is required that can reduce the complexity
of the system, at the same time, increase the overall efficiency and show real-time
data. Implementation of this system requires modern tools and techniques.

Distribution automation and energy management in the smart grid system are
techniques that play a vital role in making the future grids more intelligent, reliable
and efficient. DAS reduces the blackout time due to fault in the distribution grid
and also improves the power supply reliability [14]. During January–April 2014, the
DAS self-healing function started 47 times, saving economic loss of 13.22 million
and electricity of 0.28 million kWh [14, 20].

There are some challenges in implementing these concepts due to lack of research
and knowledge but continuous efforts and research in exploring smart grid systems
will definitely lead to a prominent future in the renewable energy revolution.
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Optimal Planning of Green Hybrid
Microgrid in Power Industry

Naveen Kumar Sharma, Sumit Sharma, Yog Raj Sood, Ankur Maheshwari,
and Anuj Banshwar

Abstract In supply-side planning for microgrids, renewable energy sources will be
recognized gradually as major options. This research paper proposed a green micro-
grid system consisting of a solar photovoltaic, hydro turbine, battery, diesel generator
(DG) and converter. Four different cases are studied in a simulation environment, to
compare and evaluate the most feasible solution based on the cost parameters of the
system. The analysis was also carried out to find out the electrical power produc-
tion and environmental pollutants of different components for the typical Iraqi rural
village, i.e., Sakran in district Choman.

Keywords Microgrid · Hybrid energy system (HES) · Solar photovoltaic (SPV)

1 Introduction

The uses of renewable sources of energy have received increasing attention in the
production of electricity as an alternative to conventional energy sources. In order to
minimize greenhouse gas emissions, renewable energy sources incorporated into the
fossil fuel systems could have a vital role. Because of the high cost of transmission
in remote communities, there is a necessity for the use of green HES. In comparison
to conventional sources, a green HES would be a more stable energy supply. The
previous analysis shows that the hybrid systemhas a very less cost solution in compar-
ison with the isolated microgrid system [1]. Also, the hybrid system consisting of
more renewable energy sources has less environmental pollution. Many researchers
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found that renewable energy is the vital solution for electricity in rural locations
[3, 4]. The remote rural communities in Iraq are not much developed and have an
inappropriate amount of electricity. Most of the rural places are dependent on diesel
generators for electricity [5]. As the natural gas and crude oil availability is abundant,
besides these there is a great potential for renewable energy sources in Iraq [6]. Due
to environmental uncertainties, asperity results in more usage of renewable energy
sources. To mitigate the shortcomings of individual energy sources, HES has been
developed. Such types of systems can be more efficient, viable and weather-friendly
[7]. The author in reference [8] found that hybrid system has very less environmental
emission compared to DG alone system. Mostly HES combinations are effectively
and efficiently at meeting future energy demand [9]. The results obtained demon-
strated that in bothEnugusite andMaiduguri,HESwas themost profitable structure to
power rural health centres. A hybrid energy system is an authentic and viable option,
particularly in locations where the environmental conditions are not constant.

Many factors would be considered in the optimal planning of green hybrid micro-
grid, like optimal sizing and capacity of energy sources, different cost factors etc [10].
In this research paper, optimal planning of green hybrid microgrid is done in order
to meet load demand effectively and efficiently in the selected location. We consider
green hybrid microgrids because of the more use of renewable energy sources. Apart
from this, the reader may refer to book/journal special [11–18] for more examples
based on AI and machine learning applications.

The green microgrid system will supply the load in a specified location by using
solar photovoltaic (SPV) as well as hydropower as the main generation source
together with battery bank and DG are the backup power source. Section 2 will
present the load profile, different system resources, system components and gener-
ation modeling. Results and discussion of the study will be presented in Sect. 3.
Section 4 will present the conclusion of this article.

2 Input Parameters

It is assumed that hybrid energy system supply electricity to many electrical appli-
ances like fans, air conditioning, geyser, iron etc. Figure 1 shows the daily load profile

Fig. 1 Electrical load for
24 h
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for selected location. To provide better reliability a random variability of 5% is taken
into account.

2.1 Resources

The amount of power production from the solar photovoltaic (SPV) ismainly affected
by the temperature and radiations. The monthly average temperature shown in the
Fig. 2 with scaled annual average value of 1100 C. Figure 3 Shows the monthly daily
radiations in kWh/m2/day. The stream flow is shown in the Fig. 4 with scaled annual
average value of 372 L/s.

Fig. 2 Monthly temperature
variations
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months

0

2

4

6

8

10

D
ai

ly
 R

ad
ia

tio
n 

(k
W

h/
m

2 /d
) 

Fig. 4 Average stream flow
for different months

0

100

200

300

400

500

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

St
re

am
 F

lo
w

 (
L/

s)
 



198 N. K. Sharma et al.

2.2 System Components

Different system components are to be used in this study like SPV, hydropower,
converter, DG, battery bank. Table 1 shows the input parameters and different cost
values taken into consideration in this study.

Table 1 Different cost
parameters of components

S. No Description Specification

1 Solar photovoltaic (SPV)

Capital cost $1500/kW

Lifetime 25 years

Maintenance cost $5/kW/year

Replacement cost $1000/kW

2 Hydropower

Initial cost $1700/kW

Efficiency 75%

Cost of operation and
maintenance

$51/kW-year

Replacement value $500/kW

3 Diesel Generator (DG)

Initial cost $500/kW

Operational cost $0.02/kW/hour

Replacement value $450/kW

Lifetime 15,000 h

4 Battery

Model Surrette 6CS25P

Nominal capacity 1156 Ah (6.94 kWh)

Nominal voltage 6 V

Capital cost $1100

Operational cost $10/year

Replacement value $1000

Life throughout 9645 kWh

5 Converter

Initial cost $550/kW

Operational cost $5/kW/year

Replacement value $450/kW

Life $450/kW
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Fig. 5 Block diagram of SPV, hydro turbine, DG, converter and battery green hybrid microgrid

2.3 Generation Modelling

The software used in this research article is HOMER and the dispatch strategy is
cycle charging. The suggested green HES is shown in Fig. 5. The SPV produces the
direct current (DC), while hydro and DG producing the alternating current (AC). For
the conversion of DC to AC a converter is used.

3 Result and Discussion

In this research paper, the software employed is HOMER to find out the sizing and
different cost parameters for HES. For performing the simulation, a case study of Iraq
has been taken for observation [2]. Four different cases are to be studied in simulation
environments such as hybrid system except for SPV, battery and converter, hybrid
system except for battery and a hybrid system consisting of all components. Some
assumptions are also taken, such as the maximum value of capacity shortage is taken
to be 2.5%, the annual real interest rate to be 7.85%and the project lifetime is 20 years.
HES is consisting of green energy sources with diesel as a backup power source.
Because of DG used in this paper, environmental emissions would be occurring. The
Table 2 represents the cost and sizing values of different components. The cost
summary of the most feasible solution is represents in the Table 3. The electrical
power production through different components in feasible solution is shown in
Table 4. Different atmospheric emissions values are presented in Table 5. The main
source of emission is carbon dioxide (CO2), much larger value in comparison with
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Table 3 Components cost summary in HES

S. No Component Capital
cost ($)

Cost of
replacement
($)

Cost of
operation and
maintainence
($)

Cost of
fuel ($)

Salvage
value ($)

Total ($)

1 SPV 18,000 0 596 0 −529 18,066

2 Hydro 1700 0 506 0 −22 2184

3 DG 2500 10,179 7360 87,715 −58 107,696

4 Battery 12,100 8018 1092 0 −2147 19,064

5 Converter 4950 1304 447 0 −596 6105

6 System 39,250 19,501 10,001 87,715 −3352 153,115

Table 4 Electrical power
production of different
components

S. No Components Power production
(kWh/year)

Amount (%)

1 SPV 16,181 8

2 Hydro turbine 163,963 77

3 DG 32,310 15

4 Total 212,455 100

Table 5 Environmental
emission pattern for HES

Serial Atmospheric emission Emission (kilogram/year)

A CO2 29,080

B CO 71.8

C UH 7.95

D PM 5.41

E SO2 58.4

F NO 640

other emission factors, i.e., 29,080 kg/year and followed by carbon monoxide (CO),
unburned hydrocarbon (UH), Particulate matter (PM), Sulphur dioxide (SO2) and
nitrogen oxides (NO).

4 Conclusion

This paper provides a comprehensive study of the sizing, techno-economic and envi-
ronmental viability of standalone hybrid energy systems for a rural village. Four
design cases are suggested and tested on the basis of different combinations of SPV,
hydro, diesel and battery. As has been found, green hybrid microgrids consisting of
all the components have the most feasible solution with an operating cost of $11,468.
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Since the renewable fraction of the system is 85%, the HES consumes 11,043 L of
diesel fuel and the emissions results show that carbon dioxide is mainly responsible
for environmental emission. The proposed scheme in this research article may be
considered for the sizing of a microgrid in future.

References

1. Hafez O, Bhattacharya K (2012) Optimal planning and design of a renewable energy based
supply system for microgrids. Renew Energy 45:7–15. ISSN 0960-1481

2. Aziz AS, Tajuddin MFN, Adzman MR, Azmi A, Ramli MAM (2019) Optimization and sensi-
tivity analysis of standalone hybrid energy systems for rural electrification: a case study of
Iraq. Renew Energy 138:775–792. ISSN 0960-1481

3. Halabi LM, Mekhilef S, Olatomiwa L, Hazelton J (2017) Performance analysis of hybrid
PV/diesel/battery system using HOMER: a case study Sabah, Malaysia. Energy Convers
Manage 144:322–339

4. Rajbongshi R, Borgohain D, Mahapatra S (2017) Optimization of PV-biomass-diesel and grid
base hybrid energy systems for rural electrification by using HOMER. Energy 126:461–474.
ISSN 0360-5442

5. Aziz AS, Khudhier SA (2017) Optimal planning and design of an environmentally friendly
hybrid energy system for rural electrification in Iraq. Am J Appl Sci 14:157–165

6. Alasady AMA (2016) Solar energy the suitable energy alternative for Iraq beyond oil.
In: Proceedings of the international conference on petroleum and sustainable development
(IPCBEE), vol 26, Singapore

7. Garni HZA, Awasthi A, Ramli MA (2018) Optimal design and analysis of gridconnected
photovoltaic under different tracking systems using HOMER. Energy Convers Manag 155:42–
57

8. Aziz AS (2017) Techno-economic analysis using different types of hybrid energy generation
for desert safari camps in UAE. Turk J Electr Eng Comput Sci 25:2122–2135

9. Nag AK, Sarkar S (2018) Modeling of hybrid energy system for futuristic energy demand of
an Indian rural area and their optimal and sensitivity analysis. Renew Energy 118:477–488

10. Olatomiwa L (2016) Optimal configuration assessments of hybrid renewable power supply for
rural healthcare facilities. Energy Rep 2:141–146

11. Aggarwal S et al (2020) Meta heuristic and evolutionary computation: algorithms and appli-
cations. Springer Nature, Berlin, p 949. https://doi.org/10.1007/978-981-15-7571-6. ISBN
978-981-15-7571-6

12. Yadav AK et al (2020) Soft computing in condition monitoring and diagnostics of electrical
and mechanical systems. Springer Nature, Berlin, p 496. https://doi.org/10.1007/978-981-15-
1532-3. ISBN 978-981-15-1532-3

13. Gopal et al (2021)Digital transformation through advances in artificial intelligence andmachine
learning. J Intell Fuzzy Syst, Pre-press 1–8. https://doi.org/10.3233/JIFS-189787

14. Fatema N et al (2021) Intelligent data-analytics for condition monitoring: smart grid applica-
tions. Elsevier, p 268. ISBN 978-0-323-85511-2. https://www.sciencedirect.com/book/978032
3855105/intelligent-data-analytics-for-condition-monitoring

15. Smriti S et al (2018) Special issue on intelligent tools and techniques for signals, machines and
automation. J Intell Fuzzy Syst 35(5):4895–4899. https://doi.org/10.3233/JIFS-169773

16. Jafar A et al (2021) AI and machine learning paradigms for health monitoring system: intelli-
gent data analytics. SpringerNature, Berlin, p 496. https://doi.org/10.1007/978-981-33-4412-9.
ISBN 978-981-33-4412-9

17. Sood YR et al (2019) Applications of artificial intelligence techniques in engineering, vol 1,
Springer Nature, p 643. https://doi.org/10.1007/978-981-13-1819-1. ISBN 978-981-13-1819-1

https://doi.org/10.1007/978-981-15-7571-6
https://doi.org/10.1007/978-981-15-1532-3
https://doi.org/10.3233/JIFS-189787
https://www.sciencedirect.com/book/9780323855105/intelligent-data-analytics-for-condition-monitoring
https://doi.org/10.3233/JIFS-169773
https://doi.org/10.1007/978-981-33-4412-9
https://doi.org/10.1007/978-981-13-1819-1


Optimal Planning of Green Hybrid Microgrid in Power Industry 203

18. Sharma NK et al (2021) Optimal design of passive power filter using multi-objective pareto-
based firefly algorithm and analysis under background and load-side’s nonlinearity. IEEE
Access. https://doi.org/10.1109/ACCESS.2021.3055774

https://doi.org/10.1109/ACCESS.2021.3055774


Open Access Same-Time Information
System (OASIS) of New York

Chandransh Singh and Yog Raj Sood

Abstract There is a web-based OASIS of New York. OASIS is a real-time non-
discriminative specified in FERC request 889. Before OASIS there is a monopoly
in generation and distribution. OASIS is a web-based administration and gives data
about accessible transmission ability for point to point administrations. It empowers
transmission suppliers and transmission clients to communicate requests and reac-
tions to purchase and sell accessible transmission tariff offered. They direct show-
cases and keep up dependability straightforwardly, giving information, examinations,
and data relating to New York’s capacity framework to policymakers, partners, and
the overall population.

Keywords Federal Energy Regulatory Commission (FERC) · Locational-based
marginal pricing · Total transfer capability · Available transfer capability · Load
bidding ·Marginal cost · Congestion

1 Introduction

To advance discount rivalry through non-oppressive open access, Federal Energy
Regulatory Commission (FERC) required every transmission possessing open utility
or its administrator to make an ongoing data system to scatter data about the
accessibility and cost of transmission administrations.

InOrder 889, FERC diagrams key data necessities for OASIS. These prerequisites
might be gathered into four classes. These classifications and the data substance are:

• Transmission framework data—ATC, framework unwavering quality, reaction to
framework conditions, and the date and time stamp for all the data.

• Transmission administration data—complete levy, administration limits, subor-
dinate administrations, and current working and financial conditions.
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• Transmission administration solicitation and reaction information—booking of
intensity moves, administration interferences and diminishing, administration
gatherings’ personalities, and review the log for optional activities.

• General data—declarations and worth included administrations.

Figure 1 presents the applied structure of the internet-based OASIS network.
Moreover, Fig. 2 shows the engineering of an OASIS node. Power marketers who
become signatories to a transmission supplier’s OATT acquire total access so that
they can see existing transmission and administration accessibility and help demands
made by different gatherings. There are additionally advertised eyewitnesses who
have perused just access and may see action yet not demand administrations. Apart
from this, more advanced examples are represented in [1–7].

Fig. 1 The OASIS network

Fig. 2 OASIS node
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2 New York Independent System Operator (NYISO)

The NYISO is the association answerable for overseeing New York’s electric frame-
work and its serious discount electric commercial centre. They don’t create power
or own transmission lines, yet they work with power makers, service organizations,
and partners to give the capacity to meet New Yorkers’ power needs on a day by day,
hourly, and minute-to-minute premise. We are focused on a reasonable, straightfor-
ward market system since it encourages us to convey the most reduced cost discount
power arrangements.

The NYISO is accused of dependably working on New York’s capacity matrix,
fulfilling the toughest guidelines in the country, under severe administrative over-
sight. The NYISO plans the force system for the future, more than one, five and ten
years, considering to keep up long haul unwavering quality, decrease blockage on
the transmission system, and meet open arrangement needs calling for a new trans-
mission, for example, lines to carry renewable assets to clients. The NYISOmanages
advertises and keeps up unwavering quality straightforwardly, giving information,
investigations, and data relating to New York’s capacity system to policymakers,
partners, and the overall population.

The NYISO is a not revenue-driven, independent organization unaffiliated with
any state or government office or vitality organization. TheNYISO’s governmentally
endorsed taxes contain exact prerequisites for our Board of Directors and all workers
to have no monetary relationship with any of the organizations that take an interest
in our discount vitality markets. The NYISO is committed to straightforwardness by
the way we work, the data we give, and our job as a fair-minded system operator,
organizer, and agent of New York’s discount power markets (Fig. 3) [8–11].

2.1 NYISO Work

It manages how to stream power throughout New York guaranteeing power is deliv-
ered in adequate amounts and transmitted where it needs to go—precisely when it is
required.

This includes:

• Balancing the accessible gracefully of intensity, like clockwork, from many force
plants more than a large number of miles of transmission lines.

• Matching offers from vitality makers with buyer utility interest to flexibly control
for the state as productively and cost-viably as could be expected under the
circumstances.

• Overseeing the conveyance of intensity from generators to the service organiza-
tions that serve a great many New York power shoppers 24 h per day, 7 days per
week.

• Evaluating system requirements for what’s to come.
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Fig. 3 New York load zone

TheNYISOworks nonstop to support and improve provincial unwavering quality,
plan a progressively successful and productive force system for the future, and
give target data and information to policymakers, partners, and financial specialists
relating to New York’s capacity system and electric framework.[11–14]

3 Auction and Load Bidding

3.1 Auction

An auction is an allotment system dependent on an exact assessment measure indi-
cated by the auctioneer, and a pre-characterized openly accessible arrangement of
rules intended to distribute or grant articles or items (for example contracts) based
on a money-related offer. It is straightforward because of the way that it depends on
a lot of rules dictated by the auctioneer and known by the bidders before the auction.
An auction might be depicted by its three key guidelines, in particular (i) offering,
(ii) clearing, and (iii) pricing.
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3.2 Load Bidding

The screening to direct providers for physical and monetary retention is significant
the conduct of purchaser’s persuasions vitality costs. So load offering is reliable with
functional rivalry. The load can be planned for one of the accompanying different
ways:

(i) Physical bilateral contracts
(ii) Day-ahead fixed load
(iii) Price-capped load bids
(iv) Virtual load bids
(v) Virtual exports.

3.3 Interface Data

PJM

PJM is a truncation of Pennsylvania, New Jersey, and Maryland after the domains
where the principal utilities combined. Today, the PJM incorporates all or parts
of Pennsylvania, New Jersey, Maryland, Delaware, Ohio, Virginia, Kentucky,
North Carolina, West Virginia, Indiana, Michigan, and Illinois. It oversees power
conveyance for in excess of 60 million individuals and $42 billion worth of power.
PJM is responsible for dealing with the transportation of power from power plants
to the different utilities in its region.

Hydro-Quebec (HQ)

Hydro-Quebec is an open utility that deals with the age, transmission, and dissemi-
nation of power in the Canadian territory of Quebec, just as the fare of capacity to
segment the Northeast United States.

4 Results

4.1 Day-Ahead Market Zone LBMP

See Fig. 4 and Table 1.

4.2 Real-Time Market Zonal LBMP

See Fig. 5 and Table 2.
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Fig. 4 Day-ahead market marginal cost of energy flow on July 30, 2020 at time 4:00 EDT

Table 1 Day-ahead market zones/interface various data LBMP, losses, and congestion on July 30,
2020 at 4:00 EDT

4.3 ATC and TTC

Interface: NYISO-PJM
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Fig. 5 Real-time market marginal cost of energy flow on July 30, 2020 at 4:00 EDT

Table 2 Real-time market zones/interface various data LBMP, losses and congestion on July 30,
2020 at 4:00 EDT
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Table 3 Hourly data representation on ATC and TTC of the interface NYISO-PJM

See Table 3.

Interface: PJM-NYISO

See Table 4.

Interface: NYISO-HQ

See Table 5.

Interface: HQ-NYISO

See Table 6.

4.4 Load Bidding of Different Zones

See Table 7.
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Table 4 Hourly data representation on ATC and TTC of the interface PJM-NYISO

Table 5 Hourly data representation on ATC and TTC of the interface NYISO-HQ
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Table 6 Hourly data representation on ATC and TTC of the interface HQ-NYISO

Table 7 Hourly representation of day-ahead bids on July 30, 2020
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Fig. 6 Interface data window of PJM shows that LBMP graph, losses graph, and congestion graph
on July 30, 2020, and the x-axis shows the hourly duration and the y-axis shows the dollars ($)

4.5 Interface Data Window of PJM and Hydro-Quebec

Interface data window of PJM

See Fig. 6.

Interface data window of Hydro-Quebec

See Fig. 7.

5 Conclusion

NYISO is a not revenue-driven enterprise liable for working to New York’s mass
power system, overseeing wholesale power markets and directing system arranging.
It is subjected to the oversight of FERC and controlled in certain aspects by the
NewYork State Public Service Commission. NYISO activities are likewise managed
by electric system unwavering quality controllers, including the NERC, Northeast
Power Coordinating Council, and the New York State Reliability Council. The
NYISO’s wholesale competitive power markets have conveyed financial and natural
advantages for New York.
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Fig. 7 Interface data window of Hydro-Quebec shows that LBMP graph, losses graph, and conges-
tion graph on July 30, 2020, and the x-axis shows the hourly duration and the y-axis shows the
dollars ($)
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Open-Access Same-Time Information
System: Extended to Indian Power
Market

Nivedita Singh and Yog Raj Sood

Abstract This research paper is an attempt to analyse and explore the huge poten-
tial of open-access same-time information system in the Indian power market. In
the present scenario, India is swiftly moving towards complete deregulation in all
aspects, i.e. generation, transmission and distribution. OASIS, in layman terms, is
basically a system based on the internet for obtaining services that are related to
electrical power transmission. This paper also contains a comprehensive case study
attempting to explain the data contents, interface and working of an OASIS website.
In deregulation, open access is given to all power-related entities in order to raise
the competition and keep the monopoly in check. A few proposed strategies are
discussed for the betterment of already existing OASIS websites for more economic,
practical and reliable operation.

Keywords Deregulation · Open access · Power market · Comprehensive ·
Entities ·Monopoly

1 Introduction

In recent times, the privatization of the power market is taking place in India. Earlier,
all distributions, transmissions and distributions were owned by the government but
nowwith Indiamoving towards a developed economy,more andmore private players
are coming into the picture in all sectors.

This issues the requirement for an internet-based, transparent and non-
discriminatory system. All the developed countries with deregulation are using
OASIS since it is basically the means by which high-voltage transmission lines
are used for moving wholesale quantities of electricity in transmission lines.

On an OASIS website, bidding auctions take place. All genco’s and disco’s bid
in the form of some parameters. These bids are stored and processed by the OASIS
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Fig. 1 Current Indian power market

and the result of the auction is declared which reflects the dispatch of power and its
cost (Fig. 1).

As a case study for proposed strategies discussed in this paper, a prototype of
OASIS website is made. This website is dedicated in an attempt to understand the
basics of bidding auctions as per the proposed Indian power system market model
(Fig. 2).

The website is based on the power sector of Columbia and gives the basic idea of
how open-access same-time information system works when applied to the power
sector. This case study and website can be further extended to the Indian power
market. Moreover, some recent examples of power market are represented in the
book and journal [1–7].

2 Historical Review

A brief history of market-related legislations in the Indian power market is given in
Fig. 3.

3 OASIS: An Open Platform

OASIS serves differently for different aspects of the power market since the
constraints are different for all generation, transmission and distribution.
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Fig. 2 Proposed Indian power market system

Fig. 3 Evolution of electricity market

For generation, there are constraints regarding the minimum and maximum
loading of generators, so economic dispatch needs to be taken into consideration.

For transmission, the main consideration is the line loading limit. If transmission
lines are loaded more than their capacity, it may result in congestion of line, which
if not handled properly may result in the outage of line. It will result in burdening of
the system, which can lead to cascaded outages, and if not taken care of will convert
into blackouts [8–13].
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Fig. 4 Transfer capabilities (Source Available transfer capabilities definitions and determinations
by NERC)

For distribution, themajor challenges are tomaintain power quality, voltage profile
of the dead-end customer, droop control of voltage and frequency. On the transmis-
sion side, we generally talk in terms of transfer capabilities that includes as given in
Fig. 4.

4 Prototype Website

For the case study, a website is developed which demonstrates the working of the
OASIS website of Columbia, i.e. PJM (www.pjm.com).

Prototype Website Created—https://oasisprototype.simdif.com/

The website created is a prototype version of the original website as an attempt to
replicate the interface and information of the original site.

The home page of the prototype website is shown in Fig. 5.
The contents of this website are as follows:

• About—This section includes the basic information about the working of this
website.

http://www.pjm.com
https://oasisprototype.simdif.com/


Open-Access Same-Time Information System … 223

Fig. 5 Home page of the prototype website

• Vision—This section includes the vision for which this company is working
towards.

• Mission—The mission of this website is discussed at length in this section.
• History—Themajor developments since thewebsitewas established are discussed

in this section.
• Territory served—The area in which this website is working is discussed under

this section.
• Planning—This includes the future plans of this company.
• Innovation—The new developments that are going on in the field are discussed.
• Contact page—Contact information
• Data snapshots—This includes the total data values of generation and consump-

tion.
• Transfer capability—It includes the value ofATC,TTC,CBM,TRM, curtailabilty,

recallabilty, NATC and RATC etc.
• Bidding values (includes all real-time, historical and day-ahead bids)—This

includes the bidding values of all Disco’s and Genco’s. The total MW generated
by the Genco’s and at what price they are willing to sell their units. It also includes
the total demand by Disco’s and at what rate they are willing to purchase it. All
of this information is present in form of bids. The bidding values of real-time,
historic and day-ahead are also displayed on the website page.

• Operation—All the bidding values are collected 24-h ahead. These values are
processed as per the demand, supply, cost and price of the contemporary market.
The Genco’s and Disco’s which have overbid and underbid are eliminated.

• Result—The result is then displayed on the website which contains what Genco
will dispatch what amount of power at what price and what Disco will purchase
what amount of units and at what cost.

• Market—The market ranging from all Genco’s and Disco’s is displayed.
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• Load forecast—The day-ahead bid is collected on the basis of load forecasting.
This process is based on probability.

• Locational marginal pricing—The price of the power dispatched is different for
different locations. In some places, the cost per unit might be greater than the
other places. So the model of locational marginal pricing is employed.

• Instantaneous load—The total amount of load that is present in the system is
simultaneously displayed on the website page.

• Forecast load history—Day-ahead load is forecasted and displayed on the website
page and the bids for this load are collected.

• Tie flows—The total amount of power flowing in tie-lines is displayed.
• Dispatch rates—The cost of the unit that is dispatched is given.
• Constraints—Some constraints are present in the bidding process in the form of

minimum and maximum dispatches. Pricing also contains constraints in the form
of minimum and maximum costs.

• Reactive power transfer interface—The amount of reactive power flowing in the
lines is also displayed.

• Zonal aggregate LMPs—Locational marginal pricing as per the area zones is also
given.

• Ancillary services—Apart from generation and consumption of electrical power,
thiswebsite provides someother serviceswhich are listed under ancillary services.

• Reserve quantities—Some dispatch and load are kept in reserve in order to make
this system more reliable towards dynamic changes.

• Market clearing price—This price at which all the generated units are consumed
and all the loads are fulfilled.

5 Proposed Strategies

Some strategies are suggested for better working and optimal futuristic approach of
OASIS system:

• Taking environmental factors into consideration, a lot of stress is being given to
the use of RES in power market. After due consideration, 40% quota should be
reserved for RES-based power in the OASIS policy.

• The Disco’s which are causing congestion and overloading in transmission lines
should be penalized.

• The households which are responsible for polluting the power supply by injecting
harmonics in it should be penalized accordingly.

• Although the system is completely open, ISO should issue caps over all dispatches
and prices [14–20].
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6 Future Scope in the Indian Power Market

As India is moving towards complete deregulation, privatization of the power sector
is happening. The era of new evolutions in the field of the electric market is rapidly
growing. The older system of state boards is replaced by new systems in which the
departments of generation, transmission and distribution are separately looked after.
Thedistribution systems are further brokendown into sub-categories anddepartments
under which billing and accountability of work are separately handled. In a few
years, our power market will be completely open. For accessing this open web-based
platform,OASIS systemswill be usedwhere all the power and priceswill bemanaged
on a non-discriminatory basis. The OASIS systems will be used in future to harness
the huge potential of the Indian power market. With more and more private players
coming into the picture, there is a need for an open platform to collect the wholesale
energy power market in one place which is accessible to all.
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Enhancing Security Using Quantum
Computing (ESUQC)

Mritunjay Shall Peelam and Rahul Johari

Abstract In a classical computer, the computation is based on transistors which
encode the information in bits and usually vulnerable to attack by professional
attackers. In quantum computing, the computation is based on qubits. Using single-
qubit the information is encoded in the combination of two bits. Quantum computing
is a completely new technology that holds all the characteristic of quantummechanics
to solve a particular problem faster than a classical computer. For solving these
problems, a scientist uses a “logical qubit” since classical computer bits consist
of mechanical relays or vacuum tubes which is possible to flip unexpectedly. It is
possible to create quantum algorithms using qubit that run faster than classical algo-
rithms and these algorithms reduce the time complexity and also it is impossible for
the attackers to attack. There are some most popular algorithms which are possible
in the quantum world, and they are Grover’s algorithm and Shor’s algorithm.

1 Introduction

The first quantum computing ideas were introduced by Stephen Wiesner, which is
named “Conjugate Coding ” in 1960. Conjugate coding is a tool based on the concept
of “transmitting the multiple messages in such a way that reading one destroys the
others”.

Quantum computing was first recognized in the 1980s by Paul Benioff. According
to Paul Benioff, quantum computers are theoretically possible. After that in 1985,
David Deutsch shows what is mathematically possible on a quantum computer.
Quantum computers are difficult to program and build. They produce error in the
form of noise and loss of quantum coherence. The loss of quantum coherence is
also called the decoherence problem. This paper covers all the basic aspects of a
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quantum algorithm in the real quantum world and shows the weakness of modern
quantum-based algorithm.

2 AIMS and Objectives

In quantum computing, a quantum bit (qubit) has three possible states 0, 1 and 0 or
1. The last one is called “coherent state”; it can perform an operation at the same
time on two different values, and it creates a “de-coherence” problem. It will become
more difficult to perform the computation using quantum computers.

There are mainly four aims and objectives of quantum cryptography [2]:

1. Information integrity: In this activity, the receiver must be able to determine
the messages if the messages are altered during the transmission.

2. Authentication: In this activity, the receiver must be able to identify the sender.
3. Immutability: In this activity, the sender should not be possible to deny the

creation of messages.
4. Confidentiality: In this activity, only the authenticated receiver should be able

to extract the cipher.

3 Literature Review

A classical computer performs any type of operation by using classical bits, that is,
binary digits, either 0 or 1, whereas quantum nodes use quantum bits or qubits that
can be both 0 or 1 at the same time. Due to this property quantum nodes have more
computing processing capability than a classical computer. Quantum computing
allows to make a superposition of each one of the four states and it can be written
in the form of quantum mechanical state which is perfectly legitimate; that is in the
classical computer two qubits contain four bits of information (Fig. 1).

In 1917, one time pad (OTP) encryption was introduced by Gilbert Verman. OTP
demands a very long key just like plain text. In order to implement this, it is very
difficult and the cipher text should not leak the information about the plain text.
In 1940, Shannon changed the look of cryptography. In one time pad the length of
messages being encrypted must be greater than or equal to the length of keys. In this

Fig. 1 Quantum mechanical
state
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way, the security of the stream cipher lies with the pseudo-random generator which
holds the property of being unpredictable.

4 Methodology

This research paper primarily focuses on the understanding and presents an in-depth
analysis of only two algorithms, viz., Grover’s algorithm and Shor’s algorithm from
the host of many algorithms that include: (1) Josephson junction [3], (2) Grover’s
search algorithm [4], (3) Shor’s algorithm [5], (4) elliptic curve cryptography (ECC),
and (5) zero-knowledge protocol [6].

4.1 Grover’s Algorithm

The “Grover’s Algorithm” is the fastest quantum algorithm based on searching. It
was proposed by Lov Grover in 1996. Classically, for single-element search within
N elements, one needs to lookup N

2 elements on average before finding the non-zero
output that is, it takes O(N log2 N). Grover’s algorithm performs the searching by
looking at an average of N

1
2 times. It is useful for search in an unstructured database.

Examples are searching a needle in a haystack, searching the name of a person living
at a known address from a regular telephone directory, and salesman route plan for
selling his item. In the classical case, for the above problems, it takes O(N) time but
these searches can be speedup by a quadratic factor O(

√
2) by choosing the quantum

search algorithm (Grover’s search algorithm).

4.1.1 Grover’s Iterations

It uses a set of repeated iterations of quantum functions popularly known as “Grover
iteration”. It constitutes the following steps: (1) First, apply the Oracle function “O”.
(2) Secondly, apply the Hadamard transform. (3) Compute a conditional phase shift,
usually with every computational basis state except for |0〉 receiving a phase shift of
−1 that is

z >
∣
∣→ −(−1)δz0Z

〉

Again apply the Hadamard transform.
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4.1.2 Working of Grover’s Algorithm?

Grover’s algorithm starts with a quantum register of size n qubits, and the size of
searched space is 2n and will be initialized to |0〉, that is

(|0〉)⊗n=|0〉 (1)

Now by applying the Hadamard transform place the system into an equal
superposition state that is H⊗n.

For the list of N elements, the performance of Grover’s algorithm will be (Fig. 2).
O(

√
N) means that list of 104 elements will take the searching with order 100. Let

the search space be
S = {|0〉, |1〉, . . .|N − 1〉}, and |x0〉 ∈ S is the only solution for search. Let the

Hadamard gate for n application is:

|ψ〉 = H⊗n(|0〉)⊗n= 1√
N

N−1
∑

x=0

|x〉 (2)

Let’s take an example of n = 2 qubit (Fig. 3):
Since N = 2n= > N = 4 now from Eq. (2)

Fig. 2 Grover’s algorithm iteration

Fig. 3 Working of Grover’s algorithm
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|ψ〉=1
2
|00〉+1

2
|01〉+1

2
|10〉+1

2
|11〉

Hence

|ψ〉=1
2
(|00〉+|01〉+|10〉+|11〉)

4.2 Shor’s Algorithm

Shor’s algorithm is one of the most popular “quantum factorization algorithm” for
factoring of integer, and it is invented by “Peter Shor” in 1994. It takes O((logN)3)
time complexity for factoring an integer N with the space complexity O(logN).

Shor’s algorithm is significant in nature and tells that public-key cryptography can
be easily broken by attackers. Shor’s algorithm was demonstrated by IBM in 2001,
which factor the number 15 into 3 and 5 with 7-qubit using a quantum computer.

Now Lets take an integer N and find an integer P between 1 to N that divides N.
It can be done in two parts—(i) Classical Part (ii) Quantum Part

i. Classical part: In this part factoring problem involves finding the period (order)
of a function that can be implemented on a classical computer also.

ii. Quantum part: Quantum part is used to find the period (order) of a function
using quantum Fourier transform and it is responsible for the quantum speedup.

4.2.1 How Does the Shor’s Algorithm Work?

Shor’s algorithm consists of the following steps:
Step 1: Take a random integer a< N.
Step 2: Find the gcd(a, N); it can be determined using the Euclidean algorithm.
Step 3: If gcd(a, N) 6 = 1 then, as known, there is not any non-trivial factor of

N possible and exit.
Step 4: Otherwise, by using the quantum period-finding (order finding) algorithm

find r that represents the period or order of the function.
The order or period function is

f (X) = ax (mod N) (3)

Since f (x) = f (x + r) then
ax+r (mod N) ≡ ax (mod N)

where r = order or period of a in the group (ZN)X represents the smallest positive
integer.

Step 5: If r happens to be an odd integer, then go to step 1. Or
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Fig. 4 Flowchart

Step 6: If (a)r/2≡ −1(mod N), then goto step 1.
Step 7: Otherwise, find the gcd((a)r/2+1,N) and gcd((a)r/2−1,N), as both are

a non-trivial factor of N and exit.
For better understanding, the flowchart of Shor’s algorithm is given in Fig. 4.

4.2.2 Example of Shor’s Algorithm

lets take an example to understand the Shor’s Algorithm—
Find the factor of an odd integer using Shor’s Algorithm—

1. Let an odd integer N = 15 and choose an integer q between N2 < q< 2 ∗ N2.
Let us take q= 256.

2. Take an integer x such that GCD(x, N)= 1 using Euclidean algorithm that is
GCD(x, 15) = 1, so x= 7 using Euclidean algorithm.

3. Take two quantum registers that is
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Fig. 5 Example of Shor’s algorithm

a. Input register: Input register contains q − 1 qubits in size. Since it is up
to 255, so 8-qubit is required.

b. Output register: Output register contains N − 1 qubits in size. Since it is
14, so 4-qubit is required.

4. Initialize the i/p register withweighted superposition; all the integers range from
0 to (q − 1), that is 0–255.

5. Clear the output register that is filled with 0s. Now the total state of the system.
6. Now apply the period or order function to all numbers present in the i/p register

and store the intermediate result obtained in the corresponding o/p register
(Fig. 5).

Now the table is given below (Fig. 6):

7. Now o/p register will collapse because of one of the following:
|1〉, |7〉, |4〉 and |13〉 now lets take c = |1〉.

Fig. 6 Example of Shor’s
algorithm
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8. Since the registers are in an equal superposition state of 64 value, that is, (0, 4, 8,
12 … 252), hence the probability in this case is: 1

64 . Now the value of collapsed
output register is:
1
64 |0〉 + 1

64 |4〉 + 1
64 |8〉 + 1

64 |12〉 · · · + 1
64 |252〉.

9. Apply quantum Fourier transform (QFT) on the partially collapsed i/p register.

Take state |a〉 and transform it into a state by

1√
64

∑

a∈A
, |1〉

where a =
1√
256

255
∑

c=0

|c〉 ∗ e
2π i ac
256

Now the final value of the input register is

1√
64

∑

a∈A
∗ 1√

256

255
∑

c=0

|c〉∗e 2π i ac
256 ,|1〉

where A is the set of all values (7a mod 15) produces 1 and A= {0, 4, 8, 12 … 252}.
Now QFT will be the maximum probability with the amplitude of integer in the

multiples of q
4 , that is

256
4 = 64, now no longer an equal superposition of states.

Next, find the register that will collapse with a high probability and multiple of
64. Take p = 4

So |0〉, |64〉, |128〉, . . . determined by
gcd(x(

p
2 +1), N) and gcd(x(

p
2 −1), N).

Now finally,
gcd(7( 4

2 +1), 15) = 5 and gcd(7( 4
2 −1), 15)= 3.

That is the factor of an odd integer N= 15 is (5, 3).

5 Conclusion

The current research concludes by presenting an in-depth analysis of Grover’s algo-
rithm and Shor’s algorithm by discussing their problems and applications. The prob-
lems/limitations of Shor’s algorithm are that the probability is dependent on choosing
‘q’, so the larger the q, the higher is the probability of finding the correct value. In
future, quantum computing has the capability of transforming all the aspects of infor-
mation security which is vulnerable in a classical way. Quantum computing has the
potential to expose computation that is not enough to solve in a classical way.
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Deviation Settlement Mechanism and Its
Implementation in Indian Electricity
Grid

Bharti Koul, Kanwardeep Singh, and Y. S. Brar

Abstract India is a big nation that is dependent on electricity to a large extent,
like in the agricultural sector, big manufacturing agencies, etc. To achieve electricity
at a lesser price is the foremost challenge in such agencies. The incorporation of
the Electricity Act has facilitated such agencies to obtain power at a lesser price.
This can help the consumers to evade penalties and benefits to acquire incentives by
signifying suitable needful arrangements which can aid in maintaining the stability
of the power grid. The deviation settlement mechanism helps tomaintain the stability
of the grid, thus improving the power quality. This paper presents an investigation of
the deviation settlement mechanism and its implementation in the Indian electricity
grid.

Keywords Deviation settlement mechanism · Availability-based tariff · Demand
response

1 Introduction

The Indian power industry is one of the expanded power industries of the
world. The installed capacity of the national grid in India is 371.054 GW as per
the statistics of 30 June 2020 [1]. This wide area synchronous grid operates econom-
ically at 50 Hz and the allowable range of frequency band is 49.9–50.05 Hz [2]. The
Indian power sector performs its functioning by being distributed into some main
grids which are responsible for its operation as a whole. These main grids, named
Regional Load Dispatch Centers (RLDCs), are classified as northern-grid, western-
grid, eastern-grid, southern-grid, and north-eastern-grid. All the parts of India are
linked with one of these RLDCs subject to its geographical pattern [3]. Demand-side
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management is the forecasting, execution, and monitoring of the job of the utility
that is planned to affect consumers’ usage of electricity. This results in modifying
the load consumption pattern by incentivizing the users to transfer the energy usage
to off-peak durations so as to flatten the load curve.

The extensive and quick variations in grid frequency ranging from 48.0 to 52.0 Hz
(CERC 1999) on regular basis leads to the problem of grid indiscipline [4]. To sustain
the grid discipline, the users of the grid have to follow the forecasted injections or
withdrawals, known as grid code, controlled by a commercial mechanism. This
mechanism is used for regulating the users of the grid for scheduling and dispatch
of power with the least disturbance. So, there is a necessity to improve the efficiency
of the grid, grid discipline, capability, and responsibility which is maintained by
the unscheduled interchange (UI) [5–8], by imposing charges on those who deviate
from their scheduled generation or drawl. The deviation in frequency from its nominal
value is caused due to the unbalance or disparity in actual demand and generation.
Because of deviation between actual generation (in a time-block (T)means electricity
generated or supplied by the seller, measured by the interface meters) and scheduled
generation (for a time-block (T) means a schedule of generation in MW or MWh
given by the concerned load dispatch center) and also between actual drawl (in
a time-block (T) means electricity drawn by a buyer, measured by the interface
meters) and scheduled drawl (at any time or for a time-block (T) means a schedule
of dispatch in MW or MWh given by the concerned load dispatch center), there
is the need of deviation settlement mechanism (DSM). Any utility is permitted to
inject/draw power into/from the grid at UI costs till the frequency is stabilized within
the specified band [9] and if there is a deviation from the schedule, i.e. the participants
withdraw more than the scheduled from the grid they are penalized and if the drawl
is less than the actual they are incentivized [10]. The central regulatory electricity
commission (CERC) [11] then undertakes amendment if there is a requirement w.r.t.
to the working conditions. These amendments are imposed only by taking all the
concerned (i.e. producers and beneficiaries) into consideration.

Demand response programs (DRP) incorporate utility commenced incentives to
encourage consumers to voluntarily adjust the usage of electricity without any effect
on consumer comfort. This is an essential practice for optimized and effective use
of electricity which subsequently is the main building block of the future electric
grid called a smart grid (SG). Moreover, AI and machine learning-based are some
examples listed in [12–19].

Contribution of this paper: This paper builds a study on the introduction of DSC
and the structure of the Indian electricity grid to develop a generalized strategy for
minimizing the deviation settlement charges (DSC). The importance and significance
of demand-side management have been explained to improve the DSM so as to make
a ready reference for the researchers who are working in this field.

Organization of the paper: The remaining part of the paper is organized as follows.
Section 2 introduces the concept of a grid with the structure of the Indian electricity
grid. In Sect. 3, a detailed introduction to the Indian electricity grid is provided.
Section 4 explains the deviation settlement charges and the procedure to calculate
them. Finally, Sect. 5 concludes the paper by highlighting the major findings.
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2 Concept of Grid

The Indian electricity grid is a system of network power lines, transformers along
with the related apparatus engaged in allocating the power electricity within a
specified topographical zone. It can also be denoted as an interrelated linkage for
supplying electricity to customers from the utility. This involves generating stations
that generate power, a high power transmission system to transmit electricity from far
away stations to the user centers, and distribution lines to link specific consumers as
shown in Fig. 1. The generating stations are usually situated nearby to fuel stations,
e.g. the dam location, but the electricity generation does not get transmitted in the
same form. The generated power is stepped up to a larger voltage to which it joins to
the power transmission system (electric grid). The construction of the electric grid
can diverge depending on the monetary limitations, need for network consistency,
with demand and generation characteristics.

The major assignment done in conventional electric grid involves the major
components as:

• First the generating station for the production of electric power: These power-
producing plants are placed nearby power generation sources, e.g. dams, coal
mines, etc.

• Secondly, the transmission of the generated electric power: After the electric
power is generated it is transmitted to the respective substation from where the
voltage is stepped up with the step-up transformers so as to minimize the losses
and then is ready for transmission to the several areas. It is then sent to the power
grid from where it is then transmitted to different cities.

• Then finally distribution of the generated power: The electric grid gets linked
within various zones of the entire nation, and the distribution of electricity is
done to the different parts of the country or state by the linkage of transmission

Fig. 1 Basic structure of conventional power grid
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network linking various zones. The transmitted power being stepped down at the
substations followed by its distribution to the respective consumers.

3 Indian Electricity Grid Structure

The Indian electricity grid structure is grounded on the centralized arrangement of the
nation. In the Indian electricity sector, the reforms have been initiated at the beginning
of the 2000s, for which the Electricity Act 2003 was one of the revolutionary steps
taken by the Government of India. This initiative was persuaded with the aim to
impart competition, limpidity, and commercial feasibility in the power sector so as
to attain the availability and affordability of electricity. In order to initiate unbundling
of unified state electricity board (SEB) into generation, distribution, and transmission,
the exposure of transmission and distribution segments for utility and customers was
introduced. The creation of an autonomous controller as State Electricity Regulatory
Commission (SERC) for the respective states has been envisaged for the states to be
an independent entity.

For each of the regions, an exclusive load dispatch center is allocated to further
coordinate the regular scheduling practice in the dispatching of centrally generated
power. The availability of power collection from the centrally generated system is
forecasted day-ahead in 96 timeslots, each of 15 min duration, then the concerned
RLDC distributes the power to its corresponding SEBs depending upon the share in
the central generation pool. The SEBs perform the corresponding task formeeting the
demand of their respective customers for 24 h with the help of their own consumers
over the day, from their own generation stations along with the entitlement in the
central generation pool. The SEBs give the requests to the RLDC, and then resolve
the schedule of dispatch and drawing for the respective SEBs.

The SEB is possessed by every state entity and is accountable for generation,
transmission, and distribution. It works under the monitoring of the respective state
government and is also partly governed by the central government as far as the
financial powers are concerned.

The tasks of several systems are associated with a network of power grid working
and control, along with the structural linkages, in order to expedite expansion and
smooth working of regional and national grids. There is a hierarchal order in which
this whole structure of the power grid works. This order consists of the NLDC
which is the central working authority and it further comprises their respective State
Load Dispatch Centers. These SLDCs handle respective states that come under their
geographical vicinity. As per the regional centers, i.e. RLDCs, e.g. northern region
comprises Delhi, Haryana, Himachal Pradesh, Jammu Kashmir, Rajasthan, Uttar
Pradesh and Uttaranchal.

Likewise, all SLDCs handle the states that come under their vicinity, as shown in
the flow diagram in Fig. 2.
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Fig. 2 Hierarchy of various centers in power grid in India

The role of the National Load Dispatch Center (NLDC) that has been framed
rendering to the notification Dt. 2 March 2005, from the Ministry of Power, Govern-
ment of India, based on Section 26(2) of the Act in which NLDC performs various
functions for overall regulation of the grid operations, supervising the control and
coordination interlink between various regional grids is shown in Fig. 3. The NLDC
also takes into account the information regarding the exchange of power between
various regions or several RLDCs. TheNLDCsupervises the scheduling and dispatch
of power within the regional links for the safe and efficient operation of the grid.

Role of NLDC 

Coordination with 
RLDCs for achieving 
maximum economy 
and efficiency in the 
operation of National 

Grid

Coordination for 
restoration of 
synchronous 
operation of 

national grid with 
RLDC 

Coordination 
with RLDC 

for the energy 
transfer 

Scheduling and 
dispatch of 

electricity over 
inter-regional 

links 

Supervision and 
control over the 
inter-regional 

links

Monitoring of 
operations and 
grid security of 

the National Grid

Observation 
over the 

Regional Load 
Dispatch 
Centers

Accounting of 
inter-regional 
exchange of 

power

Fig. 3 Role of NLDC



242 B. Koul et al.

Fig. 4 Role of the Regional
Load Dispatch Center
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The Regional Load Dispatch Centre (RLDC) is the main body to confirm the
combined process of power operation for the specific area, which is framed based
on Sections 28 and 29 of the Electricity Act, 2003. The role of RLDCs is shown
in Fig. 4. The monitoring and regulation of interstate transmission networks based
on the information about the capacity of electricity transferred through regional
grids is controlled by the RLDCs. The restoration of the network that is followed by
disturbances of the grid is also regulated by theRLDC thatmakes it responsible for the
optimized scheduling and withdrawal of power in a specific region. The integrated
work related to the compilation and modification of data for system operation is
controlled by the respective regional centers. This leads to the control and systematic
operation of the interstate transmission network.

The State Load Dispatch Centre (SLDC) is the prime system to confirm the
cohesive task of optimum planning for dispatch of power in a state and that is also
accountable for the indentures that are arrived in the generating stations working in
the respective state. The functions that SLDC performs are shown in Fig. 5.

4 Deviation Settlement Charges (DSC)

To maintain grid stability CERC introduced various schedule deviation charges
according to the frequency of the grid to discourage schedule deviations. The devi-
ation means the structure for managing the deviation in energy, maybe less than or
more than the scheduled value. The guidelines for assessing the deviation(s) in these
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scheduled and actual values which are payable or received by the state utilities and
its other parameters are set by the regulatory commissions and the amendments.

Due to the insufficient arrangement for short-term attainment of energy that is
supported by the consistent short-term load requirement, renewable generation, and
insufficiency of the ancillary services, there are deviations from the scheduled values.
So, it becomes necessary to focus on DSM which is considered to report the above
reasons, while the ancillary services are responsible for the remaining deviations
which are not sufficiently taken into consideration. Ideally, the deviations from the
schedule must become inappropriate, with the practicing ancillary services that deal
with the matters afar from the realistic control of network parameters.

The deviations settlement mechanism [5] is explained from the consumer’s point
of view as it depends on thewithdrawal by the consumer less ormore than actual. The
mechanism is fixed based on the frequency calculation and band of frequency from
which the deviation settlement charges are calculated. Table 1 explains the limits
and bands of frequency for the calculation of DSC. The DSC for various frequency
bands whose DSC_Rate is given are categorized between 50.05 and 49.7 Hz [12].

Table 1 Existing deviation
price vector

Frequency Rate of deviation (DSC_Rate)

If f ≥ 50.05 Hz DSC_Rate = 0

50.05 > f ≥ 50.00 DSC_Rate increases by 35.6 p/u for each
0.01 Hz step

50.00 > f ≥ 49.7 DSC_Rate increases by 20.84 p/u for each
0.01 Hz step

f < 49.7 DSC_Rate = 824.04 p/u
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Fig. 6 Flowchart for the incentives achieved on the under-drawl

In the case of a schedule deviation to the value of 12% schedule or to a limit of
150 MW the value of which is lesser in a given time-block of 15 min, the deviation
charges are imposed per unit. In the case of over drawl when the deviation exceeds
the value of 12% of the scheduled value or greater than 150MW for a given duration
of 15 min time-block, the regular deviation rates need to be given per unit along with
additional deviation charges. The schedule deviation in the case of under-drawl that
is to the value of 12% of the predefined values, the inducements are given per unit
depending on the grid frequency. When the under-drawl deviation becomes greater
than 12% of the scheduled value, these inducements to be achieved are nil. The extra
deviation charges to be paid become equal to 178 paisa/kWhwhen the under-drawl is
greater than 12% of the scheduled value with the grid frequency larger than 50.10Hz.
The deviation settlement charge rate (DSC_Rate) for deviation charge is calculated
depending on the 15-min duration time-block of the grid frequency. TheDSC_Rate is
taken in paisa/kWh. Fig. 6 shows the flowchart that explains the incentives achieved
on the under-drawl by the users/utility.

5 Conclusion

The DSM has transformed from its previous scenario and progressed the power
system network in the direction of a modified and reliable stage, thus educating
constancy and evading grid disruption. A totally market-motivated setup ensuring
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significantly upgraded provisions and infrastructure will help to benefit in this
direction.

Also, the implementation of availability-based tariffs shall contribute to attaining
the objective of transformation of the Indian power sector, thus enhancing the relia-
bility of the power network. It can further augment the grid reliability by a frequency-
based pricing mechanism. This paper focuses on the introduction of deviation settle-
ment and its impact on the Indian electricity grid. It also discusses the various proce-
dures to calculate the deviation charges that can help in minimizing the deviation
charges to be paid by consumer or state utility.

References

1. All India Installed Capacity of Utility Power Stations. https://www.ibef.org/industry/power-
sector-india.aspx

2. https://nrldc.in/guidelines
3. Gupta P, Verma YP (2019) Optimization of deviation settlement charges using residential

demand response under frequency linked pricing environment. IET Gener Transm Distrib
13(12):2362–2371

4. Banerjee A, Banerjee S (2004) Availability based tariff: an economic instrument for grid
discipline. Econ Polit Weekly 39(35):3939–3946

5. Parkash V, Raj Sood Y (2014)Impact of unscheduled interchange pricing in competitive
electricity market. Int J Adv Eng Sci 4(1)

6. http://www.ecodevgroup.com/resources/PageMedia/page45/Reserve%20Power%20Plant.pdf
7. Syadlia H, Abdullaha MP, Faridiansyaha I (2016) An improved load shedding scheduling

strategy for solving power supply defisit. Jurnal Teknologi (Sci Eng) 78(5–7):61–66
8. Gelazanskas L, Gamage AA (2014) Demand side management in smart grid: a review and

proposal for future direction. Sustain Cities Soc 11:22–30
9. Zhong J, Bhattacharya K (2003) Frequency linked pricing as an instrument for frequency

regulation in deregulated electricity markets. In: Proceedings of IEEE PES summer meeting,
Toronto, Ontario, Canada, pp 566–571

10. PujaraA,VilasVG,Bakre SM,MuralidharaV (2017)A novel approach forUI charge reduction
using AMI based load prioritization in smart grid. J Electr Syst Inform Technol 4:338–346

11. CERC REPORT, www.cercind.gov.in.
12. Implementation of Deviation Settlement Mechanism and related matters (Fourth Amendment)

Regulations (2018). https://nrldc.in/wp-content/uploads/2018/12/DSM-flasher_.pd
13. Aggarwal S et al. (2020) Meta heuristic and evolutionary computation: algorithms and appli-

cations. Springer Nature, Berlin, 949 p. https://doi.org/10.1007/978-981-15-7571-6 (ISBN
978-981-15-7571-6)

14. Yadav AK et al. (2020) Soft computing in condition monitoring and diagnostics of electrical
and mechanical systems. Springer Nature, Berlin, 496 p. https://doi.org/10.1007/978-981-15-
1532-3. ISBN 978-981-15-1532-3

15. Gopal et al. (2021) Digital transformation through advances in artificial intelligence and
machine learning. J Intell Fuzzy Syst Pre-press, 1–8. https://doi.org/10.3233/JIFS-189787

16. Fatema N et al. (2021) Intelligent data-analytics for condition monitoring: smart grid appli-
cations. Elsevier, 268 p. ISBN: 978-0-323-85511-2. https://www.sciencedirect.com/book/978
0323855105/intelligent-data-analytics-for-condition-monitoring

17. Smriti S et al (2018) Special issue on intelligent tools and techniques for signals, machines and
automation. J Intell Fuzzy Syst 35(5):4895–4899. https://doi.org/10.3233/JIFS-169773

https://www.ibef.org/industry/power-sector-india.aspx
https://nrldc.in/guidelines
http://www.ecodevgroup.com/resources/PageMedia/page45/Reserve%2520Power%2520Plant.pdf
http://www.cercind.gov.in
https://nrldc.in/wp-content/uploads/2018/12/DSM-flasher_.pd
https://doi.org/10.1007/978-981-15-7571-6
https://doi.org/10.1007/978-981-15-1532-3
https://doi.org/10.3233/JIFS-189787
https://www.sciencedirect.com/book/9780323855105/intelligent-data-analytics-for-condition-monitoring
https://doi.org/10.3233/JIFS-169773


246 B. Koul et al.

18. Jafar A et al. (2021) AI and machine learning paradigms for health monitoring system: intelli-
gent data analytics. SpringerNature, Berlin, 496 p. https://doi.org/10.1007/978-981-33-4412-9.
ISBN 978-981-33-4412-9

19. Sood YR et al. (2019) Applications of artificial intelligence techniques in engineering, vol 1.
Springer Nature, p 643. https://doi.org/10.1007/978-981-13-1819-1. (ISBN 978-981-13-1819-
1)

https://doi.org/10.1007/978-981-33-4412-9
https://doi.org/10.1007/978-981-13-1819-1


Integration of Battery Charging
and Swapping Using Metaheuristics:
A Review

Neha Raj, Manikanta Suri, and K. Deepa

Abstract Electric vehicle (EV) is one of the preferredmodes of transportation due to
less emission of pollutants. The depleted batteries can be refueled by using a battery
charging station (BCS), battery swapping station (BSS), and battery swapping van
(BSV). Earlier, the depleted batteries were replenished using the different battery
charging modes, but due to less flexibility, battery swapping (BS) was preferred over
battery charging (BC). However, battery charging is not completely ruled out as
it causes less damage to the battery and the swapped batteries have to be charged
using battery charging. The forecasting on the arrival of EVs helps the station owner
to serve the customers and in optimizing the various cost(s) associated with BSS.
Metaheuristics help to arrive at the solutions at a faster rate when compared to the
traditional optimization techniques. BSV is the active mode of replenishing energy
which increases the effectiveness and efficiency of the battery swapping process.
Further, a case study is carried out to understand the need to serve the customer for
an unpredicted situation in the service station.

Keywords EV · BCS · BSS · BSV · Forecasting · Metaheuristics

1 Introduction

The depletion of fossil fuels, which is the primary source in the internal combustion
engine (ICE), led to the deployment of EVs. EV is a sustainable solution to reduce
greenhouse emissions as it has a very less carbon footprint. EVs have other bene-
fits such as improvement in local air quality, mitigation of global climate, and oil
conservation. Thus, EV is considered a clean energy vehicle. Many countries such as
India, UK, China, France, and the Netherlands started to reduce ICE vehicles which
primarily consume fossil fuels. EV sales have also increased drastically. The global
sales hit 2 million at the end of 2016, crossed 3million by November 2017, reached 5
million by December 2018, and presently it totaled about 7.5 million units. Thus, the
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attention toward EVs is increasing day by day. Lack of charging points, cost, short
driving range/charge, long charging time, and a short lifetime with fast charging
are the factors that cease the development of EVs. Thus, many countries implement
creative solutions to attract the public toward EVs. Some of these are low parking
rates, low toll fees, and the ease to obtain license plates. However, these are not long-
term solutions for the constraints imposed by EV. BSS is a durable solution that can
increase the growth of EV further. Unlike in BCS where the battery is charged using
ports, in BSS, the EV battery is swapped with a high SOC battery. This will lower
the service time, increase the travel range of vehicles (using high-capacity batteries),
and the SOH of the battery is improved if the depleted batteries are charged using a
slow-charging method [1, 2].

The depleted EV batteries can be refueled by using three methods: battery swap-
ping (4–12 min to serve), battery swapping van, and battery charging. Battery
charging can be further classified into four modes: Mode 1, which is a slow-charging
method (230V, 16A, ACwith 7–15 h to charge);Mode 2, which is a normal charging
method (230 V/440 V, 32 A, AC with 3–8 h to charge); Mode 3, which is a fast-
charging method (230 V, 63 A, AC with 15–30 min to charge); and Mode 4, which
is a super-charging method (fast charging using DC with 8–10 min to charge) [3].
Figure 1 and Table 1 show an overview of EV battery refilling and the key differences
between battery charging and battery swapping, respectively.

From Table 1 it can be inferred that the battery swapping method is more flexible
than the battery chargingmethod. However, it has a few shortcomings. The drawback
of a battery swapping station is its effective battery swapping architecture which can

Fig. 1 Overview of EV battery refilling [4]
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Table 1 Key differences between battery charging and battery swapping [1, 2, 5]

S. no. Basis of difference Battery charging Battery swapping

1 Service time Mode 1: 7–15 h
Mode 2: 3–8 h
Mode 3: 15–30 min
Mode 4: 8–10 min

4–12 min

2 SOH Depends on the method
of charging

Improved if depleted battery is
charged using slow charging

3 Mileage Relatively low High

4 Flexibility to owner of
service station

Does not provide
flexibility

Flexible

5 Integration with
renewables

Relatively tough Easier

6 Virtual power plant BCS does not act as a
virtual power plant

BSS acts as a virtual power
plant

7 Impact on grid Demands more power
from grid

Balances the charging demand

be used for the operation of EV battery swapping stations. Another drawback is
because of the usage of a standardized battery with high energy density and high
mileage, a high recycling ratio has to be met whenever the battery gets swapped in
the swapping station that has flexible battery charging characteristics due to which
it has a smoother load profile in comparison to a fast-charging station (FCS) [4].

Though there is a superiority for BSS over BCS, the BCS is not completely ruled
out. The depleted batteries swapped with high SOC batteries in a BSS have to be
charged for future swapping.ABSSconsists of three parts: (1) aBSS, (2) a standalone
BCS, and (3) a battery stock. A battery stock is a place where a fully charged battery
(FCB) is kept. This acts as a secondary source for a BSS when the BCS is unable
to meet the demands of BSS. Initially, when BSS was introduced into the market,
there were high expectations on it owing to its advantages. But unfortunately, Better
Place was recorded for bankruptcy in Israel in May 2013, Tesla Motor’s battery
swap program had to be kept silent for a while, and the State Grid Corporation of
China (SGCC) battery-swapping network also faced complications. The reason for
this tragedy was the high cost of a BSS. The various costs associated with a BSS are
(1) battery degradation cost, (2) electricity charging cost, and (3) cost associated with
battery stock. Battery degradation cost is the cost paid for the SOH of the battery. It
does not involvemoney transactions, but it is related to the quality of the battery. SOH
is a figure-of-merit of the condition of the battery compared to its ideal conditions.
It is expressed as a percentage. It is tempting for the owner to go for FC and Super-
charging methods of battery charging but he/she has to pay for a reduction in the
SOH of the battery. Electricity charging cost is the cost paid for charging the depleted
batteries. Battery stock cost is the cost afforded for purchasing FCB. Thus, the owner
of BSS has to carefully plan the charging of depleted batteries without much increase
in the costs associated with BSS. To achieve this, he/she should have an account on
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arrivals of EV at BSS prior. Traditional optimization algorithms (OTA) takes more
time to arrive at a solution(s) for the objective functions and the constraints involved
in cost(s) associated with BSS. Metaheuristics alleviate this difficulty by logically
exploring the search space, thus providing the near-optimal solution in less cost and
time.

The energy replenishment techniques for EV discussed until now come under
passive mode. In this mode, the user has to drive till BSS/BCS to get served. He/she
has to wait in the queue to get served in the service station, as it has limited capacity
to hold EVs. The works [6, 7] evaluate the average time spent by a customer in an
FCS using queuing theory. For optimal operation of an FCS, the average time spent
by a customer in the FCS was found to be 34.638 min. Thus, the average waiting
time in the queue will be 4.638 min. For a slow-charging station, the average waiting
time in the system will be far more as it takes nearly 7–15 h to charge an EV using
a slow-charging method. Though BSS can reduce the waiting time in the queue and
the system, the EV users on average have to wait for at least a few minutes before
they get served. This calls for an active mode of energy replenishment for EV. For an
inactive mode of service, the user need not necessarily have to reach the BSS/BCS
to get service, thereby eliminating the chance of the queue. A BSV will improve the
efficiency and effectiveness of the battery-swapping service by reducing the average
waiting time of an EV user to get served [4]. Moreover, artificial intelligence and
machine learning-based are some examples listed in [8–15]. A reader may also refer
to these applications.

The paper is organized as follows: Sect. 2 tells about the different forecasting
methods. Section 3 introduces the different metaheuristic algorithms; Sect. 4 focuses
on BSV, and finally, a case study is given in Sect. 5.

2 Forecasting on the Arrivals of EVs

The forecasting method is used for determining the number of EV batteries that
are needed in the BSS. In this paper, the focus is on two methods for forecasting:
(backpropagation) neural network and token system.

In the BP neural network model, the EV driving pattern is determined based on a
daily pattern for 8 days. The data training in the BP forecasting model is done using
historical forecasting and the data obtained from the study pattern is the number of
EVs used in 24 h. The BP forecasting is done based on the previous day’s study
which was carried out for 24 h. It is observed that the number of batteries that are
swapped is more during the weekends than the weekdays, as more customers travel
through the city and this BSS is situated at the exit tunnels of the city [16].

In the token system, there is a notice issued to the BSS by the customer asking for
battery swapping. Four charging methods are adopted in BSS to charge the batteries.
Two requirements have to be met to minimize the costs incurred in BSS: to maintain
the battery stock and reduce the damage caused due to battery charging methods.
Fast charging is preferred as it takes less duration to charge the battery but it causes
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more damage when compared to normal charging. To avoid this, the slow-charging
method is preferred, so there is a need to predetermine the number of batteries to be
charged using this method to maintain the SOC of the battery [17–19]. Forecasting
the arrival of EVs at BSS helps the owner of the station to schedule FCB for EV
battery swapping and battery charging for depleted batteries, thus building up a
cost-effective BSS.

3 Metaheuristics

For the viable operation of a BSS, it is necessary to optimize the costs associated
with it. There are two ways to approach an optimal solution: (1) using traditional
OTA (optimization algorithm) and (2) using heuristics. Traditional OTA uses two
methods: (1) direct search methods and (2) gradient-based methods. Direct search
methods use function values to arrive at the optimal solution, whereas gradient-based
methods use derivatives of the function to achieve the optimal solution. To prove the
solution to be global, the OT (optimization) problem should be a convexOT problem.
The main disadvantage of traditional OTA was when the derivative of a value in the
search space vanishes, gradient-based methods do not provide a solution, computa-
tion burden is involved in these algorithms, and the time taken to arrive at a solution
is quite high. But most of the time traditional OTA provides the solution. Heuristics
are short-cut methods to approach the optimal solution. These provide good enough
solutions in a limited frame or deadline. The solutions obtained using heuristics may
not be optimum and it will lead to poor decision-making on a limited data set but
the speed at which the solution arrives can cope up with the disadvantages. If the
search space is too large, it is so difficult to apply traditional OTA. Heuristics elimi-
nate this difficulty by evaluating only the subset of feasible solutions, thus the time
taken to arrive at a solution will be faster. The search in heuristic algorithms ends
when an optimum occurs or when the algorithm has undergone a specified number
of iterations. In most cases, the optimum is a local optimum. In the 1980s, a new
generation of metaheuristics was developed which upgraded the quality of heuris-
tics. Metaheuristic algorithms are a form of stochastic-based optimization technique
that is mostly drawn from nature and does not depend on the surface gradient and
so they are independent of the constraints, allowing the solution to escape entrap-
ment at local minima [20]. Metaheuristics are widely applied in combinatorial OT
problems such as travelling salesman problem (TSP). Many authors have used meta-
heuristic algorithms in the optimization of costs associated with BCS and BSS owing
to complexity and nonlinearity associated with objective function and the fastness
involved inmetaheuristic algorithms. Termination occurs inmetaheuristic algorithms
when (1) the number of iterations exceeds the given number, (2) the quality of the
current solution is adequate, (3) the number of iterations since the last best solution
exceeds a specified number, and (4) the neighborhood associated with the current
solution is empty or leads to bad solutions. They are independent of the domain of



252 N. Raj et al.

Table 2 Classification of metaheuristic algorithms [20]

S. no. Categories Examples

1 Evolutionary algorithms GE (genetic algorithm) [21, 17]
DE (differential algorithm) [17, 22]

2 Swarm intelligence PSO (particle swarm optimization) [17, 23–26]
Glowworm algorithm [27]

3 Pheromone/stigmergy ACO (ant colony optimization) [28]

4 Other nature-inspired Bat algorithm, cuckoo algorithm [29]
Artificial bee colony optimization [30]
Shuffled frog leaping algorithm (SFLA) [5, 31]

5 Escape from local minima TS (tabu search) [21, 32]
SA (simulated annealing) [21, 32]

the problem [20]. Table 2 is used to depict the categorization of the various meta-
heuristic algorithms, and the different characteristics of each algorithm are depicted
using Table 3.

4 Battery Swapping Van (BSV)

In the passive mode of replenishing energy, the user has to reach the service station to
get served. Battery charging and battery swapping methods fall under this category
where the EV user needs to travel to BSS/BCS for the service. The user will be
dissatisfied if there is a long queue in the service station and this further ceases the
development of EV. The other disadvantage is that every time the EV user has to
calculate the required SOC such that he/she can reach the service station without any
hurdle in the middle of the journey. Though BSS offers less waiting time in the queue
compared to BCS, if more flexibility is provided to the customers, this will attract
them to buy more EVs and the fellow customers will trade to EV from conventional
ICE. This flexibility is achieved through the active mode of replenishing energy
[7, 19, 33, 34]. BSV falls under this category which eliminates queues, repetitive
checks on the SOC of the battery. BSV converts the passive BSS to active BSS. BSV
will improve the efficiency and effectiveness of battery swapping service, reduces
latency, missing ratios, and range anxiety. BSV will provide fast, convenient, and
flexible BSS service. To understand the architecture of BSV the participants of the
entire system, their functions, relationships, and communications must be known.
Table 4 lists the functions of various participants involved in BSV. Through the BSV
app, the EV user can launch the battery swap request at any time. It is difficult to
serve using a single BSV when all customers launch the request at the same time.
Thus, the area/city under service has to be divided into n regions and according to the
density of EV users in the area, several BSVs should be assigned. If many requests
are coming at the same time from a particular region, there is a need of prioritizing
the appeals. Since the fundamental requirement for EV users is SOC, the users can
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Table 3 Characteristics of each algorithm [32]

Algorithm GE PSO DE

Parameters Population size,
termination criteria
crossover, and
mutation probability
(pc, pm)
Distribution index (ηc)
and (ηm)

Population size,
termination
criteria
Initial weight (w),
acceleration
coefficients
c1 and c2

Population size,
termination criteria (F),
crossover probability (pc)

Selection Survival of the fittest
(μ + λ)

Always accept
new solutions into
the population (μ,
λ)

Greedy

Number of function
evaluations

Np + Np T(maximum) Np + Np T Np + Np T

Generation of new
solutions

Using other solutions Using velocity
vector pbest and
gbest (they are not
a part of the
solution)

Using other solutions (the
best solution is a part of the
population)

Best solution Part of the population Need not be a part
of the solution

Part of the population

Phases/conditions Crossover and
mutation

Velocity and
position update

Mutation and crossover

Applications TSP, vehicle routing,
scheduling

Container terminal
scheduling, data
mining

Transmission expansion
planning (TEP) problem,
selection of genes of DNA
microarray

Algorithm TS SA ACO

Parameters Tabu list (LK), tenure
period (τ),
neighborhood set
(N(xk)), random value
(R), no. of iterations
(N)

Temperature
schedule, inferior
move, no. of
iterations (N),
random value (R)

Pheromone density (τxy),
attractive coefficient (ηxy),
coefficient of vaporization
(ρ), length of arc xy (Lxy)
The algorithm has n nodes
and m arcs

Selection Next search point xk+1
is selected from N(xk)
using R

Next search point
xk+1 is selected if
it satisfies the
strategy

Next node y is selected
from current node x using
probability calculations.
The arc is selected based
on highest probability

Number of function
evaluations

N N –

Best solution From the feasible set
of solutions

From the feasible
set of solutions

The path which has the
least distance

(continued)
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Table 3 (continued)

Algorithm GE PSO DE

Phases/conditions (i) xk+1 should be part
of N(xk)

(ii) xk+1 ∩ Lk = ∅

Accept xk+1 if
F(xk+1) < F(xk)
otherwise
Rk < e−a where, a
= (|F(xk) − F(xk
+ 1)|)/T

Probability calculation:
Pxyk = (τxy1) (ηxy)

where:τ 1
xy =

(1 − ρ)
(
τ 0xy

)(
m∑

k=1
�τ kxy

)

Where, �τ kxy is Amount of
pheromone deposited by

kth ant on arc xy = 1
Lk

Applications Job scheduling
problem, TSP, QAP
(Quadratic
Assignment Problem)

Map coloring
problem, TSP,
time-table
scheduling

TSP, routing vehicles,
protein folding

Table 4 Functions of each participant involving battery swapping process based on BSV [4]

S.
no.

Participant Function(s) of the participant

1 BSV Responsible for battery swapping process

2 EV user Has to send details such as SOC, speed of EV, the direction
of travel through BSV App

3 BSS (i) To provide FCB to battery swapping van
(ii) To satisfy customers reaching BSS

4 BSV App (i) Provides details such as the distribution of BSS, BSV,
real-time battery swapping price to the EV user

(ii) Collecting payments from user
(iii) Location of the user

5 BS management system (i) Releases real-time prices
(ii) Control of BSV app
(iii) Scheduling of BSV/BSS to the user

6 Battery charging facility A secondary source of FCB to BSV

7 EV battery manufacturers Manufactures standard battery for different EV brands

be prioritized based on the SOC of their EV battery. If the SOC is less than 15%,
then the EV is given priority 1 (highest), and if SOC lies between 15 and 20%, then
it is given priority 2; 20–25% of SOC is assigned to priority 3 and greater than 25%
SOC is given priority 4 (least).

Since the app does not impose any constraint on the launch of the request, improb-
able appeals should not be entertained. In such cases, a penalty is issued to the EV
user. If the user provides information about the direction of travel other than SOC, it
is easy to assign a BSV/BSS to the user. There should be communication between
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Table 5 Satisfaction levels for each priority as function of time [4]

Request
priority/satisfaction

Very satisfied Satisfied Acceptable

1 SOC * d/s 2Th 3Th

2 (SOC-15%) * d/s max (SOC * d/s,
15%SOC * d/s + Th)

3Th

3 (SOC-20%) * d/s (SOC-15%) * d/s max (SOC * d/s,
20%SOC * d/s + Th)

4 (SOC-25%) * d/s (SOC-15%) * d/s max (SOC * d/s,
25%SOC * d/s + Th)

different BSVs such that in the case of EV users change in the direction from one
region to another is easily notified [4].

Quality of service (QoS) plays a key role in the system, which is described using
queuingmodels. The satisfaction of the customers, once the battery got swappedwith
a high SOC battery, determines the QoS of the battery swapping process based on
BSV. Both (satisfaction and QoS) are related by direction proportionality. EV users
will be very satisfied if the service is achieved before a change in his/her priority
level. Upon the change in the priority level satisfaction level also decreases. Thus,
the BSmanagement system needs to schedule BSV to the user before the satisfaction
level crosses the acceptance mark. Table 5 shows different satisfaction levels based
on priority. Th is the threshold level which is constant (7.5% d/s < Th < 15% d/s) and
set according to request density [6, 32]. Energy replenishment using BSV increases
the effectiveness and efficiency of the BS process. However, it is difficult to serve
EV users only with BSV due to the randomness of requests and more demand during
peak hours. This calls for the integration of BSS and BSV when the user is served
with BS mode of replenishing energy.

5 Case Study

There are four modes of charging a depleted battery. Mode 1 uses slow charging
and takes around 7–15 h to get charged, thus maintaining the SOH of the battery.
This mode of charging can be used by just plugging the vehicle for charging in his
workplace. It is the cheapest and convenient charging method. Mode 2 is used for
normal charging (3–8 h) and is also known as opportunity charging, as the vehicle
users prefer this charging method when given a chance without much affecting the
SOH of the battery. It is usually found in public places and shopping malls [3].
Figure 2 shows the comparison of average mileage offered by the EV and its refilling
time when it is served using BC and BS methods [1]. Consider N EVs are arriving
at the charging station to get the battery replenished. The service provider finds it
difficult to serve all the EVs at the same time. Based on the SOC, the service is
provided to the EV user.
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Fig. 2 Comparison of average mileage offered by EV and its refilling time when it is served using
BC and BS methods [1, 3]

Case 1:When SOC is between 50 and 80%. Since the SOC lies in the given range,
the battery is refueled at BCS. Mode 3 and Mode 4 are used to charge the batteries
in a few minutes (4–12 min). Mode 3 is fast charging as it takes a few minutes to get
charging but the SOH of the battery gets affected, so it is mostly not preferred by the
user. Mode 4 charging can only happen when a match happens for the battery.

Case 2:When the SOC is <50%. Since the SOC is <50%, the battery is refueled at
BSS and the depleted battery gets swapped with the battery having the highest SOC
present at that time and is done in a fewminutes. In case the user is far away from the
BSS, then the user is served by BSV which would be moving with the fully charged
batteries and the depleted batteries are swapped with fully charged ones.

6 Conclusions

In this paper, the observations made between BS and BC conclude that BS is benefi-
cial to the owner of the station as mentioned in Table 1. The forecasting on the arrival
of EVs proves to be an advantage to the owner in terms of pre-determining the number
of batteries that have to be made available at the station and it also reduces the cost
incurred due to tariff. Optimization techniques are used to determine the number of
FCBs from a battery stock, scheduling of depleted batteries to BCS can prove to be a
complex approach in terms of time. Metaheuristics is a branch of operations research
that helps to obtain solutions at a faster rate. BSV an active mode of replenishing the
energy is used to serve the customers who are far away from the station and reduces
the waiting time for the users. The case study provides an insight on all the three
energy refueling methods and it can be inferred that when the customer is near the
station, the customer will be provided with service from BCS or BSS based on the
SOC of the battery, and when the user is far from the station, BSV can be used to
serve the customer.



Integration of Battery Charging and Swapping … 257

References

1. Ban M et al (2019) Battery swapping: an aggressive approach to transportation electrification.
IEEE Electr Mag 7:44–54

2. XuQ et al (2017) Optimal operation of battery swapping-charging systems considering quality-
of-service constraints. In: IEEE PES general meeting, Chicago, pp 1–5

3. Mude KN (2018) Battery charging method for electric vehicles: fromwired to on-road wireless
charging. Chin J Electr Eng 4:1–15

4. Shao S, Guo S, Qiu X (2017) A mobile battery swapping service for electric vehicles based on
a battery swapping van. Energies

5. Battapothula G et al (2019) Multi-objective optimal scheduling of electric vehicle batteries in
battery swapping station. In: IEEE PES innovative smart grid Technologies, Europe, pp 1–5

6. Suri M, Raj N, Deepa K, Jayan S (2020) Application of aspiration level model in determining
QoS for an EV battery charging station. In: International conference on smart technologies in
computing, electrical and electronics. IEEE, pp 1–7

7. Thiruvonasundari D, Deepa K (2020) Electric vehicle battery modelling methods based on
state of charge—review. J Green Eng 10(1):24–61

8. Aggarwal S et al.(2020) Meta heuristic and evolutionary computation: algorithms and applica-
tions. Springer Nature, Berlin, p 949. ISBN 978-981-15-7571-6. https://doi.org/10.1007/978-
981-15-7571-6

9. Yadav AK et al (2020) Soft computing in condition monitoring and diagnostics of electrical
and mechanical systems. Springer Nature, Berlin, p 496. ISBN 978-981-15-1532-3. https://
doi.org/10.1007/978-981-15-1532-3

10. Gopal et al (2021)Digital transformation through advances in artificial intelligence andmachine
learning. J Intell Fuzzy Syst 1–8. Pre-press. https://doi.org/10.3233/JIFS-189787

11. Fatema N et al (2021) Intelligent data-analytics for condition monitoring: smart grid applica-
tions. Elsevier, Amsterdam, p 268. ISBN 978-0-323-85511-2. https://www.sciencedirect.com/
book/9780323855105/intelligent-data-analytics-for-condition-monitoring

12. Smriti S et al (2018) Special issue on intelligent tools and techniques for signals, machines and
automation. J Intell Fuzzy Syst 35(5):4895–4899. https://doi.org/10.3233/JIFS-169773

13. JafarAet al (2021)AI andmachine learning paradigms for healthmonitoring system: intelligent
data analytics. Springer Nature, Berlin, p 496. ISBN 978-981-33-4412-9. https://doi.org/10.
1007/978-981-33-4412-9

14. Sood YR et al (2019) Applications of artificial intelligence techniques in engineering. vol 1.
Springer Nature, Basingstoke, p 643. ISBN 978-981-13-1819-1. https://doi.org/10.1007/978-
981-13-1819-1

15. Iqbal A et al (2021) Chapter 10—intelligent data analytics for battery health forecasting
using semi-supervised and unsupervised extreme learning machines. Intelligent data-analytics
for condition monitoring, Academic Press, Cambridge, pp 215–241. ISBN 9780323855105.
https://doi.org/10.1016/B978-0-323-85510-5.00010-7

16. Dai Q et al (2014) Stochastic modeling and forecasting of load demand for electric bus battery-
swap station. IEEE Trans Power Deliv 29:1909–1917

17. Wu H et al (2017) A charging-scheme decision model for electric vehicle battery swapping
station using varied population evolutionary algorithms. Appl Soft Comput J

18. SaxenaA,DeepaK (2020) Power quality analysis for electric vehicle charging and itsmitigation
strategies. Test Eng Manag 5409–5418

19. Sasikumar S, Deepa K (2018) LCL topology based single stage boost rectifier topology for
wireless EV charging. J Green Eng 8(8):573–596

20. Wong W et al (2019) A review on metaheuristic algorithms: recent trends, benchmarking and
applications. In: International conference on smart computing and communication, Sarawak,
pp 1–5

21. Agrawal AP et al (2014) A comparative analysis of memory using and memory less algo-
rithms for quadratic assignment problem. In: 5th international conference-confluence the next
generation information technology, pp 815–820

https://doi.org/10.1007/978-981-15-7571-6
https://doi.org/10.1007/978-981-15-1532-3
https://doi.org/10.3233/JIFS-189787
https://www.sciencedirect.com/book/9780323855105/intelligent-data-analytics-for-condition-monitoring
https://doi.org/10.3233/JIFS-169773
https://doi.org/10.1007/978-981-33-4412-9
https://doi.org/10.1007/978-981-13-1819-1
https://doi.org/10.1016/B978-0-323-85510-5.00010-7


258 N. Raj et al.

22. Storm R et al (1997) Differential evolution—a simple & efficient heuristic for global
optimization over continuous spaces. J Glob Optim 11(4):341–359

23. Sun J, Lai CH, Wu XJ (2012) Particle swarm optimization. CRC Press, Boca Raton
24. Mendes R, Kennedy J, Neves J (2004) The fully informed particle swarm: simpler, maybe

better. IEEE Trans Evol Comput 8(3):204–210
25. Hu M, Wu T, Weir JD (2012) An adaptive particle swarm optimization with multiple adaptive

methods. IEEE Trans Evol Comput 17(5):705–720
26. Zhan ZH et al (2009) Adaptive particle swarm optimization. IEEE Trans Syst Man Cybern B

Cybern 39(6):1362–1381
27. Kaipa KN et al (2009) Glowworm swarm optimisation: a new method for optimizing multi-

modal functions. Int J Comput Intell Studies 1:93–119
28. Dorigo M, Birattari M, Stutzle T (2006) Ant colony optimization. IEEE Comput Intell Mag

1(4):28–39
29. Yang XS, Deb S (2009) Cuckoo search via Lévy flights. In: World congress on nature and

biologically inspired computing, IEEE Publications, pp 210–214
30. Karaboga D, Basturk B (2007) Artificial Bee Colony (ABC) optimization algorithm for solving

constrained optimization problems. In: Foundations of fuzzy logic and soft computing. LNCS,
vol 4529. Springer, Berlin, Heidelberg

31. Eusuff M et al (2006) Shuffled frog-leaping algorithm: a memetic meta-heuristic for discrete
optimization. Eng Optim 129–154

32. Hamdy AT (2011) Operations research. 9th edn. Pearson publication, London
33. Thiruvonasundari D, Deepa K (2020) Active cell balancing for electric vehicle battery

management system. Int J Power Electron Drive Syst 571–579
34. Zhang T et al (2018) A Monte Carlo simulation approach to evaluate service of EV charging

& battery swapping stations. IEEE Trans Ind Inform 14(9):3914–3923



A Study of iOS Machine Learning
and Artificial Intelligence Frameworks
and Libraries for Cotton Plant Disease
Detection

Sandeep Kumar, Rajeev Ratan, and J. V. Desai

Abstract Identifying plant disease from leave images using machine learning and
artificial intelligence algorithm is a recent trending research area in the technology
and agriculture domain. It will fill the gap between hi-tech technology and the old
traditional way of doing agriculture. This paper outlines a study of different iOS
mobile machine learning and artificial framework and libraries which can be used
in plant disease detection in agriculture. This paper also discusses the efficient use
of these libraries in the iOS mobile app for better results. Many iOS ML and AI
libraries have been studied which can be used directly in the iOS app with offline
support, which means without interacting with the server and python language. The
main criteria for selecting these libraries are mainly using the libraries directly in
the iOS app using either Swift or Objective-C programming language. This will
remove the dependency on server-side implementation and the needs of the python
programming language. This study is used in designing the architecture of the iOS
app for plant leaf disease detection and cotton plant disease classification.

Keywords iOS ·Machine learning · Artificial intelligence · Cotton leaf · Disease
detection · Offline iOS app · CreateML · Apple · Tensor flow · Swift for
TensorFlow · Classification

1 Introduction

In India, we are still dependent on agriculture. Nearly 70% of the Indian population
relies on agriculture [1, 2]. In rural India, the main source of income for people is
farming. Almost, three main crops are taken by the farmers in a season based on the
regional crops. Cotton is one of the most commercial crops in India where farmers
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get good capital. Different species of cotton is used in India at different parts of the
country at different time. In northern India, the cotton crop is mainly done fromApril
to November month, while on the southern side of India, the cotton crop is done in
the winter season.

Four main species of cotton are used in India. These are Gossypium arboreum, G.
herbaceum, G. hirsutum, andG. barbadense. TheG. hirsutum is the dominant species
that contribute to 90%of total cotton harvesting. Even cotton is one of the commercial
crops, but disease plays a crucial role in the production of cotton and impacts the
income of the farmer. The cotton crops very easily get affected by the diseases.
Many times, the farmers take these diseases casually or face issues to identify the
disease, which leads to crop damage and loss of money. Every disease has a different
diagnosis technique to overcome disease. As of now, there is no technical handy
way available for farmers through which they can identify the disease and farmers
still depend on the manual way of disease identification or they rely on their own
experience which sometimes leads to wrong disease identification, and wrong way
of diagnosis again leads to more damage to the crops and loss of more money. Each
disease has a different period to affect the plant and farmers need to keep checking
the crop from infection. This way of identifying the diseases is a very lengthy process
and requires some care while selecting the pesticide.

Keeping all these scenarios in mind, there is a need for some automatic disease
detection systemswhichwill help farmers andmake their life easy. If this can be done
by using the mobile app without internet dependency it would give a huge advantage
to the farmers. Nowadays, everyone in the family has a smartphone that will be used
for disease identification. This paper gives an overviewof the iOSmobile app libraries
and frameworks which can be used in cotton leaf disease detection using the iOS
app. These libraries will be used for disease classification and detecting the disease
from the camera-captured image from the real field, which would help farmers to
instantly identify the disease and give the recommended diagnosis pesticide also.

The success of this system will depend on how much precision the system works
on the image classification and ML techniques. The huge real image data sets will
be required. The significance of this paper is important as it helps in identifying the
correct ML and latest libraries that can be used easily in the iOS app. Many iOS
open-source libraries have been studied which are available for use. Also listed are
some of the best libraries based on the direct use of the ML model in the iOS app.
Technology is changing every year and each time there will be more sophisticated
and efficient libraries available. In this paper, the regular updates of libraries based
on the latest changes and brand of libraries are also kept in consideration. This paper
also presented the usage of these libraries for better results of cotton leave disease
detection. Moreover, the reader may refer to [3–13] for better understanding and
implementation of different AI and ML approaches in a simple way.



A Study of iOS Machine Learning and Artificial Intelligence Frameworks … 261

2 Related Works

Shah et al. [14] have examined the identification and classification of rice diseases.
The paper outlines the rice disease types and their root cause. The paper also displays
the identification and measurement operations of image processing in the identi-
fication of disease. A comparative study of different segmentation techniques is
presented. The paper displays the analysis of machine learning operations applied in
rice disease identification.

Shinde andKulkarni [15] outlined the predictionmodel using the sensors to collect
the field data and then implement the algorithm for disease detection. The alert system
also reviews the notification systemwhich alerts the farmers of the unusual condition.
The study reviews the IoT and machine learning (ML) techniques that are used in
the system.

Shirahatti et al. [16] surveyed the different types of machine learning (ML) tech-
niques that are used in plant disease identification. The paper presented the compar-
ative study of different types of techniques with their advantages and disadvantages.
These machine learning (ML) methods will help the system in identifying diseases
that happened on plants by processing the images and the systemwill send the disease
information to the farmers.

Shruthi et al. [17] outlined the different stages of plant disease identification
system and systematic observation study on machine learning (ML) classification
techniques for the detection of plant disease. As per the survey, it perceives that the
convolutional neural network (CNN) has high accuracy and identifies more diseases
of multiple crops.

Asokan and Anitha [18] present a detailed analysis of different image processing
techniques for analyzing satellite images. Some popular machine learning-based
image processing techniques are presented with a detailed review. Also, a detailed
comparison of various techniques along with limitations is performed.

3 Cotton Leaf Diseases

There are four harvesting species of cotton, viz., Gossypium arboreum, G.
herbaceum, G. hirsutum, and G. barbadense. 90% of total production is contributed
to theG. hirsutum species. The following seven types of diseases are known in cotton.

3.1 Bacterial Blight

Bacterial blight [19], also known as angular leaf spot, is caused by the bacterium,
Xanthomonas citri PV. malvacearum. Bacterial blight starts as small, water-soaked
spots on leaves.
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3.2 Fungal Leaf Spots

These are purple circular color spots or ring type in shape. These are of Alternaria
leaf spot, and the disease caused by phytopathogenic fungi utilizes different mecha-
nisms like synthesis and liberation of cell wall degrading hydrolytic enzymes, toxin
production, and synthesis of metabolites which do against the normal growth.

3.3 Grey Mildew

The disease causes premature defoliation and immature bolls in many susceptible
genotypes. Irregular to angular pale spot develops on the bottom surface, usually
wrapped by veinlets.

3.4 Boll Rot

This is an intricate disease caused by several fungal pathogens like Fusarium monil-
iforme, Colletotrichum capsici, Aspergillus flavus, A. niger, Rhizopus nigricans,
Nematospora nagpuri, and Botryodiplodia sp.

3.5 Root Rot

The disease indication starts at the time when the plant becomes mature. The most
important is that the symptoms are quick and patches on the plant appear quickly.
The leaves start dying suddenly within few days.

3.6 Leaf Curl

The disease is caused by the CLCuD (cotton leaf curl disease)—begomoviruses are
upward or downward leaf curling, vein-thickening, and foliar discoloration. When
the leaves are infected in the early stages, the shortened internodes are commonly
observed, and the plants have a stunted appearance.
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Table 1 Category of cotton
diseases

Scientific name Disease name Affected area

Xanthomonas citri pv.
malvacearum

Bacterial blight Leaves, lesion ball

Alternaria alternata Fungal leaf spots Leaf

Ramularia
gossypii/Cercosporella
gossypii

Grey Mildew Leaf

Fusarium moniliforme Boll rot Boll

Rhizoctonia solani Root rot Boll

Cotton leaf curl virus Leaf curl Leaf

anthocyanosis Leaf reddening Leaf

3.7 Leaf Reddening

The leaf color is identifiedbypigment content and concentration.Generally, pigments
are present in cotton leaves that include chlorophylls, carotenoids, tannins, and antho-
cyanins. The different disease categories with scientific names and affected areas are
explained in Table 1.

4 Methodology—Usage of Libraries

Every library/framework will have a set of characteristics in terms of usage. Below
are the details about the integration and usage of each library/framework.

4.1 CoreML

This is the iOS native framework by Apple Inc. The CoreML [20] is used to integrate
MLmodels into the iOS app. TheCoreML feature provides a complete representation
of all types of models which can be used in making the prediction, and to train,
optimize the models on iOS devices.

The high-level design of the CoreML in the iOS app is shown in Fig. 1. The
different layers of artificial intelligence networks are described in Fig. 1.

TheCoreMLuses theCPU,GPUwhile optimizing the on-device performance and
minimizing thememory and power usages. The requirement of a network connection
is omitted when the model runs on iOS devices. The data on iOS devices are securely
stored.

CoreML Supports:

• Images analysis, i.e., vision
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Fig. 1 A high-level overview of CoreML in iOS

• The processing of the text, i.e., natural language
• Converting the audio file into text, i.e., speech
• Sound analysis for sound identification in an audio file.

4.1.1 Usage of the Framework for Plant Diseases Detection

Every library/framework will have a set of characteristics in terms of usage. Below
are the details about the integration and usage of each library/framework.

CoreML Request

The instance of VNCoreMLRequest can be created using the model class. CoreML
supported model can be created using the CreateML [21] mac application.

The core model instance is created using the VNCoreMLModel class by passing
the model name.

Now, once the model instance is created, the CoreML request instance is created
by using the VNCoreMLRequest class and passing the model name as an argument.
Once, the code ML request instance is created then another property of the instance
is set like cropAndScaleOption, etc.

The completion handler call-back is set to catch the response of the request and
to further process the request.
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Run the Vision Request

An instance of VNImageRequestHandler will be created with an image to be
processed. This method will run synchronously by using a background dispatch
queue while requests execute to avoid the main queue gets blocked.

The DispatchQueue.global GCD function is used to run the code asynchronously.
Now,with the handler instance, the ‘perform’ function is calledwhichwill operate.

The operation will run in the try block, and the error is also caught as part of the
error handling process.

Handle Image Classification Result

The completion handler will handle the result either succeeded or error.
The result of the request is processed further to display the result. The operation

will be performed in an asynchronous GCD block. The array of the result is fetched
using the ‘results’ property in the request.

The ‘result’ will always give ‘VNClassificationObservation’ object which is
specified by the CoreML model.

So, using image classification, the sets of healthy and disease images will be used
to create the model, and based on the confidence of the model the image result will
be shown.

4.2 Swift for TensorFlow

Swift for TensorFlow is an ML platform that supports the Swift language. Using
this library, the python modules can be imported in Swift and can call the python
functions, and the values between python and Swift can also be converted.

4.2.1 Integration of TensorFlow in iOS Project

The different ways of TensorFlow code integration into the iOS project are described
in [22].

4.2.2 Import Python Module

The python model is imported into the iOS project by checking availability using the
‘if’ pragma.

#if canImport(PythonKit)
If this is successful then using the ‘import’ keyword, the model is imported.
import PythonKit
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If PythonKit is not available then in the ‘else’ case simply import the Python
module.

import Python
In Swift, ‘PythonObject’ gives the reference of a python library object. All APIs

related to the python library will use and also return the ‘PythonObject’ instance.
Usage example:
let nmpy = Python.import(“numpy”)
NSLog(nmpy)
let someZeros = nmpy.ones([3, 2])
NSLog(someZeros)

4.2.3 Create a Model

import TensorFlow

let hiddenSizeCount: Int = 20
struct Model_NAME: Layer {

var swiftLayer1 = Dense<Float>(inputSize: 8, outputSize: hiddenSizeCount, 
activation: relu)
var swiftLayer2 = Dense<Float>(inputSize: hiddenSizeCount, outputSize: 
hiddenSizeCount, activation: relu)
var swiftLayer3 = Dense<Float>(inputSize: hiddenSizeCount, outputSize: 6) 

@differentiable
func callAsAFunction(_ input: Tensor<Float>) -> Tensor<Float> {

return input.sequenced(through: swiftLayer1, swiftLayer2, swiftLayer3)
} 

} 

var modelObject = Model_NAME()

The above is a flow of how to create themodel, and the parameters of actual model
creation will vary and depend on the requirement.

Now, the trainedmodel canmake somepredictions.The accuracy andperformance
of the model can be checked with the test data set. An optimizer like SGD is used to
optimize the model to overcome the underfit and overfit problems.

4.2.4 Optimizer

To minimize the loss function, the optimizer will apply the computed gradient to the
model variable. The loss function is like a curved surface and by walking around, it
finds the lowest point. By iterating, it calculates the loss function and gradient for
each batch, and it will adjust the model during training. Over time, to minimize the
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loss, the best combination of the model’s weight and bias can be obtained. For the
best model prediction, the loss should be minimum.

During the training, the Swift for TensorFlow has many optimization techniques.
The stochastic gradient descent (SGD) algorithm will be implemented by the SGD
optimizer.

The learning rate sets the step size to take for each iteration down the hill. This is
a hyperparameter that will commonly adjust to achieve better results.

let optimizer1 = SGD(for: modelObject, learningRate: 0.03) 

let (loss1, grads) = valueWithGradient(at: modelObject) { modelObject ->
Tensor<Float> in

let logits1 = model(firstTrainFeatures1) 
return softmaxCrossEntropy(logits: logits1, labels: firstTrainLabels1) 

} 

optimizer1.update(&modelObject, along: grads)

let logitsAfterOneStep1 = model(firstTrainFeatures1) 
let lossAfterOneStep1 = softmaxCrossEntropy(logits: logitsAfterOneStep1, labels: 
firstTrainLabels1) 

4.2.5 Train the Model

• Importing and parsing the data set
• Model type selection
• Model training
• Evaluation of the model’s effectiveness
• For prediction, use the trained model.

For plant disease detection, the sets of images are used to classify healthy and
unhealthy leaves. The disease name labeled images set can be used to identify the
diseases.

5 Result

In recent years, a lot of development and research has been done in machine learning
and the artificial domain. The earlier studies are mostly focused on the backend side
where the server is involved and python programming, which requires specialized
programming skills. If someone not a python or backend programmer, then it was
difficult to work on machine learning and artificial algorithm. If still, someone wants
to learn machine learning and artificial intelligence algorithm, then that person needs
to learn the special programming language.
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Table 2 Comparison of both the libraries/framework

Name Advantage Disadvantage

Core ML • Easy to use and integrate
• Less code integration
• No dependency on other
open-source code/library

• Continuous maintenance by
Apple

• Easy to use the model
• Optimized for iOS
• High performance and accuracy

• Requires iOS-specific skills
• Requires MacBook or iMac for
model creation

Swift for TensorFlow • A lot of option in the library to
use

• Latest AI algorithm available
• Compatible for Swift and python
• Easy to integrate with iOS using
Swift language

• High performance and accuracy
• Manage by Google and updated
with latest algorithms

• Need to understand the libraries
and their functions

• Need to learn function call and
knowledge about other libraries
like pandas, NumPy, etc.

Now, the usage of mobile and mobile app is increasing day by day. So, it is more
realistic or demand for time to make machine learning and artificial intelligence
algorithm cross-platform and compatible with other programming languages also.

For this paper, the two main libraries/frameworks are presented, which can be
used for plant disease detection using image classification or object detection tech-
niques. These two libraries/frameworks are more popular and up to date with the
latest development. Also, it is easy to integrate into the iOS project with Swift as
a programming language. These libraries are a complete package to achieve plant
disease detection. The performance and accuracy of these libraries/frameworks are
also high. Table 2 shows the insights into the advantages and disadvantages of both
frameworks.

For plant disease detection, the sets of images are used to classify healthy and
unhealthy leaves. The disease name labeled images set can be used to identify the
diseases.

6 Conclusion

In this paper, the two main libraries/frameworks are presented, which are
highly recommended to use in the iOS app for plant disease detection. These
libraries/frameworks are a complete package to integrate into the iOS project which
can accomplish the task of image classification which is used in plant disease detec-
tion. The choice of usage of these libraries/frameworks is also dependent on the
programming skills and technical background of the scholar.
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However, further work can be carried out in those libraries which have a high
popularity and are constantly maintained. Every year there is a new development or
enhancement in machine learning algorithms. The algorithm gets enhanced with the
latest trend. So, there is always a possibility of better frameworks/libraries that will
be available to use.
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Effect of Loss Functions on Language
Models in Question Answering-Based
Generative Chat-Bots

P. Hemant, Pramod Kumar, and C. R. Nirmala

Abstract Question answering mechanism plays a pivotal role in helping genera-
tive chat-bots provide accurate answers to the questions asked by the questioner.
Language models are an integral part of question/answer mechanisms where they
answer two things, namely classifying the question correctly and also help provide
the most suitable answer for the question asked. This paper takes into account the
effect of various loss functions on the answer-predicting capability of a language
model. Various loss functions were implemented like cross-entropy loss, negative
log-likelihood loss, cosine embedding loss, and Kullback–Leibler divergence loss
and found that there is a significant impact due to selection of loss functions on
accuracy. Based on the research and implementation in this paper, it is found that
choosing the multi-label cross-entropy loss for all the general question answering
problems has a 0.5–1% raise.

Keywords Loss functions · Language models · Deep learning

1 Introduction

Language models [1] help us to predict the next set of words that need to come
up in the contextual part of natural language. Now the sequence of words is the
most important aspect when discussing the context. Language models present a way
in which the system/architecture provides the probability of occurrence of a series
of words P(wi, …, wT ) given a word wi. While working on the identification of
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words, the position of the word in the entire document plays a very important role
in delivering the required context. In various language translation mechanisms, they
mainly identify the most possible words that would fit the context, for example: “I
have”, “I did”, “I am” and based on that the scoring of the sequence of translation
happens.While considering the bi-grams or tri-grams [2] the usage of counting theory
is used for finding the probability of occurrence of two words together or two words
with one word is calculated. Formulae for the same is:

Pr(w1|w2 ) = count(w1,w2)

count(w1)
(1)

Pr(w3|w2,w1 ) = count(w1,w2,w3)

count(w1,w2)
(2)

In the above equations, the contextual understanding is not captured and the
subsequent word is decided only based on the previous w words. Let us take a simple
example of comparing two different books that talk about philosophy, like Plato,
The Last Days of Socrates, and Boethius. If we are in a conversation part where it’s
written “Both the books have a considerable difference in terms of the core concept”.
Now in this, the system does not have the contextual reference of the said books.
Eqs. 1 and 2 considerably fail at this point.

N-gram-based language models have various drawbacks:

1. Huge computational overhead [3] due to the inclusion of n words at the same
time. More the words, better the accuracy.

2. The n-grammodel typically works on a sparse matrix principle and those words
which are not available in the list give out zero probability when encountered
in a real-life scenario.

In paper [4], by a neural probabilistic language model, the author showcases the
creation of a cost function that takes into account the context of words. Recurrent
neural networks make a frame to consider the entire sequence of words. Each hidden
layer has a subsequent set of neurons that perform linear calculations on its inputs,
and later a nonlinear valuation is used in terms of tan(h). Once the output is acquired,
it goes in as an input to the hidden layer with the corresponding word vector xt ,
to produce ‘y’. Moreover, several advanced-level examples are mentioned in Refs.
[12–22].

1.1 Loss Functions

While dealing with supervised machine learning algorithms, we limit the error for
every preparation model during the training cycle. We use various optimization
strategies like the gradient to do that. These errors originate from the loss function.
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Deep learning neural systems are prepared with the stochastic gradient descent
algorithm. The loss function is also called the error function sometimes.

Loss functions are used by machines to learn. This technique assesses how nicely
explicit calculation models will achieve on certain information. In the event that
forecasts strays away a lot from actual outcomes (outliers), the loss function would
be huge. So, we use some optimization functions, by which the loss function learns
to reduce the error in predictions.

The cost function or a loss function’s main objective is to reduce the error and the
calculation of the loss function is said to be actual “loss”.

1.2 Types of Loss Functions

Loss functions are mainly classified as regression loss [5] and classification loss [6].
In regression, we predict a value based on the given input; for example, given the
level and position of a person in a company the model has to predict the salary of
that person, where in classification the model has to predict the output from a finite
set of categories.

Regression losses are as follows:

1. Mean Square Error (MSE) [7]

It is the mean of the squared difference between the predicted value and real obser-
vations. The values are squared so that positive and negative ones should not cancel
each other. MSE is the most preferred for regression tasks. It is differential which
makes it optimized better. Since it squares the difference of predicted and actual
values, it penalizes even a minor error that may lead to over-estimation of how bad
the model performs. It is preferred as the loss function for the data whose distribution
is Gaussian. MSE is also called L2 loss and quadratic loss.

Formula to calculate MSE:

MSE =
(
1

n

) n∑
i=1

(yi − xi )
2 (3)

Here
yi = Predicted value xi = Real value
xi = Real value
n = Number of predictions.

2. Mean absolute error (MAE) [8]

It is the average of the difference between the absolute predicted value and absolute
actual value.MAE is also called L1 loss.WhileMSE squares the difference butMAE
does not, which makes MAEmore robust to outliers. Moreover, MAE requires some
complicated tools for calculating the gradients. Following is the formula for MAE:
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MAE =
(
1

n

) n∑
i=1

|yi − xi | (4)

Here
yi = Predicted value
xi = Actual value
n = Number of predictions.

2 Classification Loss

1. Binary Classification Problem

This is a problem where we need to classify the given examples into one class or the
other. Binary means two classes. The issue is anticipating the probability of a model
belonging to class one or class two.

(a) Binary Cross-Entropy [9]

Entropy is used to indicate some kind of disorder or uncertainty. The probability
distribution of P(X) is generated for a random variable(X): The –ve sign makes the
overall equation positive. The greater the entropy, the greater is the uncertainty. For
binary classification problems, we use cross-entropy as the default loss function.
Cross-entropy will figure a score that sums up the average difference between the
actual and anticipated probability distributions for class 1. The score is limited and
an ideal cross-entropy esteem is 0. Cross-entropy can be determined in Keras by
indicating ‘binary cross entropy’ when we compile the model.

S =
{
−

∫
p(x) · log p(x) · dx, if x is continuous −

∑
x

p(x) · log p(x), if x is discrete

(b) Hinge Loss [10]

The hinge loss function is used as a substitute for binary cross-entropy on support
vectormachines (SVM). Its target set is {−1, 1}. In the hinge loss function, the exam-
ples are set to the proper sign, proposing more error whenever it finds a discrepancy
in the sign amid the real and predicted class values. Sometimes the performance level
of the hinge loss function is better than cross-entropy. But it is not always the same
case.

Hinge in the compile function is used to specify the hinge loss. The mathematical
formulation is
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Loss =
⎛
⎝∑

j �=yi

max
(
0, s j − syi + 1

)⎞⎠ (6)

The hinge loss detects an inappropriate prediction as well as the predictions that
are not sure or might be wrong.

Output layer configuration: hyperbolic tangent activation function.

(c) Squared Hinge Loss [11]

This is an extension of the hinge function. It just computes the square of the score
hinge loss. It also brings a certain type of smoothness to the curve of the error function
and thus it becomes easy to work on numerical data. Whichever hinge loss method
gives better performance on a given binary classification problem, it will probably
work on squared hinge loss as well. Its target is set to {−1, 1} and squared hinge
in the compile () function is used to specify the square hinge loss. r Output layer
configuration: hyperbolic tangent activation.

2. Multi-Class Classification Loss Problem

This is a problemwherewe need to categorize the given examples into two ormore
classes. Multi-class means two or more optional classes. The issue is surrounded by
foreseeing the probability of a model having a place with each class.

The output layer configuration is defined by one node per class by activating SoftMax.
Loss function: Cross-entropy, also called logarithmic loss.

(a) Multi-Class Cross-Entropy Loss [12]

Cross-entropy which is used for multiple classes is called multi-class cross-entropy,
and this is nothing but the generalization of the binary cross-entropy. It is suggested
to use where there is a set of classes that are assigned with unique integer values.

(b) Sparse Multi-class Cross-Entropy Loss [13]

Sparse multi-class cross-entropy is used in keras for multi-class classification. It is
similar to cross-entropy but here there is no need for one-hot encoding in the data.
In cross-entropy, it becomes difficult to perform calculations after applying one-hot
encoding in classification problems. Suppose, for example, predicting words in any
document may have a minimum of hundred categories. However, it is necessary to
perform one-hot encoding to that which forms thousands of zero values to those
hundred categories. This unnecessarily consumes a lot of memory and it becomes
difficult to apply cross-entropy. So in these cases, sparse multi-class loss is applied.

(c) Kullback Leibler Divergence Loss [14]

Divergencemeans different fromeachother andKLdivergence is basically calculated
to identifywhether there is any difference in distributions or not. If theKL divergence
value is zero then there is no difference in distributions and they are identical
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DKL(P‖Q) =
⎧⎨
⎩

−∑
P(x) · log Q(x)

P(x) = ∑
x
P(x) · log P(x)

Q(x)

− ∫
P(x) · log Q(x)

P(x) , dx = ∫
P(x) · log P(x)

Q(x) · dx
(7)

Here we have to note that the divergence function is asymmetric, and sowe cannot
use KL divergence for the distance matrix.

DKL(P‖Q) �= DKL(Q‖P) (8)

In simple terms,P is the right probability distribution of target variables in consid-
eration with input features and Q is an approximate distribution. Minimizing the
forwardKL-DKL(P ||Q) is used for supervised learning andminimizing the backward
KL-DKL(Q || P) is used for reinforcement learning.

3 Result of Loss Function with Reference to Language
Models

Table 1 shows the EM and F1 scores calculated on the benchmark.
SQUAD 2.0 dataset on various language models and pre-trained models.
Here we have evaluated all the loss functions on standard parameters provided

below.

Table 1 Exact match and F1 scores for various language models and corresponding loss functions

Model configurations and loss function Accuracy (in EM) Accuracy (in F1)

Albert base-Multiclass Cross Entropy Loss 70.58 72.79

Albert base-BCE with Logits 70.58 72.84

Roberta_base-MulticlassCrosseEntropyLoss 65.14 68.30

Roberta_base-Margin Ranking Loss 64.96 68.12

Roberta_base-SmoothL1Loss 64.81 67.84

Roberta_base-SoftMarginLoss 64.56 67.77

Roberta_base-Hinge Embedding Loss 64.33 67.51

Roberta_base-Poisson NLL Loss 64.12 67.30

Roberta_base-BCE Loss 64.10 67.34

Roberta_base-BCE with Logits 63.23 66.09

Distillbert-uncased-MulticlassCrossEntropyLoss 54.94 57.97

Distillbert-uncased-PoissonNLLLoss 52.88 56.30

Distillbert-uncased-KLDivLoss 52.88 56.30

Bert base uncased-CosineEmbeddingLoss 52.81 55.67

Bert_base_uncased-MulticlassCrosseEntropyLoss 50.90 53.73
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• Learning Rate: 1.5e−5
• Number of Epochs: 2
• Maximum Sequence Length: 384
• Doc Stride: 128
• Training Batch Size: 24
• Gradient Steps: 6
• Multiprocessing: True—16 Cores
• ADAM Optimizer Epsilon: 1e−5.

LMs aremostly evaluated on less number of EPOCHs as they are computationally
expensive.

PP = 2H̃r where H̃r = − 1

T
log2 p(w1, . . . ,wT )

where {w1, …, wT} is our development data which provides the distribution q(·) in
the formulae for multi-class cross-entropy (Fig. 1)

H̃ = −
∑
x

q(x) log p(x)

and p(·) is probability estimation on the training set.
Interpretations:

Fig. 1 EM and F1 versus multiple loss functions and language models
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• Entropy rate: When the entropy rate is lower in number the estimation of the next
word or sentence becomes easier, ruling out other options.

• Average branching factor: In uniform distribution for a larger vocabulary size V,
then entropy is log2 V, and perplexity is V.

• Maximum likelihood criterion: Reducing H˜ r is similar to increasing log-
likelihood and is a regularly used model selection way.

Caution: Using perplexity makes us realize that it is an average used for each
word or words. In some cases, it is easier to find the next set of words.

4 Conclusion

We can clearly see that the multi-class cross-entropy outperforms all the other losses
due to the sole reason of it working on classification works as it uses the activation
functions in the final output layer for modeling the probability values like sigmoid or
softmax for distributions. The fundamental intuitiveness is to use entropy which is an
information content when serving probabilities. It has great properties for sigmoid
functions, as the question/answering mechanism uses the sigmoid paradigm. The
current accuracy numbers are high on the development set.
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Shunt Active Power Filter Based
on Synchronous Reference Frame
Theory Connected to SPV for Power
Quality Enrichment

Dinanath Prasad, Narendra Kumar, and Rakhi Sharma

Abstract As the use of non-linear loads and power electronics (PE) devices are
increasing in recent years, the total harmonic distortions and the power quality prob-
lems were increased tremendously. Shunt active power filters (SAPF) are proposed
for refinement/ enrichment in power quality and reliability of power delivery system.
Solar photovoltaic (SPV) system is designed as a renewable energy resource and
power electronics converters are used for the interconnection and energy conversion
with the grid. The incremental conductance algorithm (Inc) technique is incorpo-
rated bring out peak/maximum power from the solar photovoltaic system. The shunt
connected compensator is used for current harmonics elimination, balancing and
regulation of load terminal voltage and power factor correction. An artificial neural
network (ANN) as an artificial intelligence is used for SAPF as a control algorithm for
the improvement in the performance of SPV-SAPF, a synchronous reference frame
(SRF) based control method has been introduced for generation of switching pulses.
The proposed system is implemented inMatlab/Simulink environment and the simu-
lation results are shown in terms of total harmonic distortion (THD) comparison with
PI and ANN based techniques.

Keywords Harmonics · SPV · MPPT · SRF · Artificial neural network

1 Introduction

In thismodernizedworld, renewable energy sources create opportunities byproviding
unprecedented support by various activities [1]. Renewable energy gainsmuch popu-
larities because it is accepted environment friendly sources universally. It can not only
provide clean energy but, it also utilized to protecting our health and environment.
Out of many renewable energy resources SPV system is considered as a sustainable
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energy resources because of its ubiquity and abundance of photon energy naturally
[2]. Moreover, solar system provides solutions in many fields such as industrial,
commercial, residential, etc. Also, it can operate in grid connected and isolated
mode both. However, the solar intensity and temperature are fluctuating continu-
ously, by virtue of that the power output will vary [3]. Therefore, an efficient MPPT
system is required to track maximum power from the solar photovoltaic array and to
extract maximum power. There are various MPPT algorithms are reported in many
literatures with their merits and demerits [4, 5]. In the proposed work, incremental
conductance (INC) based method is utilized due to their ease of working and opera-
tion. In the grid connected mode operation role of power electronic based converters
has been increased [6, 7]. The quality of power gets affected due to the insertion of
power electronics converters and by nonlinear loads. Moreover, various solutions are
reported in literatures to overcome power quality (PQ) issues by renewable energy
resources connected to grid [8]. Besides, hybrid filter arrangements are adopted as a
conditioner to solve PQ problems [9]. The SAPF based on SRF control algorithm is
utilized in this paper to make harmonics free source current. The SRF based control
algorithm needs current transformation in synchronously d-q frame [10]. Besides,
SRF is also well-known technique by another name as a d-q theory. Moreover, the
introduced theory is applied for reactive power management and tomake grid current
operation at unity power factor. Additionally, PI based control technique is applied
for stabilizing DC link bus voltage and for loss estimation in DSTATCOM [11, 12].
However, PI controllers having difficulties in tuning the gains of proportional (P)
and integral (I) controller and parameters variation due to non-liner loading [13].
Therefore, in the presented work artificial techniques applied as an artificial neural
network (ANN) for DC bus voltage regulation. As ANN having excellent learning
capability and parallel processing computing nature, this control technique is applied
in many recent control applications [14]. By utilizing ANN technique with SRF
control method to extract reference current for 3-phase IGBT based voltage source
converter (VSC). The complete system is carried out inMATLABSimulink software
to exhibits the performance of the presented system. Moreover, THD of grid current
is fall well below 5% according to IEEE-519 slandered.

2 The Proposed System

The proposed system layout is depicted in Fig. 1. The presented system consists of
SPV array of 100 kW rating connected to three phase grids via IGBT based VSC. A
diode rectifier based nonlinear load is connected at PCC through interfacing inductors
(La, Lb, Lc). An MPPT based on INC method is incorporated to utilized maximum
power from the 100 kW SPV array. A boost converter is utilized to boosting the
voltage level to 700 V from 270 V DC. A SAPF is connected parallelly to the system
for injecting compensating currents (Isc, Isb, Isc), tomake grid current harmonic free.
Moreover, SRF control technique is utilized as a SAPF for generation of reference
currents for getting pulses to VSC. The main aim is to provides switching pulses
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Fig. 1 Proposed system layout

to VSC for power factor improvement, DC offset reduction, load balancing, THD
reduction and harmonics free source current. An ANN based DC voltage regulator
is applied for DC bus voltage regulation.

3 Mathematical Formulation of PV System

For generation of PV system, the solar cell is the fundamental element. Photovoltaic
cells are linked at series or parallel for creating solar panels by necessary quali-
fications. Figure 2 displays the photovoltaic system circuit. At photovoltaic energy
subsystem, photovoltaic panels are utilized to change accumulated sunlight into elec-
trical energy. The power created through photovoltaic system is calculated using the
Eq. (1)

Ppv = RtηpvApv (1)

where, Ppv denotes PV panels output power, Rt denotes solar radiation in tilted plane
module, ηpv indicates PV panels efficiency, Apv is PV panel area. The below equation
articulates the photovoltaic panel efficiency,

ηpv = ηr−pvηPC
[
1 − NT

(
TC − Tref

)]
(2)
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where, photovoltaic panel efficiency denotes ηpv , reference module efficiency indi-
cates ηr−pv , power condition efficiency denotes ηPC , photovoltaic panel efficiency
temperature coefficient is NT , cell temperature (°C) is TC , cell temperature in refer-
ence conditions is Tref . If ideal maximal power tracker is utilized, ηPC value is
equivalent with 1 [15]. Similarly, typically Tref is place with 25 °C and also temper-
ature of mono and polycrystalline silicon NT as −3.7 × 10−3 °C−1. Furthermore, TC
articulated as take following,

TC = TA +
[
NOCT − 20

800

]
Rt (3)

Here, TA denotes ambient air temperature,NOCT indicates nominal cell operating
temperature.

The PV module voltage-current relationship is expressed in the Eq. (4)

I∗ = I∗
L − I∗

sat

[
exp

{
q∗ V

∗
pv + I∗

pv · R∗
s

υkTc

}
− 1

]
− V ∗

pv + I∗
pv · R∗

s

R∗
sh

(4)

where I∗
L implies current generated from Light in A, R∗

s and R∗
sh are the shunt and

series resistances in�, υ indicates ideality factor, I∗
pv and V

∗
pv ,I

∗
sat implies solar output

voltage and reverse saturation current in A. Current generated by light I∗
L and reverse

saturation current I∗
sat are illustrated in Eqs. (5) and (6)

I∗
L = [

Isc + γ (Tc − T ∗
c )

]CT

C∗
T

(5)

I∗
sat = Iscγ (Tc − T ∗

c )

exp
[
Vocγ (Tc−T ∗

c
VT

]
− 1

(6)
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where Tc ambient temperature of the PV cell, CT is the irradiance, γ implies circuit
current temperature coefficient, and VT implies thermal voltage.

3.1 Modeling of Boost Converter

The PV systemmaximum consumption can be accomplished through the using boost
topology, which regulates the output voltage for a given input voltage. A boost
converter is utilized for interfacing the circuit between the inverter and the PVmodule
that attached the PV array to grid. Normally, boost, buck, and buck-boost converter
topologies are utilized. To trackmaximal power point and boosting upPV-cell voltage
with appropriate level, boost converter is utilized for grid the connection. Based on
switching duty cycle, outcome voltage of the BC is estimated. The modeling of the
BC is expressed in Fig. 3.

The chopper switching state Ss is given in the Eq. (7)

Ss =
{
0, switch is open

1, switch is closed
(7)

The dynamic model of BC can be attained via applying the Kirchhoff’s laws
which is expressed as follows

diL∗

dt
= Vpv − VO

L∗ + u
VO

L∗ (8)

Fig. 3 Modeling of boost converter
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dVO

dt
= iL∗

CO
− u

iL∗

CO
(9)

where iL∗ implies current injected to inverter VO is the converter circuit voltage
terminals which may be estimated from input voltage function Vpv chopper duty
cycle D∗ in Eq. (10)

VO

Vpv
= 1

1 − D∗ (10)

The inductor in the BC is estimated using the Eq. (11)

L∗ = V ∗
apD

∗/
�i∗1 fs (11)

where �i∗1 is the input current ripple, fs implies switching frequency, V ∗
ap implies

outcome voltage ripple.

3.2 Modeling of Grid Connected Inductors

The grid connected inductors are utilized for absorbing switching ripples produced
through VSC. Besides, the VSC is linked to the grid through the interfacing inductor.
The formula for inductor is expressed by,

�L∗
1 =

√
3m∗V ∗

dc

12hfs�i∗1
(12)

where h is factor of overloading and its value is 1.2.

3.3 DC-Link Capacitor Design

DC link capacitor is connected among photovoltaic array and converter, which
diminish the voltage ripple across PV cell terminals. Therefore, there is a ripple
of the outcome power. Moreover, the capacitors perform from source and sink each
half cycle to produce a power balance in DC bus. Derivation for sizing the DC link
capacitor demonstrates that the significance of the component because of the dissim-
ilarity in DC input power and AC output power. The DC-link capacitor for required
specifications are achieved via the Eq. (8)
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C∗
dc =

P∗
dc
/
V ∗
dc

2ωV ∗
dcri

(13)

where P∗
dc and V ∗

dc are the dc power and voltage.

4 The Synchronous Reference Frame Theory

Synchronous Reference Frame (SRF) theory is based on currents transformation to
rotating d-q frame. In (14) shows the decomposition of load currents (iLa, iLb, iLc)
from three phase to two phase using Park’s transformation. Figure 4 shows the basic
control algorithm for generating reference current pulses (I∗

α I∗
β I∗

γ ). The iLa, iLb, iLc,
are the load side current and Vsa, Vsb, Vsc are the grid side three phase voltages.

[
ilpd
ilqd

]

=
√
2/
3

[
cosϕ cos(ϕ − 2π

3 ) cos(φ + 2π
3 )

− sin ϕ − sin(ϕ − 2π
3 ) − sin(ϕ + 2π

3 )

]⎡

⎣
ila
ilb
ilc

⎤

⎦ (14)

The PLL (phase locked loop) is used to synchronization signal as a current along
with voltage at PCC. The DC voltage regulation is done by linear conventional PI
controller and by ANN based artificial controller. The dynamics of the PI controller
over conventional PI controller is evaluated in the proposed work. Moreover, in
Fig. 5. Presents the dynamic characteristics with PI and ANN controller is presented.
Moreover, low pass filter (LPF) is used to extracting the DC components.

Fig. 4 d-q theory for reference current generation
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Fig. 5 Dynamic response of
PI and ANN controller

ilpd = iLd + iLd (15)

ilqd = iLq + iLq (16)

⎡

⎢
⎣

I∗
α

I∗
β

I∗
γ

⎤

⎥
⎦ =

√
2/
3

⎡

⎣
cosϕ − sin ϕ

cos(ϕ − 2π
3 ) − sin(ϕ − 2π

3 )

cos(φ + 2π
3 ) − sin(ϕ + 2π

3 )

⎤

⎦
[
ilpd
ilqd

]

(17)

Finally, converting two phase DC current components in to three phase current
components by the help of inverse clark’s transformation. The conversion of current
is represented in Eq. (17). Additionally, hysteresis current based controller is utilized
for the generation of gating pulses to VSC. The complete procedural steps in form
of basic block diagram are depicted in Fig. 4.

5 ANN Controllers for DC Bus Voltage Maintenance

The ANN controller is applied to regulate DC link bus voltage and for loss current
component estimation. An ANN controller is based on biological neural network as
it comprised by involvements of artificial neurons. Therefore, the proposed ANN
controllers are more efficient and accurate to maintains the desired constant as well
as to minimize the converter losses. Moreover, this control provides better dynamic
performance as compared to the FLC and conventional PI controllers. The following
steps are adopted by ANN controllers for DC-bus voltage regulation.

Initialize neural network toolbox.

• Setting of input and target parameters
• Import input and target data from workspace
• Network creation
• Define data into the network
• Training of network
• Performance checking.
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Table 1 Comparative
analysis between Fuzzy logic
and conventional controller

Controller Maximum overshoot Settling time

ANN Lower Less (0.4 s)

PI Higher Higher (0.8 s)

6 Simulation Results

The proposed system is analyzed in MATLAB Simulink environment. In the Fig. 4
presents the DC bus voltage regulation by ANN and conventional PI controller.
Moreover, Table 1 exhibits the comparative analysis shows that ANN based SRF
outperform then conventional PI controller. For the detail information and step-
wise-step procedure of implementation of ANN model in a simple, reader may refer
[16–25] (Fig. 5).

In Fig. .6 depicts the system behavior under nonlinear load condition, with SPV
system operated at constant irradiance. In the depicted Fig. 6 presents the grid volt-
ages, grid currents, irradiance, load currents, DC link voltage (Vdc), active power
(Pg) and reactive power (Qg). It is shown that at constant irradiance grid voltage
and grid currents are perfectly balanced and sinusoidal with nonlinear loads. More-
over, the Vdc is also maintaining constant at 700V and it is observed that there is
no any reactive power is zero in grid side. Therefore, it is concluded that the system
is operated at unity power factor as well. Additionally, THD of grid-side current is
3.06% which is below then the IEEE reference standard. In Fig. 7 presented the FFT
analysis of source current.

7 Conclusion

In this paper a SRF algorithm is presented for improving the SPV performance. The
SAPF is applied for reactive power compensation and harmonic suppression caused
by nonlinear load. PI and artificial intelligent technique and ANN are applied for
DC link voltage regulation. Moreover, in the presented work shows that DC voltage
regulation is better by intelligentANNbased controller then the conventional linear PI
controller. Theperformanceof the applied system is simulated inMATLAB/Simulink
environment. Moreover, the presented results shows that harmonics of source current
have been reduced and system is working with improved power factor. Additionally,
ANN based controller effectively regulate DC bus voltage and it maintains the THD
of grid current under IEEE-519 limits.
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Fig. 6 System behavior under non linear load with fixed solar irradiance

Fig. 7 THD of grid current
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Appendix

SPV parameters: irradiance= 1000 w/m2, Voc = 64.2 V, Isc = 5.96 A, Vmp = 54.7 V,
Imp = 5.58 A, Ns = 5 and Np = 66, load inductance = 0.1 mH, shunt inductance =
1 mH, DC link voltage 700 V, DC bus capacitor voltage = 3000 µF.
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Modeling and Implementation
of Statechart for MPPT Control
of Photovoltaic System in FPGA

Venkat Pankaj Lahari Molleti, Ramasudha Kasibhatla,
and Vijayasanthi Rajamahanthi

Abstract Statecharts, which are an effective modeling and specifications tool for
reactive systems, are being used in this work for maximum power point tracking
(MPPT) control of the photovoltaic systems. Perturb and observe (P&O) algorithm,
which is themost widely usedMPPT algorithm is being improvised by implementing
via field-programmable gate array (FPGA)-based statechart model developed as the
MPPT statechart controller. Statechart controller model is developed for an FPGA
target using LabVIEW FPGA and its performance is verified in the simulation. It
is then implemented in a Xilinx FPGA and the results are presented. Along with
providing better modularity, statecharts also provide determinism and accuracy in
their control actions, and the same can be observed from the statechart controller
model as well as results.

Keywords Statechart ·MPPT · Photovoltaic · FSM · FPGA · LabVIEW

1 Introduction

With the pressing need to utilize renewable energy sources increasing day by day,
new and accuratemethods to improve the performance of photovoltaic systems, wind
energy systems etc. are equally necessary. For these systems, a significant aspect is
to ensure operation at the maximum power point. For photovoltaic systems, there are
many MPPT algorithms [1–3] already tried, tested and experimented. However, the
most widely used algorithm is the perturb and observe algorithm [1, 2, 4].

In this work, an improved P&O algorithm is implemented by a novel method-
ology, called the statecharts. Statecharts are visual formalisms that offer effective
modeling, determinism, modularity in complex and reactive systems [5, 6]. State-
charts are an extension to finite state machines (FSMs) as they possess the unique
additional features of depth (hierarchy), orthogonality (parallelism) and broadcast
communication (variables being accessed by all states at any point of execution)
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which are very effective attributes for accurate modeling of real-time systems [5–
7]. Apart from being highly apt for modeling systems, statecharts are also capable
of executing control actions [6]. Hence, they can also be used to implement MPPT
control needed by photovoltaic systems and this is being tested in this work by devel-
oping a statechart controller, verifying it in simulation and then implementing it in a
target embedded controller.

Digital controllers include a range of embedded devices like microcon-
trollers, digital signal processors (DSPs), field-programmable gate arrays (FPGAs),
application-specific integrated circuits (ASICs) and programmable logic controllers
(PLCs) [8, 9]. Among these, FPGAs are digital controllers with advanced features
like parallelism, hardware execution resulting in fast execution speeds and architec-
ture independence [8, 9]. These features are suitable for statecharts which inherently
have the feature of orthogonality. Hence, in this work, for achieving good execution
speeds of the MPPT control and thereby better MPPT control with flexibility and
ease of development, FPGA is chosen as the target embedded controller for executing
the developed MPPT statechart controller.

For implementing the MPPT statechart controller in an FPGA, it is required that
statecharts are capable of being transformed into hardware description language
(HDL) since FPGA can be programmed only byHDLs. The platform used to develop
the MPPT statechart controller is LabVIEW Statechart [10] in conjunction with
LabVIEW FPGA [11], through which the developed statechart can be converted into
an equivalent HDL code and hence can be deployed into the target FPGA. Automatic
HDL-code generation for the statechart controller developed largely simplifies the
implementation procedure and enables higher scope for debugging the developed
MPPT statechart controller.

Previously, stateflow, which is an FSM-alike, has been used to model MPPT
control in [12–14] usingMATLAB. In [13, 14], the developed stateflow-basedMPPT
controller has been implemented in DSP. Some other examples for MMPT control
are given in [15–21] using AI and machine learning applications. However, DSP is
a digital controller which is not capable of parallel processing and hence it cannot
incorporate the feature of orthogonality of statecharts.Hence, in thiswork, implemen-
tation of the statecharts, which are an advanced tool than FSMs, is being performed in
FPGA which is capable of parallel processing. In [22], statechart models for MPPT
control are developed, but they are not appropriate for FPGA implementation as they
weremodeled for desktop targets (pure offline simulation), whereas in this work, they
aremodeled and developed in such away that they are FPGA-deployable. Simulation
and hardware implementation of the MPPT statechart controller in the FPGA target,
NI myRIO Xilinx FPGA, is performed in this work and the results are presented.
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2 Modeling of FPGA—Deployable Statechart for MPPT
Control

In this work, a statechart controller is developed for MPPT control of a photovoltaic
system. The control algorithm in the statechart is based on the widely used P&O
algorithm. However, the implementation methodology is not conventional, but via
statecharts, which are more modular and deterministic. A statechart can be defined
as a set of states, transitions, transition conditions, state-actions, inputs, outputs and
internal variables [5, 6, 23]. Configuring and defining each of these attributes aptly,
a statechart controller is developed using LabVIEW statechart software as shown
in Fig. 1. In [22], the P&O-based statechart model is developed, but it is for offline
simulation and is not directly deployable into a target embedded controller. In this
work, a statechart controller is developed for deployment into the FPGA target. Also,
the number of transitions in the presentmodel is lesser by 4, as compared to themodel
developed in [22]; hence, the proposed model in this work is more efficient. Table 1
shows the specifications of the developed statechart controller.

Figures 1 and 2 show the aspects of the developed statechart controller in
LabVIEW Statechart software—1. The statechart project window where the stat-
echart parameters like input variables, output variables, internal variables, their
datatypes and limits, and the statechart diagram are all defined—2. The statechart
diagram itself, which is the statechart controller performing the MPPT control by
updating the duty ratio—3. The transition code of one of the transitions (T1—4. The
state-action code of a state, which adds the feature of ‘control action’ possible in
statecharts.

Fig. 1 Development of statechart controller for MPPT—project window and diagram
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Table 1 States and transitions of the developed statechart controller

Aspect of statechart Number Description

States 5 Sia, S1, S2, S3, Sfa

States with depth 1 Child states—S1, S2, S3

Transitions 4 Tia, T1, T2, Tfa

Input variables 5 PV voltage, PV current present and previous iterations, a
Boolean control for stop/run statechart

Output variables 1 Duty ratio

Internal variables 1 Duty ratio

ai and f indicate initial and final, respectively

Fig. 2 Development of statechart controller for MPPT—transition and state-action codes

The statechart controller should also be configured for deployment into a target
FPGA. To make a statechart FPGA-ready, the first step is to modify its configuration
settings by appropriately defining the statechart properties. Also, only the datatypes
of the fixed point (FXP) or single-precision (SGL) floating point are supported by
the target FPGA of this work. Hence, datatype configuration is to be done for all the
defined variables, according to the target FPGA, which is the second step for making
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the statechart controller FPGA-ready. The third and final step is to build the final
FPGA program code such that the necessary inputs to the statecharts controller are
communicated to it and the output from the same is accessible via the output channels
of the FPGA target. The final FPGA code is developed in LabVIEW FPGA software
and is deployed in the target FPGA. However, in this work, before deploying the
statechart controller in the target FPGA, the FPGA program is initially verified in
simulation. This is explained in the next section.

3 Simulation of MPPT Statechart Controller for Target
FPGA

To verify the developed MPPT statechart controller, it is required to communicate
the necessary input parameters to the statechart. The input parameters are voltage
and current values of the PV panel for which the MPPT statechart controller is being
developed. The PV panel model of BPMSX 120 based on [24, 25] is simulated in NI
Multisim and the necessary parameters are obtained. These voltage and current values
so obtained are used in the FPGA code for passing inputs to the MPPT statechart
controller. The FPGA code is explained further.

3.1 Development of FPGA Program and Host Program
for MPPT Statechart Controller Verification

Simulation ofMPPT statechart controller requires developing two programs, namely
the FPGA program developed in LabVIEW FPGA and the host program developed
in LabVIEW (host version). The FPGA program is the actual code containing the
statechart controller, its inputs and outputs, while the host program is required to run
the FPGA program and obtain plots of the output from the FPGA program.

Figure 3 shows the FPGA program developed for the verification of MPPT stat-
echart controller. It has a while loop, the inputs to which are the PV voltage and
current values as array constants, obtained from the NI Multisim simulation of the
PV panel. Inside the loop in the FPGA program is a cluster defined with five input
nodes which are the terminals to communicate the five input variables to the state-
chart. The statechart is accessed in the FPGA program via a function in LabVIEW
FPGA called ‘run statechart’. This function receives inputs for the statechart in the
form of clusters and also provides output from the statechart as an output cluster.
With the PV voltage and current values of the present iteration and previous iteration
as inputs, the output from the MPPT statechart controller is the updated duty ratio
based on the operating point of the PV panel.With every iteration of the loop, the new
values of voltage and current are communicated to the statechart, and the statechart,
after assessing the appropriate state of the PV panel, increases or decreases the duty
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Fig. 3 FPGA program for simulation of MPPT statechart controller

ratio so as to attain MPP. This is the output of the statechart controller which is to
be verified, i.e., whether or not the duty ratio generated by it is corresponding to the
MPP of the PV panel.

Figure 4 shows the host program developed. The role of the host program is to
execute/stop the FPGA program and access all the nodes (input, output) in the FPGA
program, including the output of the statechart controller, and enable us to verify the
statechart controller by plotting the necessary variables. To access the nodes of the
FPGA program in the host program, a function named ‘Read/ Write’ control is to be
used. This function, if the reference of the specific FPGA program is given as input
using ‘open FPGA-VI reference’ function, can access all the input/output nodes of
the FPGA program.

Hence, the host program and FPGA program are both developed for verification
of the statechart controller for MPPT of a photovoltaic system in simulation.

Fig. 4 Host program for simulation of MPPT statechart controller
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3.2 Results Obtained from Simulation of FPGA Statechart
Controller

As mentioned, the inputs to the MPPT statechart controller are PV panel voltage and
current values of the present as well as previous iterations. These values are given
as inputs in the form of arrays to the statechart controller in the FPGA program.
The values are obtained from the current–voltage (I-V) and power–voltage (P-V)
curves, as shown in Fig. 5 from the Multisim simulation model. Considering that the
PV system is a PV panel interfaced to a resistive load of 1 k� via a DC/DC boost
converter operating at a duty cycle D [1, 2, 22]. The duty cycle corresponding to the
MPP (118.7 W, 33.41 V, 3.551 A) of the PV panel can be calculated mathematically
[22] and it is found to be 0.904 for an irradiance 1000 W/m2 and temperature 25 °C.
Figure 6 shows the plot of duty ratio, altered by the MPPT statechart controller such
that it corresponds to the MPP of the PV panel. It can be observed that the duty ratio
is settled at 0.904 as desired, by the MPPT statechart controller. Hence, the MPP
tracking capability of the statechart controller is verified by the simulation result.

4 Implementation of Statechart Controller in FPGA Target

The developed MPPT statechart controller in simulation is to be also verified in the
real target FPGA. Hence, in this work, the MPPT statechart controller is deployed in
the target FPGA,myRIOXilinx Z7010 FPGA. This target FPGAcan be programmed
and compiled using LabVIEW-FPGA andXilinx-compilation tools [26]. Two analog
inputs (one each for PV current and voltage), one analog output (to observe a change
in duty ratio caused by the statechart MPPT controller) and one digital output line
(to generate the control signal based on the updated duty ratio from statechart MPPT
controller) are used for hardware implementation of MPPT statechart controller in
the myRIO-FPGA. The PV voltage and current values for irradiance 1000W/m2 and

Fig. 5 IV and PV plots of
the photovoltaic panel



300 V. P. L. Molleti et al.

Fig. 6 Output plot of duty ratio generated by MPPT statechart controller simulation

load 1 k� are entered as array values and are given as inputs to MPPT statechart
in FPGA. Two parallel loops are executed in the target FPGA (the additional loop
for digital channel control based on output from the statechart controller). This is a
feature of parallelism unique to FPGAs, absent in other digital controllers.

4.1 Specifications for Implementation of MPPT Statechart
Controller in myRIO-FPGA

The target FPGA is connected via a USB interface cable to a personal computer (PC)
(called host-PC) installed with LabVIEW and LabVIEW-FPGA. The target FPGA is
to be externally powered up by the AC/DC adaptor that is compatible with the power
specifications of the device. Once the target FPGA and host PC are connected, the
myRIO FPGA is to be configured with compatible versions of software versions in
it. The host PC used has LabVIEW 2015, LabVIEW-FPGA 2015 and NI Multisim
2014. The myRIO FPGA should hence be configured with 2015 versions of the
necessary software. This can be done and verified in NI-MAX (NI ‘Measurement &
Automation Explorer’). The FPGA program for the MPPT statechart controller can
now be developed for hardware deployment. Compatible Xilinx compilation tool
(Vivado 2014.4) is to be installed in the host PC and it generates the necessary HDL
code for the deployment of the statechart controller into the target FPGA.
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4.2 Results from Implementation of MPPT Statechart
Controller

The hardware setup for implementing statechart MPPT controller in FPGA is as
shown in Fig. 7 and Fig. 8 shows the output from FPGA digital output channel
observed in an oscilloscope (Tektronix-make). The digital output-0 (DO0) of

Fig. 7 Hardware setup for executing MPPT statechart controller in FPGA

Fig. 8 Control signal
generated by FPGA with
MPPT statechart controller
deployed (observed at digital
output)
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Fig. 9 Duty ratio updated by
FPGA with MPPT statechart
controller deployed
(observed at analog output)

connector-C is programmed to generate a PWM control signal of 1 kHz for a boost-
converter, based on the duty ratio updated by the MPPT statechart controller. The
on-time of this generated control signal by the FPGA MPPT statechart controller is
0.904 ms, which is the value corresponding to MPP of the PV panel for irradiance
of 1000 W/m2 and load of 1 k�. Figure 9 also shows how the duty ratio value is
getting updated by the FPGA’sMPPT statechart control. Connector-C analog output-
0 (AO0) is used to view this parameter computed by the myRIO FPGA. Hence, the
FPGA-basedMPPT statechart controller is capable of generating the required control
signal so as to attain optimum operating point by the PV panel.

5 Conclusion

In this work, a statechart controller is developed for tracking of MPP of a photo-
voltaic system. With the necessary inputs of PV panel voltage and currents being
communicated as arrays, it has been verified in simulation using LabVIEW FPGA.
It could be observed that the MPPT statechart controller could update the control
variable, i.e., the duty ratio required by the PV system, to the value corresponding to
the MPP. After the initial verification, it is then verified by implementing the actual
target FPGA, the NI myRIO Xilinx FPGA.

Results observed from the FPGA in the oscilloscope verify the correctness of the
developed controller, as it appropriately updated the control variable corresponding
to MPP of the PV panel under consideration. Hence, this MPPT statechart controller
could be an effective methodology for MPPT control of PV systems, which in future
work would be verified with the interface of the PV system.
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The Economic Viability of Battery
Storage: Revenue from Arbitrage
Opportunity in Indian Electricity
Exchange (IEX) and NYISO

Asif Nazar and Naqui Anwer

Abstract This paper estimates potential revenue from Arbitrage services in the
Indian Electricity Exchange (IEX) for battery energy storage systems. It further
compares the potential estimated revenue from battery energy storage for NYISO.
It also estimates revenue for both arbitrage services and frequency regulation for
NYISO. The estimated revenue from participation in both services in NYISO shows
a substantial increase in revenue and hence insight into regulators to make policy for
the economic viability of battery energy storage.

Keywords Energy arbitrage · Regulation · Battery storage · IEX · NYISO

1 Introduction

The share of variable renewable energy sources (VRES) like wind and solar photo-
voltaic (PV) has increased substantially in the energy mix of many developed and
developing economies. The glimpses of evidence of the changing energy mix can
be had from the present share of VRES in countries like Germany, Denmark, Spain,
China, India. At present, the share of VRES in Germany, Denmark, Spain, China
and India is 45, 47, 28, 19, and 18% respectively [1–5]. With this changing energy
mix, the reliability of the grid comes at its fore. This intermittency of wind and
solar PV will also increase the procurement costs of various reliability services. This
variability due to intermittency in the generation of wind energy and solar PV can
be addressed using storage technologies. These variations can be smoothened using
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storage technologies [6]. The economic viability of electrical energy storage tech-
nology is dependent upon their participation in various energy market services. Elec-
trical Energy Storage Technologies, Ancillary Services, Energy market and Regula-
tory Framework form an ecosystem and are interdependent [7]. Revenues for battery
energy storage systems may come from participation in services like energy arbi-
trage, regulation and a combination of energy arbitrage and regulation. Purchasing
power when demand is less, storing it, and selling power when demand is high
depicts energy arbitrage opportunity. Frequency regulation, an ancillary service, is
used for maintaining frequency stability. Further, a battery energy storage can avail
both approaches of revenue generation—energy arbitrage and frequency regulation.

The estimation of potential revenues for energy arbitrage and frequency regulation
has been dealt with [6, 8, 9]. The estimation for potential revenue from energy
arbitrage services in New England ISO Power Market has been dealt with [6]. The
estimation of maximum potential revenue in CAISO for 2010–11 has been discussed
in [8]. The assessment of potential revenue from battery storage in PJM has been
explored in [9].

The estimationof potential revenue fromparticipation in energy arbitrage in Indian
Electricity Exchange (IEX), subject to Regulatory policies, has been done for battery
energy storage. The estimated potential revenue from IEX for the same period has
been compared with NYISO. Further, potential revenue from participation in both
energy arbitrage services and frequency regulation services have been estimated
for NYISO to derive the point for policymakers, as combined estimated revenues
are appreciably and significantly higher than participation in only energy arbitrage
services. Moreover, some AI and machine learning-based examples are listed in
[10–16].

The paper has been arranged in this way. Section 2 portrays themethods. Section 3
discusses results for a hypothetical 4 MW/32MWh battery energy system. Section 4
is the conclusion.

2 Methods

2.1 Battery Storage Model for Energy Arbitrage

State of charge (SOC) of a storage battery at time t for energy arbitrage service is
the function of SOC of battery at a time prior to t, power recharged for �t interval
and power discharged for �t interval.

Mathematically, SOC of a battery is stated as:

SOC(t) = (1 − d)SOC(t − �t) + [ηPR(t) − PD(t)]�t (1)
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where, d is the self-discharge of the battery, η is the roundtrip efficiency of the storage
battery, PR(t) is the power recharged at time t, PD(t) is the power discharged at time
t and �t is the time period between time t and a time prior to t.

2.2 Battery Storage Model for Energy Arbitrage
and Frequency Regulation

SOC of a battery at time t for both arbitrage and regulation is the function of SOC
of battery at a time prior to t, power recharged for �t interval, power discharged for
�t interval and power during regulation (regulation up power and regulation down
power) for �t interval.

SOCat time t for storage battery taking part in both energy arbitrage and frequency
regulation is represented as:

SOC(t) = (1 − d)SOC(t − �t) + [ηPR(t) − PD(t)]�t

+ [
ηγrd PRD(t) − γru PRU (t)

]
�t (2)

where, γrd and γru are the dispatch to contract ratio, and PRD and PRU are power
during regulation up and regulation down respectively.

2.3 Optimization Model for Revenue from Energy Arbitrage

Linear program for optimization consists of objective function and constraints.
The objective function of linear program for optimization of revenue from

arbitrage is given by:

Maximize
T∑

t=1

[(
Eprice(t)(PD(t)�t)

) − (
Eprice(t)(PR(t)�t)

)]
(3)

i.e. selling power when demand is high and purchasing power when demand is low.
Subject to the following constraints:

0 ≤ SOC(t) ≤ SOCmax (4)

i.e. state of charge should vary between 0 and rated capacity of the storage battery.

0 ≤ (PD(t)�t) ≤ (PDmax�t) (5)
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i.e. discharging power for interval�t should vary between 0 and rated storage battery
power for discharging for �t interval.

0 ≤ (PR(t)�t) ≤ (PRmax�t) (6)

i.e. recharging power for interval �t should vary between 0 and rated storage battery
power for recharging for �t interval.

Where, Eprice(t) is the price of electricity at time t, SOCmax is the rated capacity
of the storage battery, PDmax and PRmax are the rated storage battery power for
discharging and recharging.

2.4 Optimization Model for Revenue from Both Arbitrage
and Regulation

TheObjectiveFunctionof a linear program for optimizationof revenue fromarbitrage
and regulation both is given by:

Maximize
T∑

t=1

[(Eprice(t)(PD(t)�t)) − Eprice(t)(PR(t)�t)) + (ERegpriceup(t)

+ γru Eprice(t))(PRU (t)�t) + (Epricedown(t) − γrd Eprice(t))(PRD(t)�t)].
(7)

The first two terms of the objective function (7) denote energy price arbitrage,
i.e. battery will be discharged or sold at that time slot when the electricity price
is high and will be recharged or purchased when the electricity price is low. The
third and the fourth terms are revenues from frequency regulation up service and
frequency regulation down service. The revenue for frequency regulation service
consists of capacity payment and energy payment. Energy payment for a resource
(battery storage here) is for the period resource is deployed, and it is taken care by
dispatch to contract ratio denoted by γrd and γru for regulation down and regulation
up services respectively.

Subject to the following constraints:

0 ≤ SOC(t) ≤ SOCmax (8)

i.e. state of charge should vary between 0 and rated capacity of storage battery.

0 ≤ ((PD(t) + PRD(t))�t ≤ (PDmax�t) (9)

i.e. the sum of discharging power and power during regulation down for
interval �t should vary between 0 and rated storage battery power for
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discharging for �t interval.

0 ≤ (PR(t) + PRU (t))�t ≤ PRmax�t (10)

i.e. the sumof recharging power and power during regulation up for interval�t should
vary between 0 and rated storage battery power for discharging for �t interval.

Where, ERegpriceup(t) and ERegpricedown(t) is the electricity price for regulation up
and regulation down services.

2.5 Electricity Price Data

The day ahead hourly market clearing price for energy has been taken from Indian
Electricity Exchange (IEX) for the month of July 2019 [17]. The hourly average
energy price (Rs/MWh) for the month of July 2019 for Indian Energy Exchange
(IEX) has been plotted in Fig. 1.

The day ahead hourly market energy price has been taken for Millwood zone in
NYISO for the month of July 2019 [18]. The average hourly energy price ($/MWh)
for themonth of July 2019 forNYISOhas been plotted in Fig. 2. The day ahead hourly
market regulation price has been taken for the month of July 2019 forMillwood zone
in NYISO [19]. The average hourly regulation price ($/MWh) for the month of July
2019 for NYISO has been plotted in Fig. 3.

Fig. 1 An hourly average day ahead energy price (Rs/MWh) for the month of July 2019 for IEX,
India
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Fig. 2 An hourly average day ahead energy price for the month of July 2019 for NYISO

Fig. 3 An hourly average day ahead regulation price for the month of July 2019 for NYISO

2.6 Estimating Dispatch to Contract Ratio

For estimating the value of dispatch to contract ratio, γrd and γru, for regulation down
and regulation up services, frequency regulation signal of PJMmarket has been used
as a proxy.γrd andγru show the actual deployment of the reserved capacity of resource
(here storage battery). Figure 4 shows the frequency signal versus time plot for an
hour for July 2019 [20]. The value of dispatch to contract ratio γru has been obtained
by the piece-wise integration of area above time axis, and this value comes to be
0.32. The value of dispatch to contract ratio γrd has been obtained by the piecewise
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Fig. 4 Plot between regulation signal and time (minutes)

integration of area below time axis, and this value comes to be 0.46. Figure 5 shows
the hourly values of γrd and γru. The values have been calculated by the piecewise
integration of hourly frequency signal for every hour. This has been done for 24 h.
Average hourly deployment of regulation up service is 0.28, whereas for regulation
down deployment this value is 0.31.

Fig. 5 Plot between regulation signal and time (hour) for 24 h showing hourly averaged γrd and
γru
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Table 1 Storage battery
parameter (NaS
4 MW/32 MWh)

Parameter Value

PDmax �t 4 MWh

PRmax �t 4 MWh

SOCmax 32 MWh

η 0.80

γru 0.28

γrd 0.31

2.7 Battery Storage Parameter

To illustrate revenue from energy arbitrage service and combination of energy arbi-
trage and regulation, a hypothetical case of NaS battery of 4 MW/32 MWh has been
taken. The battery storage parameter has been shown in Table 1.

3 Results

The optimization of revenue for arbitrage for IEX and Millwood zone in NYISO for
NaS battery of 4 MW/32 MWh has been done by generalized algebraic modeling
system (GAMS) coding.Decision variables inGAMScoding for estimating arbitrage
potential (objective function given by Eq. 3, constraints represented by Eqs. 4–6, and
State of Charge given by Eq. 1) are: Pd(t), Pr(t) The result of GAMS coding for linear
program optimization has estimated energy arbitrage revenue potential for the month
of July 2019 in Indian Electricity Exchange, and the revenue is $20,863 (taking
exchange rate $1 = Rs 75). Likewise estimated revenue potential from arbitrage
service in Millwood zone in NYISO for the month of July 2019 is $14,849.

Decision variables inGAMScoding for estimating combined arbitrage and regula-
tionpotential (objective functiongivenbyEq. 7, constraints representedbyEqs. 8–10,
and state of charge by Eq. 2) are: Pd(t), Pr(t), Prd(t) and Pru(t). The combined revenue
potential for energy arbitrage service and regulation service for Millwood zone in
NYISO is $29,977. This combined service revenue for Millwood zone in NYISO is
double of energy arbitrage only revenue. These revenues have been summarized in
Tables 2 and 3, respectively.

Table 2 Revenue from
arbitrage only

Revenue IEX (India) Revenue
NYISO

Arbirage only $20,863 (taking $1 = Rs 75) $14,849
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Table 3 Revenue from
arbitrage and regulation both
in NYISO

Revenue NYISO Remarks

Arbirage and
regulation combined

$29,977 Revenue doubles
combining both
services

4 Conclusion

The economic viability of battery energy storage systems is linked to their partic-
ipation in the energy market, and revenue generated out of it. Two main sources
of revenue for BESS are its participation in energy arbitrage service and regulation
service. The revenue generated from the energy arbitrage service in Indian Elec-
tricity Exchange is substantial, and it is more thanMillwood zone in NYISO. Further
revenue generated from combined services of arbitrage and regulation in Millwood
zone in NYISO is around double than energy arbitrage service. So regulators and
policymakers may think in terms of providing access to BESS for both arbitrage and
regulation services for the economic viability of battery energy storage systems.
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A Technique to Detect Fake News Using
Machine Learning

Pritee Yadav and Muzammil Hasan

Abstract The impacts of data spread happen at such a quick pace on social networks
and so enhanced that that distorted, mistaken data or false data gets an enormous
potential to cause certifiable effects. We examine the fake news issue, and the present
specialized concerns related to the need for the robustness of automated fake news
detection frameworks, and also examine the opportunity that is appropriately devel-
oped. In this paper, we have proposed a systematic framework for fake news identifi-
cation and gives it’s the confusion matrix with a classification report of the accuracy
of their perspective model. The proposed approach with comparisons accomplishes
classification accuracy 94% and 97% recall. We collect the dataset of real and fake
news that is changed from document-based corpus into an event and title-based
representation.

Keywords Context analysis · Detection · Fake news · Assessment · Content
analysis

1 Introduction

Data veracity is an issue influencing society for advanced media. The sensationalism
of not precise eye-getting and features that are intriguingly planned for holding the
consideration of audiences to sell data has persevered all since the commencement
of a wide range of data communications.

As reported, youths are to be technically knowledgeable when contrasted with
their parents [1], but as it may, with respect to the capacity to tell if a news piece
is phony or not, they show up as bewildered as the overall public’s leftover portion
and the examination directed by the Common Sense Media have 44% affirmed of
the assessment. Comparative research similarly shows that 31% of kids developed
10–18 have shared online, at any rate, one report that they later found was phony or
off base. The present situation expands an altogether unique component of concerns
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recognized with computerized education that goes past the simple capacity to get to
and oversee innovation.

Along with cultural difficulties, there is an inconspicuous and dramatic situation
happening in the media scene, news-casting industry, and the public sphere that
requires assessment and discussion, bringing up two fundamental perspectives. The
first relies upon the way that news distributors have lost order over the news circula-
tion, which is introduced to users on social media by algorithms and unpredictable.
Also, the news advertises beginners, (for example, Vox, Fusion, and Buzz Feed) have
built their quality by grasping these techniques, sabotaging the drawn-out positions
involved by distributors of traditional news increasingly. The subsequent viewpoint
depends on the expanding power that online networking media, e.g. Amazon, Face-
book, Google and, Apple, have picked up in controlling that how the distributions
are adapted and who distributes what to whom.

In the above context, building up the unwavering quality of online data daunting
but basic current test [2], requesting the guideline, attention, and dynamic observing
of computerized content spread by the significant gatherings including web indexes
and person to person communication stages, in supporting how the data is introduced
and shared among individuals over the Internet. For the Commons Culture, The
subject “Fake news” has become so predominant. Sport andMediaCommittee is right
now examining worries about the general population being influenced by untruths
and propaganda [3]. The prediction for the odds is defined as detection of fake news
of a specific article of news (editorial, expose, news report, etc.) to be deliberately
deceiving [2, 4].

2 Literature Review

Fake news detection: Fake news is made by creating non-existent news or altering
genuine news. The fake news credibility is supported by (1). Writing styles or well-
known authors who are imitating. (2). Communicating assessments with a tone, in
many cases, used in genuine news. As of late, an expanding number of strategies
for detection have been created. All current identification schemes may be collected
into two unmistakable classes, to be specific, network-basedmethods, and linguistic-
based methods [5]. Network-based methodologies for the detection of fake news
apply to organize properties as a supporting segment for different approaches that
are linguistic-based analysis. Usually utilized network properties that include, yet not
restricted to, site data, creators/supporters information, like, and time stamps, such as
for decreasing the falsehood by performing the user analysis in online social media
gathering identified with Parkinson’s sickness. This report analysis that deception
embedded inside the conversation string relies upon its substance and user’s qualities
of the creator. [6] Another examination proposes a model that centers on exploring
the crowd-sourced health, the thread question clearness, and potential of the clients
for making valuable commitments of the nature of the response in an online source.
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Syntax analysis and the existing assumption are redone for exceptional information
types, in this manner being insufficient for the system for identifying the fake news.

A CNT model that is rumor detection model [7] receives a features assortment,
for example, content-based features (part of speech, segments, and word appear-
ance), features of network-based approach (i.e., tweets propagation or re-tweets),
twitter-specific Memes (for example, shared URLs or Hashtag), CNT coordinates
a variety of methodologies to choose features to identify falsehood in microblogs
[8]. Another examination [9] deep-network- models—CNN for news veracity inves-
tigation. Sometimes phony-article shows outrageous conduct for an ideological
group.

Knowledge-Based-Detection It is the clearestmethod for distinguishing and check
the truthfulness of significant cases in the article to choose the veracity of the news.
This approach plans to utilize outside sources for checking the proposed claims in
news content. [10, 11], whereas this approach is a key segment of fake news detection
as far as the given viewpoints. Information diagram is utilized to check whether the
cases can be deduced from realities, which are existing in the chart or not [12–14].

Visual-BasedDetection—Digitally adjusted pictures are wherever flowing awild-
fire on social media. These days’ applications (likewise Photoshop) are being utilized
uninhibitedly for modifying pictures satisfactorily to trick individuals into specula-
tion they are seeing the genuine image. The media criminology field has created a
significant number of strategies for tampering detection in videos [15].

Wang (2017), Pros: In this paper, the fake news content is classifying by the CNN
method. CNN is additionally used for analyzing the assortment of meta-information.
Standard content classifiers, for example, SVMmodels got significant improvement.
Cons: Bi-LSTMs did not perform well cause of overfitting [16].

Shu et al. [17], Pros: This framework could be implemented for detecting the fake
news in real time. Cons: This framework using only social engagement information
is defeated by using only textual data [18] (Fig. 1).

3 Research Methodology

As shown in figure [19], we initially present the framework of methodology that is
used for detecting the fake news and this framework presents the training-method’s
consistent integration and, testing method and includes these modules: Collection of
training data, the pre-processing of data, using TF-IDF and count features trained
algorithm and model training and results. Pre-processing of data module coordinates
a variety of content procedure strategies to extract topics and from news datasets that
are collected from sites that are for the datasets.

Text preparation. The data are highly unstructured of social media—the larger
part of them are casual correspondence with grammatical errors, slangs, and typos,
etc. For predictive modeling important to clean the information prior to utilizing
it. For this reason, fundamental pre-processing was done on the News preparing
information.
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Four Possible Ways 

Text 
prepara�on

Feature 
genera�on

Using TF-IDF and 
Count Features 

Trained Algorithm

Model Training 
and Results 

Naïve Bayes

Confusion 
Matrix 
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Classifica�on 
Accuracy 

Classifica�on 
Report

Fig. 1 Flow diagram of the fake news detection method

Feature generation for generating many features we can use the text data such
as word count, unique word frequency, large word frequency, n-grams, etc. The
words capture their meanings by creating a representation of the words, semantic
relationships, they are used in various sorts of context.

TF-IDF vectors (feature): The document also in the corpus for the general
significance of a term is represented by the TF-IDF weight.

(a) TF (term frequency): A term may show up additional the short document in a
long size document. Thus, the term frequency is divided by the length of the
document frequently.

TF(t, d) = no. of time (t) occurs in an individual document (d)

Total word count of d

(b) IDF (inverse document frequency):Certain terms such as “on”, “an”, “a”, “the”,
“of”, etc. seem commonly in the document, however, are of small significance.
IDFweighs down the significance of uncommon ones, the significance of these
terms and it increments. The more the estimation of IDF, the more one of a
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kind is the word.

IDF (t) = log e

(
Total no. of d document

no. of document with t (term) in it

)

(c) TF-IDF: By assigning them less weightage, it is working by punishing the
most-normally words that occurs while putting weightage to terms. It has a
high occurrence in a specific document.

TFIDF(t, d) = TF(t, d) ∗ IDF(t).

TF-IDF is a generally utilized feature for content classification (text Classifica-
tion). Also,

TF-IDF vectors can be determined at various levels have used, for example, N-
gram and Word level.

4 Algorithm

This area manages training the classifier. We used explicitly three algorithms of
machine learning, which are Naive Bayes Algorithm, Logistic Regression Algo-
rithm, and Passive-Aggressive Algorithm. For detailed information on the algorithm
implementation, reader may refer to the example available in [20–25].

Naive Bayes: This is one of the classification techniques; Naive Bayes Algorithm
is based on the Bayesian theorem. It is a set of the supervised learning algorithm,
expects that the presence of a specific segment in a class is autonomousof the presence
of some other element and gives the way for the posterior-probability calculation.

P
(
y|x1,...xn

) = P(y)P
(
x1,...xn

∣∣y)
P(x1,...xn)

P
(
y|x1,...xn

)= likelihood (posterior probability) of class given predicator.
P
(
x1,...xn

∣∣y)= likelihood (probability) of predictor given class.
P(y)= prior-probability of class.
P
(
x1,...xn

) = prior-probability of predicator.
The independence assumption by using the Naive condition

P(xi|y, x1, . . . , xi−1, xi+1, . . . xn) = P(xi|y)

The simplified relationship for all i

P(y|x1, . . . , xn) = P(y)
∏n

i=1 P(xi|y)
P(x1, . . . , xn)
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Since P(x1, . . . xn) is consistent given the value (input), we use the classification
rule which is given:

P(y|x1, . . . xn) ∝ P(y)
n∏

i=1

P(xi|y)

⇓

y = argmaxP(y)
n∏

i=1

P(xi|y)

also, for estimation, we can use MAP (Maximum A Posteriori) P(y) to P(xi|y);
in the training set, the previous is then the frequency (relative frequency) of class.

• Multinomial NB: Themultinomial NB is to implement the Naive Bayes algorithm
for multinomial conveyed information (distribution of the data), in-text classifica-
tion, these classic algorithms Naive Bayes and multinomial variants used for text
classification. Where the information is commonly represented as word vector
count, even though that tf-idf vectors.

• Passive-Aggressive Classifier: The algorithm is perfect for grouping hugemassive
of data (e.g. Facebook, Twitter). The Passive-Aggressive Algorithm is easy to
implement and very fast.

• Logistic Regression: Logistic Regression is used for the prediction of the event
occurrence (true/false, 1/0, yes/no). It is a sigmoid function used for probability
estimation. It is the classification algorithm.

5 Evaluation Metrics for Accessing the Performance

In this area, have analyzed probably the significant metrics measurements by which
the performance is estimated of ML model. These measurements quantify how well
model can evaluate predictions or classify. In this project, the introduction of metrics
was used.

Classification Accuracy: It is characterized as the quantity of right predication as
against the quantity of all-out prediction. In any case, this metric alone can not give
enough data to choose whether the model is a decent one or not. Confusion Matrix:
Confusion Matrix shows the model performance also called an error matrix that is a
type of Contingency table. The table has two dimensions: label “predicted,” on the
y-axis and label “actual” on the x-axis. The quantity of predictions that are the cells
of the table is made by the algorithm.

Classification Accuracy: When working on classification issues, the Scikit-learn
gives a report also call classification report, which supports each class that has the
outcomes Precision, Recall, and f-score.
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ClassificationAccuracy =
True Positive + True Nagative

True Positive + True Nagative + False Positive + False Nagative
.

Precision: Precision is the ratio of correctly predicted to total positive instances
which have been also predicted. High accuracy (Precision) implies low False Positive
rate.

Precision = TP

TP + FP

Recall: It is the positive instance ratio that is accurately predicted to all cases in
genuine class—Yes.

Recall = TP

TP + FN

F-score: F-score is the weighted average of both Precision and Recall. Their
consideration is the combination of both FP and FN. It is generally more helpful
than the accuracy, particularly for lopsided class dissemination. In the event that FP
and FN having the same cost or instances then accuracy performs best.

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall

If their instances are different widely, at that point, it is better to look both Recall
and Precision.

Tf-Idf vector and Count Vector are used for classifying the responses at two
levels that are N-gram level and Word level. N-gram level: The range of 1–3 words
will be taken. Word level: The range of single words will be taken. Words will be
considered as a token (bigram, trigram). The Word level classification accuracy is
better than the performance of the N-gram level. At the N-gram level while passive
aggressive classifier stochastic gradient descent, using Tf-Idf vectors performance
at both is better above 90% accuracy. Since, the accuracy of classification alone is
not sufficient to decide the viability of the model, for these algorithms using Tf-Idf
Vectors at word level other metrics explored.

6 Experimental Result

We are using Vector features Tf-Idf vectors and Count Vectors and by using algo-
rithms at word level. Accuracy will be noted for the model. We applied content (text)
classification on the body of the articles in the distinctive freely accessible datasets
of UCI Machine Learning.
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Confusion Matrix:

• Linear-TFIDF: Fig. 2. True Positive = 56, False Positive = 80, True Negative =
1003, False Negative = 952

• Multinomial NB-TFIDF: Fig. 3. True Positive = 48, False Positive = 76, True
Negative = 1007, False Negative = 960,

• PAC-TFIDF: Fig. 4. True Positive = 52, False Positive = 82, True Negative =
1001, False Negative = 956 (Fig. 5).

Classification Report: Linear-TFIDF (Fig. 6).
PAC-TFIDF (Fig. 7).
Multinomial NB-TFIDF (Fig. 8).

Fig. 2 Confusion matrix

Fig. 3 Linear-TFIDF Confusion Matrix
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Fig. 4 Multinomial NB-TFIDF Confusion Matrix

Fig. 5 PAC-TFIDF confusion matrix
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Fig. 6 Linear-TFIDF classification report

Fig. 7 PAC-TFIDF classification report

Fig. 8 Multinomial NB-TFIDF classification report

Precision value of linear-TFIDF is 96% and is higher than other models have
precision value 92%. Multinomial NB-TFIDF model has the avg/total is 94% that
is higher than another model. For fake news detection, the sensitivity advises how
sensitive is the classifier, while in the genuine news specificity tells how specific
or selective the model is for prediction. Along these, sensitivity ought to be higher,
because FP is more adequate than FN in classification issues of such applications.

7 Conclusion and Future Scope

The misinformation spread by counterfeit news presents a genuine hazard for its
target consumers, which could be enterprises and also individuals. While an indi-
vidual expending the fake news creates misinterpreted or distorted the real-world
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perception, which impacts their decision-making and beliefs, enterprises experience
the effects of fake news because of loss of damaging impact or competitive advan-
tage on their image. In this paper, the proposed work for fake news identification
and gives it’s the confusion matrix with a classification report of the accuracy of
their perspective model. The sensitivity is high for both the models and is having
comparable to esteem. By greater sensitivity streamlining, we can give indications
of progress results. We can increase the classifier’s sensitivity by a decrement of the
threshold for the prediction of fake news. So it would help for incrementing the TP
(true positive) rate in this work. This analysis also required the improvement and the
complete repository of fake and real news, which might be used for future analysis
in this development of the significant area of research.
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Efficiency Improvement for Regenerative
Braking System for a Vehicular Model
Using Supercapacitor

Sangeeta Singh, Kushagra Pani Tiwari, Ananya Shahi,
Marut Nandan Singh, and Shivam Tripathi

Abstract This hybrid model, developed in Simscape, is to maximize the use of
electric vehicles where each component of an HEV is developed keeping in mind
the basic principle of approach in a commutable trend, authenticated by available
experimental data. To achieve it, a hybrid energy storage system is used, which
will increase the efficiency of regenerative braking to convert the heat energy lost
in braking to electric energy. Battery with supercapacitors stores this energy and
provides it to the motor during acceleration thereby increasing the efficiency of
battery and also the life of vehicle. Simulations with several drive cycles are used
to observe the vehicle behavior under different conditions. The result indicates the
authenticity of the model for realistic prediction of the vehicle’s efficiency as well
as the battery life.

Keywords Energy storage system · H-bridge · Hybrid energy storage system ·
Hybrid electric vehicle · State of charge · Supercapacitor

1 Introduction

As the awareness toward the environment is increasing, various alternatives in the
field of transportation are sought and the best option available for today’s world
considering different problems has emerged as hybrid electric vehicle (HEV) [1].
Almost every transport system chemical batteries have been used as main energy
storage system (ESS) [2]. Though there are many flaws of using chemical batteries
such as limited life cycle, limited power density, higher cost, etc. [3], they are used
in large scale. So, to overcome these demerits, an electric double-layer capacitor
(ELDC) also known as ultra-capacitor/SC is used with battery. SC has many advan-
tages, which overpower the shortcoming of batteries but, in spite of this, they can
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not be used individually in electric vehicles because of their low energy density and
high self-discharge rate. Hence, SC is used in parallel with batteries, which leads to
hybrid energy storage system (HESS).

Battery is a constant source of energy, which has a fixed rate of
charging/discharging. If more energy is demanded from battery, it develops stress on
it. High stress causes heat loss that affects the life cycle of battery and electric vehicle.
Hence during acceleration, battery performance gets deteriorated. To minimize this
effect, SC is added that checks for the high energy demand and supplies it to elec-
tric vehicle in combination with battery thus avoiding the possibility of developing
stress and improves the performance. At the time of deceleration/braking, SC uses
the energy dissipated by HEV to charge itself and the battery which in turn improves
the battery’s source of charge [4, 5].

2 Modeling

The hybrid electric vehicle considered in this work utilizes a vehicle body available
is further connected with a DC motor drive and also H-Bridge converter as shown
in Fig. 1. Since the vehicle body is connected as shown in the simulink model in
Fig. 4, which is further controlled by PWM inverter as a drive controller [6]. Thus, the
interconnection is operated physically with the help of a longitudinal driver, which is
responsible for the acceleration and deceleration of the vehicle [7]. To do so several
drive cycles are there. The given block diagram represents the flow of energy of a
vehicular system using SC in parallel with the battery.

2.1 Drive Controller

Pulse width modulation (PWM) technique is used to control the DC motor as it
provides the benefit of small power losses in switching transistors. By reducing the
power dissipation control becomes linear, which provides better speed stability to

Fig. 1 Drive cycle
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Fig. 2 Simulink model of HEV

motor. When pulse is low (0), output voltage becomes zero and it became equal to
output voltage amplitude when pulse is high (1). PWM is the simplest and most
efficient method for driving small motors.

2.2 H-Bridge

To control the direction of motor either forward or backward H-bridge is connected
to it. In this modeling of electric vehicle, H-bridge is controlled by PWM converter.
The working principle of H-bridge is very simple comprising of four switches, which
can be transistor orMOSFETwithmotor adjusted at center giving it H like formation.
By operating two particular switches at a time, direction of current flowing in the
motor gets altered thus changing its direction of rotation from forward to backward
or vice versa. Changing the direction of motor is crucial as regenerative braking
works on this to store charge at the time of deceleration/braking. In a regenerative
braking system when brakes are applied then energy released during the process is
again utilized by running the motor in opposite direction to work as generator and
capture the energy for charging of battery or SC at the time of need [8].

2.3 Battery

Abattery package consists of 12 cells per cell row. Lithium-ion battery is widely used
because of its high energy density as compared with other batteries. SOC—source of
charge of battery denotes the amount of power available in battery at any particular
instant of time. It varies 0–100%. When SOC is 100% then battery is said to be
fully charged and 0% SOC is the state of complete discharge. In practical usage, it
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is not suitable to let SOC go below 50% and it is recharged immediately after that.
With time maximum capacity of SOC decreases around 75–80%, which requires
frequent charging of batteries and degradation of battery takes place. The average
life of lithium-ion battery in electric vehicles is within 8 years and in that life span,
it can complete a distance of 100,000 miles. SC can last for 10–15 years.

2.4 Supercapacitor

Based on their charge, storing mechanism SC is characterized in two different kinds,
which are electric double-layer capacitors (ELDC) and pseudo-capacitors. SC in a
hybrid electric vehicle enhances the SOC of battery considerably. One of the greatest
superiorities of SC is that it increases the life expectancy of battery aswell as vehicles.
Nowadays SC is used in the braking system and stop-go hybrid electric vehicles with
the idea that its application can be seen in a wide perspective near future [9]. Some
important features that make SC beneficial in HEVs are:

• High power density than traditional batteries.
• Fast charging.
• Wide working temperature.
• Better life cycle as compared with batteries.
• Safety factor of SC is more reliable.

3 Electric Vehicle Dynamics

3.1 Vehicle Body

The vehicle body block is a normal chassis of the vehicle with one set of axel per
two tyres, i.e., rear and front sets [3–5, 10]. The total force applied on any vehicular
system is obtained by following equation:

Ftotal = Fa + Fr + Fc + Flinear−acc + Fangular−acc

where,

Fa Aerodynamic force.
Fr Rolling resistance force.
Fc Hill climbing force.
Flinear−acc Linear acceleration force.
Fangular−acc Angular acceleration force.
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Rolling Resistance Loss

Rolling resistance loss is calculated to overcome the friction between the tires and
the road. Equation associated with this is as follow:

Fr = Krmg cos θ (1)

Kr Coefficient of rolling resistance.
m Mass of the vehicle body (Kg).
θ Slope angle (degrees).
g Gravitational constant (m/s2).

Aerodynamic Resistance Loss

Aerodynamics loss results from the friction between the airstream and the body of
the vehicle. Aerodynamic resistance is disabled in the model.When the aerodynamic
resistance appears then the aerodynamic force is obtained as:

Fa = 0.5 × ρACdv
2 (2)

where,

ρ air density (Kg/m3).
A Frontal area of the vehicle (m2).
Cd Aerodynamic drag coefficient.
v Vehicle linear velocity (m/sec2).

Hill Climbing Loss

Hill climbing force can be exerted on any vehicle system only when it is in running
or moving mode with the upside steam pattern. Since here the hill climbing losses
are considered to be negligible but can be observed by having expression as,

Fc = mg sin(α) (3)

where,

α Hill climbing angle.

3.2 H-Bridge

There are two modes of operation that can be performed in H-bridge, one is average
mode and another one is PWM mode [8, 11, 12]. In PWM, the H-Bridge output is
a controlled voltage that depends on the input signal at the PWM port. If the input
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signal has a value greater than the enable threshold voltage parameter value, the H-
Bridge output is on and has a value equal to the value of the output voltage amplitude
parameter. If it has a value less than the enable threshold voltage parameter value, the
block maintains the load circuit using one of the following three Freewheeling mode
options: First, using one semi-conductor and one freewheeling diode and second,
two freewheeling diodes and with two semi-conductor and one freewheeling diode.
Since the output of the H-Bridge controller is given by,

(
Vo × Vpwm

Apwm

)
− Iout × Ron (4)

Vo output voltage amplitude (Volts).
Vpwm voltage at PWM port (Volts).
Apwm PWM signal amplitude.
Iout value of output current (A).
Ron bridge on resistance (Ohms).

3.3 PWM Controller H-Bridge

The controlled voltage PWM is used to give power to H-bridge separately and is
used as pulse width modulation of voltage source [6, 11]. This can be tuned to
reduce switching losses in the circuitry by observing the desired duty cycle.

Duty Cycle = vre f − vmin

vmax − vmin
× 100% (5)

where,

vre f reference voltage across ports.
vmin minimum reference voltage.
vmax maximum reference voltage.

3.4 DC Motor

Permanent magnet DC (PMDC) motor acts as an actuator in electric vehicle
modeling. Speed of PMDC motor can be varied by PI or PID controller with some
specific values [11].

V = Rai(t) + L
di(t)

dt
+ VD (6)

where,
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VD developed voltage.
V voltage at high side.
i(t) current at high side.
Ra armature resistance and
L Inductance

The permanent magnet in motor induces back EMF in armature by,

vb = K ′ × ω (7)

K ′ constant of back-EMF.
ω ANgular velocity.

Also, torque produced is given by,

τ × ω = vb × i. (8)

So, value of one parameter is sufficient. Rated speed, rated power, and no-load
speed are calculated by,

i = V − vb

R
= V − K ′ × ω

R
. (9)

Finally, the developed torque will become

τ = K

R
× (V − K ′ × ω). (10)

3.5 Longitudinal Driver

The longitudinal driver block is used to maintain equilibrium between the generated
speed and reference speed. This can be done by varying the signal from 0 to 1. The
nominal control output is,

y = K f f

vnom
+ Kp

vnom
+

(
Ki

vnom
+ Kaweout

)∫
eregdt + Kgθ (11)

K f f & Kg velocity and grade feed-forward gain.
vnom nominal Vehicle Speed.
Kp and Ki proportional and integral Gain.
Kaw Anti-Windup Gain.
θ Grade Angle.
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3.6 Battery

A battery package consists of 12 cells per cell row. Lithium-ion battery is widely
used because of its high energy density as compared with other batteries including
lead-acid battery. So, lithium-ion batteries can be made as small as possible retaining
the same storage capacity. Battery used for power electric vehicles is rechargeable
battery and is designed for ampere hour capacity [3, 5, 10].

Battery voltage is defined as:

V = VO

(
SOC

(1 − θ) × (1 − SOC)

)
(12)

where,

VO nominal voltage parameter and
θ constant.

Since, battery SOC and energy can be obtained by,

SOC(t) = SOC(t − 1) +
t∫

0

1

Cb
.dt (13)

Eb = Cb ×Ub (14)

SOC(t) battery state of charge at time ‘t’ (%) and
SOC(t − 1) Battery initial state of charge (%).
Cb Battery capacity (Ah).

Also, the number of cells connected in series per string, energy of a string and
total number of strings in a battery pack is:

Nsc = Ubp

Ub
. (15)

Es = Nsc × Eb (16)

Np = Ep

Es
(17)

NSC & Np battery cell and Strings in series and
Ub & Ubp Voltage of battery and battery pack.
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3.7 Supercapacitor

SC is capable of handling millions of charge and discharge cycles [8, 11, 12]. Thus,
the charging voltage and current across the nth RC branch of the SC as follow:

VCn = V

NSeries
− in Rn (18)

in = Cn × dVCn

dt
. (19)

And if, VC1 > 0 Then,

i1 = (C1 + KC × VC1)

Else, i1 = C1 × dVC1

dt

(20)

where,

V Voltage across the block and
VC1 Voltage across the first branch of capacitor.
NSeries No of cells in series.
in Current in nth branch.
i1 Current of first branch.
Rn Resistance through nth branch.
Cn &C1 Capacitance of nth & 1st branch.
KC Voltage-dependent capacitance gain.

Number of cells in series and parallel of SC is always 1. Here, for HEV, SC is
modified according to the need of battery and capacity of charge require by driver.
Following data have been prescribed, i.e., number of cells in series 150 and number
of cells in parallel is 1 (Fig. 2 and Table 1).
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4 Methodology Proposed

4.1 Drive Cycle

A battery package consists of 12 cells per cell row. Lithium-ion battery is widely
used because of its high energy density as compared with other batteries including
lead-acid battery. So, lithium-ion batteries can be made as small as possible retaining
the same storage capacity [10]. Drive cycle used here is FTP 75. Themaximum speed
of this drive cycle is 90 Kmph. This cycle runs for 2474 s.

4.2 Hybrid Energy Storage System (HESS) Drive Cycle

In electric vehicle during regenerative braking and also at the time of accelera-
tion/deceleration, there are unwanted spikes that harm the battery and also decrease
its life expectancy [11]. To overcome this power, electronic controller called as
Hybrid Energy Storage System (HESS) [1, 3–5, 10] is introduced as shown in Fig. 3
(Fig. 4).

The HESS is basically used to increase the efficiency of regenerative braking
system and also improve the SOC of battery, which in turn increases the life of
the vehicle [7]. HESS is designed such that the battery used in vehicle supplies the
continuous energy demand and SC takes care of the demand during instant loading,
Buck/Boost converter is used in the HESS model for necessary controlling required
in the vehicle [5]. In the above model, Conn 1 is the physical signal, i.e., physical
current signal. SC is connected in shunt with battery to improve the load balancing
[7]. In the block of SC, cells receive equal amount of voltage to keep the HESS in
equilibrium thus keeping the vehicle connections stable. There are two modes of
working with HESS:

Normal Mode: During the normal, running condition of vehicle battery is
sufficient to deliver the supply hence; SC module is inactive during that period.

Fig. 3 Drive cycle
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Fig. 4 Simscape HESS

Acceleration Mode: In this mode, battery needs to go deep discharging, which
can harm battery life. In such cases, SC assists the battery by buck/boost converter
to maintain inside equilibrium. If at any instance, SC voltage decreases by battery
voltage then it will increase battery stress as anyhow SC will start charging through
battery. To avoid this, SC only acts as a back-up for battery module.

5 Results and Discussion

Different simulation results have been observed, which include SOC of battery
without SC, SOC of battery with SC, and graph of the speed comparing the longi-
tudinal drive cycle with actual drive cycle. Model is made to run for 2474 s and
battery’s SOC without HESS is observed in Fig. 5 and with HESS in Fig. 6. With
SC, energy captured by regenerative braking is more often than electric vehicle with

Fig. 5 State of charge for HEV without HESS
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Fig. 6 State of charge for HEV with HESS

Fig. 7 Actual speed versus drive cycle speed

battery only, i.e., for the same interval of drive cycle, charge available in battery with
SC is more than charge in battery without SC after the completion of drive cycle.

Where the SOC for the same distance of 5.59Km is obtained, 54.49%with SC and
54.44% without SC with a limit of 0.05%, which can be observed and a comparative
result for SOC of battery with or without SC is obtained by comparing Figs. 5 and 6
in which it is clear that longitudinal driver is closely following the actual drive cycle
and is given in Fig. 7 (Table 2)

6 Conclusion

With the introduction of SC along with appropriate parameters in hybrid electric
vehicle, the SOC of battery improves with significant amount, which has been
observed in the above two graphs Figs. 6 and 7. The increased percentage of SOC
in battery with SC signifies that losses in the battery have been decreased, which
mainly takes place in the form of heat at the time of acceleration/deceleration. One
of the major problems of using hybrid electric vehicles is frequent charging, which
can be resolved by this alternative. The rate of discharge of battery is defined by the
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application of SC in such a way that during normal speed, vehicle is driven by battery
and at the time of instant demands SC takes the control and maintain the continuous
flow of energy smoothly without any excess burden on battery. With this improvisa-
tion of SOC in battery, the life expectancy of battery gets better than before, which
contributes in efficient regenerative braking.

7 Future Scope

Advancement of adding an SC with a battery in an electric vehicle shows makeable
progress in the improvement of SOC of the battery for the same time reference. With
high energy density of SC, its self-discharge rate can be optimized to a consider-
able level that again increases the efficiency of an electric vehicle. Furthermore, an
increase in the voltage of individual cells of SC is another field to be explored and
work accordingly.

Table 1 EV modeling
parameter

Component used Significance Rating

Vehicle Body Mass 1200 kg

Drag coefficient 0.4

Air density 0.28 kg/m3

Tire (magic formula) Wheels per axle 2

Weight per wheel 8000 N

Rolling radius 301 mm

H-bridge Bridge resistance 0.1

Output voltage
amplitude

320 V

PWM controller Frequency 10 K Hz

DC motor No load speed 8000 RPM

Rated load 50KW

Longitudinal driver Nominal speed 25.352 m/s

Drive Cycles FTP75 2474 s

Battery Nominal voltage 320 V

Rating 50Ah

Supercapacitor Self-discharge
resistance

300 �

R1 0.2 �

R2 90 �

R3 1 K�

Buck-boost converter Threshold voltage 6 V
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Table 2 Parametric
comparison of EV with
battery and supercapacitor

Parameters Battery Supercapacitor

Cell voltage 3.60 V/cell 2.75 V/cell

Life cycle 2–3 years 10–15 years

Self-discharge 2–3% per month 5% per month

Price (per KWh) $175 per KWh $100 per KWh

Recyclability 25–96% 20–70%

Safety Moderate Safer than Li-ion
battery

Temperature range +10 °C– + 55 °C −40°C to + 70°C

Power density 1.6 KW/L 10 KW/L
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Formulation of C++ program
for Quine–McCluskey Method
of Boolean Function Minimization
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Mayank Joshi, and Pradeep Kumar Juneja

Abstract There are a number of techniques available for the minimization of
Boolean functions. Quine–McCluskey (Q-M) method, which is a very efficient tech-
nique, is one of them. However, while doing it manually, as a large number of
comparisons are to be done in various tables, there are great chances of human error.
Moreover, it takes a long time to simplify a function using this technique manually.
This method is fruitful when it is performed fast within seconds. For this, we can
rely on computer. By using the programming, we can make computer do all the
long comparisons and get the minimized Boolean expression instantly. This paper
presents a report on the work that we have done for developing the C++ program for
Q-M method for Boolean functions of 3, 4, and 5 variables. Finally, the outputs of
this program have also been showcased for various considered Boolean functions.

Keywords Boolean function ·Minimization · Program · Q-M method · Prime
implicant

1 Introduction

Any logical problem can be easily solved by expressing it in form of a Boolean func-
tion and then minimizing it. A Boolean function is comprised of the Boolean vari-
ables and logical operations. The primary logical operations on which the Boolean
algebra is based are ‘OR’, ‘AND’, and ‘NOT’ [1]. The logical operations can also
be expressed in the mathematical form [2].

The minimization of a Boolean function is highly desirable as after minimization,
the resulting logic circuit is less complex and contains a minimum number of logic
gates, which in turn results in a reduction in its cost, increase in speed of opera-
tion, and decrease in the power consumed [3, 4]. A given SOP or POS form of the
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Boolean function gets easily minimized manually using laws of Boolean algebra
and Karnaugh map (K-map) [5]. However, with a Boolean function containing a
large number of variables, typically more than four, Boolean algebra and K-map
techniques become very tedious for finding the minimal form of the given function.

A third very popular and efficient technique for minimization is Quine–
McCluskey (Q-M) method. This method is based on searching the prime implicants
(PIs) [6]. It can very effectively deal with the Boolean functions in which the number
of variables is very large [7]. But when this technique is used manually, there are
great chances of errors as a large number of comparisons are to be performed at every
step [8]. However, as this method is a tabular method based on an algorithm, a very
efficient computer program can be developed for it which can minimize the given
Boolean function instantly.

2 Developing the C++ Language Program for Q-M Method

To make a successful C++ program for this requires a little deep knowledge of C++
language, different functions to compare the terms of each variable, to print the tables
in an ordered way, to take input in an organized way, to find the prime implicants
(PIs), to create PI table, to find out essential prime implicants (EPIs), to derive the
minimized Boolean expression and to print them. To handle different expression in
a uniform way, to get unique output expression, requires a complex programming
with the concept of classes, arrays, functions, and Quine–McCluskey method.

The algorithm to show the working of Quine–McCluskey method for obtaining
minimized SOP expression for a particular Boolean function consists of some basic
steps that are shown in the flowchart presented in Fig. 1.

3 Difficulties and Solutions

(i) The uniformity of table heading and data: To maintain the gap between each
column and to set column width the setw function is used.

(ii) To minimize the expression having all the terms: To print 1 when all the
possible terms (minterms and do not care terms) are present, the ‘if’ condition
is used.

(iii) To decide the result according to the number of variables (3,4,5): A menu-
driven program is attached to make it user-dependent that asks user for
choosing among 3 variable, 4 variable, and 5 variable programs.

(iv) To print the correct expression when few or all the minterms are not in EPIs:
To check whether all the terms are covered or not, a separate function is
created that gives the product terms, which covers the uncovered minterms.
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Fig. 1 Flowchart of the C++ program for Q-M method

(v) Repetition of product terms: Multiple product terms having the same value
may repeat, especially from the last table. For this, a few lines of code are
added to destroy the uniqueness of the repeating PIs.

(vi) The plus+ sign at the end: The sign at the end due to recursion is not necessary
and may be confusion. A zero at the end of SOP expression is inserted, which
clearly shows that the minterm expression is finished.

(vii) Handling theDon’t care terms: If the user enters any value inDon’t care terms
then code will execute as usual but if the user enters—1 as Don’t care terms
(in case the function has no Don’t care term) then code having evaluation part
of Don’t care terms will be skipped.

4 Results

The developed C++ program is now executed on some Boolean functions of 3, 4, and
5 variables. The snapshots of the outputs generated by this program are presented in
Figs. 2, 3, and 4. The Red Cross signs (‘X’) in PI tables indicate the essential prime
implicants (EPIs). In every snapshot, the last term that is shown to be added to the
final minimal SOP expression is zero, which indicates the end of expression.
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(i) Minimization of 3 variable function: 

Fig. 2 Output of program for function of 3 variables

(i) Minimization of 3 variable function:
(ii) Minimization of 4 variable function:
(iii) Minimization of 5 variable function:

5 Conclusion

In this paper, a C++ program has been developed for Quine–McCluskey (Q-M)
method of Boolean function minimization for Boolean functions with 3, 4, and 5
variables. This program has been tested on a number of Boolean functions and the
desired minimal SOP form is obtained for each. So, this validates the developed
program. This program can be further modified for 6, 7, 8, and more variables.
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(ii) Minimization of 4 variable function: 

Fig. 3 Output of program for function of 4 variables
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(iii) Minimization of 5 variable function: 

Fig. 4 Output of program for function of 5 variables
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Survey of Security Issues
in Cyber-Physical Systems

Aditya Tandon

Abstract The curious case of “a sense of security” showed clear weaknesses in the
existing Cyber-Physical Systems or widely known as the Internet of Things (IoT)
and is not close to that of the existing computers. The Internet of Things unveils a
variety of new issues and challenges that need security and privacy in a different way
that are usual in the existing information systems. This work lays the groundwork
for how protection within the Internet of Things will be treated, both in current
and future systems. Current devices have been studied in various domains and with
various technologies to create a simple, concrete image of the problems and solutions
that exist in today’s IoT. Within the IoT framework, computation, resources and
bandwidth, the three key constraints are defined and used to establish the basis for the
challenges posed. Further discussed the numerous potential futures for the IoT, and
what challenges would involve in the successful operations of IoT. The approaches
to the problems will vary fromwhat resources are available and an in-depth overview
of potential solutions will be discussed depending on available resources. To increase
developers’ attention on important IoT security issues, complete recommendations
are described chronologically from start to finish of design, creating and maintaining
devices on the Internet of Things, aimed at developers with in-depth information
security expertise. It poses potential solutions and alternatives, as well as major
issues that will make programmers think about the implications of the choices, they
make during the overall process in IoT.
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1 Introduction

Kevin Ashton originally gave the term Internet of Things (IoT) in 1998 in a presenta-
tion [1]. The IoT allows us to connect people and things with Anywhere, Anyplace,
Everything and Anything [2]. The communication, configuration and management
of these devices are not feasible if it is not done automatically because of the huge
number of internet-based devices. The sensor networks are key components of IoT.
The sensor networks consist of one or more sensing nodes that use wired or wireless
means to communicate with each other. Every other sensor node has the capability
to locally or remotely sense, communicate and process data. Sensor nodes in sensor
networks can be homogenous or heterogeneous. These sensor nodes are built with the
phenomenon that we would like to sense the environment activities [3, 4]. Through
the development of hardware and software innovations,mixture of real-world entities
wireless sensor networks and smart objects have become a practical solution through
the Internet capabilities. The IoT is the introduction into the Internet of clearly identi-
fiable SmartObjects,manufactured systemswith actual objects and their realizations.
IoT engineers operate in tandem with WSN hardware, but the deployment and anal-
ysis procedures for sensor devices to act as smart objects are not insignificant. The
expansion of applications for the IoT relates in particular to various usability char-
acteristics of WSN. The design and implementation of IoT systems need the basic
issues that are explained in [5] to be addressed:

• Hardware and Software heterogeneity linked networking and compatibility
problems.

• Flexibility and scalability of application.
• Standardized communication and descriptions of the services.
• Procedures for the automation.
• Handling the Big Data.

The IoTs have the capability to deploy billions of very low-cost, internet protocol
(IP)-enabled wireless sensor nodes, allowing sensors to sense and track any object
or individual in real world. The integration of sensing objects allows us to commu-
nicate easily with others in the world [6]. An IP address is provided for any device
that connects to the Internet. The existing IPv4 has an address space of 32 bits (i.e.
approximately 4.3 billion distinctive IP’s, which is less than today’s population of
the world). IPv6 is the latest version active to solve the limitation of 32-bit address
space issue and plays a significant role in IoT implementation. IPv6 can handle more
than 340 undecillion distinct IP addresses (128-bit). So even, the new IPv6 will
recognize trillions of WSN nodes [7]. Internet technologies andWSN are realizing a
new trend in the age of ubiquity. A rapid growth in internet usage and improvements
to various networking technologies allow the internetworking of daily objects [8].
IoT has always been about real objects communicate with each other, a machine-to-
machine contact would be applied to things [9]. The phase of convergence supports
the core concept of the IoT, two-way communication is possible between twonetwork
devices. The toolsmaybe overwhelming in nature, such as a high-speed server system
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Fig. 1 IoT-based Smart City

tracking out a weather monitor, or a smartphone user manipulating bulbs. This corre-
spondence is made possible by the presence of a universal communication network,
using structured protocols. This extensive-scale integration is expected to enhance
many of the existing systems such as logistics, transport and different automated
systems. However, it will also allow the implementation of novel applications such
as smart towns (Fig. 1).

2 Motivation for Security in IoT

IoT protection is a very popular area of study that draws researchers from science,
business and government domains. Threats to IoT systems are fast and easy to
enforce. An attacker can breach a residential alarm device by infringing the RF
signal that used to turn the alarm on and off [10]. Security problems are discussed
in [11], such as basic system security, network safety in the IoT. The internet will be
connected with more than 200 million devices by year 2020, with a large portion of
such devices being phones, appliances and a huge opportunity will also be there for
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Table 1 Types of industries
that will use IoT widely

Category of industry 2014 2015 2020

Domestic consumer 2,244.5 2,874.9 13,172.5

Vertical business 836.5 1,009.4 3,164.4

Standard business 479.4 623.9 5,158.6

Automotive 189.6 372.3 3,511.1

Total 3750.0 4,880.6 25,006.6

the hackers to attempt “DoS” attacks, malicious emails from other hazardous Trojans
or Worms. A well-known organization’s (Hewlett Packard) study report states that
approximately 80% of IoT devices infringed the privacy of user’s personal data such
as name, address, date of birth, contact number, etc. on commercialized IoT deploy-
ments, more than 80% system did not require passwords having sufficient length,
and 60% had security flaws on their user application interfaces [12, 13].

2.1 Need for Security in IoT

A wide range of protocols and algorithms are available in today’s internet environ-
ment to solve the wireless network security issues; however, the latest methodolo-
gies comprise with a restriction on their implementation in Internet of Things (IoT)
domain due to the hardware system and WSN constraints in IoT. Another major
factor related to security is that traditional security protocols consume a huge quan-
tity of computing and memory resources. The IoT devices generally have to operate
in harsh environment, unpredictable and dangerous environmental conditions around
them, where they are vulnerable to a variety of security breach. A huge number of
IoT devices (about 25 billion) will be used worldwide by the year 2020. Table 1
shows the various types of industries, which will use IoT below [14].

2.2 IoT Malware Attacks Skyrocket in 2018, Continuing
to 2019

SonicWALL estimates that IoT malware attacks in 2018 (up from 10.3 million in
2017) soared 215.7% to 32.7million. The initial two quarters of the year 2019 already
outperformed 55% in the initial two quarters of 2018. If this frequency continues,
this will be another record-making year for attacks on IoT malware (Fig. 2) .
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Fig. 2 Global Malware attacks in IoT [15]

2.3 The Role of IoT

IoT can help to grow a vast range of industrial domains; this section gives a brief
overview of its significance and how its impact on daily life. The Internet of Things
should not only be seen as an evolution of today’s internet but as a collection of
advance autonomous networks operating their own services and infrastructures’ [15].
Various sectors where IoT helps to grow are mentioned below: (1) Healthcare [16–
19], (2) Smart Home [20, 21], (3) Automated Vehicles [22], (4) Big Data [23] and
(5) others [24–30].

3 Current Challenges IoT

Compared with what is theoretically feasible, the present Internet of Things is found
relatively easy. Many devices connect to a phone that acts as a hub to a central
server, communicate to a static home hub or directly connect to a central server.
Some devices can communicate with a central server using a mesh network linked
to a router. In this section, the numerous current and future challenges in Internet of
Things (IoT) are presented.

The IoT technical challenges [31] are identifiable in several areas which are
mentioned below: (1) Connectivity, (2) Power Consumption, (3) Architecture, (4)
Interoperability and Integration, (5) Storage and Computation Complexity, (6)
Authorization.
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4 Attack Types on the IoT System

Many attack types will affect the IoT framework. IoT attacks are generally classi-
fied into four major categories: software attacks, network attacks, physical attacks
and crypto attacks. Physical aggression happens when the attacker is close to IoT.
When the intruder accesses the IoT network, a network attack occurs, manipulating a
computer to inflict harm. A software attack happens when the IoT program has bugs
that allow the hacker to access the IoT devices and damage the system. Eventually,
an assault occurs when the hacker cracks the IoT encryption to trigger an intrusion.
IoT is suggested to take additional steps to enhance its security, such as authentica-
tion, safe booting using digital certificates, secure applications and data encryption,
so that only approved users can access and track IoT device data. Some researchers
identified other types of attacks other than the typical ones are shown in Fig. 3.

As shown, there are six primary categories that are namely: physical attacks; side-
channel attacks; environmental attacks; attacks by cryptanalysis. However, a network
attack may lead to multiple IoT device problems and information sharing between
IoT devices and servers is the most dangerous type of attack. Table 2 compares some
existing solutions for these attacks and their role in optimizing the basic security
features and in most of the types of attacks listed above. As shown in the table,
all solutions should avoid software-related attacks. And moreover, there is no way

Fig. 3 Classification of attacks in IoT
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Table 2 Various aspects of security challenges in IoT and proposed solutions

Challenge Result Constraints Available solution

Authentication Incorrect data can be
considered as correct

Power, bandwidth,
processing

Authenticated
end-cryption

Authorization Adversary access to
important data and
functions

Processing,
bandwidth, power

Authorization
techniques

Availability Deferred updates and
management

Power and
bandwidth

Work with presented
restrictions

Lacking multi-layer
security

No added security if
one fails

Processing,
bandwidth, power

Use encryption on
multiple levels

Key distribution Key can be snapped up
during transit

Processing,
bandwidth, power

Use-case specific
different solutions

Privacy Ability to track users – Privacy

DoS Render device
unusable, loss of data

Power, bandwidth,
processing

Detection, network
design

Unintended uses Device is insecure
because the use case
was not predicted

– Always prioritize
security

Usability before
security

Easy to use, but
in-secure

– User-friendly security.
Always include security

Local storage Large amounts of local
data can get in wrong
hands

Bandwidth Use case-specific.
Offloading possible?

Local processing Local processing will
impact the ability to do
other things

Power, processing Enhanced processing.
Offloading possible!

Interoperability No devices talk with
each other, extra layer
needed (added
breakpoint)

Bandwidth,
processing

Adaption, corporate
unity

to get rid of side-channel assaults. Therefore, all devices are configured to operate
basic security activities except for the latter, an embedded data-powered security
technique. This table shows that a defensive solution is needed in IoT, as most
of them concentrate on software attacks without worrying about device hardware
elements.
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5 IoT Security

5.1 Information Security (IS) and Privacy Threats

Theway an individual or organization protects assets fromunauthorized access, alter-
ation, disturbance or disruption is handled by Information Security (IS). Companies
have invested a large sum of revenue for many years in getting high-end firewalls,
virus protection software, spam email filters and robust cyber security networks as
well. Kumar and Srivastava [32] performed some work on the development of an
optimal amount of capital that businesses can invest to build IT safety systems.Kumar
and Srivastava [31] published a report on ‘Costs of Data Breach’ the report found
that a company’s total data breach costs increased from $3.520 million in the year
2014 to $3.790 million in the year 2015. Hacker groups like anonymous are focusing
on major corporations and risking a very huge amount (millions of $) in damages for
businesses. PayPal had to pay 3.50 million loss due to this in 2012. Cybercrime is at
the forefront of several EU states’ National Security Policy—for example, France,
Netherlands and Great Britain. Several independent studies have recently found that
in the past year between 36 and 90% of companies experienced security breaches.
IT incident volume is rising at an impressive pace. It is not just companies that need
to be cautious, but regular people do likewise. While companies may make invest
wealth to train workers to take adequate safety measures while using technology,
individual users need to take the steps to educate themselves for such concern.

5.2 IoT Security Vulnerabilities

A quick description of the several security flaws in IoT systems and eco-systems
is outlined below. A device’s level of safety is the possibility or threat it would be
compromised, the loss it would cause, as well as the time and resources required to
secure a degree of protection OWASP is a firm involved that emphasizes IS security
concerns and seeks to raise standards. Several of those security issues are mentioned
in brief below:

• Attack Vectors
• Attacks Spread Quicker
• Limited Resources
• Data Integrity
• Lack of Encryption
• Eavesdropping
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6 Conclusion

The (IoT) was the world’s biggest breakthrough and is a promising innovation to
transform our lives. IoT is facing a lot of challenges at the same time. Threats to
privacy and protection, which include safety standards, are the greatest challenge.
The main aim of the current study was to establish safety criteria that could enhance
the output rate of the IoT. The advent of IoT, including context, resources, links and
IoT applications, was briefly presented in this paper. Security specifications play
the most important role in formulating security solutions and maintaining the IoT
network. Awareness of the meaning and types of risks, visibility, vulnerability and
attacks is one of the most significant safety topics to be derived from this report.
The goal of this research was to concentrate on the IoT layers and features to tackle
IoT security issues. For each layer of IoT protection and its security measures, this
survey paper identified different attacks and problems. This paper proposed contrasts
between security measures required to determine the impact of security mechanisms
on the use of power and time for each IoT layer of security. There is still a need to
find a method to avoid some form of IoT threats, such as side channels, that present
a challenge that researchers need to solve. This paper describes and addresses those
problems. The IoT network fails due to heterogeneous network attacks on IoT nodes.
While there are several technology-based privacy and security issues, developers and
researchers need towork together to overcome these risks, as they have achievedwith
many other related technologies.

References

1. AshtonK (2013) That ‘Internet of Things’ thing. [Online]. http://www.rfidjournal.com/articles/
view?4986. Accessed 20 May 2013

2. Friess P, Guillemin P (2009) Internet of things strategic research roadmap. The cluster of
European Research Projects

3. Corcho O, Garcia-Castro R (2010) Five challenges for the semantic sensor web. SemanticWeb
1(1–2):121–125

4. Brush AJ et al (2011) Home automation in the wild: challenges and opportunities. In:
Proceedings of the SIGCHI conference on human factors in computing systems. ACM, pp
2115–2124

5. Ning H, Liu H, Yang LT (2013) Cyberentity security in the internet of things, vol 46, no 4, pp
46–53

6. Suoa H, Wan J, Zoua C, Liu J (2012) Security in the internet of things: a review. In: Proceed-
ings of the 2012 international conference on computer science and electronics engineering
(ICCSEE), Hangzhou, China, 23–25 March 2012, pp 648–651

7. FarooqMU,WaseemM,Khairi A,Mazhar S (2015) A critical analysis on the security concerns
of Internet of Things (IoT). Int J Comput Appl 111(7):1–6

8. Stepanova, Zegzhda (2015) Achieving internet of things security via providing topological
sustainability. In: Science and information, London

9. Raza, Seitz L, Sitenkov D, Selander G (2016) S3K: scalable security with symmetric keys—
DTLS key establishment for the internet of things. IEEE Trans Autom Sci Eng 13(3)

10. Frey S, Rashid A, Anthonysamy P, Pinto-Albuquerque M, Naqvi SA (2008) The good, the bad
and the ugly: a study of security decisions in a cyber-physical systems game. In: IEEE/ACM

http://www.rfidjournal.com/articles/view%3F4986


356 A. Tandon

40th international conference on software engineering (ICSE), Gothenburg, Sweden, pp 496–
496. https://doi.org/10.1145/3180155.3182549

11. Sarigiannidis P, Karapistoli E, Economides AA (2015) Detecting Sybil attacks in wireless
sensor networks using UWB ranging-based information. Expert Syst Appl 42(21):7560–7572

12. Sharma M, Tandon A, Narayan S, Bhushan B (2017) Classification and analysis of security
attacks in WSNs and IEEE 802.15.4 standards: a survey. In: 2017 3rd international conference
on advances in computing, communication and automation (ICACCA) (Fall), Dehradun, India,
pp 1–5. https://doi.org/10.1109/ICACCAF.2017.8344727

13. Tandon A, Srivastava P (2019) Trust-based enhanced secure routing against rank and Sybil
attacks in IoT. In: 2019 twelfth international conference on contemporary computing (IC3),
Noida, India, pp 1–7. https://doi.org/10.1109/IC3.2019.8844935

14. Pongle P, Chavan G (2015) A survey: attacks on RPL and 6LoWPAN in IoT. In: Proceedings
of international conference on pervasive computing (ICPC)

15. Yadav EP, Mittal EA, Yadav H (2018) IoT: challenges and issues in Indian perspective. In:
2018 3rd international conference on internet of things: smart innovation and usages (IoT-SIU),
Bhimtal, India, pp 1–5. https://doi.org/10.1109/IoT-SIU.2018.8519869

16. Hameed S, Ali U (2018) HADEC: hadoop-based live DDoS detection framework. EURASIP
J Inf Secur 2018(1):11

17. Khan FI, Hameed S (2016) Software defined security service provisioning framework for
internet of things. Int J Adv Comput Sci Appl 7(12)

18. Hameed S, Khan HA (2018) SDN based collaborative scheme for mitigation of DDoS attacks.
Future Internet 10(3):23

19. Aggarwal A, Alshehrii M, Kumar M, Alfarraj O, Sharma P, Pardasani KR (2020) Landslide
data analysis using various time-series forecasting models. Comput Electr Eng 88. https://doi.
org/10.1016/j.compeleceng.2020.106858

20. BhardwajA, Shah SBH, ShankarA,AlazabM,KumarM,ReddyGT (2020) Penetration testing
framework for smart contract blockchain. Peer Peer Netw Appl 2020. https://doi.org/10.1007/
s12083-020-00991-6

21. Chithaluru P, Al-Turjman F, Kumar M, Stephan T (2020) I-AREOR: an energy-balanced clus-
tering protocol for implementing green IoT for smart cities. Sustain Cities Soc 61:102–254.
https://doi.org/10.1016/j.scs.2020.102254

22. Aggarwal A, Rani A, Sharma P, Kumar M, Shankar A, Alazab M (2020) Prediction of lands-
liding using univariate forecasting models. Internet Technol Lett e209. https://doi.org/10.1002/
itl2.209

23. Aggarwal A, Rani A, Kumar M (2019) A robust method to authenticate license plates using
segmentation and ROI based approach. Smart Sustain Built Environ. https://doi.org/10.1108/
SASBE-07-2019-0083

24. Aggarwal S et al (2020) Meta heuristic and evolutionary computation: algorithms and appli-
cations. Springer Nature, Berlin, 949 pp. https://doi.org/10.1007/978-981-15-7571-6. ISBN
978-981-15-7571-6

25. Yadav AK et al (2020) Soft computing in condition monitoring and diagnostics of electrical
and mechanical systems. Springer Nature, Berlin, 496 pp. https://doi.org/10.1007/978-981-15-
1532-3. ISBN 978-981-15-1532-3

26. Gopal et al (2021)Digital transformation through advances in artificial intelligence andmachine
learning. J Intell Fuzzy Syst (Pre-press) 1–8. https://doi.org/10.3233/JIFS-189787

27. Fatema N et al (2021) Intelligent data-analytics for condition monitoring: smart grid appli-
cations. Elsevier, 268 pp. ISBN 978-0-323-85511-2. https://www.sciencedirect.com/book/978
0323855105/intelligent-data-analytics-for-condition-monitoring

28. Smriti S et al (2018) Special issue on intelligent tools and techniques for signals, machines and
automation. J Intell Fuzzy Syst 35(5):4895–4899. https://doi.org/10.3233/JIFS-169773

29. JafarAet al (2021)AI andmachine learning paradigms for healthmonitoring system: intelligent
data analytics. Springer Nature, Berlin, 496 pp. https://doi.org/10.1007/978-981-33-4412-9.
ISBN 978-981-33-4412-9

https://doi.org/10.1145/3180155.3182549
https://doi.org/10.1109/ICACCAF.2017.8344727
https://doi.org/10.1109/IC3.2019.8844935
https://doi.org/10.1109/IoT-SIU.2018.8519869
https://doi.org/10.1016/j.compeleceng.2020.106858
https://doi.org/10.1007/s12083-020-00991-6
https://doi.org/10.1016/j.scs.2020.102254
https://doi.org/10.1002/itl2.209
https://doi.org/10.1108/SASBE-07-2019-0083
https://doi.org/10.1007/978-981-15-7571-6
https://doi.org/10.1007/978-981-15-1532-3
https://doi.org/10.3233/JIFS-189787
https://www.sciencedirect.com/book/9780323855105/intelligent-data-analytics-for-condition-monitoring
https://doi.org/10.3233/JIFS-169773
https://doi.org/10.1007/978-981-33-4412-9.


Survey of Security Issues in Cyber-Physical Systems 357

30. Sood YR et al (2019) Applications of artificial intelligence techniques in engineering, vol 1.
Springer Nature, 643 pp. https://doi.org/10.1007/978-981-13-1819-1. ISBN 978-981-13-1819-
1

31. Kumar M, Srivastava S (2017) Image forgery detection based on physics and pixels: a study.
Aust J Fornesic Sci 51(2):119–134

32. Kumar M, Srivastava S (2018) Image authentication by assessing manipulations using
illumination. Multimed Tools Appl 78(9):12451–21246

https://doi.org/10.1007/978-981-13-1819-1


A Detailed Analysis of Adaptive Kernel
Density-Based Outlier Detection
in Volatile Time Series

Kumar Gaurav Ranjan and B. Rajanarayan Prusty

Abstract Preprocessing of historical observations is an essential step before any
data-based analysis. Most power system studies using statistical methods use histor-
ical data of multiple variables collected from different places and time instants. A
preprocessing method that detects outliers in a multivariate dataset in a single step
is generally preferred. This paper presents a comprehensive analysis of a popular
density-based preprocessing approach, i.e., the adaptive kernel density-basedmethod
applied tomultivariate datasets. An attempt ismade to explain the aforesaidmethod’s
algorithm in detail and the significance of its crucial parameters. The applicability of
the approach is elucidated by applying it to various kinds of datasets and evaluating
the performance using different measures. Furthermore, the analysis demonstrates
the impact of crucial parameters on the method’s performance. This paper will help
a novice researcher apply and evaluate the aforesaid method according to the dataset
type.

Keywords False positive · Outlier detection · Preprocessing · True positive ·
Volatile time series

1 Introduction

Probabilistic load flow (PLF) is an essential tool used to characterize the power
system steady-state in a realistic way compared with deterministic load flow [1, 2].
PLF of a power system integrated with renewable generations includes numerous
input random variables [3]. Forecasting of the above multivariate inputs is essential
to perform the steady-state analysis of the power system. The effectiveness of the
probabilistic forecasts required for PLF depends on input data quality. That is to
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say; the input time series must be free from outliers to avoid the creeping of errors in
modeling. Therefore, data cleaning/preprocessing of the input time series plays a vital
role in detecting outliers and correcting themaptly.Whilemuch research attention has
been given toward data preprocessing, most of them apply to univariate time series
only. Multivariate data preprocessing can preprocess a multivariate time series and
be considered an effective preprocessing compared with when each univariate time
series of the same stochastic system is preprocessed. In the literature, the adaptive
kernel density (AKD)-based approach is mostly appreciated for detecting outliers in
multivariate data [4]. This paper aims to critically analyze the approach’s applicability
in a detailed manner by applying it to both clean and raw data.

In the literature, various categorizations of data cleaning approaches are available
[5–9]. Out of the different categories, density-based and cluster-based approaches
deal extensively with multivariate data. However, increased interest in research in the
density-based category over cluster-based methods is because the former, unlike the
latter, are not binary, i.e., they give a quantitative indication of outlierness. Further,
nearby dense regions can be effectively preprocessed, and optimum performance can
be attained by significantly less parameter optimization. The AKD-based approach
is one such efficient density-based method [4]. It is a recent robust approach that
has the capability of detecting outliers in multivariate time series. This approach is
adaptive, eliminating over-smoothing and noisy estimates in regions of high and low
densities, respectively. Despite possessing these qualities, the AKD-based method,
like all other approaches, does not perform outlier correction.

The AKD-based approach being a recent discovery, many aspects of the method
are yet not critically analyzed. The approach was tested with limited datasets. There-
fore, the applicability of the approach to different datasets was not elucidated. The
importance of the crucial parameters and the performance dependence on these
parameters were not elaborated. These pitfalls led to the foundations of this paper.
The paper’s contributions are listed underneath.

• A wide range of density-based outlier detection approaches applicable to
multivariate data are categorized (refer to Table 1).

• The AKD-based outlier detection approach is explained in detail with appropriate
algorithmic steps.

• The AKD-based method’s performance is critically analyzed considering various
kinds of volatile time series.

• The significance of the crucial parameters associatedwith theAKD-basedmethod
is elaborated, and their impact is studied in detail.

In Sect. 2, the AKD-based approach is explained with its algorithmic steps. The
result analysis, including a comprehensive description of different datasets, indices
for performance evaluation, application ofAKD-based approach to different datasets,
and the effect of crucial parameters, is included in Sect. 3, followed by conclusions
in Sect. 4.
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Table 1 Existing
density-based outlier
detection methods for
multivariate data

Year/original method Current version(s)

2000/local outlier factor (LOF)
[10]

Distributed LOF computing
[11]

2004/relative density factor [12] –

2007/Kernel density
functions-based [13]

AKD-based [4]

Scalable kernel density
estimation-based [14]

2009/local outlier probabilities
[15]

–

2009/resolution-based outlier
factor [16]

Dynamic window outlier
factor [17]

2017/relative density-based
outlier score [18]

–

2 Adaptive Kernel Density-Based Outlier Detection
Approach

It is an unsupervised approach that can be effectively applied to nonlinearmultivariate
time series [4]. This method gives a binary output (data point is an outlier or not) and
calculates each data point’s degree of outlierness. This approach’s primary purpose
is to compute the data points’ extent of deviation in a local sense. To compute
a data point’s local measure of outlierness, this approach follows three necessary
steps: define the reference set, i.e., the k-nearest neighbors, compute the local density
(primary metric) and then compute the local outlierness (secondary metric). This
approach uses a kernel function to estimate a data point’s local density and attain
smoothness in the final local outlierness measure.

Consider a m × n multivariate time series matrix Y = {y1, y2, . . . , ym}, where yi
denotes the data point at i th instant, having n attributes. The very first step that
this approach adopts is data normalization. Normalization standardizes different
features’ numeric ranges, which prevents the greater numeric ranges from domi-
nating the lower ones in calculations. For this purpose, Z-score normalization is

used that converts the matrix Y into normalized matrix
�

Y . The i th data point yi can
be normalized as:

�

yi = (yi − y)

σ
(1)

where y is the column-wise mean vector of Y and σ is the column-wise standard
deviation vector of Y .

Once the normalization is done, pair-wise distance between a particular data point
of interest and the remaining data points (d(

�

yi ,
�

y j ),∀i, j ∈ {1, 2, . . . ,m}, i �= j)
are calculated using L2 norm, and then the distances are arranged in ascending order
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to choose the k-nearest neighbors, i.e., the reference set of a data point. Each data
point’s local density is calculated by applying theGaussian kernel, which is otherwise
known as the radial basis function (RBF). The local density of ŷi is given as

ρi = 1

m − 1

m∑

j=1

exp

{
−

(
ŷi − ŷ j
hi

)2
}

(2)

where hi is the adaptive kernel width.
The term “adaptive kernel” comes from the adaptive selection of width parameter,

which is not fixed, unlike classical density estimation. The selection of width param-
eter in this approach is based on the fact that small width and large width are, respec-
tively, preferred in high-density and low-density regions. This avoids over-smoothing
in high-density regions and noisy estimates in regions of low density.

Let dk(
�

yi ) be the average distance of
�

yi to its k-nearest neighbors and dk−min, and

dk−max be the smallest and the largest quantities in the set {dk(�

yi )|i = 1, 2, . . . ,m} .
The kernel width is given as

hi = C
[
dk−max + dk−min + ε + dk(ŷi )

]
(3)

where C(C > 0) is the scaling factor. It controls the overall smoothing effect. ε is
chosen to be a significantly small positive value for non-zero width.

In this approach, the term “local density” does notmean local outliernessmeasure;
instead, it defines a relative measure of local outlierness, i.e., local outlier score
(LOS). LOS of

�

yi is computed as

LOS(ŷi ) = log

⎡

⎢⎣

∑
j∈kNN(ŷi )

ρ(ŷ j )

kρ(ŷ j )

⎤

⎥⎦. (4)

Once the LOS of all the data points is calculated, outliers can be filtered out
following two different ways, depending upon the user’s choice, as follows:

i. Mark the top-most data points with largest LOS as outliers, with number of
outliers known a priori.

ii. Set a threshold value of LOS, and mark the points as outliers whose LOS is
larger than the set threshold.

The flowchart for outlier detection using AKD-based approach is shown in Fig. 1.
The accuracy of the method depends on certain crucial parameters and Table 2

elucidated the significance of those parameters.
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Fig. 1 Algorithm for AKD-based preprocessing approach
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Table 2 Significance of crucial parameters of AKD-based approach

Crucial parameters Significance

Scaling factor (C) It is a factor selected by the user to control the smoothing
effect

k It decides the number of data points to be included in the
reference set. Based on the reference set of a data point, its
kernel width, local density and local outlier score are
determined

Threshold outlier score (LOSthr) Since every data point has a local outlier score, a data point
is treated as an outlier only if its outlier score is greater than
the threshold outlier score

3 Result Analysis

3.1 Datasets

In this paper, the AKD-based outlier detection approach is tested with two different
types of multivariate datasets (clean and raw). A dataset is considered clean if it is
free from outliers. To test the performance of a method on such a dataset, outliers
are inserted manually; therefore, the outliers’ information is available a priori. On
the contrary, a raw dataset is the practical data collected from different solar panels,
substations, etc. Information about the outliers present in the data is not available a
priori [19].

A bivariate synthetic data are created manually to analyze the performance of
the adaptive kernel density-based approach (applicable to multivariate data) on clean
data. The bivariate wind speed data are collected from two sites at Desert Knowledge
Australia Solar Centre (DKSAC), Australia [20]. Table 3 describes the sample size
and time information. The various cases listed in Table 3 are used for result analysis.

Table 3 Comprehensive portrayal of the data used for result analysis

Case
no

Data
information

Location Notation Data
variety

Time
information

Time
step

Sample
size

1 Synthetic – SD1 Clean – – 1500

SD2

2 Wind speed DKASC,
Australia

WS1 Raw August 2013 5 min 1000

WS2
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3.2 Indices for Performance Evaluation

For evaluating themethod’s performance for outlier detection in clean data, indicators
as frequently used by many authors [4, 7] are adopted and elaborated underneath:

(a) TP—It stands for true positive. It refers to a data point, which is an outlier and
is identified correctly by the preprocessing method.

(b) FP—It stands for false positive. It refers to a genuine data point, which is
identified as outlier by the preprocessing method.

(c) FN—It stands for false negative. It refers to an outlier, which is overlooked by
the preprocessing method.

Using the above indicators, the bases for evaluation are given as.

(1) Precision (P): P = No. of TP
No. of TP+No. of FP

(2) Recall (R): R = No. of TP
No. of TP+No. of FN

(3) F-measure (F): F = 2×P×R
P+R .

Any obtained higher values for the above bases indicate better performance of
the preprocessing method. Since preliminary information about the outliers is not
available in a practical scenario, the bases used for evaluating a method’s perfor-
mance when applied to clean data cannot be applicable for raw data. So, an index-
based performance evaluation is not possible for raw data. Hence, the preprocessing
method’s effectiveness is evaluated by critically analyzing the approach as well as
its data-specific performance [21].

3.3 Application to Clean Data

The AKD-based approach’s performance is analyzed considering clean multivariate
data (Case 1 of Table 3). One hundred outliers are intentionally created in the clean
data by increasing/decreasing the value of randomly selected data points by 30%.
The resulting dataset obtained by inserting outliers manually is termed as “polluted
data.” The AKD-based approach is applied to the polluted data, and the results are
shown in Fig. 2 and Table 4. It is inferred from Fig. 2 and Table 4 that the AKD-based
approach performs above average when applied to clean data. Though it detects a
small number of FP, a large section of outliers are not detected, even when they fall
in the low-density region (evident from Fig. 2). Also, if a data point is so altered
that it falls in the different areas of high density, it is treated as a genuine data point,
which should not be the case.
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Fig. 2 Application of AKD-based preprocessing to Case 1 of Table 3

Table 4 AKD-based
approach’s performance
analysis considering polluted
data (bivariate)

Indices AKD-based

TP count 60

FP count 13

FN count 40

P 0.8219

R 0.6

F-measure 0.6936

3.4 Application to Raw Data

This section aims to analyze the AKD-based approach’s performance when applied
to raw data. Case 2 of Table 3 is used for the analysis. The outlier detection capability
of the AKD-based approach is elucidated in Fig. 3.

In Fig. 3, the AKD-based approach is applied to volatile multivariate raw data
(Case 2 of Table 3) for outlier detection. It can be seen from the figure that themethod
detects many real outliers in the data without noticing a vast number of genuine
data points as outliers. This shows the effective outlier detection performance of
the approach. Further, the approach also reduces the over-smoothing effect in high-
density regions. The method eliminates the noisy estimates in the low-density areas
as the kernel width used in this approach is adaptive. But this approach cannot detect
outliers in the high-density region, as this method assumes that outliers occur only in
the low-density areas. The crucial parameters of AKD-based data have a significant
impact on its outlier detection performance. These effects are elaborated in Sect. 3.5.
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Fig. 3 Application of AKD-based outlier detection approach to Case 2 of Table 3

3.5 Impact of Crucial Parameter Values on AKD-Based
Approach’ Performance

Case 1 of Table 3 is used to show the effect of the crucial parameters on the method’s
performance. The outlier detection using AKD-based approach is performed by
selecting various sets of values for the parameters (C and k), and the obtained results
are shown in Table 5. The threshold outlier score is kept constant (0.2) in all the
cases. It is inferred from Table 5 that the scaling factor C should be kept low to
avoid the over-smoothing effect, whereas the value of k should be chosen high for
the proper calculation of the data points’ outlier score. Only then, the performance
of the method will be optimum.

It is inferred from the analyses done in Section 3.3 through 3.5 that, with a proper
set of crucial parameters valueAKD-based approach is capable of giving good outlier
detection results, irrespective of the type of data to which it is applied. The aforesaid
method’s final remarks, along with its merits, lacunae, and scope of improvisation,
are summarized in the preceding section.

4 Conclusion

A compendious analysis of a well-established outlier detection method applicable to
multivariate data, i.e., AKD-based approach, is presented in this paper. The method’s
algorithmic steps are explained lucidly, along with the significance of the asso-
ciated crucial parameters. The approach is then applied to two different types of
bivariate data, and its performance is evaluated using data-specific measures. The
crucial parameters’ impact on the outlier detection performance of the AKD-based
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Table 5 Impact of crucial parameter values on the AKD-based approach’s performance

Sl. no Scaling factor
(C)

k TP count FP count FN count P R F-measure

1 0.1 10 55 38 45 0.5914 0.55 0.5699

2 0.1 30 57 35 43 0.6196 0.57 0.5938

3 0.1 50 59 39 41 0.6020 0.59 0.5960

4 0.25 15 53 16 47 0.7681 0.53 0.6272

5 0.25 35 54 9 46 0.8571 0.54 0.6626

6 0.25 45 56 8 44 0.8750 0.56 0.6829

7 0.5 20 42 1 58 0.9767 0.42 0.5874

8 0.5 40 42 0 58 1 0.42 0.5915

9 0.5 50 43 0 57 1 0.43 0.6014

10 0.7 15 33 0 67 1 0.33 0.4962

11 0.7 25 36 0 64 1 0.36 0.5294

12 0.7 35 34 0 66 1 0.34 0.5075

13 0.9 15 24 0 76 1 0.24 0.3871

14 0.9 35 26 0 74 1 0.26 0.4127

15 0.9 65 28 0 72 1 0.28 0.4375

approach is also explicated. Through the detailed study of the AKD-based approach
in Section 2 and the rigorous result analyses in Section 3, it is concluded that the
AKD-based approach is an acceptable way for outlier detection in any multivariate
data. It gives satisfactory outlier detection performance when applied with an opti-
mized set of parameter values. It does not necessitate any prior information on the data
set’s probability distribution. It can overcome over-smoothing and noisy estimates
in regions of high and low densities, respectively, because of its adaptive nature.
However, simultaneously the AKD-based approach does not perform outlier correc-
tion; therefore, it does only half preprocessing. Furthermore, the need for generalized
rules for optimizing the crucial parameters and detecting outliers in dense regions
instigates scopes for future improvisation.
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Vehicle Health Monitoring System Using
IoT

Sharmila, Annu Bhardwaj, Madhu Bala, Priyanka Mishra, Lavita,
and Janvi Gautam

Abstract Nowadays, as we all know that automobile industry is one of the growing
industries. In every house, there is a vehicle and also there is necessary. Vehicle
Health Monitoring System (VHMS) is designed to make our journey more suitable.
In this, we use multiple sensors, which are used to fetch the activity of vehicle. It is
hard to know any failure in advance due to sensors that are present in the vehicle. By
this project, we are able to know about any damage, fuel level, temperature of engine,
condition of tires of vehicle, level of carbon dioxide emitted from vehicle and give
feedback to avoid loss. Using Internet of Things (IOT), in this project, is remarkable.
IOT is changing the structure of technologies and allows us to implement various
complex systems.

Keywords IOT · VHMS · Automobile industry · Sensor

1 Introduction

Vehicles are now a major part of our comfortable life or we can say that it is neces-
sary too. Automobile industries are most advanced and also developing drastically.
Automobiles are having complex system, both hardware as well as software, and
need the best maintenance strategy. We can not avoid technology and advancement
in our daily life, and at the same time, we are facing problems too. It is very necessary
for human to be healthy, similarly, we have to be very careful toward our vehicle too.
Between all our necessity and glamorous life, we are also harming nature.

Aswe all know, the production and sale of automobiles increase rapidly. Domestic
automobile production increases at 2.36% CAGR between FY16 and 20 with
26.36 million vehicles being manufactured in the country. By this increment, it is
approaching to solve the risk of air pollution.Vehicles are powered by fuels,which are
major causes of air pollution. After the combustion of fuel, it releases CO2 directly
into our atmosphere and also in very big amounts. Components from vehicle are
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Fig. 1 Benefits of vehicle health monitoring system

harmful to our lungs and also global warming is a very big issue. Figure 1 shows the
benefits of vehicle monitoring system.

Themain contribution of our paper is to give solution to all your problems. After a
well maintenance, some faults take place in vehicle sometimes. This project is about
IOT and vehicle health monitoring system (VHMS). A vehicle itself is having many
sensor IoT effective monitorings. It is necessary that our vehicle is at good condition.

The objective of this paper is to inform the owner about the health of vehicle to
avoid any loss.

Innovation in automobile is endless, now there are so many vehicles with advance
technology. Our “HEALTH MONITORING SYSTEM” gives the overall health
report of any vehicle in this project when we are using IOT. We are using GSM
and GPS systems and sensor connected with microcontroller for monitoring vehi-
cles. The controller sends message to the owner about any unusual activity of the
vehicle. This system sends message about any problems with tires, engine failure
and engine temperature. As we mention air pollution, it also informs the amount of
co2 and harmful components that are released in air. We believe that by using IOT,
our project is tremendous.
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2 Related Works

The vehicle health monitoring system is being approached by the industry with
various existing technologies, which are used in vehicle industry to improve the func-
tioning of vehicles using machine learning, algorithms, different data and operators
to make it connected remotely for communication [2]. Machine learning system is
proposed to the vehicle industry to automatically improve and being able to perform
its intended function as it measures the system reliability with the existing AI (artifi-
cial intelligence) transforming industry intomore automotive industry by the learning
approaches, computing and designing [1], while new algorithms are presented as
“Sequential Pattern Mining” to mining the sequential pattern between data exam-
ples and delivered sequence. By the increasing crowd in traffic caused dangerous
situations frequently to overcome those of situation new intelligence system and
technologies being used to detect the problem in advance [3]. Presenting an existing
model that is diagnosed the automatic term and having reporting capabilities as
the function of OBD2 that is remotely used by the system interface as supervised
techniques to understand the data that systems gather as it can be diagnosed the real-
time data, while OBD1 was introduced as a consoler or connected through wireless
medium [4–6]. In the other way, VHMS may be informed of health monitoring of
energy storage system of the EV [7, 8].

The proposed vehicle remote health monitoring system includes the subsystem
of Arduino with Wireless System, which is introducing the wireless communication
service in the era of advancement in technologies where the remotely connected
vehicle will be monitored by its user or server and can predict its fault functioning
in advance by sensing its signal processing and directly alert its user, as it is also
used as an integrated temperature sensor that operates the temperature and reduces
the fuel emission of the engine as it detects and integrates the thermal element.

3 Proposed System and Methodology

The proposed vehicle remote health monitoring system, using Arduino, sensors and
GSM module, for sensing the concentration of gas, remotely operates the tempera-
ture and transmits the detected level of information to the users or service provider
whenever the limit exceeds for the safe access of the vehicle.

Figure 2 shows the diagram of the vehicle health monitoring system that we
used as the hardware in our project for the implementation while explaining the
required functions of the given blocks as all of them sequentially related to each
other and responsible for the health monitoring system of the vehicles as they all are
interconnected to each other and accessing the given functions while informing the
user/server, and it will be able to conduct the required task digitally.
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Fig. 2 Block diagram of vehicle health monitoring system

3.1 Proposed Functional Pattern

The functional pattern stated as:

• MQ2 gas sensor. It is used to detect combustible gases and smoke as it has an
electrochemical sensor, which is able to detect any toxic and combustible gas
from the vehicle that is causing the excessive level of pollution.

• Arduino Nano. It is the type of microcontroller that is used to transmit the infor-
mation of the vehicle to its user and service provider, which is processed with the
help of sensors.

• GSMModule. It is the device that stands as global system for mobile communi-
cation and used as a communication device, which helps to make communication
between computing machine and microcontroller and able to transmit the data
through mobile communication system. As the above-mentioned device helps to
detect the level when the level exceeds its limit, device sent message about the
level to its user. Figure 3 shows the functional pattern of the proposed system.

Fig. 3 Functional pattern of the proposed system
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3.2 Construction of Vehicle Health Monitoring System

Power Supply. This supplies the power to connect the device of microcontroller for
the transmission of data.

MCU (Microcontroller unit). It is used to process the data and loaded the data
to provide its user in an accessed form.

Gas Sensor. It is used to detect any type of combustible and toxic gas that is
causing pollution using electrochemical sensors.

GSMModule. System that is used for mobile communication helps to communi-
cate between the computingmachine andmicrocontroller to transmit the information.

SMS. It is the easiest way to alert the users about the exceeded limit of the level of
temperature, fuel emissions of the engine and causing the pollution throughmessage.

The above-mentioned method is to remotely connect the users who are able to
access important information about their vehicles. Figure 4 shows the construction
of vehicle engine monitoring system.

Fig. 4 Construction of vehicle engine health monitoring system
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4 Observation

In India, pollution has become one of the major problems due to which many health
problems have been recorded so far. Among all, air pollution has the highest contri-
bution to deaths. So, to control this problem, we have made a device that can give
information about the pollution level of vehicles and according to which we can
control or maintain it. This pie chart shows the sources of air pollution in which
various factors are responsible:

•38% of pollution in the air is caused by dust and construction.
•21% of pollution in the air is caused by transport.
•17% of pollution in the air is caused by water boring.
•9% of pollution in the air is caused by diesel generators.
•8% of pollution in the air is caused by industries.
•7% of pollution in the air is caused by domestic cooking.

Figure 5 shows the major sources of air pollution in India. There is about 2
million premature deaths of Indians every year due to air pollution as per the records.
This increase in air pollution is due to the exhaust emissions from diesel vehicles,
smoke from factories, etc., which is responsible for the problem of asthma and
breathlessness, cancer, eye infection and many others as shown in the graph.

• The bar graph shows the various reasons for concern due to air pollution in which
Asthma and Breathlessness are at the highest and Global warming is at the lowest.

• These eight problems are the major consequences of air pollution.

Figure 6 shows the major health problems faced by people due to air pollution
produced by vehicles.

Fig. 5 Pie chart shows the major sources of Air Pollution in India
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Fig. 6 Major health problems faced by the people

•The increase in the PM 2.5 level is due to the emission of CO2 per passenger
when they travel via solo vehicle, public transport, etc.

5 Conclusion

The paper is concerned with the health of vehicle and their monitoring. The infor-
mation given by the device includes vehicles’ performance on various parameters
of their subsystems. In this paper, we have performed various tests for the vehicle
to monitor and analyze the health and obtained their real-time results. In this era of
advancement and development in technologies and with the great usage of smart-
phones, laptops, tablets and wireless communication, it has become possible to use
the technology along with various tools, languages and devices to solve the prob-
lems of industries, companies and the mankind. The main motive of the proposed
system is to reduce the problems and fault in systems and make it a user-friendly
vehicle. This system is designed in such a way that can frequently and rapidly give
information about the fault in any system, i.e. vehicle can respond faster than manual
methods. All the possible scenarios of vehicle crashes are studied in this paper. A
clear conclusion that emerged from the work is that a good approach must be taken
for the development of such a system with better use of technologies, applications
and tools to make it a successful device.



378 Sharmila et al.

6 Future Work

The WiFi module is used to connect it with WiFi network to make it more user
friendly, so, as the future work, it can be extended to more signal processing by
advance GPS, which is able to keep track of its functioning and fault and will be able
to provide advance information to the users and regular service station to save from
dangerous situations. With the oil flow sensors, we can keep the information about
the fluid that is flowing in the pipe and can keep the access of the surrounding with
the help of temperature sensor that is able to keep the access to the present energy.
By effective monitoring systemwith modified technologies about its functioning and
data can record the route of the vehicle by sensors, it will also keep track about its
pollution level and severe accident caused by the negligence of its owner and can be
able to take action against. While the given functions, its wireless medium which is
able to connect both user/server and vehicle, are all user friendly and keep the pattern
of the vehicle digitally.
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Analyzing the Attacks on Blockchain
Technologies

Vinay Kumar Vats and Rahul Katarya

Abstract Blockchain technology has gained significant interest because of a wide
variety of possible uses. It was first developed as a Bitcoin cryptocurrency but has
since been used in many other business and non-business applications. There are
various innovations available from Bitcoin to financial innovations, risk manage-
ment, IoT, and public and social services. The blockchain infrastructure, instead of
most current systems based on center-based architectures, combines peer-to-peer
networks and distributed platforms that use blockchain registers to store transac-
tions. But, like the Internet in 1990, the blockchain is regarded as still growing.
In the future, it can alter so many aspects of technology. However, there are many
setbacks, mainly due to the defense area, as a new undeveloped sector. So, it becomes
important to analyze their success in multiple use cases and scenarios as more
and more diverse blockchain technologies have appeared. We address the secu-
rity concerns of blockchain technology in this survey. In this paper, with a focus
on shared blockchains, we systematically analyze the attack surface of blockchain
technologies.

Keywords Blockchain · Vulnerability · Smart contract · Consensus algorithms ·
Ethereum · Hyperledger

1 Introduction

Since Bitcoin’s debut in 2009, its fundamental methodology, blockchain, has demon-
strated exciting implementations and drawn much academic and industrial knowl-
edge. The blockchain is Bitcoin’s central system. In 2008 and 2009, blockchain
was first suggested by Satoshi Nakamoto [1]. In 2015 [2] and the most powerful
asset in 2016 [3], Bitcoin was ranked as the first crypto-currency and checked in
May 2017 more than 300 k transactions [4] per day. The theoretical framework of
blockchain’s crypto-monetary technology has been investigated in previous studies
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[5]. While some studies focused on blockchain’s security concerns, because of rising
demands for crypto-monetary and security issues, they did not concentrate on the
cyber vulnerability of blockchain. The study in [6] focused on the basic sense of
Bitcoin’s crypto-currency, its use, and functions, and its aspects of privacy are one of
these studies. Smart contracts in Ethereum [7], with general programming glitches
and bugs associated with taxonomy blockchain vulnerabilities. Many blockchains
are designed to increase their efficiency by improving the setup of the protocol
and the creation of new consensus algorithms, for example, the performance bene-
fits/drawbacks of the new update in comparisonwith theHyperledger Fabric versions
such as HLF v0.6 and HLFR v1.0 are in the same sense of calculation [8]. Besides,
bottlenecks can be defined and used through performance measurement and analysis
to facilitate further improvement ideas. Therefore, in the field of blockchain science,
performance assessment plays an important role.

Blockchain technology is a decentralized technology for data and transaction
management that offers data security, privacy, and accountability without a third-
party entity. The technology can be interpreted as a shared directory of all transactions
in a blockchain. This chain is constantly extended by the addition of new blocks.
Blocks are arranged according to a sequence, of which the stack base is the bottom
element. The previous block of the chain is connected to each block. Any block
is defined by a hash created by cryptographic hash algorithms. A block contains a
header forming a chain that links it to its parent blocks, consisting of a certain hatch
of its parent blocks. The first block is known as a genesis block.

Blockchain technology also incorporates the technique of Hashing for security.
There are some properties in cryptographic hashes that are very helpful in blockchain
operations. The property’s hiding property should be well built to be crash-proof and
help to make puzzles easier. The hiding property can be difficult to find when a
hash output is given. It is hard to find two plaintext items producing the same Hash
performance because of the collision resistance function.

While there are some recent studies on blockchain performance, none of them
conducts a comprehensive review of the threats to blockchain systems, the related
actual attacks, and the security improvements. Some of the recent studies related to
attacks and blockchain applications are also available in [9–13]. Based on these
factors, our research provides a thorough analysis of security vulnerabilities in
blockchain technologies by exploring attack vectors that concentrate on user security
and their vulnerabilities. We also analyze the types of attacks that pose both realistic
and theoretical threats to blockchain technology at different levels. The rest of the
paper is organized in the following order:

I. Section 2 presents the structure and some key features of blockchain tech-
nology.

II. In Section 4 different blockchain generations and there, vulnerabilities towards
the attacks are discussed.

III. In Section 5 risks related to blockchain technology are classified and discussed.



Analyzing the Attacks on Blockchain Technologies 381

2 Structure and Overview of Blockchain Technology

The key technologies used in blockchain are presented in this section.

2.1 Consensus

At the heart of a blockchain system is a consensus protocol. The regulations are
established and all nodes can be used to agree on blockchain content, for instance.
Two primary modes of consensus [14] are usually focused on facts and vote. The
most popular proof of work (PoW), used by many blockchain systems, is consensus-
based on evidence. PoW is a very computer-based consensus. The nodeswill solve an
appalling puzzle to fight for the right to record. The first node (called the winner) was
the only way to solve the jigsaw. In comparison to PoW, voting solutions produce a
deterministic outcome and produce relatively high output in general. For each block
order to achieve agreement, they depend on normal message transitions between
different functions on a network. Twomembers of this consensus type are theRaft and
Byzantine Fault Tolerance algorithms (e.g. pBFT and BFT-SMaRt). Raft tolerates
the crash defects only, while the byzantine erroneous defects are fixed by pBFT and
BFT-SMaRt.

2.2 Block Structure

The blockchain is a block series, including traditional public records, with an exhaus-
tive list of transaction records. Any block points to a link called the parent block,
which is mostly a previous block hash value. A block is a header and the block body.
In specific Block editions, Parent Block Hash and Merkle Tree Root have block
header, timestamp, and nuncio. The block body creates a counter and a transac-
tion. The maximum number of transactions per block depends on each transaction’s
package size and size (Fig. 1).

Fig. 1 Block structure of blockchain
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2.3 Key Cryptography

Every entity owns two basic keys, one is a private key for its encryption and the
other for verification used by other users. For signing transactions, a private key is
used. Digital transactions signed are distributed across the network and can only be
accessed through public keys to any network user. The first step is to establish the
hash value derived from the contract when a user wants to enter into a contract. Then
he uses his private key to encrypt this hash value and sends the encrypted hash to
another user with original information. Another user tracks the transaction obtained
bymatching the decrypted hashwith the hash extracted from the information received
(Fig. 2).

3 Blockchain Generations

Relating blockchain technology operations are structured and accessible as follows:
(a) public blockchain in the first generation, (1.0), (b) public blockchain in the second
generation, (2.0), and (c) blockchain in the third generation. In this section, we will
classify the security threats faced by different blockchain generations [15] (Fig. 3).

Fig. 2 Illustration of key cryptography
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Fig. 3 Generation wise attack vulnerability of blockchain system

3.1 First Generation of Blockchain System

Blockchain 1.0 was the first blockchain technology implementation in 2009 and is
thus v1.0.0.Cryptocurrency is an exchangemedium that, using encryption techniques
for monitoring money generation, is manufactured and stored electronically in the
blockchain and allows for verifying the transfer of money. When blockchain and
cryptocurrency technology first came to the market, one of the key roles was to
eliminate third-party interaction in all forms of currency movement.

3.2 Second Generation of Blockchain System

In effect, Blockchain 2.0 is a system that enables programmable transactions (a
condition-modified transaction or collection of conditions) introduced in the year
2010, that is when Ethereum [16], a platform where the developer community can
create distributed blockchain network applications, also known as “smart contracts”,
was born. These are an autonomous computer program that is automatically executed
and conditions specified in advance, such as facilitating, checking, or implementing
the execution of a contract.
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Fig. 4 Classification of blockchain attacks

3.3 Third Generation of Blockchain System

Blockchain 3.0 is a summary of attempts in blockchain industries to solve current
problems, particularly scalability, interoperability, and privacy problems. Here is
a new concept for Decentralized Apps (DApp). Decentralized storage and decen-
tralized network are used because most DApps operate a blockchain, decentralized
peer-to-peer network with their backend code. However, a DApp can host its port-
folio in decentralized storages like Ethereum, Swarm [17], and Hyperledger [18]
(Fig. .4).

4 Risks and Vulnerability

4.1 Key Vulnerability

Inmost blockchain processes, cryptographic hashes are used to protect chain integrity
and transactional property [19]. The most common algorithms for blockchain
implementations are digital signature (DSA) algorithms based on asymmetric key
encryption and cryptographic hacking.
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4.1.1 Cryptographic Attacks

A cryptographic attack is a method of discovering a loophole in a document, cipher,
cryptographic protocol, or keymanagement system to bypass the security of a crypto-
graphic system.The attacker’s objective in cryptography is to crack the confidentiality
of encryption and to learn the hidden message and the secret key.

4.1.2 Hashing Attacks

There occurs a condition when the attacker attacks the hashing algorithms used by
the blockchain system. A pass-the-hash attack (PtH) was a technique used by an
attacker to collect the hash key, which it transmits to other networked systems for
authentication and possibly lateral access, as opposed to key functionality. To obtain
a plain password, the threat actor needs to decode the hash.

4.2 Identity Vulnerability

When stored over a blockchain, information is cryptographically encrypted and
cannot be changed or erased, rendering large breaches of information extremely
difficult, if not technically impossible. With the digital identities of users crypto-
graphically stored directly on a blockchain inside an internet browser, technically,
users will no longer need to provide any third party with sensitive data. Some of the
attacks are listed below.

4.2.1 Sybil Attack

These types of attacks are common and are used by a single rogue group to recognize
and monitor multiple false identities. To isolate the target node from the rest of an
honest network in the blockchain network, this method of attack is used.

4.2.2 Replay Attack

This kind of attack spooks the attacker and gives the two legitimate parties access to
correspondence. Stealing and reuse the hash key make the attacker a legitimate user
to block the ecosystems.
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4.2.3 Assault Impersonation

The impersonation of a legit consumer is commonly used to get entry. An ECDSA
algorithm can also be extended to some other approaches suggested for using a
distributed incentive-based approach. In comparison, BSeiN [20] used the users to
validate an attribute-based signature.

4.3 Manipulation Vulnerability

If the rest of the network can partition one or more nodes in the blockchain system,
different routing attacks may occur for malicious purposes. The use of such attacks,
DoS attacks, and large portions of network mining resources can be postponed for
a significant period, and other attacks can be carried out. The three major forms of
attacks are eclipse, time jack, and transaction malleability-based assault.

4.3.1 Eclipse Attack

The eclipse attacks [15] constitute a kind of attack and the assailant tries to isolate
a target by monopolizing all incoming and incoming links. This lets the attacker
damage the blockchain’s goal vision, waste his computing energy, or weaken the
target’s computer power for malicious purposes.

4.3.2 Transactional Attacks

The malleability of transactions faults the design of Bitcoin, which may change
transactions before being added to a block after generation. It is not possible to change
the source/government addresses or transaction numbers, but another component of
the transaction can be modified.

4.3.3 Time Jacking

The Time Jack is an attempt by communicating with several people to skew the time
signature for the target node and reporting the time to the target. To validate fresh
blocks, the node network time is used. When a network time view from a node is
skewed, a timestamp greater than a given time frame is rejected for new blocks.
It makes it easy to isolate a target node from the rest of the network. Betrayed
transactions can be created and transferred to the target by isolating a target node.
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4.4 Application-Level Vulnerability

Utilities that operate on or connect with the blockchain are by far the poorest link to
blockchain protection.While the underlying blockchain protocol is robust, monetary
loss and the people affected, of course, have all been the target of a variety of attacks
that have fallen prey to trade, wallet, and decentralized apps (DApps).

4.4.1 Design Flow Attacks

The Ethereum blockchain is a strong framework for intelligent contracts and DApps
to be built and run. A decentralized independent organization (DAO) is a clever
contract-based system in which citizens can fund voting by proposals.

4.4.2 Code Flow Attack

Some wallet applications were also targeted because of code errors. By accident in
November 2017, the 513,753 ether “kill” bug in Parity’s wallet program, which at
the time of this writing was worth some 355 million. This is possible because Parity
has concluded every multi-signature agreement in a library.

4.4.3 Exchange Attack

The term exchange refers to the place where the transaction and exchange of curren-
cies take place for keeping thewealthmoving. So, sometimes the attackers directly try
to attack the exchange where payments and transactions, and parties take place. This
happens because most exchanges are relatively small enterprises with less money to
invest in cybersecurity and are (or were) start-up companies.

4.5 System Vulnerability

Blockchain technology systems are based on a data structure that is only connected to
network storage and transaction. The system-based attacks attack the network archi-
tecture and physical hardware, servers, and access terminals of the working network.
The attacker tries to overload the whole connected terminals with service requests
and this overflow of requests degrades the system performance and ultimately the
attacker tries to crash or manipulate the network.
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4.5.1 Race Attack

The race attack enables the attacker to produce two transactions, one real and one
false. The purpose is to allow any node accepting 0 unconfirmed status transactions
that show that the transaction is not yet visible in a block. As a network peer, the
attacker links the target directly.

4.5.2 DDoS Attack

The term DDoS refers to Distributed Denial of Service. A hijacked computer in this
type of attack is normally used by an attacker to overload a network with dispropor-
tionate requests to impede the network’s ability to support the supply of high traffic
[9].

4.5.3 Double Spending Attack

The attacker here tries to spend the same currency multiple times. After waiting
for some trust, the assailant created and put him into a new fraudulent block and a
fraudulent dispute settlement. The attacker then eliminates or leases a large part of
the network’s mining power.

4.5.4 Collusion Attack

The 51%attack is perhaps themost established attack due to its ability to fully subvert
the blockchain. The mining force of more than 50% of the network is dominated by
one entity or group in this form of attack (Tables 1 and 2).

Table 1 Vulnerabilities and their precautionary measures

Vulnerability Flaws Precautionary measures

Key Vulnerable cryptographic algorithm A strong and powerful cryptographic
algorithm, password-protected secret
sharing, hardware wallets

Identity A weak network system Stronger authentication

Manipulation Network process Network encryption

Application Weak development process Better design and development

System Service speed vs. Time tradeoff Trained user base
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Table 2 Classification of attacks based on blockchain surface

Blockchain surface Attacks

Blockchain structure attack Forks, orphans

Peer to peer system attacks Eclipse attacks, selfish mining, DDoS attacks, DNS
hijacks, BGP hijacks, time jacking, block withholding

Attacks over blockchain applications Double spending, wallet theft, crypto-jacking,
blockchain ingestion, overflow attacks, replay attacks

5 Conclusion

The blockchain’s decentralized platform and peer-to-peer design are highly regarded
and endorsed. Through storing data across the network, blockchain has removed
the threats that come with data centralization. The use of encryption technology in
blockchain security systems improves defense. In this paper, we present a thorough
investigation into the blockchain. First, we give an overview of blockchain architec-
ture and main blockchain functionality. Then we discuss the different generations
of blockchain development over the years of work and risks related to them. Also,
many risks can complicate the implementation of a blockchain that is classified and
compared in the survey.

For future work, we are planning toward an in-depth investigation and analysis
of blockchain 2.0 and 3.0 generation-based applications including Smart contracts,
Hyperledger, and some blockchain-based Decentralized Applications (DApps).
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Comparative Analysis of Classifiers
Based on Spam Data in Twitter
Sentiments

Santosh Kumar, Ravi Kumar, and Sidhu

Abstract In the present scenario, sentiment analysis has gained much attention in
the field of text mining. As social media have a huge impact on one’s life, people
use social media as a tool to express their feelings, thoughts, opinions, emotions
and ideology. With the help of sentiment analysis, we can provide computational
treatment for sentiments, opinions and subjectivity of text. Detecting spams from
various social media sites is a challenging task as the messages contain the short
informal text. In this paper, we have tested different classifiers on spam data of users’
tweets based on spammer and non-spammers. The classifiers used for the purpose
are Naives Bayes, Simple Logistic, J48 pruned tree, Bayes network classifier and
Random Forest. Analysis results showed that random forest is proving the highest
accuracy among all the algorithms under consideration.

Keywords Social media · Spam detection · Naives Bayes · Random forest ·
Classifiers

1 Introduction

Sentiment analysis is one of the extremely popular and fastest grown research areas
in recent times. In sentiment analysis, identification and mining of subjective infor-
mation like the persons’ opinions, their thoughts, emotions and attitude are done
by applying various techniques and procedures. Nowadays, social media has come
up as a very important tool through which people can put their thoughts, discuss
over blogs, comment and share their opinions on various subjects. Basically through
sentiment analysis, we can easily review the polarity of any opinion that on any issue
what is one’s opinion like neutral, positive or it may be negative. Sentiment analysis
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has been applied to very vast areas like marketing of products, websites’ reviews,
consumer-related informations and many more, and this helps the users in effective
decision-making [1]. The sub-task of sentiment analysis is the subjectivity detection.
The different tools that are used to differentiate among negative and positive text are
optimized for doing so.We need to ensure that the facts and data should not be filtered
out while data are passed to the polarity classifier, as it becomes tedious to interpret
products’ reviews that are neutral [2]. Various challenges are faced during the process
of analysis of the sentiments like ambiguity in words, multipolarity, noise, selection
of appropriate algorithms, etc. If these are overlooked, it becomes difficult to extract
accurate information. As in sentiment analysis, a large set of information are required
on various topics, which are combined. Subjectivity is an important subtask for anal-
ysis of sentiments, identification of subjectivity is needed. We have to remove the
comments that are factual or neutral or which are lacking sentiments. The analysis
of sentiments can be categorized into three levels of classification namely aspect
level, sentence-level and document-level sentiment analysis. Aspect-level sentiment
analysis is a detailed analysis where opinions about various aspects of the entity
are extracted. For example, in the review: “from last two months I am using this
apple Laptop. It’s wonderful. I just love this laptop; LED display is awsome”, here
laptop is entity whereas LED display is the aspect wonderful, awesome is sentiment
with respect to its aspects through aspect level analysis of sentiments which can
gain information regarding the perception of the user [3]. At document level, the
classification of document is done on the basis of opinions framed or expressed it
may be negative or positive opinion. In sentence-level sentiment analysis, we used
to analyze the sentences in order to classify sentiment and to find that a sentence is
objective or subjective [4]. If there is some subjective sentence then sentence level
SA will derive the opinion that may be positive or negative. In the sentence level SA,
the detailed information is not produced of all opinions. Fundamentally, there is no
difference between the sentence and document level classification as the document
is composed of small sentences [5].

2 Related Work

In [6], the author has worked on the domain of infectious diseases they have used the
ideas like the transmission procedures, symptoms and risks. The connection between
these concepts is analyzed to find howone concept impacts the other. The information
that is produced is applied and a model has been framed that relies on linguistic and
statistical features by analyzing the sentiments based on various aspects using the
models of deep learning. In [7], the author has discussed about various challenges
faced during the process of sentiment evaluation and analysis. Due to these chal-
lenges, it is very difficult to analyze the exact sentiments and finding out the accurate
sentiment polarity. They have surveyed different challenges of sentiment analysis and
the relevant techniques and approaches. In [8], the author has presented the develop-
ment and limitations saddling Urdu sentiment analysis they have also proposed the
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corrections. The whole study has been classified into three dimensions namely senti-
ment classification, text pre-processing and lexical resources. The pre-processing
phase is divided into parts of speech tagging, segmentation of word, cleaning and
spell checking. The lexical resources like lexicons and corpus have been evaluated
and examinations were carried out on constructs of sentiment analysis like modi-
fiers, words and negations. In [2], the author has reviewed various models that are
used to detect the subjectivity of sentiments automatically. They have talked about
key assumption and challenges that need to be traversed comparison of advantages
and shortcomings have been discussed. These procedures have been classified as
automatic, handcrafted and multi-modal. Handcrafted templates are applied on the
sentences having strong sentiments they do not work well on sentences having low
subjectivity. Automatic techniques like deep learning help to represent meta infor-
mationwhich can further be generalized on new domains and languages. Usingmany
kernels, the multi-modal mechanisms are applicable to social data, which integrate
the video and audio forms. In [3], the author has surveyed different approaches of
sentiment analysis opinions aspect levels. The aspects can be specified explicitly
by using the words or it may be derived from the text data. They have talked about
implicit aspect mining techniques. The classification of studies as per approaches and
the limitation have been stated. In [4], the author has explored recent algorithms that
have been implemented in the field of sentiment analysis. They have discussed the
connected fields like building resources, transfer learning and detection of emotions.
They have done the classification on recent papers and their implementation in the
related field. In [9], the author has proposed a framework that can be applied inmulti-
lingual analysis of sentiments and textual resources. They have taken two languages
namely Greek and English, which are high inflection and low inflection languages
respectively. A hybrid vectorization procedure has been implemented that works on
lexicons (with emotional words and polarized) and different encoding learning algo-
rithms and the effectiveness has been demonstrated and achieved high accuracy of
classification. This can be applied to multilingual sentiment analysis applications,
which are quick exact and flexible.

Twitter is a very popular platform for most web users to share their opinions,
and it has become an attractive platform for Spammers too. Spammers send spam
messages and malicious links and cheat many honest users.

3 Classifiers

In the digital domain, there are numerous examples and case studies performed by the
researchers for analyzing the performance of the intelligent classifiers [10–16].Out of
them some of the intelligent algorithms have been illustrated below in sub-sequence
section.
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3.1 Bayesian Network Classifier

It is based on the Bayes theorem and works on the assumption of strong (naive)
independence. From a given training set data, we can easily encode distribution Pb
(A1, … An, D). The output model can be applied to the given set of attributes a1 …
an, the label D, which increases the posterior probability Pb(Dja1, … an) probability
can be returned by the classifier.

3.2 Logistic Regression

It is applied to represent data; it is useful in understanding the relationship between
ordinal, nominal, ratio independent variables and dependent binary variables.
Through logistic regression, we can carry out the predictive analysis.

3.3 Simple Logistic

It is a mechanism through which we can relate the binary outcome to a single
predictor, which may be categorical, continuous or binary.

3.4 Smo

It stands for sequential minimal optimization and a useful iterative optimization
algorithm applied in support vector machine implementation. It breaks the problem
into small sub-problems and analytically these can be solved.

3.5 J48

It is a decision tree that is used for the prediction of new datasets. If we have dataset
containing independent variables and predictors then J48 can be applied to anticipate
the target variables.
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3.6 Random Forest

It contains a lot of decision trees and can be applied as a classification algorithm. The
two main parameters are feature randomness and bagging for accurate prediction.

Next, classification has been done in the weka benchmark to classify the instances
using supervised learning techniques. Different parameters are evaluated on the data
set and steps are shown in Fig. 1.

Fig. 1 Process of
classification
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4 Attribute Analysis

Ten thousand tweets of users have been collected having the features age of user’s
account, number of followers, number of friends, number of favorites received by
user, number of lists added by user, number of sent tweets, number of retweets,
hashtags user mentions, URLs included in tweet, length of tweet and number of
digits. Some statistical analysis of these data is given in Table 1.

Table 1 Attribute analysis of tweets data

Attribute Mean Standard deviation Weight sum Precision

account_age Spammer 570.7222 478.6063 5000 1.3742

Non-spammer 747.4432 560.4431 5000 1.3742

no_follower Spammer 1596.538 21,610.26 5000 759.6774

Non-spammer 3914.922 49,676.13 5000 759.6774

no_following Spammer 1137.477 13,210.52 5000 332.4595

Non-spammer 1007.751 6078.379 5000 332.4595

no_userfavourites Spammer 567.7489 3287.153 5000 92.5215

Non-spammer 888.5579 5129.138 5000 92.5215

no_lists Spammer 3.6007 51.2772 5000 94.2587

Non-spammer 35.1962 490.0219 5000 94.2587

no_tweets Spammer 8436.321 23,646.08 5000 157.9735

Non-spammer 20,080.89 46,148.61 5000 157.9735

no_retweets Spammer 725.3447 6957.689 5000 113.5551

Non-spammer 273.1682 2090.838 5000 113.5551

no_hashtag Spammer 0.5708 0.8769 5000 1.0769

Non-spammer 0.493 1.2251 5000 1.0769

no_usermention Spammer 0.3716 0.7144 5000 1

Non-spammer 0.412 0.7135 5000 1

no_urls Spammer 1.0924 0.3103 5000 1

Non-spammer 1.0506 0.3436 5000 1

no_char Spammer 63.378 31.4408 5000 1.0606

Non-spammer 67.0903 32.2555 5000 1.0606

no_digits Spammer 3.1781 4.7484 5000 1.697

Non-spammer 1.4421 2.8436 5000 1.697



Comparative Analysis of Classifiers … 397

5 Experimentation and Results

The above data are analyzed using different classifiers based on parameters given in
Table 2, and it has been found that random forest is able to correctly classify the tweets
with the highest accuracy of 86.82% in case of these data. Naïve Bayes multinominal
text showed the lowest accuracy. Also, the mean absolute error is lowest among all
in case of random forest.

The graph in Fig. 2 is plotted for different classifiers showing the accuracy of
correctly classified instances. Random forest is having the highest accuracy among
all the algorithms under consideration.

Furthermore, detailed accuracy of classifiers based on spammer and non-spammer
is given in Table 3.

Graph for detailed accuracy of classifiers for class is plotted in Fig. 3. For this,
the weighted average of spammer and non-spammer is considered, and it has been
found that the random forest is performing better among all the algorithms under
consideration.
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Fig. 2 Classifiers versus accuracy
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6 Conclusion

Tweets data of 10,000 tweets of spammer and non-spammers are taken for analysis
of classifiers. The attributes of importance are age of user’s account, number of
followers, number of friends, number of favorites received by user, number of lists
added by user, number of sent tweets, number of retweets, hashtags user mentions,
URLs included in tweet, length of tweet and number of digits. The data are analyzed
using different classifiers based on different parameters listed in text, and it has been
found that random forest is able to correctly classify the tweets with the highest
accuracy of 86.82% in case of this data. Naïve Bayes multinominal text showed the
lowest accuracy. Also, the mean absolute error is lowest among all in case of the
random forest.
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Hybrid Solar Wind Charger

Sharmila, Malti Gautam, Neha Raheja, and Bhawna Tiwari

Abstract Renewable energy resources like wind, sun, hydropower, geothermal, and
biomass are better alternatives for conventional non-renewable energy resources
such as fossil fuel reserves. Renewable energy resources are the better technological
option to generate clean energy and overcome the depletion of non-renewable energy
resources. This paper presents the complete system design of hybrid solar wind
charger. The main contribution is to develop a compact system, which utilizes the
eternal solar and wind power to solve the major crisis of pollution as well as the
scarcity of fossil fuels. The functionality of the proposed system allows a reliable
source of power generation for human beings in the energy crisis.

Keywords Solar power ·Wind power · Renewable energy

1 Introduction

Electricity plays a very important in our day-to-day life. Generally, it is generated by
either conventional method or non-conventional method. The demand and usage of
electricity increase day by day. At present, electricity is generated by conventional
energy resources such as coal, diesel, nuclear, etc. The conventional energy resources
will deplete in the future due to the increased demand for fossil fuels [1]. The down-
side of conventional energy resource is that it produces a lot of waste and pollutes
the environment also. Another method of generating electricity is non-conventional
method, which is free from pollution, economical, and more reliable as compared
with the conventional energy resources. It is good alternative energy resource for
conventional energy resources. The different sources of non-conventional energy
resources are tidal, wind, solar, biogas, geothermal, etc.

The limitations of non-conventional energy resources are as follows: the tidal
energy powered by the ocean tides, which is implemented on the sea shores only, the
geothermal energy is location-specific, and in extreme cases, it causes earthquake,
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solar energy could not power the electrical energy during rainy and cloudy seasons
[2]. Earlier and even nowadays, the hybridization process was done by separately
placing the windmills and solar panels. This required large land areas and could be
used only for commercial purposes. They cannot be shifted to any other place [3].
In this proposed design, we have come up with a compact device, which can be
placed on the rooftop of the house making it possible to be used both for personal
as well as commercial purposes [4]. Each conventional energy resource has its own
pros and cons, the hybrid combination of solar and wind energy will keep generating
the energy in case of any one of the sources fails [5]. Moreover, some examples
are listed in Springer’s books and journals [6–12]. Whereas, the proposed system
consists of solar panel, vertical windmill, which helps generate electricity with the
help of wind and the sun. Since these two resources are renewable energy resources,
it helps controlling pollution. In this proposed system, the DC–DC boost converter
and DC–DC buck converter are used to regularize the voltage levels of the solar
panels and the windmills. Since the solar panel has a higher voltage and the windmill
has lower voltage, their voltage variation is high. There is a need to regularize their
voltage levels.

The main contribution of the proposed system is as follows:
There are many problems that can be tackled using the concept of hybrid solar

wind charger, such as:

1. Hybridization increases the output,
2. Provides uninterrupted power supply,
3. Provides clean and pure energy,
4. Efficient and easy installation,
5. Long-term sustainability,
6. Low installation and maintenance cost.
7. Compact size.

The organization of the paper is as follows: Sect. 2 reviews the related work;
Sect. 3 describes the proposed hybrid solar wind charge system. Section 3 discussed
the implementation of the proposed system. The conclusion is given in Sect. 4.

2 Design of the Proposed System

Themethodology ofmaking this proposed system includes threemain parts. The first
part is the construction of the vertical windmill. The second part is the construction
of a body on which the solar panels as well as the windmill can be attached. The third
part is the final furnishing part that has to be done to make the project presentable.

To begin with the construction, the waste materials are collected that could be
used. This project is made from waste iron parts and wooden parts. The first step is
headed toward the construction of a vertical wind turbine. A vertical wind turbine
proves to be more advantageous than a horizontal wind turbine. The horizontal wind
turbine needs the wind to flow at the right angle to the blades. By contrast, a vertical
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turbine runs well regardless of wind direction, making it better suited to urban areas.
The blades of the wind turbine are made up of hollow PVC pipes. The blades then
have to be attached to a wheel. This is done through rectangular-shaped wooden
sticks. The dynamos can be attached to the wheel with the help of any frictionless
rubber band or a tire tube. The wind turbine can generate a voltage of 3 to 6 V. Then
we headed toward the construction of the body on which the wind turbine and the
solar panels need to be attached. The solar panels are of 21 V each. Two solar panels
are required. The body is made up of wood. Since wood is lighter and will make the
system compact enough to install.

To place the body on the ground, a stand made up of iron is made.
The block diagram with the detailed description of the project is shown in Fig. 1.

The windmill generates a voltage of about 3 V–6 V. While the solar panels generate
a voltage of about 21 V. To combine and regularize their voltage, we use IC7812 and
DC–DC buck converter for the solar panel side. For the windmill, we use DC–DC
booster.

The block diagram above consists of:

• Solar panels.
• Control circuit (IC7812, DC-DC buck converter).
• Vertical windmill.
• Control circuit (DC–DC booster).
• Hybrid charger.

Solar Panels. Generally, the solar modules are fabricated from crystalline silicon.
More than 90% of solar cells are made up of mono and multi-crystalline crystal,
and the rest of the solar cells in the market are made up of cadmium telluride and
amorphous silicon. In the third generation, thin film cells are used in advanced solar
technologies.

Vertical Windmills. In vertical axis wind turbines, the rotor shaft is placed trans-
verse to thewind direction. Themain components are placed at the base of the turbine
and the generator and gearbox are placed near the ground, simplifying service and

Fig. 1 Block diagram of the proposed hybrid solar wind charger
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repair. Vertical axis wind turbines (VAWTs) need not to be directed toward the wind,
and it has an automatic wind sensing and oriented mechanisms.

DC–DC Booster. A DC to DC booster converter is a step-up converter, which
steps up the voltage from its input to its output.

DC–DC Buck Converter. A DC–DC buck converter is a step-down converter,
which reduces the voltage from its input to output.

IC 7812. IC 7812 is a self-contained linear voltage regulator Integrated circuit. It
is easy to use and low cost.

3 Implementation of Hybrid Solar Wind Charger

• Solar panels of voltage 21 V and vertical windmill of 6 V are used.
• To charge a battery or to light any device of about 11 V, we need to bring the

voltage levels of the solar panels as well as the windmills to the same level of
about 12 V.

• So, for this, we used a voltage limiter i.e. a DC–DC buck converter (step-down
converter) to bring down the voltage of the solar panels from 21 to 12 V (Fig. 2).

Also, IC 7812 is used to regulate the voltage up to 12 V and do not let it drop
down below.

• In the windmill, we used a DC boost converter (step-up converter) to raise the
voltage from 6 to 12 V.

• Now they are at the same levels so batteries can be charged.
• The hybrid charger gives us three kinds of voltage variations.
• A power of about 30 watts with voltages 5 V, 12 V and 18 V choose whichever

one is needed.
• To generate electricity from the windmill, a dynamo is used.

4 Conclusion

The conventional energy resources will deplete in the future due to the increased
demand for fossil fuels. Therefore, the solar and wind energy are the best substitute
for the future. The solar panel does not offer power during the night, but the wind
picks up contrariwise. Due to the frequent power loss, a regular unit power supply
(UPS)/battery backup gets more time to charge the battery from the supply. The
proposed hybrid model combines solar and wind energy, which provides an excellent
solution. This paper mainly focuses on integrated solar and wind energy due to the
large quantity, availability of resource and ease of energy utilize for power generation.
The main advantage of the proposed system is cost-effective and highly safe as it
does not emit any radiation, and it generates clean energy. It needs initial investment
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Fig. 2 The proposed hybrid solar wind charger

and affordable for electricity generation. Further research work can be done to make
it proper for military uses too.

References

1. Arjun A, Athul S, Ayub M, Neethu R, Anith K (2014) Micro-hybrid power systems—a
feasibility study. J Clean Energy Technol 3(1):27–32

2. Balaji TS, Damodhar, Sethil Kumar A (2015) Design of high step up modified for hybrid
solar/wind energy system. Middle-East J. Sci Res 23(6):1041–1046

3. Jenkins P, Elmnifi M, Younis A, Emhamed A (2019) Hybrid power generation by using solar
and wind energy: case study. World J Mech 9:81–93

4. Ataei A, Biglari M, Nedaei M, Assareh E, Choi JK, Yoo C, Adaramola MS (2015) Techno-
economic feasibility study of autonomous hybrid wind and solar power systems for rural areas
in Iran, a case study in Moheydar village. Environ Prog Sustain Energy 34:1521–1527

5. MohamedA,Al-HabaibehH (2013)An investigation into the current utilization andprospective
of renewable energy resources and technologies in Libya. Renew Energy 50:732–740

6. Fatema N et al. (2021) Intelligent data-analytics for condition monitoring: smart grid appli-
cations. Elsevier, p 268. ISBN: 978-0-323-85511-2. https://www.sciencedirect.com/book/978

https://www.sciencedirect.com/book/9780323855105/intelligent-data-analytics-for-condition-monitoring


410 Sharmila et al.

0323855105/intelligent-data-analytics-for-condition-monitoring
7. Smriti S et al (2018) Special issue on intelligent tools and techniques for signals, machines and

automation. J Intell Fuzzy Syst 35(5):4895–4899. https://doi.org/10.3233/JIFS-169773
8. Yadav AK et al. (2020) Soft computing in condition monitoring and diagnostics of electrical

and mechanical systems. Springer Nature, Berlin, p 496. https://doi.org/10.1007/978-981-15-
1532-3. ISBN 978-981-15-1532-3

9. Gopal et al. (2021) Digital transformation through advances in artificial intelligence and
machine learning. J Intell Fuzzy Syst Pre-press 1–8. doi: https://doi.org/10.3233/JIFS-189787

10. Jafar A et al. (2021) AI and machine learning paradigms for health monitoring system: intelli-
gent data analytics. SpringerNature, Berlin, p 496. https://doi.org/10.1007/978-981-33-4412-9.
ISBN 978-981-33-4412-9

11. Sood YR et al. (2019) Applications of artificial intelligence techniques in engineering, vol 1.
Springer Nature, p 643. doi: https://doi.org/10.1007/978-981-13-1819-1. ISBN 978-981-13-
1819-1)

12. Aggarwal S et al. (2020) Meta heuristic and evolutionary computation: algorithms and appli-
cations. Springer Nature, Berlin, p 949.doi: https://doi.org/10.1007/978-981-15-7571-6. ISBN
978-981-15-7571-6

https://www.sciencedirect.com/book/9780323855105/intelligent-data-analytics-for-condition-monitoring
https://doi.org/10.3233/JIFS-169773
https://doi.org/10.1007/978-981-15-1532-3
https://doi.org/10.3233/JIFS-189787
https://doi.org/10.1007/978-981-33-4412-9
https://doi.org/10.1007/978-981-13-1819-1
https://doi.org/10.1007/978-981-15-7571-6


Determinants of Artificial Intelligence
Systems and Its Impact
on the Performance of Accounting Firms

Shelly Oberoi, Sunil Kumar, R. K. Sharma, and Loveleen Gaur

Abstract The study intends to identify and validate the various determinants of
artificial intelligence (AI) systems and also aims to investigate its impact on the
performance of accountingfirms.A sample of 176 accountantsworking in accounting
firms of Delhi-NCR was taken to test the literature-driven conceptual models. The
data for the study were collected using a self-administered questionnaire based on
5-point Likert’s scale using convenience sampling. Hypotheses were tested using
factor analysis and structural equation modeling. Cronbach alpha and KMO and
Bartlett test were also being applied to measure internal consistency and to test
sample adequacy. The present study discloses that artificial intelligence (AI) will
help accountants to work better and smarter and would also contribute to provide
better quality accounting work by eliminating errors and frauds. The present study
is among few studies, which have empirically investigated the impact of AI on the
performance of accounting firms.

Keywords Accounting · Artificial intelligence · Systems · Firms · Performance

1 Introduction

Accounting is defined as a method of collecting and documenting the economic
and financial information of a firm, which is further divided into two subordinate
areas, i.e. external accounting and internal accounting. External accounting involves
the preparation of financial reports containing information to external parties about
economic situation of the firm, whereas, internal accounting mainly focuses on the
information about company’s future. It is the call of the firm whether to conduct
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in-house accounting or to outsource it to third party who has knowledge, expertise
and also the specialized technology for all such situations [42, 53]. In the last few
years, there has been enormous development of technology in accounting sector. In
1980s, computers were available in markets and companies were able to afford them.
It is being estimated that Microsoft Corporation produced and sold millions of hard
copies to stakeholders for financial records, as it was too difficult to store large data on
computers [14, p. 99], but itwas also tough to distribute hard copies at fast pace,which
was not cost-efficient, hence, digitization seemed to be the simplified mechanism for
dispersal of financial information to stakeholders [15, p. 94]. At present, accounting
professionals emphasize technological development and its application is also rising
comprehensively [27, p. 4].

Nowadays, in the accounting field, automated accounting is a growing concept,
due to standardization of accounting reporting and time consuming tasks. Artificial
intelligence has really contributed a lot in automated accounting in recent years.

The term ‘Artificial intelligence’ was first given by John McCarthy in 1956.
It involves the development of computer systems, which performs tasks, which
need human intelligence like speech recognition, decision-making, etc. AI helps
in performing function like human brains like problem-solving, learning, etc. over
the decades, the research on AI systems has increased [18, 30]. Many past studies
have reported the widespread use of AI in accounting and integrated audit support
system (Dowling and Leech 2014) [23, 25].

The present study objects to identify and validate the determinants of AI in
accounting firms and to analyze its impact on accounting firm’s performance.

2 Review of Literature

AI is perilous to the imminent of accounting and auditing professions and its appli-
cation in this profession date back to decade ago [2, 16, 31]. In today’s business
environment, it has emerged as a research discipline and its operation grips digital
technology through the implementation of machine systems [22]. It has been noted
that the domain of accounting field has applied many AI technologies in financial
reporting and analysis [35]. AI involves the development and use of expert systems
in accounting disciplines, which facilitates and advices accounting professionals [39,
55]. It has been said by many researchers that expert systems to be more of value
to accountant than technological thrives who painstakingly checks debit and credit
entries [6, 21]. Such expert systems and automation of data processes would facilitate
business owners and their accountant to have up to date minute information about
business enabling them to make quick decisions and eliminating anything, which
affects the performance and profitability of business and takes necessary rectification
procedures. Application of expert systems in accounting is classified into following:
auditing, taxation, financial planning, management accounting, financial accounting,
etc. Artificial intelligence systems help accountants in audit planning, identification
of audit risk and internal control valuation. Expert systems in internal audit facilitate
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the screening and verification of transactions susceptible to frauds [10, 26, 36]. AI
is utilized in terms of cash flow and authorization and processing of claims. It has
vital functionality in financial accounting areas like determination of financial status
by ratios, analysis of financial reports and mergers and acquisition (Yang 2008)
[24, 34]. Artificial intelligence has brought automation of labor-intensive tasks in
auditing, hence, it has become imperative to identify areas likely to be impacted by
AI to a great extent [1, 5]. Past studies have argued that the automation of external
audit process could lead to extinction of human auditors [37, 41, 47]. AI helps in the
performance of analytical review procedure, risk assessment and genetic algorithm
[12, 46, 50]. AI helps in materiality assessment, internal control evaluations, going
concern judgment (Iss 2015) [48]. Nowadays, AI is mainly prominent in data acqui-
sition, data extraction, data comparison and data validation [17, 43, 45]. It helps in
locating relevant information and makes it usable for human auditors. AI facilitates
full automation of time-consuming tasks for further substantive testing [17]. Modern
artificial intelligence tools enable to identify and extract relevant accounting infor-
mation from various sources, for example, it can spot company records before the
end of the reporting time and also after the end of the reporting time [5, 44]. Artificial
intelligence has made audit fully automated resulting in less emphasis on ticking,
vouching and more emphasis will be on identifying trends and patterns and a better
understanding of inputs and assumptions [3, 17].

3 Theoretical Framework and Hypotheses

Artificial intelligence and factors related to firms

Nowadays, it is difficult to carry out the accounting process without the use of
computers and accounting software, hence accounting technology has become very
sophisticated, and it has changed the accounting profession to great extent. Artificial
intelligence has integrated into accounting profession to make it automated, but there
many factors to be kept in mind before integrating AI. The size of the firms and type
of the firm are accelerating factors for need of more advanced software to support
all aspects of accounting operations [26].

HA1: Artificial intelligence system to be adopted is influenced by the factors related
to firm

Artificial intelligence and factors related to technology

Incorporation of AI in accounting profession helps in reducing risks of frauds and
errors, but accountants and auditors need to consider the firm’s objectives and also
they need to compare the costs of developing artificial intelligence technologies with
the benefits they would reap [41].

HA2: Artificial intelligence system to be adopted is influenced by the factors related
to technology
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Artificial intelligence and factors related to personnel

Artificial intelligence technologies in ERP systems in accounting are exposed to
major risk causing due to untrained personnel, which may result in inappropriate
access and financial misstatements [16, 33].

HA3: Artificial intelligence system to be adopted is influenced by the factors related
to the personnel

Artificial intelligence and improved data

Artificial intelligence systems and big data provide more evidence than traditional
accounting process and audit processes in fraud investigations due to improved data
recording and better data analysis [53], but, its integration in accounting processes
needs to be taken care of due to a lot of risks involved [16, 33].

HA4: Artificial intelligence system improves the recording and analysis of data

Improved data and improved performance of accounting firms

The output given by accounting information system has many concerns as far as data
quality like timeliness, accuracy and consistency [51], which requires proper data
collection, data storage and data utilization, which is possible only by implementing
artificial intelligence techniques in the accounting process, which would improve the
efficiency of the accountants and auditors, thereby improving the overall performance
of the accounting performance (Emeke-Nwokeji 2012) [9].

HA5: Improved data due to artificial intelligence system improves the performance
of the accounting firms

Artificial intelligence and transparency

A lot of attention is being given to AI nowadays, which helps in automated decision-
making process delegated to machines and systems [7], but, with automated process,
transparency has becomemain the concern [11, 19, 40]. Artificial intelligence allows
machines and software to run without human control and also informs users about
data processing and prospective transparency [8, 54].

HA6: Artificial intelligence system leads to transparency in the accounting firms

Transparency and performance of accounting firms

Past studies have hypothesized and suggested that financial transparency positively
and significantly impacts the firm’s performance through a reduction in data errors
and financial frauds (Ozbay 2009) [29, 49].

HA7: Transparency improves the performance of the accounting firms

On the basis of the existing literature, two proposed models were framed, Model 1
validating the determinants of artificial intelligence and Model 2, representing the
impact of artificial intelligence on the performance of accounting firms (Figs. 1 and
2).
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Artificial intelligence 
systems
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technology  
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Fig. 1 Determinants of artificial intelligence systems

H4 H5

H7

H6

Model 2

Factors related to firm

Factors related to 
technology  
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Improved data

Transparency 

Improved performance

Fig. 2 Artificial intelligence systems and performance of accounting firms

4 Methodology

The main focus of the study is on primary data that were collected using a Google
Form. It was decided to follow a self-report type approach to get opinions from
respondents towards certain objects. It is one of the best approaches, which provides
dominant statistical approaches for data analysis [28]. The questionnaire was first
used in conducting pretesting and some vague expressions were altered and then final
testing was done for final results based on the responses given by the respondents.
The study also highlights the descriptive analysis. A prior permission was taken from
the authority concerned to obtain data collection. Quantitative data were collected
through twoapproaches: online survey and in-person administered survey.Thepoten-
tial respondents were contacted through emails and telephonic conversation and they
were assured that their opinions will be used only for academic purposes and will
remain confidential. All the questions were made compulsory to avoid missing data.
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Table 1 Sample profile Measure Variable Frequency Percentage

Age 21–30 years 68 38.63

31–40 years 84 47.72

41–50 years 14 7.95

51–60 years 5 2.84

Above 60 years 5 2.84

Gender Male 97 55.11

Female 79 44.88

Education Graduate 38 21.59

Post-graduate 49 27.84

Professional Qualification 89 50.56

Status Married 136 77.27

Unmarried 40 22.72

4.1 Sample Description

A total of 204 responses were received working in accounting firms fromDelhi/NCR
and a sample size of 176 accounting professionals was finally taken after rejecting the
biased responses. Most of the respondents were men (55.11%) and womenwere only
44.88%. Most of them had professional certificate such as CPA, certified financial
planner and accountants.Only 27.84%possessedmaster degree or beyond it,majority
of themhadprofessional qualification (Table 1). Thedatawere analyzedusingvarious
statistical techniques and hypotheses were tested through factor analysis.

4.2 Measurement Tools and Techniques

The data were collected through self-administered questionnaire based on a 5-point
Likert’s scale ranging from strongly disagree to strongly agree consisting of four
constructs, namely, artificial intelligence, improved data, transparency and improved
performance. Artificial intelligence systems have three constructs, namely, factors
related to firm (size of the firm (F_1), type of the firm (F_2) and investment by firm
(F_3), factors related to technology (cost (T_1), knowledge (T_2) and infrastruc-
ture (T_3) and factors related to personnel (training, (PER_1), attitude of personnel
(PER_2), perception of personnel (PER_3), each of the items has three sub-items.
Second, improved data have three items, namely, proper data record (ID1), proper
data analysis (ID2) and predictive analysis (ID3). Third, transparency has two items,
namely, reduction in errors (T1) and reduction in financial frauds (T2) and fourth,
improved performance has four items, namely, saves time (IP1), virtual assistance
(IP2), risk assessment (IP3) and improved communication (IP4). A total of four
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constructs having 18 items were identified and validated and hypotheses were tested
using factor analysis. Structural equation modeling (SEM) was applied to bring
out a causal relationship between all the constructs, using SPSS and the internal
consistency of the survey instrument was determined through Cronbach’s alpha.

5 Analysis of Data

5.1 EFA Results of EFA

Table 2 represents KMO results, which measures sample adequacy and scores of
>0.70 are satisfactory. It also displays Bartlett’s test of sphericity results, which is
also significant.

The EFA results of Model 1 are exhibited in Table 3, which depicts that all the
three constructs have been extracted as their Eigen value is 1 or higher. The total
variance for all the constructs was 75.881%.

The result depicts that factors related to the firm (Eigen value=4.061 andVariance
explained = 27.295%) are the most important determinants of artificial intelligence
system to be employed in any accounting firm. After extracting the items using PCA,
rotationwas done usingVarimaxwithKaiserNormalization,which showed that three
factors had nine items in all. Table 2 represents the internal consistency of various
constructs measured through Cronbach’s alpha. The reliability was also checked and
shown in Table 3, where alpha value of all the constructs is above 0.70, which is
considered acceptable for basic research [38].

5.2 Confirmatory Factor Analysis (CFA) Results of Model 1

Validity Results

Convergent Validity

Convergent validity ensures that various methods of measuring give the same results
(O’Leary-Kelly and Vokurka 1998). The factor loadings should be looked at first,

Table 2 KMO and Bartlett’s
results

KMO and Bartlett’s test

Kaiser–Meyer–Olkin measure 0.784

Bartlett’s test of sphericity Approximately
chi-square

864.424

Df 36

Sig. 0.000
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Table 3 EFA and reliability results (model 1)

Constructs Items Factor
loadings

Eigen value Variance
explained

Cronbach’s
alpha

Factors related to
firm

Size of the firm
(F_1)

0.861 4.061 27.295 0.792

Type of the firm
(F_2)

0.894

Investment by
firm (F_3)

0.834

Factors related to
technology

Cost (T_1) 0.826 1.526 25.455 0.709

Knowledge
(T_2)

0.832

Infrastructure
(T_3)

0.832

Factors related to
personnel

Training
(PER_1)

0.946 1.242 23.130 0.765

Attitude of
personnel
(PER_2)

0.798

Perception of
personnel
(PER_3)

0.921

which shall be atleast 0.5 andpreferable 0.7 or higher.All the items showed significant
loadings (Table 3). Average variance explained (AVE) and composite reliability (CR)
should also be looked into, CR scores should be >0.70 [20], as per rule of thumb,
CR >0.70, CR >AVE and AVE >0.50 [32]. The values of CR and AVE for all the
constructs are significant (Table 4).

Discriminant validity

AVE values are compared with squared inter-variable correlation estimates (SIC) to
measure discriminant validity, AVE > SIC to ensure discriminant validity [32]. All
the constructs confirm the discriminant validity.

Path Analysis and Model Fit (Model 1)

For measurement model 1, CFA was conducted, which showed good fit with df =
2.065, GFI = 0.942, NFI = 0.944, CFI = 0.970 and RMSEA = 0.078 (Table 5).

There was no multicollinearity issue as bivariate correlation did not exceed 0.80.
Path coefficients were calculated on the basis of model 1 and its results are shown in
Fig. 3. Table 6 exhibits the effects from path analysis. Path analysis results revealed
that factors related to technology, i.e. T_1 (β = 0.958), T_2 (β = 0.440) and T_3
(β = 0.930), factors related to firm, i.e. F_1 (β = 0.877), F_2 (β = 0.884) and F_3
(β = 0.753) and factors related to personnel, i.e. PER_1 (β = 0.724), PER_2 (β =
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Table 4 AVE and CR values

Constructs and items AVE CR

Artificial intelligence systems

Factors related to firm 0.745 0.897

F_1

F_2

F_3

Factors related to technology 0.688 0.869

T_1

T_2

T_3

Factors related to personnel 0.792 0.907

PER_1

PER_2

PER_3

Table 5 Model fit (model 1)

Model CFI RMSEA GFI AGFI TLI NFI Df p value

Model 1 0.970 0.078 0.942 0.892 0.955 0.944 2.065 0.000

0.838) and PER_3 (β = 0.657), all are correlated significantly and are determinants
of artificial intelligence system, hereby, supporting HA1, HA2 and HA3.

5.3 Exploratory Factor Analysis (EFA) Results of Model 2

The EFA results of model 2 are exhibited in Table 7, which depicts that all the
three constructs (improved data, transparency and improved performance) have been
extracted as their Eigen value is 1 or higher. All the constructs of model cumulatively
accounted for 74.457% of the total variance. The result depicts that transparency
significantly impacts the improvedperformance in an accounting performance (Eigen
value= 3.586, Variance explained= 28.981%). After extraction of items using PCA,
rotation was also done using Varimax with Kasier normalization, which yielded that
out of nine items extracted, one of the item, i.e. ID2 is excluded from further analysis,
as its factor loading <0.50. The internal consistency of various constructs (Model 2)
is represented in Table 7, where, the Cronbach’s alpha of all the constructs is above
0.70, which indicates a good internal consistency and considered satisfactory for
basic research [38].
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Fig. 3 Standardized regression coefficients and correlation (Path model 1)

Table 6 Path coefficients based on model 1

Unstandardized
coefficient
estimate

Standard
error

Composite
reliability

p value Standardized
coefficient
estimate (β)

F_3 <--- FIRM 1.000 0.753

F_2 <--- FIRM 1.261 0.109 11.570 *** 0.884

F_1 <--- FIRM 1.117 0.097 11.524 *** 0.877

T_3 <--- TECH 1.000 0.930

T_2 <--- TECH 0.413 0.067 6.176 *** 0.440

T_1 <--- TECH 1.038 0.063 16.522 *** 0.958

PER_3 <--- PER 1.000 0.657

PER_2 <--- PER 1.278 0.160 7.984 *** 0.838

PER_1 <--- PER 1.027 0.134 7.651 *** 0.724
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Table 7 EFA and reliability results (model 2)

Constructs Loadings Eigen value Variance
explained

Cronbach’s
alpha

Improved
performance

Saves time (IP1) 0.783 1.287 19.829 0.820

Virtual
assistance(IP2)

0.810

Risk assessment
(IP3)

0.796

Improved
communication
(IP4)

0.756

Improved data Proper data
record (ID1)

0.843 1.828 25.647 0.845

Proper data
analysis (ID2)

0.471

Predictive
analysis(ID3)

0.831

Transparency Reduction in
errors (T1)

0.931 3.586 28.981 0.862

Reduction in
financial frauds
(T2)

0.932

5.4 Confirmatory Factor Analysis (CFA) Results of Model 2

Validity Results

Table 8 depicts that the CR and AVE values for all the constructs of model 2 are
significant, thereby, confirming the convergent validity [32], all the constructs of the

Table 8 AVE and CR values Constructs and items AVE CR

Improved performance 0.618 0.866

IP1

IP2

IP3

IP4

Improved data 0.540 0.770

ID1

ID3

Transparency 0.867 0.930

T1

T2
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model 2, even confirms the discriminant validity by satisfying all pre-requisites, i.e.
AVE > SIC [32].

Path Analysis and Model Fit (Model 2)

For measurement model 2, CFA was conducted and it showed a good fit with df =
2.065, GFI = 0.923, NFI = 0.921, CFI = 0.987, RMSEA = 0.032 (Table 9).

Path coefficients were calculated on the basis of the hypothesized model 2 and its
results are shown in Fig. 4. Table 10 displays the path coefficients. The results of path
analysis discovered that transparency has no significant influence on the improved
performance (β =−0.062), hereby not supportingHA7, whereas improved data due
to artificial intelligence systems significantly influence the improved performance of
the accounting firms (β = 0.661), hereby supporting HA5. The path analysis also
discovered that there is no significant relationship between factors related to the firm
and transparency (β =−0.079) and factors related to personnel and transparency (β

Table 9 Model fit (model 2)

Model CFI RMSEA GFI AGFI TLI NFI Df p value

Model 2 0.987 0.032 0.923 0.891 0.984 0.921 1.179 0.000

Fig. 4 Path model 2 with standardized regression coefficients and correlation between variables
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Table 10 Path coefficients based on model 2

Unstandardized
coefficient
estimate

Standard
error

Composite
reliability

p value Standardized
coefficient
estimate (β)

ID <--- FIRM 0.326 0.078 4.167 *** 0.346

ID <--- TECH 0.130 0.059 2.203 0.028 0.177

ID <--- PER 0.325 0.053 6.149 *** 0.491

T <--- FIRM −0.098 0.119 −0.826 0.409 −0.079

T <--- TECH 0.486 0.101 4.801 *** 0.498

T <--- PER −0.039 0.080 −0.485 0.628 −0.044

IP <--- ID 0.547 0.084 6.498 *** 0.661

IP <--- T −0.039 0.048 −0.806 0.420 −0.062

F_3 <--- FIRM 1.000 0.755

F_2 <--- FIRM 1.250 0.108 11.615 *** 0.880

F_1 <--- FIRM 1.124 0.097 11.634 *** 0.882

T_3 <--- TECH 1.000 0.768

T_2 <--- TECH 1.000 0.103 9.698 *** 0.823

T_1 <--- TECH 0.964 0.108 8.954 *** 0.727

PER_3 <--- PER 1.000 0.933

PER_2 <--- PER 0.411 0.066 6.227 *** 0.444

PER_1 <--- PER 1.032 0.055 18.646 *** 0.955

T2 <--- T 1.000 0.912

T1 <--- T 0.941 0.138 6.830 *** 0.832

ID1 <--- ID 1.000 0.807

ID3 <--- ID 1.013 0.114 8.925 *** 0.708

IP1 <--- IP 1.000 0.725

IP2 <--- IP 1.198 0.129 9.286 *** 0.806

IP3 <--- IP 1.030 0.125 8.249 *** 0.694

IP4 <--- IP 0.850 0.103 8.270 *** 0.696

= −0.044), hereby not supporting HA6. The findings also revealed that the deter-
minants of artificial intelligence (factors related to firm, β = 0.346, factors related
to technology, β = 0.177, and factors related to personnel, β = 0.491), significantly
influence improved data, hereby, supporting HA4.
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6 Discussion and Conclusion

There have been exceptional changes in the accounting profession at present and
it is in evolutionary stage. The results of the current study that AI systems in the
accounting firms of Delhi/NCR improve their performance. Artificial intelligence
system is a very powerful tool in the accounting profession as it helps in providing
extremely accurate output superseding human efforts. Past literature has acknowl-
edged a positive influence of AI techniques on the accounting profession. It has been
identified in past studies that AI techniques mainly to specific tasks like financial
reporting, auditing etc [35].Many studies have noted that expert system in accounting
simplifies the training and advising of accountants with the number of prototype
expert systems (O’Leary 2003) [55]. It has also been asserted that AI in accounting
has made the job of the accountants and auditors easier with the advent of analytics
and cognitive technology [21]. On the basis of the findings and results of the present
study, it is concluded that AI not only improves the recording and analysis of data but
also leads to more transparency of financial transactions, which ultimately leads to
improved performance of accounting firms. The choice of which AI technique to be
adopted mainly depends on the factors related to the firms like size of the firm, type
of the firm, etc, this decision also depends on the technological factors and the type
of personnel hired to do such jobs. Implementation of AI technologies in accounting
professionnot only saves timebut also is also beneficial for detecting errors and frauds
and also helps in better understanding of trends and patterns in financial transactions.
The findings recommend that auditors and accountants should improve their knowl-
edge regarding AI, which will facilitate the accounting and auditing process, which
may involve changes in risk analysis, internal auditing report issuing, etc. Integra-
tion of AI in accounting functions helps in reducing the size of the work from both
client and accounting firm side. Accountants and auditors can collect useful data
with machine learning for identifying the relevant data as well as the risk solving
factors. It may bring many opportunities for accountants to provide more insights
and value to the business and also to improve their efficiency. The present study
examines the determinants of the artificial intelligence systems in accounting firms
in Model 1. The result of the path analysis suggests significant results, i.e. all the
three majors constructs, namely, factors related to firm, factors related to technology
and factors related to personnel, all influence the decision to employ AI techniques,
hereby supporting HA1, HA2 and HA3, which is in consistent with the result given
by past literature [16, 26, 33, 41]. Furthermore, the paper also examines the influence
of AI systems on the performance of the accounting through improved data and trans-
parency. The path results advocate that AI techniques improve the performance of
the accounting firms through improved data recording and analysis, which is in line
with the past literature (Emeke-Nwokeji 2012) [9], but it has no significant impact
on the transparency in the firm, which can lead to improved performance.
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7 Scope and Implications of the Study

The present research has theoretical as well as practical implications. Theoreti-
cally, the study gives major contribution to the existing literature by identifying and
confirming the factors, which determine the adoption of AI techniques in accounting
firms and by exploring how such techniques improve the performance of accounting
firms through improved data and increased transparency. The current study will also
help policymakers, educational institutions and government to initiate toward orga-
nizing training sessions and seminars for future accountants and auditors to develop
their technical skills.

8 Limitations of the Study and Future Scope

The present study has ignored to highlight complexity in AI applications, which has
to be investigated to the fullest extent possible before integrating and implementing
AI techniques in accounting firms as they need to make additional investments to
redesign the business models. The study has also not highlighted the probability of
loss of accounting jobs due to progression of technology. The future research could
address the challenges involved in the implementation of AI technologies and can
also suggest possible solutions to resolve them. Future researchers can also report
the potential biases and highlight more implications for the quality and process of
accounting work.
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Design of a Controller for the Microgrid
to Enhance Stability
and Synchronization Capability

Suhaib Khan, Naiyyar Iqubal, and Sheetla Prasad

Abstract In this study, a state feedback controller is designed for a linearized model
of a diesel generator-based generation plant and a battery storage-based inverter
model plant. The diesel generator plant and inverter-based battery storage system
constitute as a microgrid. The microgrid is a localized power system network and
minimized the mismatch between the generation and loads in a specific region.
Thus, to achieve better performance and stability, a proposed controller is designed
for microgrid. The stability convergence of the control law is analyzed through
Lyapunov stability theorem as well as the Nyquist diagram stability criteria. The
proposed controller improves the overall system performance in the presence of
initial parameter variation and mechanical shaft power random step variations by
reducing over/under shoots, settling time and oscillations. In addition, the proposed
controller regulated both diesel generator model and inverter-based DG indepen-
dently. The performance, stability and ability to keep in synchronism of the proposed
control scheme are validated on a diesel generator and inverter-based battery storage
model simulated in MATLAB©.

Keywords Diesel generator system · Inverter-based battery storage system ·
Microgrid · State feedback controller

1 Introduction

Due to green aspects as well as limited conventional resources availability, the power
generation is trying to shift toward renewable energy sources. In the decade, air
pollution and environmental pollution and same issues have becomemore prominent.
Pollution is mainly caused by burning of coal and other fossil fuels vigorously at
the world level, as these fossil fuels will be consumed by humans 1 day inevitably.
So, the future focus should be on renewable energy, which will be inexhaustible
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and can be renewed, and most of the domestic as well as commercialize renewable
generation system can be directly connected to either utility grid or not connected to
utility grids. Thus, this structure is called as microgrid. In this context, the microgrid
is the localized network with at least one distributed generation (DG) and is made to
deliver electricity to small community like town, business complex [1, 2]. Thus, the
electrical distribution utility needs more a sophisticate control structure to manage
power quality issues at end terminals.

In the conventional power system, the whole grid collectively is connected to the
larger grid. In this type of conventional power system, the cost is more and there
are other operational difficulties. Sometimes, a particular power plant is not able
to supply the required energy. This issue was solved by integrating the supply with
power grid. But the problemwas not solved but later to resolve this issue, the concept
of islanded microgrid was introduced [3].

The microgrid is only connected at a single point to utility grid. The basic objec-
tive of the microgrid is to generate and control power demand localized way [4].
This connection acts as a switch that makes it possible to disconnect the micro-
grid from the main grid and can be operated temporarily in islanded mode as well.
The microgrid combines distributed power load, control devices, etc. and classified
as (a) Institute microgrid: this type of microgrid focuses on site generation of the
energy and utilizing within the institutional campus, (b) Community microgrid: it
serves thousands living within the community and they also comprise the renewable
sources and can supply energy on demand within the community. They have several
distributed energy storages but, in a system, at least one should be there. Such type
can be in both AC or DC and can operate both as bi-lateral system and (c) Military
microgrid: this is used in military base and can also provide security.

The national and centralize microgrids tend to more research and developments to
resolve load frequency control, protection in both island as well as in grid-connected
modes. The operation and control of microgrids variables can enhance the benefits
of the power supplier as well as power consumers [5]. But the output of renewable
sources such as the photovoltaic can vary frequently because of environmental condi-
tions due to this serious issue arises on reliability on PV and power quality of utility
grid [6]. The microgrid can help in lowering feeder loss and increase the reliability
of local power supply and increase in the energy efficiency along this microgrid is
dominated by converter network interface also [7–9]. Based on the characteristics of
feeder, there are three types of microgrid and are classified as [10]: (a) urban micro-
grid, (b) rural microgrid and (c) off-set microgrid, and also comprised as a dispersed
or distributed generation network.

The distributed generation is a system that uses the number of dispersed energy
sources to generate power. The energy could be achieved from fossil fuels and renew-
able power plants such as solar generation system, wind generation system, etc.
[11]. Such grids operate in hundreds of kilowatts and megawatts [12]. This can help
reducing carbon emissions as well as increasing the quality of air and giving higher
efficiency for the overall system, controller can be used to get proper as well as desir-
able output hence resulting in higher overall performance of the plant and making
the plant more stable. This is positioned closer to the dispersed network, misplacing
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these can cause network losses and higher operating costs [13]. Controller can also
be placed and used to reduce the PV fluctuations and a local controller can be used
as protection as well as it can be used as an individual device [14, 15]. Most common
type of controller used in feedback control is PID [16]. Controller is used as a
bridge between microgrid model and utility grid. It receives desired instructions and
after validating the instruction it executes to control accordingly [17]. The tuning
PID controller can be done using optimization approach to get a better response
[18]. Moreover, some advanced AI and machine learning-based studies are listed in
Springer books and journals [20–27].

In this paper, a linearizedmodel of both diesel generator and inverter-based battery
storagemodel is considered for study and farmed as amicrogrid system. A simplified
state feedback control approach is applied. The present study has the following
contributions: (1) a state feedback control scheme designs for the linearized model
of microgrid, (2) the convergence of control law analyzes using Lyapunov’s stability
theorem and Nyquist diagram, (3) the performance of the controller demonstrates
in the presence of mechanical shaft power disturbances and (4) closed-loop system
responses produce satisfactorily over/under shoots with negligible oscillations and
maintains in synchronization.

The remaining sections of this paper are composed as follows: Sect. 2 describes
the linearization of both diesel generator dynamic model and inverter-based battery
storage dynamic model. The control law design steps followed by its convergence
are depicted in Sect. 3. The simulation investigations and results’ demonstration are
given in Sect. 4. At last, the conclusion is drawn based on simulation demonstration
in Sect. 5.

2 System Structure and Dynamic Modeling

The microgrid is a localized power system network and minimizes the mismatch
between the generation and loads in a synchronized way. The microgrid can operate
to generate maximum revenue as autonomously and also synchronized with power
grids. The optimal operation ofmicrogrid needsmore sophisticated control structure.
As a result, a simplified microgrid structure with supporting equipment is considered
in this study and as shown in Fig. 1a. The diesel generation simplified model and
an equipped DG such as solar PVs etc. [1, 19] are considered in this study. All
simplified microgrid system model is represented as first-order dynamics for small
signal analysis.

The dynamic model of diesel generator contains an automatic voltage regulator,
synchronous generator and speed governor are considered [1]. The classical diesel
generator model acceleration dynamics is described as:

�ω̇r = 1

2H
(�Tm − �Te − KD�ωr ) (1)
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where, the terms H , Te, KD , Tm and f0 are the inertia constant (per MVA), electrical
torque (N-m), damping constant (N per m), mechanical torque (N-m) and nominal
frequency (Hz) respectively. The electrical torque linearized value is considered [1]
and substitutes in Eq. (1) as:

�ω̇r = 1

2H
(�Tm − K1�δ − K2�ψ − KD�ωr ) (2)

where, K1 and K2 are the synchronizing coefficients.

�δ̇ = 2π f0�ωr (3)

The state variables are �ωr and �δ are generator angular speed (rad/s) and rotor
angle (rad) respectively. The generator field circuit system dynamics are written as:
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�ψ̇ = −2π f0m1R f d L
′
ads

L f d
�δ − 2π f0R f d

L f d

[
1 − L

′
ads

L f d
+ m2L

′
ads

]
�ψ

− 2π f0R f d KA

Ladu
�v + 2π f0R f d KA

Ladu
�vc (4)

where, terms R f d , L
′
ads , L f d , Ladu ,m1 andm2 are the generator field system param-

eters. The term KA is derived from exciter transfer function and known as exciter
gain. The state variables �ψ and �v are magnetic flux and field excitation voltage
(volt) of the diesel generator respectively. The generator automatic voltage regulator
system is considered [1] as shown in Fig. 1b and its dynamics is written as:

�v̇ = K5

TR
�δ + K6

TR
�ψ − 1

TR
�v. (5)

The terminal voltage error can be obtained using the following equation:

�vt = K5�δ + K6�ψ (6)

where, terms K5 and K6 are the excitation system parameters. The value of term K5

is always positive while term K6 can be either positive or negative due to dependency
on the external circuit impedance.

The grid connected inverter-based battery storage system is considered [20] in this
study and represented in Fig. 1c. The transmission line parameter can be represented
into short transmission line model. The filter parameters are neglected here for small
perturbations due to low harmonic effect and inverter switches are considered as
ideal. The output voltage of the inverter vi is varied from Vdc to −Vdc according to
value of duty cycle d. Thus, the duty cycle is defined based on ton and to f f time and
written as:

d = ton − tof f
T

(7)

where, term T = ton + to f f is known as switching time interval. The output of the
inverter can be written using time-average approach as:

vi = tonVdc + tof f (−Vdc)

T
= dVdc. (8)

The transmission line impedance can be represented as equivalent impedance
between inverter and utility grid as shown in Fig. 1c. The utility grid is also considered
here in the presence of negligible harmonics production. The equivalent complete
dynamics of transmission line and utility grid can be written as:

vi − vg = (RL + Rg)i0 + (LL + Lg)
∂i0
∂t

. (9)
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Equation (9) can be rewritten for small perturbation analysis as:

�i̇0 = 1

(LL + Lg)
vi − (RL + Rg)

(LL + Lg)
�i0. (10)

Substitute inverter output voltage from Eq. (8) into Eq. (10), it gives as:

�i̇0 = − (RL + Rg)

(LL + Lg)
�i0 + Vdc

(LL + Lg)
d. (11)

The complete microgrid state space dynamics are represented using Eqs. (2)–(5)
and Eq. (11) as follows:

ẋ(t) = A x(t) + B u(t) + D d(t)

y(t) = C x(t) (12)

where, x(t) is the microgrid state variables, u(t) is input, y(t) is output and d(t) is
mechanical torque disturbances respectively. The microgrid plant matrices A, B, C
and D are given as:

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

− KD
2H − K1

2H 0 − K2
2H 0

2π f0 0 0 0 0
0 K5

TR
− 1

TR

K6
TR

0

0 − 2π f0m1R f d L
′
ads

L f d
− 2π f0R f d KA

Ladu
− 2π f0R f d

L f d

[
1 − L

′
ads

L f d
+ m2L

′
ads

]
0

0 0 0 0 − RL+Rg

LL+Lg

⎤
⎥⎥⎥⎥⎥⎥⎦

,

x(t) =

⎡
⎢⎢⎢⎢⎢⎣

�ωr

�δ

�v

�ψ

�i0

⎤
⎥⎥⎥⎥⎥⎦.

B =
[
0 0 0 0 Vdc

LL+Lg

0 0 0 2π f0R f d KA

Ladu
0

]T

,C =
[

1
2π f0

0 0 0 0

0 K5 0 K6 0

]
,

D = [
1
2H 0 0 0 0

]T
, u(t) = [

�vc d
]T

and d(t) = �Tm .

3 Control Methodology

The solar PV-based battery storage terminalDCvoltage of the distributed generator is
varied according to environmental conditions. So, the inverter output terminal voltage
is regulated using duty cycle as input to the inverter. Similarly, the diesel generator
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terminal voltage is also regulated using excitation voltage. Thus, to minimize the
mismatch between power generation and load, the inverter duty cycle and excitation
voltage are needed to regulate in a precise way. As result, themicrogrid canwithstand
synchronization with utility grids in the presence of large disturbances in the system.
A state feedback-based pole placement control scheme is applied in this study to
achieve robust performance.

Lemma 1 If microgrid matrices A and B are controllable system then system states
can be controlled according to desired response.

To obtain system state feedback gain F is calculated using the following steps:

• Test the controllability conditions of the state space system dynamics as per given
in Lemma 1.

• Find the open-loop dominant pole/poles location with its damping ratio and
undamped natural frequency.

• Select closed-loop desired damping ratio and damped natural frequency, and
corresponding location of its poles.

• To achieve robust performance of the microgrid system, the desired poles should
be located at least three times far away from the open-loop dominant poles.

• Obtain state feedback gain F using “place” command in the MATLAB© with
system matrices and desired poles location.

• Finally, calculate state feedback duty cycle and exciter voltage control signal using
control law.

The overall microgrid system dynamics are calculated using u(t) = −Fx(t) and
substituted in Eq. (12) and it gives:

ẋ(t) = (A − BF)x(t) + Dd(t). (13)

The convergence of the controller is evaluated usingLyapunov’s stability theorem.

Proof Let the Lyapunov function is defined with positive definite matrix P as:

ν = xT (t)Px(t). (14)

Obtain the first derivative with respect to time and Eq. (14) gives:

ν̇ = ẋ T P x + xT P ẋ . (15)

Substitutes from Eq. (13) into Eq. (15) and it gives after simplification as:

ν̇ = xT (t)
[
PT (A − BF) + P(A − BF)T

]
x(t) + xT (t)PT Dd(t). (16)

Using Lyapunov’s stability conditions, it gives:

ν̇ = −‖x‖[ε‖x‖ − ‖PD‖‖d(t)‖] (17)
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Nyquist Diagram for open loop system
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Fig. 2 Nyquist diagram of open- and closed-loop system

where, ‖.‖ is the matrix norms.
Thus, the microgrid state dynamics enter into bounded space with radius

‖PD‖‖d(t)‖
ε

. Hence, closed-loop system trajectories converge as asymptotically due to
ν̇ < 0. This completes the proof.

Furthermore, the Nyquist plot of open-loop microgrid system and overall micro-
grid system are considered to demonstrate the convergence of the control law effec-
tively as shown in Fig. 2. The transfer function is derived with respect to duty cycle
of the inverter. It is observed from the Nyquist plot, without control law, system
is unstable and more sensitive with respect to disturbances compared to overall
microgrid system with control law.

4 Responses and Discussions

The state-space dynamics of the microgrid is simulated to demonstrate controller
performance usingMATLAB© 2014a software as depicted in Fig. 1a. The linearized
microgrid parameters are tabulated in Table 1. The microgrid contains diesel gener-
ation and solar PV-based battery source with rating 20 kW, three phases with four
wires, 60 Hz, 380 by 220 V, 1800 rpm and 6 kW, 400 V, respectively. The generator
voltage exciter is considered as brushless and represented using first-order dynamics
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Table 1 Microgrid
parameters

System
parameter

Values (in
unit)

System
parameter

Values (in
unit)

KD 0 Ka 200

H 3 Rfd 0.0006

K1 1.591 m1 1.0473

K2 1.5 Lfd 0.153

K3 0.333 Lads 1.64899

RL 0.01 Ladu 1.65

Rg 0.01 m2 0.8802

LL 0.005 Las 1

K5 0.12 Ka 187

K6 0.3 Lg 0.001

ω0 376.8 Vdc 400

TR 0.05 Kr 1

with gain 187. The generator voltage exciter time constant is 0.05 s. All simulations

are performed at randomly selected initial condition x0 = [
0.9 0 0.04 0.03 0.032

]T
.

The open-loop system poles, dominant poles damping ratio and undamped natural
frequency of the linearized microgrid are tabulated in Table 2. It is observed that
open-loop system has one pole lie on right-hand side and the damping ratio as well
as undamped natural frequency oscillations is too low and high, respectively. As
result, open-loop system dynamics are unstable. The desired overall system time
characteristics are also given in Table 2 and enhanced overall system performance
against different disturbances.

The performance of the proposed controller is demonstrated against initial
condition and �Tm .

Table 2 Microgrid system poles location and time characteristics

Open-loop system
poles locations

Open-loop system ∂

and ωn(rad/s)
Overall microgrid
system poles locations

Overall system ∂ and
ωn (rad/s)

Dominant pole:
−0.9132 + 29.6993i;
−0.9132 − 29.6993i;
Other poles:
−18.4711, 12.6009, −
3.3333

ωn = 29.7133 and
∂ = 0.0307
Remark: open-loop
system is unstable

Dominant poles:
−2.3089 + 2.2991i, −
2.3089 – 2.2991i
Other poles:
−16.9789, −3.8203, −
3.3333

ωn = 3.2584 and
∂ = 0.7086
Remark: closed loop
is stable
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4.1 Microgrid System Response in Presence of Initial
Condition

The controller performance of the microgrid system is tested in the presence of

randomly selected initial condition x0 = [
0.9 0 0.04 0.03 0.032

]T
.

The deviations in microgrid state variables and control effort signal are depicted
in Fig. 3 and Fig. 4, respectively. Due to initial conditions, the deviation in angular
speed, rotor angle, excitation voltage and flux are settled within 3 s as given in Fig. 3
and found within permissible limits. Similarly, the deviations if inverter load current
and generator frequency with control signals are converged within 3 s as shown in
Fig. 4. The inverter is switched on and off ideally and so that deviation in inverter
load current as well as control duty cycle signals are varied with small in magnitude.
The proposed controller is capable to adjust generator excitation voltage and inverter
duty cycle in accordance to minimize the system disturbances. Thus, the proposed
controller settles system dynamics with permissible overshoots and reduced settling
time.
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Fig. 3 Deviations of the closed-loop microgrid system variables at initial conditions
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Fig. 4 Deviations in load current, frequency and control signals at initial conditions

4.2 Microgrid System Responses in the Presence of Deviation
in ΔTm

The robustness of the proposed controller is analysed in presence of �Tm and initial
condition. The deviation patterns in mechanical power in diesel generator shaft are
shown in Fig. 5. The said variation is applied in diesel generator model. The system
responses are shown in Figs. 6 and 7 in the presence of mechanical power deviation
pattern as given in Fig. 5. The inverter-based DG system responses are not affected
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Fig. 5 Deviation pattern in mechanical power in diesel generator shaft
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Fig. 6 Microgrid system responses against mechanical power deviations and initial conditions

due to the said variation is applied in diesel generator model. The deviation in angular
speed, rotor angle, excitation voltage and flux are settled down within short time as
given in Fig. 6 without any oscillations and over/under shoots.

Thus, the proposed controller is capable to sustain systemwithin permissible limits
and remains in synchronizationwith utility grid even in the presence of system distur-
bances. As observed, the proposed controller sustains the system in synchronization
with negligible over/under shoots and oscillations and maintained all variables are
lied within permissible limits. Hence, the microgrid system stability and perfor-
mance are enhanced significantly even in the presence of system disturbances. Also,
the proposed controller is regulated both diesel generator-based generation plant and
inverter-based energy plant independently.

5 Conclusion

In this study, a state feedback controller designed for a linearized model of a
diesel generator-based generation plant and inverter-based energy plant. The diesel
generator-based generation plant and inverter-based battery storage system were
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Fig. 7 Deviations in load current, frequency and inputs signal against mechanical power deviations
and initial conditions

constituted as a utility grid-connected microgrid. The diesel generator voltage exci-
tationmodel and inverter-based battery storagemodel filter characteristics are consid-
ered as linear region and low-frequency range in harmonics, respectively. The
proposed controller design steps are described in a simplified manner. The conver-
gence of control law is analyzed through Lyapunov stability theorem as well as
Nyquist diagram stability condition approach. The proposed controller performance
is observed in the presence of initial parameters and mechanical shaft power random
step variations. It is evident that the microgrid system performance and stability
enhance and maintain system in synchronization with permissible operating limits.
The over/under shoots and settling time reduced with negligible oscillations. Also,
the proposed controller regulated both diesel generator-based generation plants inde-
pendently. In the future, the dynamics of solar PV system will be considered in place
of battery storage system and designed a robust controller.
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Power Loss Reduction in Distribution
System Using Wind Power as DG

Anil Kumar and Poonam Yadav

Abstract As the main characteristics of the centralized system, the world’s energy
supply system is a small unit, wide grid and high voltage system. While the world’s
power load is powered by such a single large power grid, demand for energy and
power supply reliability in quality and security are increasing in today’s society,
and these requirements cannot be feed by a large power grid because of their own
power shortcomings. The entire power grid is affected by the malfunctioning or the
failure of any point in the large power grid, causing a large area of power outages
or even the entire network to crash, having disastrous consequences, these accidents
occur abroad and such a large power grid is very vulnerable to damage by war or
terrorist powers. General military attacks have destroyed large power plants or power
plants as one of the main objectives, once the large power grid has been disrupted,
it will significantly jeopardize the security of the country. However, the centralized
power grid cannot solve the problem ofmonitoring power charges, and for short peak
loads, the construction of power plants becomes very costly and there are very small
economic benefits.

Keywords Distribution generator · Power flow · Power system losses ·
Newton–Raphson · Wind energy

1 Introduction (Distribution System)

Generation system, transmission system and distribution system are the three main
parts of the electric power system. Figure 1 shows the diagram of electric power
system, which consists of these three subparts. The generating station generates elec-
tricity by transforming a primary energy source into electrical energy. Then by using
step-up transformers, the output voltage of the generators stepped up according to
the required appropriate transmission rates. Electrical power is transmitted from the
end substation to the end substation through high-voltage transmission lines. When
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Fig. 1 From bus injection
real power

the transmission line ended at substations, using the step-down transformers, voltage
is then converted to lower value (say 11 or 33 or 66 kV). The secondary transmission
system takes power from these substations at receiving end and transfers power to
the secondary substation. At the secondary substation, there are switchgear, buses,
voltage control facilities and two or more power transformers, stepping down to
11 kV at the secondary substation level. The circuits that take energy from trans-
mission subsystem and provide energy to the distribution subsystem are designated
by sub-transmission system. The sub-transmission system is typically supplied by
the transmission substations, but still it is known as the sub-transmission. Before
that, many sub-transmission networks were transmission lines. The customer derives
electricity from the system of distribution. There are two branches of the distribution
system: the primary distribution system and the secondary distribution system. The
primary distribution system is a wire network of three phase 3 that usually operates
at nominal voltages of 11/12.66 kV. Big customers such as factories and manufac-
turersmay take power from the primary distribution networks directly. The secondary
distribution network is a wire structure of three phase 4 that provides electricity to the
end customers. The loads of the customer may be single or three phase. The primary
feeder for distribution can be classified as: (1) Radial type and (2) Meshed/Looped
or Ring main.

The radial distribution system is linear in nature. The substation feeds the power
to the feeder lines. Loads are tapped onto the feeder. The distributors connected at
various points along the length of the feeder then deliver the power to the service
mains.

The major drawbacks associated with the radial distribution networks are: (1) In
case of a total shutdown of the substation, the entire system is blacked out, (2) In case
of any fault along the length of the feeder, the remaining loads connected after the
fault point will not get any power and (3) Large voltage fluctuations are caused at the
load points connected at the end of the feeder. The ring main distribution system is
designed to compensate for the drawbacks of the radial feeder. The ring main system
has two substations simultaneously delivering power to the mains so that even in
case of one substation shut down, the other one will be able to continue the operation
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of the system. Moreover, several advanced AI and machine learning-based research
analyses are represented in [1–7].

2 Calculation of Losses in Distribution System Using Wing
(DG)

A. Newton–Raphson method

Since sparse matrix technology was applied to the Newton method in the 1960s,
after decades of development, It has become the most commonly used approach for
solving problems with power flow in power systems.

The power flow equation is a set of linear equations when node power is injected.
Newton method is one of the most effective methods for solving nonlinear groups.
The polar equation of Newton’s method is

{
�Pi = Pi −Ui

∑∞
i� j U j (Gi jcosθi j + Bi j sinθi j )

�Qi = Qi −Ui
∑∞

i� j U j (Gi jcosθi j + Bi j sinθi j )

The power flow algorithm of the Newton–Raphson method can be modified by
taking one term from the Taylor series and can be written as follows:

[
�P
�Q

]
= −J

[
�θ

�U

]

J =
[

∂�P
∂θ

∂�P
∂�Q

∂�Q
∂θ

∂�Q
∂U

]

In the formula: for the equations of power flow, the residual vectors are represented
by�P ,�Q, where�θ ,�U are used for the bus voltage correction, J is the Jacobian
matrix.

Fast Decomposition Method

Rapid decomposition is a product of computer practice. In 1974, Stott found that
in various PQ decoupling methods, the coefficient matrix of the active phase angle
correction equation is replaced by the coefficientmatrix of the reactive voltage correc-
tion equation, and the active and reactive power deviation is removed by the voltage
amplitude. The algorithm has the best convergence. It is the node susceptance matrix
established with -1/x for the branch susceptance, and it is the imaginary part of the
node admittance matrix. Stott called this method a fast decomposition method and
the fast decomposition method for the current iteration formula can be written as

�Uk = −Bn−1�Q
(
θ k,Uk

)
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Uk+1 = Uk + �Uk

�θ k = −Br−1�P
(
θ k,U−k+1

)

θ k+1 = θ k + �θ k

B. Method for Calculating Power Flow of Bus Distribution Network

Such algorithms include the Zbus method and the Ybus method. These two types of
algorithms are essentially the same.

The Zbus algorithm is as follows:

(1) Calculate the voltage of bus j when the root node acts independently on the
entire distribution network and all equivalent injections are off:
Where: is the root node voltage, is the network’s corresponding impedance and
is the frequency of the point to be solved.

(2) Calculate the equivalent injection current of busbar j
(3) Calculate the bus voltage when only the equivalent injection current is applied.

U " = Z I "

Apply Superposition

Unew = U
′ +U "

Formula

U
′ =

[
Us,1,U

′
s,2, . . . . . . . . . . . . . . . .U

′
s,n

]T
(4) Verify Iteration convergence conditions:

|Unew −Udd | ≤ ε

Know that the iteration conditions are met, stop the calculation, and do not satisfy
the continuing iteration, which represents the voltage obtained from the previous
iteration.

Calculation method for branch-type distribution network power flow.
Branch flow-based load flow calculation method:
In a radial distribution network, for branches, there are:

Uj = Ui − I j
(
R j + j X j

)
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If the branch’s endpoint is a distal point, then the current, that is, flows through
these distal points is known as the branch current, which is equal to the distal point’s
current, that is, equal to the distal point’s load current:

I j = IL , j

The consistent current can be expressed as:

IL , j = PL , j − j QL , j

U j

Formula: Pi, j − j Qi, j

where PL , j − j QL , j is the conjugate of the node’s complex load power; it is the
conjugate of the node voltage.

If the branch end is not tipped, the branch current shall be the sum of the current
at the end of the branch and the currents of all its sub-branches:

I j = IL , j +
∑
k∈d

Ik

where d is a collection ν j of branches with nodes as parent nodes. Current calcula-
tions for each branch are done by the repetition from the power supply edge point.
Each nodal voltage can be calculated by shifting from the power supply point to the
endpoint.

3 Proposed Methodology

From themodeling analysis in the previous chapter, It is understood that four types of
nodes can be grouped into specific distributed power sources: PQ(V) node, PI node,
PV node and PQ node. For distributed power supplies of the PQ type, it is sufficient
to simply handle them with a load whose load value is negative. This section mainly
analyzes the processing of the other three types of distributed power in the program.

(1) P constant, V constant PV node

Newton method is used to replace the PV nodes directly. If n (n= 1, 2, 3) phase lines
are used to connect the PV bus to the system, each node injects one half of the total
injected power on the bus. The voltage step angle and the node’s reactive power can
be found after each iteration. If the estimated receptive power of the node exceeds
the critical value, then this node is converted to the equivalent PQ node. The Q value
is equal to the maximum reactive power that the distributed power source can send
out. If in the subsequent iterations, the node voltage crosses the boundary, then this
PQ node is transformed back as PV node.
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(2) P is constant and I the current amplitude is also constant. The PI node substitu-
tion cannot be directly done into the Newton method. Hence, before applying each
iteration, some processing must be done. If through n (n = 1, 2, 3) phase line system
and PI bus are connected, then each node on the bus injects one-sixth of the total
power that is injected into the bus. With the help of the voltages that are calculated
in the previous iteration, the corresponding receptive power can be calculated at the
given real power and the current magnitude:

Qk+1 =
√

|I |2(e2k + f 2k
) − P2

For the distributed power supply, the receptive power value is,
(
e2k + f 2k

)
Qk+1 for

the k+ 1 secondary iteration; f k , ek are imaginary and real subsequent of the voltage,
respectively, K secondary iterations

(
ek+ j fk + Vk

)
For a constant distributed power

supply, amplitude of the current phaser is I; the constant value of the real power is P.
Therefore, injected amount of the receptive power of the PI node can be calculated

prior to the k+ 1st iteration, in the calculations of power flow, and the PI node should
be modified into active and reactive power outputs in the k + 1st iteration process,
respectively. PQ node. Completion of iteration, then the calculations for receptive
power and phase angle of voltage of each node should be completed. The distributed
power supply of type PI also has the limitation of reactive output, but it can be seen
from the standard

(
e2k + f 2k

)
value of generally around 1.0, P and I are two values that

must be maintained, so the final calculated value is affected. Only the given active
power and current amplitude of the PI node, that is, if P and I are given reasonably,
the calculated reactive power will not exceed the limit.

(3) P-Q (V) bus bars with Q limited by P and V, V indefinite, and P constant. Before
each and every iteration, some processing is required because the substitution of P-Q
(V) nodes into theNewtonmethod is cannot be done directly. The output active power
given by the P-Q(V) node is the output active power of the asynchronousmotor. After
each and every iteration, the nodal voltage U will be corrected. Receptive power Q
that should be injected of the node is calculated as follows

s = r(U 2 − √
U 4 − 4σ x2σ P2

2Pex2σ

Q
′ = r2 + xσ (xm + xσ )s2

r xms

Qc = Pe ∗
⎛
⎜⎝

√√√√ 1

(cosϕ1)
2 − 1 −

√
1

(cosϕ1)
2 − 1

⎞
⎟⎠

�n	 = Qc

Qn − unit
.
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Q" = n ∗ QN−Uit ∗ U 2

U 2
N

Q = Q′−Q′′′′.

For asynchronous motor slip; Stator reactance and Rotor reactance; for excitation
reactance; for the rotor resistance; For induction motor absorption reactive; Is the
power factor of the asynchronous motor; is the power factor of the rear node of
the shunt capacitor; general requirements in 0.9 above; Reactive power needed to
compensate for shunt capacitor; The number of shunt capacitor groups for input;
Reactive power compensation for each group of capacitors; The reactive power of
the capacitor group is compensated effectively; inject reactive power to the node
participating in the current iteration.

Q (V) bus and system pass N ($literal, 2, 3) are connected by the phase line, total
injected power for the busbar is the power that is injected at each node. N, one of
the points. In the flow calculation, the first k iteration can be the Q (V) node of the
reactive absorption, in the k + 1, the q (V) node can be processed into active and
reactive output as P and in the iteration process.

4 Results and Analysis

The transmission losses and the voltage security must be taken in consideration
by the independent system operator during provide the service in the competitive
environment of the management of the receptive power. A nondiscriminatory and the
transparent procedure must be adopted by the system operator to provide the reactive
power supply for optimal systemdeployment.Because themain sources of generation
of the receptive power are generators, the marginal prices of the receptive and active
power are affected by the cost of the receptive power generation. On the basis of
marginal cost theory, in this paper, a methodology is proposed for the calculation
of the locational marginal prices for the receptive power and active power. In this
methodology for generators’ receptive power support, different types of receptive
power cost models are considered. As the FACTS controllers present in the system
for the required flexible operation but due to these FACTS devices, it is not possible to
ignore their impact on nodal prices forwheeling cost determination and consideration
must also be given to their cost function. For the electric hybrid market model,
these results were obtained, and also for the comparison pool model, results were
calculated. With the use of GAMS and MATLAB interface, for the solving of the
complex problems, an approach is formulated known as Mixed Integer Non-linear
programming (MINLP). IEEE 33-bus Reliability Test System (RTS) is used to test
this proposed approach (Tables 1, 2, 3).



452 A. Kumar and P. Yadav

Table 1 System configuration

Serial number Configuration items Quantity

1 Buses 34

2 Generator 2

3 Committed Gens 2

4 Loads 20

5 Fixed 0

6 Dispatchable 0

7 Shunts 0

8 Branches 33

9 Transformer 0

Serial number Configuration items Active power P(MW) Reactive
power
Q (MVAr)

1 Total gen capacity 2.0 0.0–1.5

2 On-line capacity 2.0 0.0–1.5

3 Generation (actual) 9.8 4.1

4 Loads 0.4 0

5 Fixed 0.4 0

6 Dispatchable −0.0 of −0.0 −0.0

7 Shunts(inj) −0.0 0.0

8 Losses (Iˆ2 * Z) 9.34 4.12

9 Branch charging (in - 0.0

Parameter Magnitude

Voltage Magnitude 1.030 p.u

Voltage Angle −23.89 deg

P Losses (Iˆ2*R) 3.01 MW @ line 3–5

Q Losses (Iˆ2*X) 1.33 MVAr @ line 3–5

Real power injected from the buses is shown in Fig. 1. From 1 to 5 buses, the
power is received as negative power on the hand from 6 to onwards bus, the power
is injected as positive power is shown in the figure.

The voltage phase angle graph is shown in Fig. 2. Bus 4 has maximum voltage
phase angle as compared with other buses.

Reactive power injected from the buses is shown in Fig. 3. From 1 to 4 buses, the
power is received as negative power on the hand from 6 to onwards bus, the power
is injected as positive power and some are received as negative power is shown in
the figure.

Figure 4 shows the injected receptive power to the bus. From 1 to 4 buses, the
power is injected as positive power on the hand from 6 to onwards bus, the power
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Table 2 Bus data

Bus Voltage Generation Load

Mag (p.u) Ang (deg) P (MW) Q (MVAr) P (MW) Q (MVAr)

1 1.042 0.099 – – 0.02 0.01

2 1.050 0.165 – – – –

3 1.204 1.218 – – 0.01 0.00

4 1.233 1.411 7 2 – –

5 1.194 1.018 – – – –

6 1.186 0.857 – – - –

7 1.186 0.851 – – – –

8 1.186 0.850 – – 0.00 0.00

9 1.186 0.851 – – 0.01 0.01

10 1.183 0.788 – – 0.01 0.01

11 1.185 0.879 – – 0.01 0.02

12 1.183 0.783 13.00 14.00 0.00 0.00

13 1.183 0.788 – –

14 1.185 0.879 – – – –

15 1.178 0.657 – – – –

16 1.178 0.653 – – 0.00 0.00

17 1.170 0.424 – – – –

18 1.178 0.653 – – – –

19 1.170 0.418 – – 0.00 0.00

20 1.170 0.413 – – – –

21 1.169 0.386 – – 0.01 0.01

22 1.169 0.417 – – 0.03 0.02

23 1.168 0.347 – – 0.05 0.00

24 1.169 0.386 – – – –

25 1.168 0.417 – – 0.05 0.03

26 1.168 0.345 – – 0.00 0.00

27 1.167 0.348 – – 0.00 0.00

28 1.168 0.337 – – 0.15 0.01

29 1.167 0.348 – – 0.01 0.00

30 1.167 0.348 – – 0.01 0.01

31 1.168 0.319 – – 0.01 0.00

32 1.167 0.348 – – – –

33 1.168 0.317 – – 0.02 −0.13

34 1.030 0.000 −5.52 −1.52 – –
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Table 3 Losses after apply DG

Bus Loss (Iˆ2*Z) (Without DG) Loss (Iˆ2*Z) (With DG)

P(MW) Q(MVAr) P(MW) Q(MVAr)

1 0.06272 0.02765 0.00532 0.02765

2 0.04236 0.01868 0.03256 0.01868

3 0.79999 0.3566 0.76999 0.34792

4 0.42511 0.4556 0.16651 0.06045

5 0.00328 0.00145 0.00228 0.00120

6 0.00260 0.00115 0.00130 0.00078

7 0.00009 0.00004 0.00002 0.00003

8 0.00003 0.00001 0.00001 0

9 0 0 0 0

10 0.00080 0.00035 0.00062 0.00028

11 0.00002 0.00001 0 0

12 0.00006 0.00003 0.00002 0.00001

13 0 0 0 0

14 0 0 0 0

15 0.00146 0.00064 0.00105 0.00045

16 0.00004 0.00002 0.00001 0

17 0.00261 0.00115 0.00261 0.00115

18 0 0 0 0

19 0.00029 0 0.00017 0

20 0.00001 0 0 0

21 0.00033 0 0.00014 0

22 0 0.00002 0 0

23 0.00001 0 0 0

24 0.00001 0 0 0

25 0 0.00002 0 0

26 0.00003 0 0 0

27 0 0 0 0

28 0.00003 0.00002 0 0

29 0 0 0 0

30 0 0 0 0

31 0.00004 0.00002 0 0

32 0 0 0 0

33 0.00001 0 0 0

34 0 0 0 0

Total Losses 1.34193 0.86346 0.98261 0.4586

Reduced
loss

Active Reactive

0.15841 0.01991
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Fig. 2 Voltage phase angle

Fig. 3 From bus injection
reactive power

is injected as positive power and some are received as negative power is shown in
Fig. 4. It is just complement output of Fig. 3.

Real power injected into the buses is shown in Fig. 5. From 1 to 4 buses, the
power is injected as positive power on the hand from 6 to onwards bus, the power is
received as negative power is shown in Fig. 5.

Fig. 4 To bus injection
reactive power
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Fig. 5 To bus injection
reactive power

Fig. 6 Real power losses
before DG installation

Real power losses before DG installation are shown in Fig. 6. The power losses
at bus 4 are more as compared with other buses. Total active and reactive power loss
at bus 4 is 0.42511 and 0.45, respectively.

Reactive power losses before DG installation are shown in Fig. 7. The power
losses at bus 4 are more as compared with other buses. Total active and reactive
power loss at bus 4 is 0.42511 and 0.4556, respectively.

Real power losses after DG installation are shown in Fig. 8. The power losses
at bus 4 are more as compared with other buses. After apply DG, total active and
reactive power loss at bus 4 is 0.16651 and 0.06045, respectively. Total loss decrease
is 22.22%.

Reactive power losses after DG installation are shown in Fig. 9. The power losses
at bus 4 are more as compared with other buses. After apply DG, total active and
reactive power loss at bus 4 is 0.16651 and 0.06045, respectively. Total loss decrease
is 22.22%.
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Fig. 7 Reactive power
losses before DG installation

Fig. 8 Real power losses
after DG installation

Fig. 9 Reactive power
losses after DG installation
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5 Conclusion

Newton–Raphson method is the best approach as compared with other techniques.
The total benefits are achieved up to 1.9617e + 04. The reactive power loss bus 3
is more as compared with other busses. The relative percentage difference of the
summer session is more as compared with the winter vacation. The offered retail
price of summer is more than winter session. The reactive power of bus injection is
up to five buses. The 34 Bus Systems is used. The following conclusions are made:

1. Total active and reactive power loss at bus 4 is 0.42511 and 0.4556, respectively.
2. After applying DG, total active and reactive power loss at bus 4 is 0.16651 and

0.06045, respectively. Total loss decrease is 22.22%.
3. Total active and reactive power loss at 1–34 buses is 0.15841 and 0.1991.
4. Total load benefit achieved is 1.9617.
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Cause Analysis of Students’ Dropout
Rate Using PSPP

Sakshi, Chetan Sharma, Vinay Kukreja, and Divpreet Kaur

Abstract Student dropout is a crucial topic of universal essence, and evaluating the
student dropout rate becomes a vital concern for any country as the nation spends a
substantial amount of resources on the education system. It includes themoney contri-
bution of tax-payers and also a proportion of graduates and higher degree holders.
Moreover, it becomes furthermore significant to realize and identify the leading
causes of this dropout rate. This research article focuses on evaluating the causations
for the student dropout and also endeavors to measure the relationships among these
factors. It purely gravitates towards the development of a thought process that clari-
fies the rationalizations and underpinnings for the student dropout from universities
and colleges. The research approach initiates at setting a hypothesis by consolidating
the several considered factors that affect the dropout rate. After the stratification of
influencing factors (sociodemographic, family background, emotional motivation,
etc.), we performed statistical analysis using PSPP statistical tool. The data for the
experimentation were mustered up from 328 university students, majorly belonging
to the streams of science, engineering, and commerce. Furthermore, the collected
data were processed as per the tool format, and frequency and descriptive analysis
were accomplished to calculate the quality of the collected data. A chi-square test
was employed to find the relationship between the considered factors and the dropout
rate. The assumed hypothesis was verified, and the results reveal the list of factors
that directly impacts the student dropout rate.

Keywords Student dropout · PSPP · Chi-square · Education · Statistical method

Sakshi (B) · V. Kukreja · D. Kaur
Chitkara University Institute of Engineering and Technology, Chitkara University, Punjab, India
e-mail: sakshi@chitkara.edu.in

C. Sharma
Chitkara University, Himachal Pradesh, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. Tomar et al. (eds.), Machine Learning, Advances in Computing, Renewable Energy
and Communication, Lecture Notes in Electrical Engineering 768,
https://doi.org/10.1007/978-981-16-2354-7_41

459

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2354-7_41&domain=pdf
mailto:sakshi@chitkara.edu.in
https://doi.org/10.1007/978-981-16-2354-7_41


460 Sakshi et al.

1 Introduction

The best investment is the investment done for education, i.e., seeking knowledge and
skills for living. This term “education” not only defines your aptitude and attitude
but certainly gives an altitude to your career. The academic centers for education
are schools, colleges, and universities. A trend has been observed throughout that
the number of students gets admitted to the number of students successfully passing
out is significantly different. Over the years, there has been a significant concern of
early student dropout issues, which has become one of the most hellacious problems
in academic institutions spreading at a high rate over the entire world. Most of the
freshman students are unable to make themselves prepare for the successful shift to
college from high school and also unprepared to face a variety of challenges, which
can be very stressful [1]. The definition of dropout differs among every researcher.
Still, it usually is considered that if an institution loses a student by whatever means,
the retention rate decreases of that particular institution [2]. So, it is essential to
implement an effective program to decrease the dropout rate or to improve the reten-
tion rate. To retain the vulnerable students who are prone to drop their courses due
to any reason, it is essential to understand the behavior of successful students.

The adverse outcomes of students dropping out of high school have a signifi-
cant impact on society as well as on individuals. It also has a negative impact on
university business as the admission decreases. Every institute is required to find out
some solution to this issue, taking the feedback and suggestion from the students and
must consider their feedback to build the correlation between student satisfaction
and retention [3]. The ability to predict the dropouts and improve retention rate is
challenging because it involves several intercorrelated and distinct elements. It is
a challenging task to measure the academic performance of students as it hinges
on diverse factors. The main factors that affect the low academic performance of
students involve the university environment, the interaction between teacher and
student, mental disability, health issues, etc. Students’ characteristics like demo-
graphics, social, family background, and many more somehow influence institutes
in their growth or failure [4]. As it is the most challenging task, every researcher
undergoes alternative methods and techniques to improve the retention rate. In this
paper, we are going to discuss the machine learning approach to find the dropout rate
and to improve the retention rate.

2 Literature Review and Related Work

The author conducted their study on public universities located in the USA, wherein
averages of around 23,000 students are enrolled. To maintain the student in univer-
sities, the author proposed an analytical model to predict and factors responsible
for student retention. They exercise the 5-year university data with a total of 16,066
records using different data mining techniques. The methodology used in the study is
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CRISP-DM, which is most prevalent in the data mining field. They applied the deci-
sion tree, SVM, ANN, and logistic regression with tenfold cross-validation. They
found that SVM achieved the highest accuracy rate of 87.23%, and overall accuracy
through SVM is 81.18%, which is higher in all data mining techniques used for the
experiment. This model will help to find the last ratio of students who drop out the
university before they graduate [5].

The author conducted their study on American universities by applying data
mining techniques to solve the problem of student retention. Data are collected
from the fresher’s students in the aspect of different factors like academic, financial,
and demographic information. They conduct their study through C4.5, One R, Byes
classifier to predict the student dropout in the total number of classes the students
enrolled. According to author, 10,000, students are enrolled in English classes, and
students do not opt for residential services, which make the high risk of dropout
ratio. The study concluded that 40% of retention is there in the third year out of total
students enrolled in the course [6].

The author conducted a study to develop the model for student retention manage-
ment. To achieve the present study, data are collected from the MCA department of
the V.B.S Purvanchal University of Jaunpur of over 12 years, where the dataset is a
collection of 432 records. From the dataset, it is noticed that out of 432 total students
enrolled in 12 years, 34 students left the university during the first year. The author
conducted their study using the WEKA software and implemented 16 classification
algorithms on the considered dataset. They used tenfold cross-validation for their
experiment on ID3, C4.5, and ADT and achieve an 82.8% accuracy rate from the
ADT algorithm [7].

The author demonstrates the factors behind female students’ low on-campus and
off-campus academic performance and, consequently, high attrition. The author exer-
cises both qualitative and quantitative research methods to gather the data. They
circulated the questionnaire to the 600 students of the Bahir Dar University and
analyzed the data using the SPSS 13.0 software. They conduct t-test, mean, standard
deviations, and linear regression analysis on the selected dataset. Experiment results
that 35% of the female student in the university goes through the sexual harassment
per year, and teacher support and friends support have an effective relationship with
their grades. The study also concludes that female students’ personal, atmosphere in
university, economic, and family problem factors are responsible for their dropout
from the university [8].

The author study is to predict the dropout of students in an online course using
data mining techniques. The study is conducted on 189 students who enrolled for an
online IT certification course in the year 2007–2009. Data are collected through a
questionnaire that included 10 variables and were circulated to the students through
online mode. They used Matlab to conduct their study and applied decision tree, k-
NN, NN, and Naive Bayes algorithms using tenfold cross-validation to train and test
their dataset. The author achieved an 87% accuracy rate from the k-NN algorithm,
which is the best performer among all the classifiers. They proposed to conduct their
study on other courses in the future. This study helps to predict the students who will
drop out of the course and reduce the dropout ratio [9].
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The author conducted their study on students of flagship universities of theUSA to
investigate the characteristics related to their retention throughout their course. They
surveyed 22,099 students who enrolled themselves for full time and part time in the
year 1995–2005. They found that 33% of total enrolled student does not graduate
and out of 33% of students, 39% of students have their GPA < 2.25 in the first
semester. They used data mining techniques using SAS 9.2 software and conclude
that students having a higher GPA in higher school have chances that they complete
their graduation. The author focused on students’ GPA in higher school and first
semester to predict whether they complete their course [1].

They proposed the method to predict the student dropout after analyzing the data
available after the completion of the course. They conducted a study on the 419 high
school students of Mexico. They used classification techniques like SVM, NN, etc.
to predict the student dropout in the early stage. They found that 419 students were
at the age of 15 and enrolled in high school. After experimenting, they conclude that
57 students will drop out of 419 students [2].

The author depicts an exclusive study that is gravitated more on MOOC courses,
which is an entirely new education approach, featuring in 2012. The study presents
a depth observation scenario of MOOC data where statistical analysis is applied to
students’ behavioral information, and the result of the observation has been illustrated
in the viewpoint of curriculumdesign onMOOCplatforms. The authors implemented
the experimentation using unsupervised learning methods [10].

Dropout of the students from the institutes was increasing rapidly and became
the primary threat to the institutes. The dropout of students from the institutes is due
to many factors. The author is given the methodology to predict the student dropout
from the institute using the Naive Bayes classification algorithm in the R language.
They develop the model to predict the reason related to student dropout in the early
stage. According to the author demographical, psychological, behavior, and many
more are the factors that are responsible for the student dropout in the first stage.
The author achieved a 72% accuracy rate through the WEKA tool. This model helps
institutes to retain the student in their academic program [11].

The author corroborates the improvement of the performance of a dropout early
warning system. The author considered the dataset of NEIS, South Korea of the
year 2014, which includes the data samples of 165,715 high school students. The
experiment is conducted using the SMOTE function in R and employed 80% of data
for training purposes and 20% of data for testing purposes. Tenfold cross-validation
is used in the experiment, and random forest-boosted decision tree algorithms are
used to train the model and predict the function that is used for testing. ROC and PR
curves are generated from the results and found that ROC curves are not informative
as compared to PR curves [12].

The author proposed the prediction model, which helps university in Peru in
reducing their dropout ratio of students. The author considered the dataset of 500
undergraduate students who are enrolled in the private university in Lima. Bayesian
network and decision tree, machine learning algorithms are used for the experiment
purpose on the considered dataset. The author used an 80% dataset for training and a
20% dataset for testing purposes. The author achieved a 67.10% accuracy rate from
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the Bayesian algorithm and found it perform well than the decision tree on precision,
accuracy, specificity, and error rate [13]. Moreover, numerous recent works have
been published by using different AI and ML approaches [14–19].

3 Research Methodology

3.1 Data Collection

The data collection for experimentation ismustered through the questionnaire, which
was created and effectuated with the help of Google forms. This form was circulated
and, thus, filled by the respondents from the students of different streams. Data were
collected from the students of varying backgrounds, i.e., engineering, commerce,
computer sciences, application, etc. There are a total of 328 respondents who respond
to the Google form. Likert Scale is used to collect the data from the different respon-
dents. The purposive samplingmethod is applied to collect the data from our samples
that are university/college students. Primary and secondary are the two types of data
sources used to carry out the survey study; preliminary information included the data
collection through the designed questionnaire and personal interviews of different
respondents. The authors used the questionnaire only to carry out this research. Data
for secondary sources are collected from sources like the internet, books, article,
journals, etc.

3.2 Data Preparation

Data are collected through the Google form responses, and then the data are down-
loaded in the.csv file format. PSPP statistical tool is used to conduct the current study,
so information is prepared in the.sav form, which is accepted by the PSPP tool used
for the recent research. The total sampling size for the current study is 328, and the
Non-Probability convenient sampling technique is used.

3.3 Data Analysis Techniques

A descriptive type of research is used for this study. We conduct descriptive analysis
using the PSPP tool. Collected data are analyzed using the PSPP statistical tool.
Frequencies and descriptive analyses are done on the collected data to calculate the
quality of the data based on the mean, standard deviation, minimum, and maximum.
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3.4 Scale Items

Independent and dependent variables are considered in this study to experiment.
The questionnaire is formulated based on different scale items, which help the
study to analyze the student dropout and factors responsible for the same, which
are described in Table 1. Sociodemographic (age, gender, category, etc.) parents’

Table 1 Scale items

Family clime

Parents’ highest education

Emotionally and financially support from the parents

Commitment towards the studies and responsibilities related to the family

I think expenses of education other than tuition fees are much beyond my capability to pay?

Individual attributes

Age, gender, category, exam passed

Initial commitments

Misfit in the current institute due to different factors of the dominant peer group (age group)

Graduation is essential to achieve career goals

External commitments

I prefer to spend time outside this university with my family and friends rather than being at the
university

Relationships with other peer members have a positive influence on my personal and intellectual
growth

Interaction with faculty

Interaction with a staff member after class hours had a positive influence on my
personal/intellectual growth/career goals and aspirations

Educator relationship with students

Faculty members I have contacted are willing to discuss my issues other than my academics

The course curriculum and class hours are very stressful

Academic development

I am performing well in my academics

Institutes help me in attending cultural events, which I never heard before coming to this institute

Institutional choice and career goals

My decision is right in choosing this institute to achieve my educational and career goals

I go through different opportunities other than attending institutes and then will better than the
institute I am currently attending

I will re-enroll myself at this institute in next semester

Problems with the residential/on-campus facilities make me rethink if I want to re-enroll at this
institute in next semester

I feel comfortable around campus, in the department, and lectures
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motivation (emotionally and financial support) and factors related to the institutes
(facilities, faculty, mentoring, etc.) have been considered.

3.5 Frequency Analysis

Frequency analysis on the different independent variables is done through the consid-
ered tool, and a detail of frequency of each variable is as follows. First, we consider
mother’s highest qualification. Out of 328 respondents, 17 were primary school
educated or less, 37 are high school or less, 59 are secondary school educated, 134
are graduates and 81 are postgraduate or more. This makes the percentage as 5, 18,
11.25, 17.99, 40.85, and 24.7, respectively. We find that most of the mothers are
falling under the category of graduates. In the next step, we consider father’s highest
qualification. Most of the fathers fall under the same category of graduate as is the
casewithmothers. 146 (44.51%) of the respondents out of 328 are graduates, primary
school or less are 9 (2.74%), high school or less are 43 (13.11%), secondary school
are 46 (14.02%), and postgraduate are 84 (25.61%). Furthermore, we do a age anal-
ysis in the labels of 18–24, 25–30, 31–40 with frequencies of 326, 1, 1 out of the 328
responses, respectively. The respective percentages in age analysis are 99.39, 0.3,
and 0.3%. The gender analysis of the respondents reveals that 60.67% are males and
39.33% are females out of the total respondents. As per the category (caste) analysis,
it is found that 293 (89.33%) belong to general category, 26 (7.93%) belong to OBC
category and 9 (2.74%) are SC/ST. 95.73% respondents have completed their 10+ 2
before joining their further studies, 3.35% had done diploma and 0.91% completed
their metric. The analysis of medium of education for these 328 respondents reveals
that 323 (98.48%) studied from English medium while 5 (1.52%) were from Hindi
medium.

4 Hypotheses and Results

The author considers the following hypothesis regarding this study.
H0: No strong relationship between emotional motivation and student dropout.
H1: Strong relationship between emotional motivation and student dropout.
H2: No strong relationship between financial support and student dropout.
H3: Strong relationship between financial support and student dropout.
H4: No strong relationship between choosing university/college for career goal

and student dropout.
H5: Strong relationship between choosing university/college for career goal and

student dropout.
H6: No strong relationship between the facilities provided and student dropout.
H7: Strong relationship between facilities provided and student dropout.
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Table 2 Test results of Hypotheses H0 and H1

O E (O–E) (O–E)2 (O–E)2/E

3 82 −79 6241 76.11

7 82 −75 5625 68.60

60 82 −22 484 5.90

258 82 176 30,976 377.76

Total 528.37

Chi-square test is applied to the dataset collected to accept or reject the formulated
hypothesis using the PSPP software. Results of Chi-square test on the considered
dataset are given in Tables 2, 3, 4, and 5.

Chi-square test is used to find the relationship between the variable studied and
there are some expected values so in the chi-square test values in below tables, O is
representing the observed values and E is representing the expected values from the

Table 3 Test results of Hypotheses H2 and H3

O E (O–E) (O–E)2 (O–E)2/E

3 82 −79 6241 76.11

1 82 −81 6561 80.01

100 82 18 324 3.95

224 82 142 20,164 245.90

Total 405.98

Table 4 Test results of Hypotheses H4 and H5

O E (O–E) (O–E)2 (O–E)2/E

3 82 −79 6241 76.11

11 82 −71 5041 61.48

109 82 27 729 8.89

205 82 123 15,129 184.50

Total 330.98

Table 5 Test results of Hypotheses H6 and H7

Z E (O-E) (O-E)2 (O-E)2/E

13 82 −69 4761 58.06

45 82 −37 1369 16.70

189 82 107 11,449 139.62

81 82 −1 1 0.01

Total 214.39
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experiment. (O–E) is residual value, then square the “O–E” values and divide each
by the relevant “expected” value to give (O–E)2/E. Add all the (O–E)2/E values and
call the total “X2”, which is further compared with the chi-square table to find the
relationship between the formed hypothesis.

H0: No strong relationship between emotional motivation and student dropout.
H1: Strong relationship between emotional motivation and student dropout.
To conduct the experiment, we have considered the level of significance α= 0.05,

and degree of freedom is 3. Probability level for this is 7.81.
Chi-square value 528.37 > 7.81 probability level (Table 2: Test results of

Hypotheses H0 and H1; Table 2).
Results depict that hypothesis H0 is rejected and H1 is accepted, so it concludes

the occurrence of strong relationship between emotional motivation and student
dropout.

H2: No strong relationship between financial support and student dropout.
H3: Strong relationship between financial support and student dropout.
To conduct the experiment, we have considered the level of significance α= 0.05,

and degree of freedom is 3. Probability level for this is 7.81.
Chi-square value 405.98 > 7.81 probability level (Table 3).
Results depict that hypothesis H2 is rejected and H3 is accepted, so it concludes

the occurrence of strong relationship between financial support and student dropout.
H4: No strong relationship between choosing university/college for career goal

and student dropout.
H5: Strong relationship between choosing university/college for career goal and

student dropout.
To conduct the experiment, we have considered the level of significance α= 0.05,

and degree of freedom is 3. Probability level for this is 7.81.
Chi-square value 330.98 > 7.81 probability level (Table 4).
Results depict that hypothesis H4 is rejected and H5 is accepted, so it concludes

the occurrence of strong relationship between choosing university/college for career
goals and student dropout.

H6: No strong relationship between choosing facilities provided and student
dropout.

H7: Strong relationship between facilities provided and student dropout.
To conduct the experiment, we have considered the level of significance α= 0.05,

and degree of freedom is 3. Probability level for this is 7.81.
Chi-square value 214.39 > 7.81 probability level (Table 5).
Results depict that hypothesis H6 is rejected and H7 is accepted, so it concludes

the occurrence of strong relationship between the facilities provided and student
dropout.
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5 Conclusion and Future Scope

The chi-square test has been performed where the level of significance and the
degree of freedom have values 0.05 and three, respectively, and, thus, the corre-
sponding tabular value of chi-square is 7.81.The result analysis of the aforementioned
experimentation process reveals the following conclusion.

The evaluated chi-square value of factors emotionalmotivation (258.37), financial
support (405.98), the certainty of decision (choosing the university and career goals)
(330.98), university reasons (214.39) are higher than the tabular value of chi-square,
directs us to the conclusion that there exists strong relation between the dropout rate
and the considered causation factors. The future investigations proposed would be
implementing the advanced tool for training the model by gathering a larger dataset
and employingmachine learning anddeep learningmethods for predicting the student
dropout to control the currently deteriorating scenario that helps to diminish the
student dropout rate.
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Correlation-Based Short-Term Electric
Demand Forecasting Using ANFIS Model

Seema Pal, Nitin Singh, and Niraj Kumar Chaudhary

Abstract Prediction of electrical demand in advance plays a key role in power
system planning. More specifically for the utilities, market operators, and system
aggregators, as it helps them to make critical decisions related to uncertainties in the
generation side as well as the demand side. The accuracy of the demand forecasting
model is influencedbymultiple issues such as uncertainty in demand,weather factors,
intermittency of renewable energy sources, etc. A small improvement in system-level
and meter level forecasting can contribute to the proper utilization of renewable
energy sources and can reduce the system cost. To achieve the better accuracy of
demand forecasting, this paper shows an adaptive neuro-fuzzy inference system
(ANFIS) for short-term demand forecasting. The ANFIS model can provide good
results by considering correlated weather factors, hour of the day, and day type for
demand forecasting. The mean absolute percentage error (MAPE), mean absolute
error (MAE) and rootmean square error (RMSE)of theANFISmodel are obtained for
different day types.The results are comparedwith theANNmodel and achievedbetter
accuracy. Also, the impact of anomalous days on forecasting accuracy is analyzed.

Keywords Demand forecasting · Smart grid · Demand response · ANFIS · ANN ·
MAPE ·Membership functions · Anomalous days · RMSE ·MAE

1 Introduction

Electric demand forecasting aims at predicting the future demand of an electricity
network. From the environmental concerns and problem of energy crisis point of
view, nowadays more focus is on power generation from renewable energy sources
(RES), but at the same time, due to the intermittent nature of renewable sources,
many challenges are there. One direct challenge is in dealing with the uncertainties
on the supply side as well as the demand side.
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Electric demand forecasting plays an important role in electric power manage-
ment and coordinated energy dispatching issues [1]. Demand forecast comes under
initial steps for power system planning and for providing continuous power supply to
consumers in an economicalway aswell as in decision-making for generating compa-
nies. Therefore, demand forecasting plays a major role in the generating side as well
as for the consumers to optimize the use of their electricity management systems.
Also, an accurate electric demand forecast is required, so that the correct amount of
electricity is purchased from the electricity market. Due to the distributed genera-
tion with renewable energy sources, there is a strong requirement for forecasting the
demand for scheduling and dispatching the resources.

There are four different time horizons for load forecasting, long-term, medium-
term, short-term, and very short-term load forecasting. Long-term forecasting ranges
from 1 year to several years in advance give the basis for planning policies. Medium-
term forecasting range from fewweeks to fewmonths in advance helps in scheduling
formaintenance and fuel supplies. Prediction for the successive hours, days, or weeks
comes under the category of short-term demand forecasting. It is a cornerstone in
decision-making for residential demand response and also for utility. Forecasting
of electrical demand from few minutes to several hours ahead comes under the
category of very short-term demand forecasting, which is required for intelligent
demand control and scheduling in real time [2]. The forecast’s scale is defined as
the size of the unit at which the load forecast is carried out. It can be divided into
the meter-level load forecasting, integrated load forecasting (district, region, and
country), and commercial building forecasting.

In the past decades, numerous studies have been proposed on STLF due to its big
effect on the economy. In the field of demand forecasting, lots of work have been
done on traditional methods such as regression methods, exponential smoothing,
and time series methods. Several artificial intelligence methods like Artificial Neural
Network, Pattern recognition, fuzzy neural network are paying more attention in the
field of forecasting. Evolutionary optimization techniques such as particle swarm
optimization, genetic algorithm have been used in the hybrid models for enhancing
the accuracy as given in ref [3]. In ref [4], empirical mode decomposition(EMD)
method is used as a preprocessing technique to decompose the time-series signals.
A long–short-term memory (LSTM) method is based on the deep learning used with
consumption sequences of appliances [5]. According to this, meter-level forecasting
accuracy can be enhanced by using the LSTM method. In [6], author proposed a
NILM (non-intrusive load monitoring) method for residential power prediction with
the help of on and off-state duration of appliances. Demand prediction of anomalous
days is proposed by using applying three predictors and trained using PSO (particle
swarm optimization). So by combining multiple predictors and preprocessed inputs,
prediction accuracy can be improved [7].

In this work, different factors and their impact on consumption of electric power
in short-term load forecasting are analyzed by plotting various load curves. Also,
the effect of anomalous days on prediction accuracy is analyzed. ANFIS is used to
predict hourly electricity load and results are compared with ANN. ANFIS is an
artificial intelligent method that is widely used in electric demand forecasting. It is
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an adaptive and hybrid network that combines the decision-making nature of fuzzy
logic and the learning nature of neural network [8].

In Sect. 2, the data analysis and influencing factors for STLF are discussed.
Section 3 gives an overview of ANFIS. Section 4 presents the result and discussion
and section 5 describes the conclusion.

2 Data Analysis and Influencing Factors for Inputs
Selection

2.1 Data Analysis

The hourly temperature and demand data have been taken from theMendeley dataset
that was used in ref. [9]. This dataset is from the power supply company of Johor city
in Malaysia. The hourly load characteristics for the year 2009 are shown in Fig. 1,
and the temperature variations for the same year are given in Fig. 2.

Fig. 1 Hourly electrical load consumptions for the year 2009

Fig. 2 Hourly temperature characteristics for the year 2009
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2.2 Influencing Factors and Correlated Inputs

In general, the prediction accuracy of models depends on so many factors such as
weather, time of the day, resident’s behavior (appliance usage pattern), unexpected
disturbances (recently a worldwide change in demand patterns due to lockdown as
most of the industries, schools, colleges were closed and increased consumption
of residential consumers during that period), cost of electricity, renewable energy
sources, storage cells, economic factors, etc.

In this work, influencing factors having an impact on the demand (highly corre-
lated variables) are selected as input to the ANFIS. The electricity consumption from
1 January to 31 January 2009 is used in this study. The load characteristic of the above
period is shown in Fig. 3. The periodicity is very important in any load curve that is
very useful for prediction.

Figure 3 represents periodicity for the day of the week and also shows the period-
icity between times of the day. Another observation is that the weekend load curves
are different from weekday load curves, i.e., Saturday and Sunday demand patterns
are different from weekday demand patterns. This is due to the change in human
activities. Also, load characteristics show a repetitive cycle. Figure 4 illustrates the
variation of load with change in temperature, which is highly correlated. Among all
of the influencing factors, weather factors have the most impact on electric demand
because it decides the use of air conditioner, heating equipment, lighting devices,
etc.

To examine the relationship between temperature and electrical demand, the
Pearson correlation factor is used. The range of this factor lies between + 1 and
−1 and indicates the strength of the relation between the variables. The correlation
will be stronger when the absolute value is closer to 1 [10]. Table 1 shows the month-
wise Pearson correlation coefficient between electricity demand and temperature
for the year 2009. Table 1 shows that January month has the strongest relationship

Fig. 3 Load characteristics for January 2009
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Fig. 4 Hourly variation of load with the change in temperature for January 2009

Table 1 Month-wise Pearson’s correlation coefficient between temperature and electricity demand

S/no Month Pearson’s correlation
coefficient

S/no Month Pearson correlation
coefficient

1 January 0.772526 7 July 0.68892

2 February 0.727475 8 August 0.645471

3 March 0.680858 9 September 0.702396

4 April 0.699624 10 October 0.666507

5 May 0.637736 11 November 0.658569

6 June 0.751382 12 December 0.740076

between temperature and electricity demand as compared with other months. In this
paper, temperature, the hour of the day, and type of weekday are considered as a
strong influencing factor for short-term electric demand forecasting.

3 Modeling of ANFIS

ANFIS is an approach for hybrid data learning that merges the properties of the fuzzy
logic and neural network into a single method. The tuning of the fuzzy inference
system parameters is performed by neural network learning methods. The ANFIS
structure uses a first-order fuzzy Sugeno model with two if-then fuzzy rules [11].

rule(1):

IF x is A1AND y is B1,THEN f1 = p1x + q1y + r1
(1)

rule (2):

IF x is A2AND y is B2,THEN f2 = p2x + q2y + r2 .
(2)
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here, Ai and Bi are fuzzy sets, and inputs are denoted by x and y. fi corresponds to
output, and pi, qi, and ri are the consequent design parameters.

The ANFIS structure is shown in Fig. 5. It is a five-layer architecture where the
circle represents a fixed node that shows the fixed parameter sets in the system. The
rectangle indicates an adaptive node that shows the adjustable parameter sets. The
input is given to the layer 1, which gives output in terms of fuzzy membership grade.
Due to the adaptive nature of the nodes in this layer, the parameters of the respective
membership function are adjusted.

The next tier has fixed nodes. The firing strength of each rule is calculated with
the multiplier represented by π . The strength of firing for a rule is illustrated by wi.
The third tier is for the normalization of firing strength. In this layer, fixed nodes are
marked by N. Layer 4 computes the fuzzy rules output. As the nodes are adaptive
in layer 4, the parameters are adjusted. Layer 5 receives the inputs from layer 4
and performs the summation to give the output of the network. The membership
function parameters of a FIS are modified using the backpropagation algorithm or
in combination with the least square method. So with the help of these five layers,
FIS learns the relation of input and output.

The ANFIS-based forecasting model is designed in MATLAB (2013a). A matrix
is created with 576 rows and 4 columns where row numbers show the time in hours
from January 1st, 2009 to January 24, 2009. Out of four columns, the first column
shows the time in hours of a particular day. The second and third columns represent
the day of the week and temperature, respectively. The ANFIS model considers

Fig. 5 ANFIS structure
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Table 2 Inputs to the ANFIS model

Triangular membership function

S/no Inputs Linguistic terms used

1 Hod (hour of the day) Em (early morning), mng
(morning), an (afternoon), evening,
night, ln (late night)

2 Dow (days
of the week)

Weekdays and weekends

3 Temperature Low, medium, high

Table 3 Forecasting accuracy evaluation of different days using ANFIS

Date Day MAPE (%) RMSE MAE

25/01/2009 Sunday 10.99 4507.101 3851.625

26/01/2009 Monday 35.71 15,399.56 12,089.63

27/01/2009 Tuesday 35.75 15,420.05 12,029.38

28/01/2009 Wednesday 6.33 2911.013 2624

29/01/2009 Thursday 6.42 3378.343 2850.75

30/01/2009 Friday 4.72 2357.326 2046.333

31/01/2009 Saturday 3.679 1426.499 1280.708

the first three columns as input. The last column represents the target (demand)
given to the ANFIS model. ANFIS structure is created by assigning numbers and
types of membership functions as given in Table 2. The rules are generated by the
grid partitioning method, which initializes the structure in FIS. During training, the
parameters of the membership function improve themselves to acquire the relation
of input and output.

After preparing inputs, the model is trained to minimize the mean square error.
After that, the testing is performed on theANFISmodel. For the setting of parameters
for the ANFISmodel, the triangular membership function is used by giving linguistic
terms according to Table 2.

4 Results and Discussion

The proposed model is trained from January 1st to January 24, 2009 and tested for
1 week from 25/01/2009 to 31/01/2009. Figure 6 represents the simulated results of
actual and forecasted load for 7 days using ANFIS. The results are compared with
the ANN method as shown in Fig. 7.

There are so many methods to evaluate the forecasting accuracy like absolute
percentage error (APE), coefficient of determination (R2), MAPE and RMSE [12,
13]. This paper includes various techniques likeRMSE,MAE, andMAPE to calculate
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Fig. 6 Comparison of actual and forecasted load with ANFIS (25/01/2009–31/01/2009)

Fig. 7 Comparison of actual and forecasted load with ANN and ANFIS (25/01/2009–31/01/2009)

Table 4 Forecasting accuracy evaluation of different days using ANFIS and ANN

Comparison of MAPE using ANFIS and ANN

Method/days 25-
01–2009

26-
01–2009

27-
01–2009

28-
01–2009

29-
01–2009

30-
01–2009

31-
01–2009

ANFIS 10.99 35.71 35.75 6.33 6.42 4.72 3.61

ANN 11.41 35.26 35.49 6.88 6.41 5.08 3.63

the accuracy of the ANFIS model. MAPE is the mean of absolute percentage error
as shown in Eq. (3) and assesses the size of the error. The smaller MAPE gives better
forecasting results.

MAPE[%] = 1

N

N∑

i=1

|L A(i) − LF(i)|
L A(i)

× 100. (3)

The mean absolute error is given by (4).
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MAE = 1

N

N∑

i=1

|L A(i) − LF(i)|. (4)

RMSE indicates the closeness of observed data points with the predicted values
of the model.

RMSE =
√√√√ 1

N

N∑

i=1

(
L A(i) − LF(i)

)2
(5)

where LA(i) is the real load, LF (i) is the forecasted load at the ith hour andN represents
the number of samples. Figure 7 compares the forecasting result of the ANFISmodel
with the result of theANNmethod. Table 3 shows the forecasting accuracy evaluation
for 1 week.

The result of Table 3 and Fig. 8 shows that the MAPE is very large for 26 and 27
January 2009, i.e., 35.71 and 35.75, respectively, due to national holidays (Chinese
NewYear) [14]. This is because very less data used for these anomalous periods in the
input. Figure 9 shows daywise comparison of forecasted demand. Table 4 shows that

Fig. 8 MAPE values for different day types during 25/01/2009–31/01/2009

Fig. 9 Day-wise comparison of forecasted results
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there is an increase in forecasting accuracy with the ANFIS model when compared
with the ANNmodel except for the anomalous days. The impact of including anoma-
lous days on forecasted results for the average hourlyMAPE is observed inFig. 10 and
Table 5. It shows an increase in average hourly MAPE when included in forecasted
results.

In conventional methods like ARMA, which shows good performance only for
similar data patterns, without any uncertainty, but in the case of a new system, its
performance decreases [15]. The ANFIS approach mixes the benefits of fuzzy logic
in decision-making during uncertainty and neural network for learning the patterns.

Fig. 10 Comparison of average hourly MAPE with and without anomalous days

Table 5 Averaged hourly MAPE with and without including anomalous days in forecasted results

Hour Averaged hourly
MAPE without
including the
anomalous day in
forecasted results

Averaged hourly
MAPE with
including
anomalous
day in forecasted
results

Hour Averaged hourly
MAPE without
including the
anomalous day in
forecasted results

Averaged hourly
MAPE with
including
anomalous
day in forecasted
results

1 2.170669232 2.923275239 13 6.068585829 24.48698498

2 1.330853225 3.531009501 14 5.936821662 23.26239405

3 1.202042675 5.33483362 15 4.595738912 22.70959226

4 1.346249733 6.908343509 16 2.744157152 22.47370244

5 6.199784337 6.926560535 17 6.072627934 22.45377558

6 5.659246092 4.811854564 18 5.557018046 17.70905159

7 4.700478993 8.047778931 19 4.852711411 10.97902037

8 3.075644223 21.72506097 20 5.340928049 5.452001936

9 4.575567586 28.86258337 21 3.938730529 7.025246604

10 4.372850865 25.30172246 22 7.039721758 9.037097076

11 4.157427644 26.92876291 23 5.028201621 7.440748265

12 4.196178424 25.14502613 24 2.232276608 4.083072518
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So it is better because on any new system (having any uncertainties), it works based
on the relations between input and target and decision capability.

5 Conclusion

Toanalyze the effect of anomalous days in forecasting, theANFISmodel is developed
for hourly short-term electric demand forecasting. The periodicity of the load curve
is observed for analysis. The prediction accuracy of the ANFIS is evaluated using
various measures such as MAE, RMSE, and MAPE. The result from ANFIS model
is compared with the result of ANN. The obtained result shows that ANFIS gives
more accurate results than ANN. More influencing input parameters that are highly
correlated with the demand can be used to reduce the error. The prediction errors
due to anomalous days have been analyzed. The increase in prediction error is due
to the very few data points of anomalous days. There should be a different model for
different cases like for festivals and holidays for better accuracy.

In future work, anomalous days forecasting models can be designed by taking
longer data length for appropriate training of the model. Further research can be
done to explore the relationship between prediction error and electricity cost using
hybrid machine learning methods.
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Recent Trends of Fake News Detection:
A Review

Anunay Gupta, Anjum Anjum, Shreyansh Gupta, and Rahul Katarya

Abstract In the age of the internet, the rate at which humans consume and produce
information is so large that the lines between misinformation and Facts have blurred.
A manual censor board is neither equipped nor capable of reviewing news on such
a large scale. Humanity has been burdened with fake news. Given the seriousness of
the problem, a lot of research is being carried out to understand the characteristics
of fake news and thus build an automated fake news detection system. In this paper,
we review, critique, and summarize the existing approaches in fake news detection.

Keywords Fake news · Graph neural networks · Explainable AI ·Multimodel ·
Content-based

1 Introduction

With a total of 4.57 billion active users, the internet has truly transformed the world
in all its breadth into a global village [1]. Though the internet has many advantages
and has immensely helped advance the human race, there is a cost attached to such
widespread connectivity. One such cost is the rising social evil of fake news. To
understand the threat that fake news poses, one must understand the significance of
the internet in humanity’s way of learning new information. It has been estimated that
62% of the adults in the USA depend on social media sites for news, and about 75%
of adults get their news through e-mail or social media site updates [2]. Similar trends
can be noticed for other countries aswell. The questions onwhich humanity seriously
needs to ponder are—of the billions of social media posts sent every day. How many
of these posts are verified? Who will be held accountable if a mishappening occurs
due to such social media posts? Since there are no background checks on most social
media platforms, how is the credibility of users ensured? The posed questions raise
some severe concerns on social media platforms.
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Furthermore, humanity has already seen the disastrous effects of fake news prop-
agated on social media can have. For example, in the recent Delhi riots, which led
to the destruction of property worth 25,000 crore Rupees and cost India 42 lives [3],
Fake news had a huge role in the Delhi riots. It helped in mobilizing people against
people of other religions. It has been estimated that of the many news stories that
went viral during the time, 150 were utterly baseless [4]. The election of USA 2016
is another glaring example of the effect fake news has on our lives.

It is evident that a proper protocol for verifying news on social media is the need
of the hour. Nevertheless, this protocol cannot be similar to the protocols used for
traditional media since the volume of news propagated per day is very large (500
million tweets per day, 500 million posts per day on Facebook) [5]. Protocols with
manual components will not have the ability to handle such massive and velocity
data.

Thus, automated detection of fake news is the only way of combating this social
evil. However, before seeking information on the methods to detect fake news, it
is of esteem importance that we understand what fake news is. Fake news is false
information presented and propagated as if it is true; it is usually propagated to
create unrest and disturb society’s balance. Fake news can be classified based on its
propagation agenda, namely—clickbait, propaganda, satire/parody.

Using various differentiating factors between fake news and factual information
such as textual features, visual features, propagation characteristics, the credibility of
people involved in the propagation, researchers have proposed many states of the art
model on automated fake news detection. This paper explores all major approaches
to detect fake news, observing its advantages and disadvantages.

2 Various Approaches to Detect Fake News

On reviewing almost 25 papers on automatic detection of fake news, we observed
that three approaches could efficiently detect fake news.

1. Propagation-Based Fake News Detection.
2. Content-Based Fake News Detection.
3. Explainable AI (Artificial Intelligent)

2.1 Propagation-Based Fake News Detection

This approach is based on the relatively new and upcoming topic of graph machine
learning. It is called so because instead of building a hypothesis based on traditional
array type data here, a machine learning model learns on graphically structured data.
In the coming subsection, we try to explain graph machine learning (graph neural
networks to be specific) in the context of fake news detection [6] and the pros and
cons of using GNN in fake news detection.
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2.1.1 Graph Neural Networks

As shown in Fig. 1 initially, each node has some set of features represented by a
distributed vector and visually represented alternate black and grey boxes. For fake
news detection based on propagation, these features can be taken as characteristics
that define a user. For example, the authors [7] take information about user profile
(location, settings, word embedding of the profile description), the activity of a user
(number of likes, statuses), user network (connections between the user, the number
of followers and friends) and user’s polarization as initial features.

Now we observe a set of features associated with each node in the final repre-
sentation of the graph. One might ponder, then, what value does the application of
GNN add to our understanding? The difference between the initial set of features
and the final set of features is that the initial set of features only contain features rele-
vant to one node. It does not take into account the relationships nodes have between
each other while the final set of features, in addition to the information contained
by initial features, also contain information about the neighborhood of the node.
Nodes in GNN learn information about their neighborhood, bypassing their respec-
tive feature vectors to their neighbors at regular intervals, and integrating the features
obtained from the neighborhood [7].

Once we have obtained the final features, various classification algorithms can be
run to classify the node. However, this time, our classifying algorithm will also have
information about the node’s neighborhood in question.

2.2 Content-Based Detection

In content-based detection, fake news detection is based on the assumption that there
is an inherent difference in the style of writing and presenting between fake and real
news. Thus, we propose the hypothesis for fake news detection, which differentiates

: Features

Fig. 1 GNN representation and training process
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between fake news and real news based on features obtained from the content alone.
Now there are two subapproaches in Content-Based Fake News Detection, namely
Detection with textual features [8], Multimodal Detection of Fake news.

2.2.1 Multimodal Detection of Fake News

In Multimodal Detection of fake news, a hypothesis is built based on the features
obtained from the text as well as the visual aids contained in it, such as images [9].
This approach proves to be particularly useful in detecting fake news on social media
platforms and click baits. Multimodal feature detection in many ways is similar to
ensemble learning. In order to understand the multimodal approach, we can bifur-
cate this approach into three smaller parts—(1) textual part, (2) visual part, and (3)
concatenation part.

Textual Part—This part deals with the extraction of textual features. In all of the
papers we reviewed, textual feature extraction was achieved by deep learning tech-
niques such as GRU encoder, though this is not mandatory but is generally done to
match the complexity of textual features with visual features extraction, as we will
see in the next subsection.

Visual Part—This part deals with the extraction of visual features. This is done
through a network of convolution layers to decrease the computation and only extract
the essential and differentiating features.

Concatenation part—This is the part where a multimodal approach differs from the
ensemble approach, and this is the part where various multimodal approaches differ.
A direct concatenation of textual features and visual features may work but may not
effectively detect fake news. Researchers employ various methods to concatenating
the feature. For example, [9] used the similarity between the features obtained from
textual and visual sources to classify. In contrast, [10] uses a latent vector and neural
network to classify fake news.

We saw the workings of both approaches. Both attempts to solve the problem the
fake news detection but widely differ in theirmethodologies. Both have their pros and
cons. The advantage of the propagation-based feature detection approach is that this
approach is a language-independent and a relatively objective approach compared
with the content-based approach. While content-based fake news detection classifies
based on content, history, and the source’s location, it has no bearing on the decision
since we do not want the news to be declared as fake just because it originated from
a particular IP address.
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2.3 Explainable Artificial Intelligence

As evident by its name, explainable artificial intelligence (XAI) is the artificial intel-
ligence that humans can understand. With the advent of deep learning, feature engi-
neering has virtually become extinct. However, deep learning techniques have had
immense success and are being applied in a plethora of areas. These techniques lack
interpretability; because of the complexity of deep learning techniques, it becomes a
mammoth task to decode which factors are themodel making a decision. Explainable
artificial intelligence techniques try to find the factors based on which deep learning
model makes its decision and presents them in a form that is understandable by
humans. The advantages of adopting the principles of explainable machine learning
are twofold (1) A comprehensive evaluation ofmachine learningmodels can be done.
Parameters relevant to the specific problem can be used to improve models further
and (2) deep learning models will become more reliable since the reason behind
their decision will become understandable. The techniques of explainable machine
learning in fake news detection [11] can have a considerable impact in the domain
of natural language processing.

Explainable Artificial Intelligence (XAI) is relatively new in the field of NLP
(Natural Language Processing). Earlier, the use of explainable artificial intelligence
was only limited to computer vision, for example, using class activation maps from
grad cam technique to show the regions where the deep learning model focuses on
making the prediction [12]. Nowadays, XAI in NLP is generally used in:

1. In Sentiment Analysis: In this method, we determine the sentiment score of
a sentence or a word in an article or a corpus. Various methods have been
proposed, but the Auxiliary Prediction Task method [13] is one of the most
commonly used methods. In this method, we first train a neural network to
predict words in a sentence, and after training the neural network, we freeze its
weights and transform it into a classifier and make classifications on it. Finally,
this network can be used to predict the property or class of interest and we can
finally assume that network has learned that property.

2. Explaining Prediction in Sentence Translation: In this, the translation of
every word is explained. This can be implemented by making the model predict
the prediction and explanations, but we would require manual annotations of
the explanations for this. Nowadays, LIME [14] and SHAP [15] are being used
to explain the prediction made by the machine learning models

3. Detecting Fake News: Using XAI, there has been some work done in this
field to determine the fakeness of news. In [11], the author used coattention
subnetworks to rank top k user comments and sentences in the article in terms
of fakeness.

In the next subsection, we present our analysis of the recent and relevant research
papers based on techniques discussed in the previous subsections.
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2.4 Recent Approaches for Fake News Detection

In this subsection, various recent research papers in the domain of fake news detection
have been discussed in detail. Table 1 succinctly discusses each paper’smethodology,
its contribution to the fake news detection domain, the advantage of the technique
proposed, the dataset used, and challenges for the technique proposed.

Table 1 Recent paper analysis

Ref. Methodology Key contributions Challenges Dataset

[16] Sentence comment
coattention mechanism
along with sentence
encoding and word
encoding is used on
both news articles as
well as user comments

Highlighted the
significance of user
comments for the
classification of fake
news. Achieved a 5%
higher f1 score than
benchmarked models

The credibility of
users can be taken
into account to
improve the model’s
performance further

FakeNewsNet

[17] Comparative analysis
of supervised learning
methods on lexical,
semantic features
along with features
about publishers and
sources are used

Compared the
significance of various
feature sets such as
semantic and lexical
features. Obtained a
true positive rate of
100 and 40%
misclassification of
true news

The proposed model
can be further
improved by
incorporating the
features of
explainable machine
learning leading to a
significant decrease
in the
misclassification rate

BuzzFace

[10] Used Autoencoders to
classify social media
post containing both
textual materials as
well as images

Utilized both textual
and visual(images) for
the classification of
social media posts.
Outperforms state of
the art models by 5%
in terms of F1-score

Propagation features
can be considered for
better classification

Twitter Dataset
Weibo Dataset

[7] Utilized
propagation-based
features using
geometric deep
learning

A
language-independent
model for detecting
fake news. Obtained
92.7% ROC AUC

Explainable machine
learning methods can
be adopted for better
interpretability

Twitter self Collected

[18] A novel Graph neural
network approach is
proposed for the
detection of fake news
using the content, and
information about the
publisher

Introduced a new
hybrid feature
learning unit (HFLU)
for feature extraction
and used deep
diffusive neural
network for
classification of neural
network

The principle of
explainable machine
learning can be
incorporated for
better understanding
as well as
performance

PolitiFact, Twitter

(continued)
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Table 1 (continued)

Ref. Methodology Key contributions Challenges Dataset

[9] A multimodal
approach to detecting
fake news is proposed,
which exploits textual
features, visual
features as well as the
relationship between
using Text CNN

Proves the
significance of using
the relationship
between textual
features and visual
features. Achieved an
F1-score of 0.896,
0.895 on PolitiFact,
GossipCop Datasets,
respectively

Intramodal
relationships can be
explored for further
improvement

PolitiFact, GossipCop

[8] A combination of
multiple stylometric
features word vector
models (like BoW,
TFIDF, Skip-Gram.)
using various
ensemble techniques

Proved the importance
of the relationship
between stylometric
features and
prediction accuracy.
Achieved a maximum
accuracy of 95.48%

Future work can
focus on reducing the
time complexity of
analysis to make the
work ideal for
real-time application

The FakeNewsNet &
The McIntire Dataset

[19] In this paper, the PSM
(Propensity Score
Matching) was used
for feature selection,
which helps in
reducing the effect of
confounding variables

They achieved more
than a 10% increase in
the AUROC score
than the baseline
models that used
document frequency
technique word to
vector conversion
techniques and basic
classifier

Future work could
zero in on alleviating
the biases brought
about by latent
variables. Bayesian
networks and
structural equation
can also be used with
this for fake news
detection

PolitiFact and
GossiCop

[11] Conducted an
exploratory analysis to
find the best set
features, to be used in
M.L models

Proposed the best
combinations of
features tailored for
fake

Due to randomness,
the validity of the
feature combination
can not be known

BuzzFace Dataset

[6] A pattern-driven
approach is proposed
The approach uses the
relationship between
users, user’s credibility

Patterns in text are
explored and
summarized An
F1-Score of 0.93 and
0.84 is obtained on
PolitiFact and
BuzzFeed datasets

A component of
content-based fake
news detection can be
added for detecting
Fake news in the
preliminary stages

PolitiFact and
BuzzFeed

[20] A multisource
multiclass model,
which measures the
degree of fakeness
using features
extracted from
different sources

Introduces the idea of
measuring the degree
of fakeness in the
news articles using
automated feature
extraction

The proposed model
can be enhanced by
creating a difference
between classes and
quantitively
classifying the degree
of fake news

LIAR

(continued)
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Table 1 (continued)

Ref. Methodology Key contributions Challenges Dataset

[21] Utilized harmonic
Boolean label
crowd-sourcing
algorithm

Achieved an accuracy
of 99.4% using
Harmonic algorithm

The use of textual as
well as visual feature
can control and detect
fake news at
preliminary stages

Facebook
post-self-collected

Table 2 Datasets

Name Aspects Challenges

LIAR [22] This dataset contains 12,836 short
statements from politifact.com

No multimedia features exist

NELA GT 2018 [23] This dataset contains 713,000
news articles from 194 news
websites

Data does not have multimedia
features

WEIBO [24] Forty thousand posts with images
and contextual information
Suitable for textual analysis,
image-based analysis, and
propagation-based analysis

Data points are mostly in
Chinese, and content is mostly
related to China

BUZZFACE [11] This dataset contains 2,282
articles related to the 2016 USA
elections. Contains various
features pertaining to user

This dataset only contains
information only related to
politics

MediaEval Datasets [25] This dataset comprises 18,049
tweets and 438 images related to
17 events

An unbalanced dataset

3 Datasets

Newscanbe accessed fromanyplace on the internet utilizing sources like socialmedia
websites and search engines. Nevertheless, physically deciding the genuineness or
validity of news can be tedious. Therefore, news stories with annotations are gathered
from different dependable fact-checking websites, crowd-sourced workers, and so
on. Even though there is no current benchmark dataset for fake news detection, some
mainstream datasets for different methods presented are shown in Table 2 below.

4 Conclusion and Future Work

The paper analyzed, reviewed, and summarized the recent trends in automated fake
news detection, which included a thorough qualitative and quantitative analysis of
recent publications in the domain of fake news detection. We observed three central
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theories that form an integral part of fake news detection during the review, namely
propagation-based, content-based, and explainable artificial intelligence.

We believe that the future of fake news detection will involve an amalgamation
of all these approaches. Since the propagation-based approach is quick to detect any
malicious activity, it can be used to tag malicious tweets quickly. Tagged tweets can
then be classified using a content-based approach to confirm the detection. Finally,
due to the use of explainable AI, false detection of fake news will be low, and
the model can be continuously evaluated. Such a big data system will be relatively
inexpensive in terms of computational power and will have low latency (a significant
problem with machine learning solutions) and can, thus, be implemented in the near
future.
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An Unaccustomed AdaBoost Approach
to Dig Out the Magnitude of Trash
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Abstract The waste generated by day to day use of domestic premises is called
domestic refuse. This waste is not domestic if it is taken under a commercial arrange-
ment. In this paper, a novel AdaBoost approach is used for feature extraction.
AdaBoost is one of the most out-performing boosting algorithms. It has a strong
hypothetical premise and has made incredible achievements in useful applications.
AdaBoost is used to improve the performanceof anymachine learning algorithm.Due
to the unavailability of the database, a new database is created to test the working
of the foreseen model. This was tried on our dataset and furthermore contrasted
and different calculations, for example, Support Vector Machine (SVM), K-Nearest
Neighbor (KNN), Neural Network (NN), and Tree. Given a convergence result for
the algorithm showing that prior knowledge can substantially improve classification
performance. After testing, it is visualized that the highest accuracy (99.5%) was
achieved by the novel AdaBoost approach.

Keywords AdaBoost · Garbage · NN · SVM · Stacking · Tree · KNN

1 Introduction

India is still facing challenges associated with garbage collection after things are
getting automated day by day. Still, the situations are not good to handle the waste.
Every year tons of garbage is generated from different sources—like industry waste,
animal waste, farming waste, food waste, medical waste, etc. The government is
putting so many efforts into collecting garbage by doing door-to-door collection by
making things automated but still, there are some areas where things are not reaching.

Decline incorporates trash andgarbage.Generally, decomposable food squander is
trash. Trash is typically drymaterial like glass, paper, fabric, or wood. Trash is useless
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that includes massive items such as an old refrigerator. It requires a special collec-
tion and handling. Generally, solid waste is generated from residential, commercial,
institutional, and industrial activities. Another type of solid waste is electronic waste
including discarded computer equipment, television, telephones, and different types
of other electronic devices [1].

Garbage is an opening or introductory stride toward contamination. Flaming or
concealing scrap is an alternative worn by many territories. Blazing the rubbish is
an indubitable root of air pollution together with fatal gases throughout the habitat.
It will lead to global warming as well as torment reservoirs [2]. Rather than burning,
concealing is also the origin of air and water pollution. As a consequence, it needs
to be categorized that the domestic refuse moreover conducts them correspondingly.

Numerous published papers are constructed fundamentally on two algorithms of
discerning debris, initial is a Reference counting algorithm, which states that this
algorithm straps a counter in each entity, sustaining the value of counter identical
to the number of entity or garbage references. This algorithm is tenacious in the
distributed domain. This is the rationale for not contemplating this algorithm at a
greater distance. The next algorithm is Vestal’s tracing algorithm, which states that
the globe is cleaved into areas within parallel throng might occur [3]. The algorithm
tracer is used to notice the implementation of the graph beginning from the root and
traverse up to the termination of the graph. If any entity remains distant is considered
garbage.

AdaBoost, as well as Stacking, is also termed as “Ensemble learning”. AdaBoost
is the short formofAdaptiveBoosting. It is utilized to improve the performance of any
machine learning algorithm. This algorithm’s most part utilized with weak learners.
These are models that accomplish exactness simply above arbitrary possibility on an
order issue [4]. A decision tree is the most suited andmost commonly used algorithm
with AdaBoost. It is versatile as in ensuing powerless students are changed for those
cases misclassified by past classifiers. It is touchy to loud information and anomalies
[5].

The difficulties that are confronted incorporate the inaccessibility of good quality
pictures, a variety of pictures, unfocused pictures, so an effective dataset for best
outcomes is required.

In this paper, an unaccustomedAdaBoost algorithm is used for portraying adiverse
size of trash location is proposed. Several blends of info boundaries are utilized. It
was seen that our calculation gives the best outcomes by utilizing qualities of steady
boundaries. Further, by utilizing a few logical strategies, precision evaluation is
finished. The most noteworthy order precision accomplished after a few mixes of
boundaries is proposed by the AdaBoost approach is 95.04%.

This paper is divided into the following segments, respectively: Introduction
(Sect. 1), Datasets (Sect. 2), Methodology (Sect. 3), Result and discussions (Sect. 4),
and Conclusion (Sect. 5).
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2 Datasets

The technique inAdaBoost approach requires awell-built dataset for trainingmodels.
The better preparation ofmodelswill bring about additional exactness got subsequent
to testing.

There are no datasets accessible for regions like trash discovery.Due to this reason,
a new database is created with images, belonging to different classes as shown in
Table 1.

In this database, good quality images have been selected, with proper dimension.
The picture include vectors are produced utilizing measurable activities to process
the actual appearance of the surface and a NN model is utilized to order the created
surfaceswith suitable names into classes [6]. It has been composed of the zone around
Graphic Era University located in the clement town of Dehradun. The research area
is primarily classified into five different categories specifically R1, R2, R3, R4, and
R5. An entire 4.5 km is enfolding for all disparate classes. In R1, R2, R3, and R4, an
integral of 600 divergent images are examined while in R5 100, images are clutching
(Fig. 1).

3 Methodology

An ensemble of decision trees for the classification of garbage detection in order to
learn its important features is used. The machine includes a RAM of 8 GB, an Intel
i5 processor, and a 2 GB Graphic card on which work has been executed.

To find a strong rule, boosting is used, which combines weak and base leaner.
To find the weak rule, the base learning calculation is applied with an alternate
dispersion. Each time another feeble expectation rule is produced when the base
learning algorithm is applied. This is an iterative cycle. The boosting algorithm at
that point consolidates these shaped frail standards into a solitary solid forecast rule
after much emphasis [7].

Steps for selecting the right distributions are:
Step 1: For each observation, the base learner takes all the distributions and assigns

equal weight.
Step 2:Need to give higher consideration to recognitions if there is any expectation

mistake brought about by a respectable starting point learning calculation. At that
point, just the next base learning calculation taxi be applied.

Step 3: Finally continue emphasizing stage 2 till the most elevated precision is
accomplished.

Finally, the yields from a delicate amateur are solidified and make a solid tender-
foot which enhances the projection intensity of the model in the end. A higher
spotlight is paid on models that have higher blunders by going before powerless
principles.

The misclassification rate is calculated as shown in Eq. 1 below
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Fig. 1 Sample of garbage taken from dataset

Error = (correct− N )/N (1)

where Error is the arrangement rate.
Right are the amount of getting ready event foreseen precisely in the model where

N is the hard and fast number of planning cases as showed up in condition 1.
For example, if the model foresaw 68 of 100 planning events precisely the goof
of misconceive rate would be (68–100)/100 or 0.32.

The Classifier takes datasets of images as input and gives the output as the sum
of all the models used as depicted in Fig. 2. Data are prepared by three steps in
AdaBoost namely, “Quality data”, “Outliers”, and “Noisy data”.

Quality data—Misclassifications in the training data are corrected by ensemble
methods as well as the training data should be of high quality.

Outliers—This will force the ensemble methods for working hard to correct cases
that are unrealistic. These types of unrealistic data could be removed from the training
dataset.

Noisy data—One problem in the output variable can be noise. So it should be
cleaned from the training dataset [7].
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Fig. 2 AdaBoost classifier

4 Results and Discussions

This part shows the accompanying test situations into different scenarios by using
AdaBoost, Neural Network, Tree, Stacking, kNN, and SVM. Reader may refer [8–
14] for detailed information of the design and implementation of these six AI and
machine learning techniques. The analyzed results are as follows:

Scenario 1 (AdaBoost)

In this section, the AdaBoost algorithm is applied. AdaBoost is used to enhance
the performance of decision trees used in classification problems. AdaBoost is
the best algorithm for effective learners. It can achieve accuracy above random
chances of classification problems [7]. The most elevated characterization exactness
accomplished after a few mixes of boundaries is 95.04% (Table 1).

Scenario 2 (Neural Network)

In this section, the Neural Network (NN) algorithm is applied. NN, in essence,
matches the pattern based on your input and envision the output. NN is applied
for complex mapping from the input to outer space [15]. Several combinations of
input parameters are employed and the highest classification accuracy (94.10%) was
achieved when employed five hidden layers (Fig. 3).

Scenario 3 (Tree)

In the concept of classification trees, this algorithm generates univariate trees
with the help of constructive induction with linear function [16]. After using
several combinations of parameters, the highest classification accuracy was achieved
93.63%.
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Fig. 3 Neural network

Scenario 4 (Stacking)

Stacking is the way to convene many different models together to get a prominent
result. There are many ways to assemble the models but the one that is used above
all is bagging. The main concept of bagging is to assemble different models group
to give the result for the same problem [17]. The accuracy achieved using stacking
is 92.45%.

Scenario 5 (K-Nearest Neighbor (KNN))

KNN is the best algorithm that is used for regression and classification. KNN uses
data and then collocates the new data based on the similarity measures [18]. After
using several combinations of parameters, the highest classification accuracy was
achieved 88.91% (Fig. 4).

Scenario 6 (Support Vector Machine (SVM))

SVM algorithm is used to segregate two or more classes. SVM is often used for
classification problems. It is used to plot each data in the N-dimensional plane [15].

Fig. 4 KNN
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Fig. 5 Support vector
machine

After using several combinations of parameters, the highest classification accuracy
was achieved 87.97% (Fig. 5).

Out of the whole situation, AdaBoost is outflanking the other condition of-
workmanship algorithm as appeared in Table 1. It is clearly visible that the
AdaBoost algorithm is giving the best outcome because of the following two reasons:
Tweaking of boundaries and diminishes predisposition for little fluctuation. Hence-
forth, it improves the exhibition of the grouping contrasted with other conditions of
craftsmanship algorithm.

It can be visualized that by using Adaboost algorithm, the highest accuracy 99.5%
with precision 100%, specificity 100%, AUC 99.5% and sensitivity 82.8% was
achieved as shown in Table 2.

ROC bend portrayed in Fig. 6. The rating of trash has been determined. It is made
by delineating “affectability” on y-pivot and “particularity” on x-hub. This bend is
utilized to make TPR (True sure rate) against FPR (False certain rate). The TPR is
otherwise called affectability [19].

The lift curve is used to pitch the performance of the target model for having an
enhanced response, which is measured against a contingent targeting model [20]. By
gain curve it is illustrated in Fig. 7. The rating of garbage has been illustrated.

5 Conclusion

In this paper, the AdaBoost approach is adapted to detect garbage. After using
several combinations of parameters, the highest classification accuracy was achieved
95.04%. Good quality images were selected for this work, with proper dimension.
The research area is primarily classified into five different categories specifically R1,
R2, R3, R4, and R5. An entire 4.5 km is enfolding for all disparate classes. In R1,
R2, R3, and R4, an integral of 600 divergent images are examining while in R5 100,
images are clutch. It, very well, may be seen that AdaBoost gave the best outcome
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Table 2 Measurement proportions of the proposed models for the training (T) and validation (v)
stage for planning rating

Dataset Model Classification

Accuracy Precision Specificity AUC Sensitivity

AdaBoost

R3 0.995 1.000 1.000 0.995 0.828

Neural network

R3 0.993 0.929 0.978 0.993 0.866

Tree

R3 0.990 0.957 0.987 0.990 0.838

Stack

R3 0.989 0.814 0.924 0.989 1.000

KNN

R3 0.977 0.840 0.944 0.977 0.847

SVM

R3 0.977 0.835 0.956 0.977 0.819

Fig. 6 ROC bend for explicitness and affectability of the prepared model
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Fig. 7 Lift curve for the performance of trained model

when contrasted with other conditions of craftsmanship calculations on account of
its tweaking highlight. This paper increased substantially more trouble because of
the inaccessibility of the dataset of trash location. This model can, in like way, be
applied for agnate datasets of trash. The exact assessment shows that differentmodels
are looked at utilizing changed mistake estimating measurements, for example, error
variance, MSE, and RMSE. These boundaries approve the exhibition and vigor of
the proposed models [21].
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Predicting Online Game-Addicted
Behaviour with Sentiment Analysis Using
Twitter Data

Ramesh Narwal and Himanshu Aggarwal

Abstract Social media give us the power to connect and share our views with
millions of people; it does not matter how far away they are. Before social media,
it is not an easy task to connect with millions of people. The Internet plays a vital
role in this journey. Even a lot of development was done in the field of games. Like
social media, people can communicate with each other; it does not matter how far
away they are. People can play online games with others; it does not matter how
much far away they are. The top 10 online games are Fortnite, PUBG, Overwatch,
Apex Legends, Minecraft, Dota 2, Grand Theft Auto V, League of Legends, Sea
of Thieves, Counter-Strike: Global Offensive (Top 10 Online Multiplayer Games |
Game Development | Melior Games, https://meliorgames.com/game-development/
top-10-online-multiplayer-games/. Accessed 20 October 2020, [1]). Sometimes,
the government took some steps regarding these online games or apps. Like the
Government of India (GoI) banned 118 mobile apps regarding privacy concerns
of its people (India bans 118 more Chinese mobile apps including PUBG Mobile
over privacy concerns—The Financial Express, https://www.financialexpress.com/
industry/technology/india-bans-118-more-chinese-mobile-apps-including-pubg-
mobile-over-privacy-concerns/2072830/. Accessed 20 October 2020). PUBG, a
popular online game, is one of them that is forbidden by GoI. So, people expressed
their views on Twitter and other social media. In this paper, we download tweets
regarding PUBG; sentiment analysis was done using lexical analysis and machine
learning techniques. We classify tweets in three factors like neutral, negative, and
positive. Most of the persons who are posting negative comments mean they are
using PUBG, and they are addicted. We are trying to find online gaming addictive
behaviour of people.

Keywords Addictive · Online gaming · Sentiment analysis · Human behaviour
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1 Introduction

Social media provide us with a platform where anyone can share their views with
millions of other peoples.Now these days, the population of socialmedia is increasing
day by day. In 2020, around 3.81 billion users are active on social media in all over
the world. Around 29% population of India are using social media [3]. Internet along
with the latest technologies transforming our lives. For example, people are moving
from offline games to online games. These online games help many people develop
leadership skills, complex problem-solving skills, and deal with unexpected situ-
ations. The researcher found that playing online games excessively can increase
anxiety, depression, and physical damages in players. Even it can increase blood
pressure and increase heartbeats due to too much stress and excitement [4]. Online
game addiction (OGA) is a genuine problem for many people. There are two types
of online video games, single-player and multi-player. OGA disorder has severe
consequences for the people who are suffering from it. Sometimes its symptoms and
signs are tough to recognize. Single-player games are less prone to addiction because
there is a clear mission or goal related to beating a high score or completing the task.
But multi-player online video games users are more prone to addiction because it is
played with many players, and generally, they have no end.

Sometimes some actions are taken by the government and other bodies by using
that we can predict people’ addictive behaviour. For example, the Government of
India (GoI) banned 118 mobile apps concerned with users’ privacy issues [2]. PUBG
is one of the apps that is forbidden by GoI. When these things happen in our society,
people post their views on the Internet using social media and blogs. In this paper,
we use people these views, which are posted on Twitter. Twitter is among the most
trendy social media apps and has the largest psychological database. So, we collected
people’s tweets regarding the PUBG ban. We did their sentiment analysis. Then we
will apply various classification algorithms.

Using sentiment analysis, we extracted the people’s perception towards a specific
brand, scheme, issue, etc. from text data. It can be used in product review analysis,
brand monitoring, and policy framing [5]. In this research article, sentiment explo-
ration of tweets related to PUBG ban is performed. Emotions, actions, and cognition
are essential factors of human behaviour. In general, language how anybody interacts
and acts also define his behaviour.

Figure 1 depicts sentiment analysis data, techniques and its application. It
can be done on various types of textual data like blogs, social media, text in
various languages. Sentiment analysis can be done by using NLP (natural language
processing) and machine learning algorithms. It has various types of application
domain, which we classify as business-oriented and human behaviour oriented [5].
Business-oriented application includes various sectors like finance, entertainment,
security, society, travel, medical, and others. Human behaviour-oriented application
includes analysis of interaction, influence, truth, language, behaviour, and emotions.
So, in this paper, twitter data are collected and we work on behaviour-oriented
application. We tried to find out online game-addicted behaviour of people [6].
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Fig. 1 Sentiment analysis data, analysis techniques, and application domain

2 Related Studies

Social media is like double-edge sward because there are many facilities like video,
audio calls, sending and receiving multimedia files, messaging, etc. which are
provided by social media help a lot to connect with our relatives or loved ones.
On the other hand, it causes addiction that affects our life in the negative side, hate
speeches on social media also create social disturbances [7]. Authors found nonlinear
associations among social media addiction and neuroticism using multilayer percep-
tron [8]. With the advent of online multiplayer games, online gaming has become
one of the utmost popular.

OnlineGaming is theLeisure activity among online usersworldwide. Prior studies
have shown that extreme video gaming is linked with negative effects and can also
lead to different problems [9, 10]. Various factors like individual factors, social
interactions, psychological factors, etc. were related with online gaming addiction
[11]. Researchers found out that the visual design, look of online gaming applications
and their consequence will be enlarged as the domination increases. It is also noticed
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that game players want to run off from actuality and events that make them unhappy
or stress in daily life [12].

3 Methodology and Results

Figure 2 depicts the workflow of the proposed system. Using tweepy, library tweets
are collected and then useful features were selected. After that data scrubbing is
done like retweet symbols, removing URLs and hashtags. Tweets sentiments are
labelled using SentiWordNet (SWN) lexicon. After that various operations like Stop
words identification and removal, stemming and lemmatizing are carried out on
collected data. In the next step, data splitting and its mathematical representation
are done using Count Vectorizer (CV) and Tfidf Vectorizer (TfV). Then vectors
extracted using CV and TfV are passed through various Machine Learning (ML)
classification algorithms. In the end, models are trained using DBOW, DMM, DMC
doc2vec models, and the resultant vectors acquired using these models are used for
classification. From all of the classifiers, logistic regression gives the best result,
which is later evaluated using the test data and we got 78.92% accuracy.

3.1 Sentiment Analysis Approaches

Sentiment analysis can be carried out with machine learning (ML) and lexicon-based
approach (LBA). Lexicon-based method basically calculates the polarity of tweets
using dictionary words with their respective semantic scores allocated to them. Each
word sentiment score is calculated and then all scores of sentence are added. If we got
a positive score that means the tweet is positive and if we got negative score it infers
as negative. Like that all tweets are labelled as positive, negative, and neutral if we
get sentence sentiment score zero. We use SentiWordNet (SWN) lexicon approach
to label tweets. After pre-processing, the data machine learning approach can be
applied to tackles text classification problem. In this paper, for pre-processing, we
use SentiWordNet then we apply machine learning classification models.

3.2 Collecting Data

Now there is a need of textual data, which convey people’s views or sentiment
related to PUBG ban. Textual data can be downloaded using various social media
APIs like Facebook, Reddit, Twitter, etc. and from web pages. We use Twitter
Tweepy API to gather tweets related to PUBG ban, as Twitter is considered
as a large psychological database [13]. Tweepy Library used for Tweets collec-
tion for various keywords and hashes like #PUBG, #PUBGBAN, #PUBG_BAN,
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#PUBGBANNED, #PUBG_BANNED, PUBG, PUBG_BAN, PUBGBAN, PUBG-
BANNED, PUBG_BANNED.

3.3 Data Cleaning

Various insignificant objects like—indices, metadata, screen_name exist in collected
data. We keep objects like—full_text(tweet full text), created_at(tweet time and
date), retweet_count, follower_count, favorite_count, coordinates, geo(geographic
location), created_at(tweet time and date), place, id_str(tweet id), screen_name. We
keep the above objects in our data and remove the rest. To tackle with emojis, we
encode the data file into unicode_escape. As data are collected using different hash-
tags and keywords so there are duplicate tweets are there in the data. So, duplicate
tweets and unnecessary columns were removed.

In the tweet text, there are unnecessary symbols like #,@, URL, punctuations and
numbers which is not important for our analysis. So, all of these symbols are replaced
with whitespace. Only # symbol is removed not complete hashtag, because it may
contain some sentiment information. After cleaning, there are total 4455 tweets we
have for further processing.

3.4 POS Tagging and Sentiment Labelling

In ML algorithms, tweet ‘full_text’ acts as a predictor variable. Sentiment score is
target variable for our data, which is calculated using SentiWordNet (SWN). SWN
is huge corpus of Part-of-Speech (POS)-tagged English words with their sentiment
score, which is explicitly used for opinion mining and sentiment classification appli-
cations. It gives positive and negative scores for each word. Then these scores of
tweets are added, if its value is greater than 0 then it is labelled as positive tweet and
if it is less than 0, tweet is labelled as negative otherwise it is considered as neutral
tweet. Before using SWN, POS tagging of tweets was done using NLTK library.

Then data encoding is done for negative tweets −1 is used, for positive tweets 1
is used and for neutral tweets 0 is used. There are 1839 positive tweets, 1029 neutral
tweets, and 1587 negative tweets as depicted in Fig. 3. TextBlob and Afinn were also
used for sentiment allocation to tweets. In the next step, sentiment labelled textual
data are prepared for machine learning classifiers.
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Fig. 2 Workflow of the
proposed system

3.5 Removal of Stop Words

Stop words include frequently used words like ‘for’, ’the’, of’, etc., these words were
removed using NLTK (Natural Language ToolKit) library [14]. Stop words raise the
dimensionality of collected data. So, these stop words are removed.

Before applying ML algorithms on data, it is converted into vectors and vectors
with similarmeaning confined or reduced to their root word. For example, wordswith
similar meaning like—‘play’, ‘playing’, ‘played’ convey same meaning reduced to
word ‘play’. This is achieved by using lemmatizing and stemming.

3.6 Lemmatizing and Stemming

Lemmatizer and stemming algorithms did same job of diminishing the words to their
stems but the major difference is that lemmatizer keeps words linguistics in context.
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Fig. 3 Number of tweets versus sentiment score

For example, all of the above ‘play’-related words will be reduced to ‘play’. These
processed texts are substituted in place of old ones. Stop word removal, stemming
and lemmatizing are not applied before sentiment labelling because they can cause
deformity in sentiment detection. All tweets are also converted to lowercase letters.

3.7 Splitting the Data

In this step, data were split into training, validation and test sets. The data are divided
as follows—90% for training data, 5% for validation data, and 5% for test data.

3.8 Vectorizing Text of Tweets

Before implementing various ML classifiers, text data are converted into vectors. It
is important becauseML text classifiers expect data in mathematical form rather than
textual form.

For vectorization, two vectorizers—Count and Tfidf (term frequency-inverse
document frequency) Vectorizers are used. They are part of Bag-of-Words (BOW)
models.

Count Vectorizer (CV) computes how frequently a word present in tweet and uses
it as its weight. In TF-IDF, assigned weight of a token is calculated as product of
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word frequency and the inverse document frequency of word. Thus, as number of
times a word appears in tweets, less IDF weight is assigned to that word in TD-IDF
vectorizer. For frequency, TF-IDF gives fractional vales and CV gives integer values.

3.9 N-grams

N-grams is defined as combinations of adjacent words that we can discover in tweets.
There is ngram_range parameter is used in CV and Tfidf for the calculation of n-
grams. In ngram_range, uni-gram is denoted as (1, 1), bigram as (1, 2), trigram as
(1, 3), and so on. CV and Tfidf are implemented using uni, bi, and trigrams and
their respective accuracy score is noted. After vectorizing of tweets, classification
algorithms were implemented.

3.10 Machine Learning Classifiers Implementation

The following classifiers are implemented—linear models (Perceptron, RidgeClassi-
fier, LogisticRegression, PassiveAggressiveClassifier), Naive Bayes models (Multi-
nomialNB, BernoulliNB), Ensemble models (AdaBoostClassifier, RandomForest
classifier) and SVMmodel (LinearSVC). Accuracy score is used for the performance
measurement of these models (Table 1).

In the above table, ‘cv_1’ means CountVectorizer with unigrams and ‘tf_1’
mean Term Frequency-Inverse Document Frequency Vectorizer with unigrams.
Both LogisticRegression (Tfidf-unigrams) and Perceptron (Tfidf-bigrams) give the
maximum accuracy of 85.6502 and 84.3043%. But LogisticRegression takes only
13.5 s for training and perceptron takes 6.97 s. It is very important to note that the
used dataset is disproportion—as positive (+ve) and negative (−ve) tweets are more
than neutral tweets. That is why; there are chances that accuracy scores can take us
wrong conclusion. So, to avoid that, Random Forest Classifier is used with balanced
class weights. It performs better with 74.51% average accuracy score and 77.58%
with maximum accuracy.

3.11 Gensim Model Implementation

CV and Tfidf bag-of-words models used earlier are simple and not able to preserve
the relationship between words. So, to preserve the relationship among words,
sophisticated models are used because they give better representation of words
mathematically. Doc2Vec that is an extension of Word2Vec models that can do it.

Doc2Vec algorithms, DBOW (Distributed Bag of Words), DMM (Distributed
Memory Mean), DMC (Distributed Memory Concatenated), and their combinations
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Table 1 All classifiers results using CV, TF-IDF and with Uni, Bi, and Tri-grams

Sr. No Vec_Gram Classifier Accuracy Time (in Seconds)

1 cv_1 MultinomialNB() 0.627802691 3.167022943

2 cv_1 BernoulliNB() 0.704035874 3.204078436

3 cv_1 LogisticRegression() 0.753363229 10.97595263

4 cv_1 LinearSVC() 0.820627803 3.942568541

5 cv_1 AdaBoostClassifier() 0.64573991 13.95540357

6 cv_1 RidgeClassifier() 0.784753363 3.68473196

7 cv_1 PassiveAggressiveClassifier() 0.802690583 3.558809042

8 cv_1 Perceptron() 0.811659193 3.21301651

9 cv_1 RandomForest Classifier 0.748878924 48.5113616

10 cv_2 MultinomialNB() 0.69955157 6.343557596

11 cv_2 BernoulliNB() 0.708520179 6.532910824

12 cv_2 LogisticRegression() 0.757847534 28.85697794

13 cv_2 LinearSVC() 0.838565022 7.767507315

14 cv_2 AdaBoostClassifier() 0.65470852 25.09738135

15 cv_2 RidgeClassifier() 0.811659193 7.50293088

16 cv_2 PassiveAggressiveClassifier() 0.834080717 6.816093206

17 cv_2 Perceptron() 0.834080717 6.902798653

18 cv_2 RandomForest Classifier 0.757847534 91.86163807

19 cv_3 MultinomialNB() 0.708520179 10.00783253

20 cv_3 BernoulliNB() 0.64573991 10.43630242

21 cv_3 LogisticRegression() 0.748878924 55.03128695

22 cv_3 LinearSVC() 0.811659193 12.32500815

23 cv_3 AdaBoostClassifier() 0.641255605 36.22467995

24 cv_3 RidgeClassifier() 0.807174888 10.97327328

25 cv_3 PassiveAggressiveClassifier() 0.820627803 10.03281617

26 cv_3 Perceptron() 0.834080717 9.599086523

27 cv_3 RandomForest Classifier 0.69058296 128.3715734

28 tf_1 MultinomialNB() 0.677130045 2.928195238

29 tf_1 BernoulliNB() 0.704035874 3.070109606

30 tf_1 LogisticRegression() 0.856502242 13.49957085

31 tf_1 LinearSVC() 0.829596413 11.94485855

32 tf_1 AdaBoostClassifier() 0.659192825 11.20278502

33 tf_1 RidgeClassifier() 0.775784753 5.468579054

34 tf_1 PassiveAggressiveClassifier() 0.834080717 3.859255791

35 tf_1 Perceptron() 0.820627803 3.515517473

36 tf_1 RandomForest Classifier 0.775784753 55.1449635

(continued)
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Table 1 (continued)

Sr. No Vec_Gram Classifier Accuracy Time (in Seconds)

37 tf_2 MultinomialNB() 0.766816143 6.122223377

38 tf_2 BernoulliNB() 0.708520179 6.300122499

39 tf_2 LogisticRegression() 0.834080717 37.7722218

40 tf_2 LinearSVC() 0.829596413 18.90667868

41 tf_2 AdaBoostClassifier() 0.641255605 20.92410684

42 tf_2 RidgeClassifier() 0.798206278 10.88392544

43 tf_2 PassiveAggressiveClassifier() 0.829596413 7.236640453

44 tf_2 Perceptron() 0.843049327 6.969199657

45 tf_2 RandomForest Classifier 0.762331839 104.0579317

46 tf_3 MultinomialNB() 0.766816143 9.508183956

47 tf_3 BernoulliNB() 0.64573991 9.382218838

48 tf_3 LogisticRegression() 0.834080717 75.00797677

49 tf_3 LinearSVC() 0.807174888 30.11644745

50 tf_3 AdaBoostClassifier() 0.64573991 31.33968806

51 tf_3 RidgeClassifier() 0.780269058 16.65845656

52 tf_3 PassiveAggressiveClassifier() 0.825112108 10.66542888

53 tf_3 Perceptron() 0.825112108 9.845933914

54 tf_3 RandomForest Classifier 0.735426009 143.4576552

are used from Gensim library of python. Gensim is used to automatically dig out
semantic topics effectively from documents. These models are used to train all clas-
sifier, which we did earlier. The below table depicts results of all Gensim models
with classifiers (Table 2).

LinearSVC (DBOW+DMM)gives themaximumaccuracy of 63.67%. If training
time is considered then logistic regression (DBOW + DMM) is the optimum one
among all (with 0.76 s). Logistic regression (DBOW + DMM) also depicts fine
performancewith 63.22% accuracy after 12.05 s for training. DBOW+DMMmodel
surpasses the previous models with a mean accuracy of 55.47%. The Gensimmodels
demonstrate slightly lesser performancewith respect toCVandTfidfmodels.Among
all the models, LogisticRegression (Tfidf-unigrams) best performs with an accuracy
of 85.6502%. So it is evaluated using test data and it gives an accuracy of 78.92%.

4 Conclusion and Future Work

Now these days, digital world is an important part of our life. People posts their views
on social media, which is part of digital world about various events happen around
us. People normally play online games to get relaxed from stress and entertainment.
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Table 2 Results using Gensim models

Sr. No Model Classifier Accuracy Time

1 DBOW BernoulliNB() 0.479820628 0.190983295

2 DBOW LogisticRegression() 0.596412556 0.510683775

3 DBOW LinearSVC() 0.600896861 3.904580593

4 DBOW AdaBoostClassifier() 0.470852018 4.326505184

5 DBOW RidgeClassifier() 0.596412556 0.299863577

6 DBOW PassiveAggressiveClassifier() 0.421524664 0.107691288

7 DBOW Perceptron() 0.448430493 0.053966045

8 DMC BernoulliNB() 0.322869955 0.017988443

9 DMC LogisticRegression() 0.372197309 0.237054586

10 DMC LinearSVC() 0.421524664 0.311802387

11 DMC AdaBoostClassifier() 0.439461883 4.646183014

12 DMC RidgeClassifier() 0.403587444 0.024474621

13 DMC PassiveAggressiveClassifier() 0.376681614 0.087949038

14 DMC Perceptron() 0.399103139 0.064957619

15 DMM BernoulliNB() 0.439461883 0.019988775

16 DMM LogisticRegression() 0.488789238 0.510682583

17 DMM LinearSVC() 0.506726457 6.2501719

18 DMM AdaBoostClassifier() 0.457399103 4.606146336

19 DMM RidgeClassifier() 0.475336323 0.033673763

20 DMM PassiveAggressiveClassifier() 0.349775785 0.133915424

21 DMM Perceptron() 0.439461883 0.066961765

22 DBOW + DMM BernoulliNB() 0.466367713 0.036981106

23 DBOW + DMM LogisticRegression() 0.632286996 0.76252079

24 DBOW + DMM LinearSVC() 0.6367713 12.05359554

25 DBOW + DMM AdaBoostClassifier() 0.533632287 10.45952153

26 DBOW + DMM RidgeClassifier() 0.605381166 0.045982838

27 DBOW + DMM PassiveAggressiveClassifier() 0.470852018 0.312793732

28 DBOW + DMM Perceptron() 0.538116592 0.105933428

29 DBOW + DMC BernoulliNB() 0.408071749 0.037977695

30 DBOW + DMC LogisticRegression() 0.587443946 0.828485966

31 DBOW + DMC LinearSVC() 0.600896861 6.187167406

32 DBOW + DMC AdaBoostClassifier() 0.547085202 9.44914484

33 DBOW + DMC RidgeClassifier() 0.596412556 0.058964014

34 DBOW + DMC PassiveAggressiveClassifier() 0.470852018 0.193883419

35 DBOW + DMC Perceptron() 0.479820628 0.110931635
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According to some research, people get addicted to these online games and sometimes
even they do not know it. When some events stop them to play these online games,
they post their views on social media platforms. In this paper, we collected tweets
of one social event or incident of banning PUBG gaming application. Then we did
sentiment labelling, we classify tweets into positive, negative, and neutral tweets. The
people who posted negative tweets on PUBG ban. That means most of the peoples
whose sentiments are negative, they are addicted to that online gaming application.
After banning PUBG game that people are not able to use that game, so they are
posting negative comments about it. In future, we can collect more textual data from
other apps like Reddit, Facebook, and Blogs regarding events like PUBG ban, and
we can improve our classification algorithm accuracy by applying deep learning and
other models.
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Exploring the Strengths of Neural Codes
for Video Retrieval

Vidit Kumar, Vikas Tripathi, and Bhaskar Pant

Abstract Websites like YouTube, Facebook, Twitter, etc. encounter large amounts
of videos every day,mostly uploaded frommobile devices, digital cameras, etc. These
videos rarely have metadata (semantic tags) attached, without which it is very diffi-
cult to retrieve similar videos without using content-based search techniques. More
recently, two-dimensional convolutional networks (2d-CNN) have shown break-
through performance over hand-engineered methods on image-related tasks in all
aspects of computer vision field. The video is also composed of 2D frames arranged
along time dimension, which can also be processed by 2d-CNN. In this paper, we
investigate the significance of activations of CNN layers for video representation and
analyzed its performance on the basis of nearest the neighbor search task, i.e. video
retrieval. Three well-knownCNN networks (AlexNet, GoogleNet and ResNet18) are
exploited for feature extraction, and UCF101 dataset is chosen to conduct the exper-
iment. The results showed that feature fusion of multiple CNN layers can strengthen
the video representation.

Keywords CNN · Content-based search · Deep learning · Video feature
extraction · Video retrieval

1 Introduction

With the availability of cheap devices such as digital cameras, smartphones, etc.,
video has become an essential part of the multimedia communication environment.
As a result of these advances in technology, we are seeing a sudden increase in videos
with or without semantic tags on social networking sites. According to YouTube
statistics, approximately 200 hours of video content is uploaded to YouTube every
minute and approximately 11 million videos are posted to Twitter every day without
bad text or tags. As online videos without semantic tags are on the rise in popularity,
robust content-based video analysis techniques are demanding. With content-based
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video retrieval (CBVR) as a technology, it opens and provides solutions to applica-
tions like in-video advertising, content filtering, video navigation, video indexing and
video surveillance. In-video advertising, the goal is to retrieve target videos that are
similar and suitable to include advertisement between it. In content filtering, unap-
propriated activity is excluded,which can also be solved by retrieving unappropriated
videos to an unappropriated query video.

Significant research progress has been made over the last decades in image
retrieval [1] including fine-grained search [2], but CBVR has received insufficient
attention in themultimedia community comparedwith image retrieval domain. Tradi-
tional search techniques are difficult to process large-scale database videos due to
the high cost of computing. Lots of efforts have been applied in this field. In [3], a
video content indexing by objects is presented. In their approach, moving object is
detected in wavelet domain by a combination ofmorphological color segmentation at
a lower scale with global motion estimation. Then histograms of wavelet coefficients
of objects at multi-scale are computed and matched with database for retrieval of
similar videos. The limitation is that the system is dependent on how much object
segmentation is accurate, and technique is needed to exploit temporal dynamics even
if the objects are roughly segmented.

In recent, CNN shows tremendous success in the field of computer vision, espe-
cially for the tasks like image classification, object detection, segmentation and image
retrieval. This progress also led to video retrieval problem. Like, Lou et al. [4] propose
compact and discriminative CNNs descriptor for video retrieval. Limitation is that
they do not consider the relationship between feature maps of CNN, which can be
incorporated to compute temporal features. Podlesnaya et al. [5] use CNN features
for video clip representation. Its limitation is that the size of feature vectors causes
cost complexity while matching videos. The feature vector dimensionality can be
reduced in order to search in log time scale. Kumar et al. [6] deal the problem of
movie scene retrieval with CNN and LSTM. There are also works done in the scope
of hashing-based video search like [7–9]. All these works learn a new subspace in
binary (hash) domain where similar videos are closer and dissimilar videos are far
away. For instance, [8] proposes a deep auto encoder–decoder framework utilizing
two-layered hierarchical LSTM to learn binary codes. Kumar et al. [9] also exploit
CNNwith lstm for video retrieval problem.Moreover, several recent research studies
are performed by researchers using AI/ML approaches [10–12].

In this paper, we investigate the significance of the 2d-CNN’s middle and higher
layer’s features for video representation. First, we conduct systematic assessment of
the performance of features from different layers of CNN in video retrieval tasks.
Then, we find which features fusion combination can boost the performance.
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2 Materials and Method

2.1 CNN Architecture

CNN can be considered as an extension of the multi-layer perceptron (MLP) that
exploits the rich 2D spatial structure of image that MLP fails to do, where initial
layers (convolutional) are responsible for sensing spatial relationship within nearby
pixels and the final layers are responsible for generating lower dimensional repre-
sentation with higher level abstraction of image. The general CNN network looks as
in Fig. 1. Once the network is trained with a sufficiently large dataset (proportional
to the number of network’s parameters), then each layer extracts the rich information
present in the image in a hierarchical manner. The early layers extract the low-level
image properties like edges, objects contour. Middle layers extract the shape, color,
texture, and higher layers extract features responsible for global level abstraction like
face, month, nose, etc.

Three types of CNN architectures are used in this paper: AlexNet [13], GoogleNet
[14] and ResNet18 [15]. Tables 1, 2 and 3 show the respective CNN’s layers name
and its output’s sizes. Moreover, reader may refer [13–15] for detailed information
on the implementation of CNN.

AlexNet: This CNN consists of five convolutional layers and three dense layers.
It achieves first position in ILSVRC 2012. It takes 227× 227× 3 RGB image as an
input and passes it through all intermediate layers to output final class score. Due to
the dense layers at the end, the network makes over 61 M parameters. GoogleNet:
This CNN is deeper compared with AlexNet and introduces a concept of inception
block and achieves first position in ILSVRC 2014. Each inceptionmodule consists of
multiple convolutions of kernel sizes 1× 1, 3× 3 and 5× 5. The 1× 1 convolutional
layers in the middle are for the dimensionality reduction of the feature space. In total,
nine inception modules are connected sequentially. More info can be found in [14].

Fig. 1 General CNN architecture
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Table 1 AlexNet
architecture

Layer Output size

Conv1 55 × 55 × 96

Pool1 (max) 27 × 27 × 96

Conv2 27 × 27 × 256

Pool2 (max) 13 × 13 × 256

Conv3 13 × 13 × 384

Conv4 13 × 13 × 384

Conv5 13 × 13 × 256

Pool5 (max) 6 × 6 × 256

F6 4096

F7 4096

F8 1000

Table 2 ResNet18
architecture

Layer Output size

Conv1 112 × 112 × 64

Conv2_x 56 × 56 × 64

Conv3_x 28 × 28 × 128

Conv4_x 14 × 14 × 256

Conv5_x 7 × 7 × 512

Pool5 (Avg) 1 × 1 × 512

Fc 1000

ResNet18: This is another CNN that introduces the residual connection by which it
solves the problem of vanishing gradient in training deeper CNN.With the inclusion
of residual connection in CNN, it provides the shortcut to the gradients so that it can
easily reach the input without vanishing that much as in without residual case. It is
the winner of ILSVRC 2015. In this model, there are four residual blocks of length
{2, 2, 2, 2}. For more info, refer [15].

2.2 Feature Extraction

To represent the video frame, activations from the particular layer of CNN can be
extracted. Following the findings of [16] and [17], we choose the last two convo-
lutional and fully connected layers as feature representation (see in Tables 1, 2 and
3, bolded font ones used as descriptors). Let fCNN be the feature transformation
function that maps the Rm×nvideo frame (m × n is resolution of video) to Ru×v(u
× v is size of feature map) feature space. Given a set of T consecutive frames of ith
clip sampled from the nth video, the feature vector for ith clip for a particular Lth



Exploring the Strengths of Neural Codes for Video Retrieval 523

Table 3 GoogleNet
architecture

Layer Output size

Conv1 112 × 112 × 64

Pool1 (max) 56 × 56 × 64

Conv2 56 × 56 × 192

Pool2 (max) 28 × 28 × 192

Inception 3a 28 × 28 × 256

Inception 3b 28 × 28 × 480

Pool3 (max) 14 × 14 × 480

Inception 4a 14 × 14 × 512

Inception 4b 14 × 14 × 512

Inception 4c 14 × 14 × 512

Inception 4d 14 × 14 × 528

Inception 4e 14 × 14 × 832

Pool4 (max) 7 × 7 × 832

Inception 5a 7 × 7 × 832

Inception 5b 7 × 7 × 1024

Pool5 (avg) 1 × 1 × 1024

Fc 1000

layer is denoted as CFmaxL
niand CFmeanL

ni , which is computed as:

CFmaxL
ni = max

(
f LCNN

(
V (1:T )
ni

))
(1)

CFmeanL
ni =

∑
t

f LCNN

(
V (t)
ni

)/
T (2)

where, CFmax and CFmeanrepresent the features associated with max and mean
pooling over temporal dimension.

All clip level features are averaged to generate the descriptor at video level.

3 Experimental Settings

3.1 Dataset and Setting

We conduct the experiments on UCF-101 dataset [18], which consists of 13 k
videos from 101 categories. The standard train/test split 1 of the dataset is used.
Retrieval is done by assuming the videos of the testing set as queries and training
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Table 4 Spatial pooling
strategy in different layers

Network (layer) Pooling
kernel/(stride)

Output feature
dimension

AlexNet (Conv4 and
Conv5)

3 × 3/(2, 2) 13,824, 9216

GoogleNet
(Inception 4e)

5 × 5/(3, 3) 13,312

GoogleNet
(Inception 5a)

3 × 3/(2, 2) 7488

ResNet18 (Conv4b) 5 × 5/(3, 3) 4096

ResNet18 (Conv5b) 7 × 7/(1, 1) 512

videos as retrieval set. We adopted the standard mean average precision (mAP@k)
for evaluation purposes. Matlab 2019b and tesla k40 GPU are employed for all
experiments.

3.2 Implementation

First, 10 clips per video evenly sampled fromeachvideo, then following [13] each clip
undergoes through spatial center cropping of network’s input size. All the networks
are pretrained on imagenet and are not trained on video dataset, which confirms the
experiments are conducted under unsupervised settings. Features are extracted as
discussed in the Sect. 2.2 and we choose T = 16 frames per clip. Convolutional
features costs in higher dimensionality, so we applying spatial average pooling (see
Table 4 for filter size) to extract lower dimensional features from it. For matching
the video clips, the cosine distance is adopted.

4 Results

In this section, we first explore the effectiveness of individual features, then we see
the usefulness of fusion of these features.

4.1 Effectiveness of Different Layer’s Features

In the following, we inspect each network’s performance.
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Fig. 2 mAP of different layers of three different networks; dotted line denotes performance under
temporal mean pooling otherwise max pooling

Experiment using AlexNet

In Table 5, we can see that higher layers (fc6 and fc7) outperform the middle layers
(conv4 and conv5), the reason being that the higher layer captures rich global level
distinctive features with high level abstraction compared with middle layers. Using
temporal max pooling, fc6 (53.95 mAP@1) performs slightly better than fc7 (53.30
mAP@1). The reason seems to that the last fully connected layer has class-specific
features that are generalized to only seen classes, but fc6 is better to generalize to
unseen classes. Also, we can observe temporal max pooling performs better than
temporal mean pooling (see Fig. 2).

Experiment using GoogLenet

In case of the last two layers of GoogleNet, temporal mean pooling performs better
than max pooling as reported in Table 6. But for the second last inception block
Inception4e, temporal max pooling performs better. Contrary to AlexNet, last layer
(pool5) outperforms others.

Experiment using ResNet18

With similar findings in the above two networks, max pooling performs better in the
second last residual block conv4b a.k.a res4b, and also in the case of pool5 but not
true for the con5b. Using mean pooling, conv5b outperforms others (see Table 7 and
Fig. 2).
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4.2 Influence of Fusion of Multiple layer’s Features

With the above finding, we wish to investigate the significance of fusion of different
features in context of video search. In this experiment, we use the CNN layers with
best performed temporal pooling for fusion (denoted as subscript in Table 8). We
also use two handcrafted features: LBP [19] and HOG [20] for sake of comparison.
Both LBP and HOG features are computed for each clip’s frame (grayscale frame)
and then averaged across all clips of the video to generate a video descriptor. For
fusion of CNN’s activations, first, we apply L2 norm on individual features and then
fusion (concatenate) of features.

Table 8 reports themAP@kon a different combination of features.We can observe
that deep leaning features easily outperform the handcrafted ones with large margin.
We can also see the fusion of either combination of layers does not improve perfor-
mance as much as compared to the best standalone layer feature. For example, in
case ofGoogleNet, Pool5mean’s performance is higher than its fusionwith other lower
layers feature. The reason seems to be that the higher layer captures the essential
compact information from preceding layer, by fusing the lower layer with higher

Table 8 Comparison of mAP@k of different layers fusion strategies

Descriptor k = 1 k = 5 k = 10 k = 20 k = 50

LBP 21.97 15.27 10.45 08.28 2.97

HOG 30.12 23.29 18.59 13.51 8.59

AlexNet Conv5max 43.59 34.92 28.21 22.29 14.37

Fc6max 53.95 46.04 39.92 32.54 22.92

Fc7max 53.30 45.55 39.66 32.59 22.67

Conv5max + Fc6max 49.14 44.88 35.11 28.14 18.15

Fc6max + Fc7max 53.69 45.72 39.78 32.58 22.78

Conv5max + Fc6max + Fc7max 53.25 45.24 39.13 31.55 22.32

GoogleNet Inception4emax 56.75 48.63 42.73 35.34 24.84

Inception5amean 61.12 52.47 46.48 38.97 28.26

Pool5mean 63.92 56.29 50.49 43.80 33.18

Incep.4emax + Incep.5amean 57.15 49.77 43.49 36.67 25.47

Incep.5amean + Pool5mean 62.21 54.18 48.24 40.19 29.17

Incep.4emax + Incep.5amean + Pool5mean 59.80 50.25 46.68 37.24 26.96

ResNet18 Conv4bmax 47.11 37.82 31.71 24.83 16.06

Conv5bmean 62.01 54.72 49.13 42.35 31.87

Pool5max 59.58 51.78 45.94 39.24 29.10

Conv4bmax + Conv5bmean 54.62 46.50 38.71 35.18 23.04

Conv5bmean + Pool5max 61.21 53.03 47.12 40.15 30.12

Conv4bmax + Conv5bmean + Pool5max 57.02 48.14 44.13 37.80 25.84
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Table 9 Comparison of mAP@k of different networks fusion strategies

Fusion feature k = 1 k = 5 k = 10 k = 20 k = 50

Fc6max(AlexNet) 53.95 46.04 39.92 32.54 22.92

Conv5bmean(ResNet18) 62.01 54.72 49.13 42.35 31.87

Pool5mean(GoogleNet) 63.92 56.29 50.49 43.80 33.18

Fc6max(AlexNet) + Conv5bmean(ResNet18) 64.00 56.55 50.80 43.70 32.68

Fc6max(AlexNet) + Pool5mean(GoogleNet) 64.13 56.95 51.15 44.13 33.46

Conv5bmean(ResNet18) +
Pool5mean(GoogleNet)

66.06 59.04 53.55 46.81 35.96

Fc6max(AlexNet) + Pool5mean(GoogleNet) +
Conv5bmean(ResNet18)

66.69 59.19 53.72 46.85 35.99

layer makes redundant feature (logically). Hence, the direct fusion of layers within
same network is not feasible.

4.3 Effectiveness of Fusion of Different Network Features

Next, we wish to explore the influence of fusion of different network’s features on
nearest neighbor search. The results are reported in Table 9, where we can see that
any combination of fusion performs better than standalone performing layer. This
suggests that multi-model fusion works superior.

5 Conclusion

This paper analyzes and discusses the significance of different layer’s features of
network under the nearest neighbor search task. In particular, AlexNet, GoogleNet
and ResNet18 are deployed to extract features to represent videos. We explored the
effectiveness of each layer features and their fusion on the performance on video
retrieval. Results suggest that direct fusion of middle level features with higher layer
features of the samenetwork architecture does not seem to boost the performance than
standalone features. In the future, we will investigate how to tackle this issue. Results
also suggest that on fusion of different networks features can boost the performance,
but this also increases the memory requirement, time complexity etc. In addition,
learning video representations require a large dataset that is labor-intensive. Future
work will include to explore self-supervised learning approach as it is a promising
direction to tackle the need for large-scale video datasets.
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Security Issues and Application
of Blockchain

Sandeep Saxena, Umesh Kumar Gupta, Renu, and Vimal Dwivedi

Abstract Blockchain is the most important IT invention in current technology.
Blockchain ismuch secured, easily shared andworkswith various distributed ledgers.
Blockchain is changing the working environment from centralized to decentralize.
Blockchain has removed the problem of single point of failure (SPOF). In the
blockchain, you can easily track all previous transactions and can validate future
transactions. Due to various benefits in blockchain, the number of organizations
works on blockchain technology for providing solutions andmany others areworking
on security issues in blockchain like 51% vulnerability, private key security, double
spending, criminal activities, transaction leakage, smart contracts and many others.

Keywords Blockchain · Blockchain security · DDoS · Blockchain application

1 Introduction

Blockchain is one of the propitious and emerging technologies in cybersecurity.
Cybersecurity involves various aspects of social life and it is an interest of the
people. In its germinal state, blockchain technology is successfully replaced tradi-
tional transaction systems in many organizations. It moves from a centralized system
to a distributed system. Most of the industries move toward blockchain technology
because it promises a secure distributed framework to smooth the progress of sharing,
exchanging and assimilation of information across all users and the third party.
Blockchain technology will play a key role in the identification and defending of
various attacks like Distributed Denial of Service attack (DDoS), data integrity, data
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confidentiality, etc. Blockchain is the next revolution technology, as it redeveloped
the way by which we will work and live.

Blockchain is a chain of blocks; each block is stored the fixed size of records.
Blockchain will grow as the number of transaction performs. Blocks are linked
together using cryptography and cryptographically secure from tampering andmodi-
fication. Each block generates a cryptographic hash value using a timestamp and
transaction data (generally represented as a Merkle tree) stored in the block. This
cryptographic hash value will use to connect the new block in the blockchain. All
these blocks are open access by all clients in the blockchain network and each new
transactionwill verifiable by distributed ledgers then only append into the blockchain.

History of Blockchain

Blockchain technology comes from a past distributed system problem: the byzan-
tine failures, it is a basic issue in peer-to-peer network communication proposed
by Lesley Lambert [1]. In byzantine failure, it is impossible to achieve consistency
on an unreliable channel of lost information. In most cases, we assume that the
channel is reliable so there is no such problem. On the internet, when information
exchange with strangers then the central node never guarantees complete trust. In this
situation, nodes on the network never reach a consensus to identify malicious nodes.
Blockchain technology provides a solution to this biggest problem. Blockchain tech-
nology can achieve consensuswithout relying on a single node towhich are a network
of consistency.

Blockchain comes into perspective to replace current/traditional banking system.
If one technology replaces the other then there must be some problem in the current
scenario. The issues in current banking system are high third-party transaction fees,
double spending (i.e. money is spent twice), financial crises and crashes. These all
issues can be solved by blockchain that makes rise to use blockchain technology.
Blockchain solves issue of high transaction fees by its decentralized nature and no
third-party involvement, blockchain has a distributed ledger and can be publicly
accessible. Double spending is not allowed because of the basic structure of block
transactions.

Blockchain technology is the spine of the Bitcoin system. Blockchain is basi-
cally public ledger database, which holds the encrypted ledger. According to IBM,
blockchain is a decentralized ledger that stores or provides the process for record-
keeping and tracking in a network. It keeps the details of all properties or things
and their transactions over the network. Each transaction is encrypted using crypto-
graphic functions and then all these transactions are stored in a block. Hence, with
the help of cryptography, these blocks are linked together so that no modification
can be done. The whole process created an immutable and unforfeited record of the
transaction.

Blockchain technology is not a new technology, it is a combination of various
existing technologies. These technologies are jointly configured so that we achieve a
decentralized and trustful network. In blockchain technology, any system canwork as
a data center to store data and any system canwork asminers. Blockchain technology
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involves cryptocurrency, which is earned when any node performsmining. In crypto-
currencies had a computational problem is related to a double-spending problem,
which related to how to ensure that some amount of digital case was not already
spent without the validation of a trusted third party (e.g. Bank), which keeps all
transaction and user balances. Although blockchain has been developed as a tool for
cryptocurrency, it is not necessary to use blockchain for cryptocurrency. Blockchain
is used to develop decentralized applications.

Similarly, IoT is a popular technology and plays an important role in our society, in
civilian andmilitary contexts. It developed the Internet ofDrones, Internet ofMilitary
Things and Internet of Battlefields. IoT security is a big research topic and blockchain
plays a big role in IoT security. In the IoT network, various third parties and devices
are used, which are not completely reliable. In such a network, blockchain is a good
solution to made secure and reliable communication on an unreliable channel.

Like a blockchain, IoT also has a similar problem, since, in the IoT system, there
are various entities (nodes, gateways, routers, and users) that are not essentially
trusted on each other whenever performing any transaction. So blockchain can bring
into IoT despite its current limitations, and blockchain-based IoT (BIoT) architecture
has been proposed.

2 Overview of Blockchain Technology

In this section, we first explain the basic trust mechanism (i.e. consensus mechanism)
used in blockchain and then discuss the synchronization process between nodes.

Consensus mechanism

In blockchain system, third-party trusted authority does not require. For maintaining
the reliability and consistency of the data and transaction, blockchain used decentral-
ized consensus mechanism. In blockchain, four consensus mechanisms exist: Proof
of work (PoW), Proof of Stack (PoS), Delegated Proof of Stack (DPoS) and Practical
Byzantine Fault Tolerance (PBFT). Other than these consensus mechanisms, there
exists Proof of Bandwidth (POB), Proof of Authority (PoA), Proof of Elapsed Time
(PoET), etc.

PoW mechanism is used to find the solution of puzzles to verify the credibility
of data. Generally, puzzles are computationally hard and easily verifiable problem.
When any node creates a block, it will add in blockchain only after resolving a PoW
puzzle (Fig. 1).

Proof of stack (PoS) is used for the verification of ownership of cryptocurrency
and also credibility of the data. Blockchain used PoS at the time of block creation
and transaction, for this process, users have to pay some amount of cryptocurrency.
If the block is validated eventually then cryptocurrency is refunded to the original
node/user. Otherwise, it will be charged.
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Fig. 1 PoW consensus
mechanism

PoW in blockchain required a lot of calculations, its result is computing resource
wastage. On the other side, PoS can reduce computation power drastically, it will
increase the throughput of the entire blockchain system.

Terminologies

1. BitCoin: BitCoin is the first decentralized digital currency, which is introduced
by Satoshi Nakamoto in 2009, at the same time, he proposed the idea of
blockchain as well.

2. Block: Block stores the verified transaction and previous block hash function in
the block header and one block consists of only one parent block.

3. Transaction: A transaction is a sequence of read and write operations performed
atomically.

4. Ledger: A ledger is a set or database of transaction records.
5. Mining: The process of verifying the transaction is called mining and the nodes

or participants who performmining are called miners. In this process, they have
to solve a computationally high mathematical problem and who solves first gets
incentive accordingly.

6. Consensus Algorithm: Consensus algorithm is a technique through which all
the miners need a common agreement about the present state of ledger. They
decide whether to add a particular block to the blockchain or not. Consensus
algorithms are of two type’s proof-based consensus algorithms and voting-based
consensus algorithms. Proof of Work (PoW) and Proof of Stake (PoS) are the
most commonly used proof-based consensus algorithms.

7. Smart Contract: Smart Contract was founded by Nick Szabo in 1994. It was
made to execute contracts digitally between participating parties (Michael
Crosby 2016).

8. Hyperledger fabric: Hyperledger fabric is a distributed ledger platform that runs
smart contracts andmodular architecture permits for pluggable implementation.

9. Hash: Encrypted data value in the block.
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Characteristics

Blockchain has the following characteristics that made its application apart from
cryptocurrency (Karim Sultan 2018).

1. Decentralization: For almost a decade we are using client–server architecture
in any computing system or other. The server has all authority and manages
client. This client–server architecture has some disadvantages like authority is
given to one it can come to unfair chance but when the decision taken by group
of people or power is distributed then the chance of biasing becomes less.

2. Immutability: This is the biggest advantage or feature of blockchain, i.e. the
records that are stored once cannot be deleted. As the copies of blocks or records
are distributed among all the nodes or participants then if someone wants to
delete it becomes impossible as it leads to inconsistency.

3. Transparency: Nothing can be hiden, i.e. what we call transparency. What
records are added, what transaction is taken place, previous records and so
on they all are transparent to everyone this leads to no corruption or fraud.

4. Consensus driven: Every block or new transaction is added and verified by the
group of people or nodes to gain trust this procedure is known as mining and
those nodes are called miners.

Working Principles behind blockchain and tools used

Blockchain is a decentralized and distributed ledger for the peer-to-peer network.
The working mechanism is followed as: Suppose a new transaction is issued, it will
broadcast to all P2P network then network of nodes or miners verifies the transac-
tion by solving computationally high hash function or follow some other consensus
algorithm based on the approach used. Once the transaction is corroborated, the
transaction becomes a chunk of new block for the ledger then this current block is
added to the existing blockchain and then the transaction succeeds.

There are many platforms used for blockchain development like Ethereum,
Hyperledger Fabric, IBM blockchain, Ripple and so on.

Themost used platform is Ethereum; it is a blockchain platform that is open source
and highly vital that forms the station for the other applications to be developed. The
programming language supported by this is Solidity. It uses Proof of Work (PoW)
consensus algorithm and approachable to all Hyperledger fabric is an open-source
permission or private blockchain platform used for running smart contracts.

3 Security Issues in Blockchain Technology

Protect the Infrastructure: DDoS Attack

The DDoS attack is performing by combining multiple computers as attacker that
will launch DDoS attack against single or multiple targets. The denial of service
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attack exactly targets the CIA (confidentiality, integrity and availability). There are
various ways to perform DDoS attack, one is flooding of packets [2].

Another is to send a large amount of requests to the server to perform DDOS.

Data Security

For data security, developers use cryptography and digital signatures to maintain the
security and integrity of data values.

Data integrity is also checked by the hash value of datastore and the previous
calculated hash value of data from hash algorithms.

Common Risks to Blockchain

51% vulnerability

In blockchain technology, consensus mechanism has 51% vulnerability and if this is
exploited by attacker then attacker controls the entire blockchain.

Private Key security

In blockchain, if the user’s private key is lost, it will never be recovered. So if the
attacker has stolen the user’s private keys then user blockchain account faces the
major risk of being account modification by others and it is very difficult to track
attacker behaviors to know the modification in blockchain information.

4 Application of Blockchain Technology

In the research domain, there are numerous applications and implementation of
blockchain technology such as: education [3–5], smart cities [6, 7], solid waste
management [8, 9], digital voting [10], digital identity [11], supply chain manage-
ment [12, 13], music industry [14], health care [15], real estate [16] and others
applications [17–23].

Education: From starting till the present, only paper-based certification process is
running constantly. There is a limitation in paper-based certification, i.e. the validity.
There is no system to verify or gain the trust of certificate issues. Blockchain provides
a way to gain trust in certification by transparency that makes its application in
Education. [3–5].

Smart cities: A city is a smart city if it provides an easy and luxurious lifestyle and
solves all urban problems like water sanitation, pollution, etc. Many technologies are
working to upgrade working or implementing smart city concept, blockchain is one
of them.Blockchain can be applied to smart cities due to its features like transparency,
decentralization, etc. [6, 7].

Solid Waste Management: Solid waste is a global issue; the amount of solid
waste is increasing day by day that has both social and economic impacts. Solid
waste management is a way how to manage or procedure to recycle or reuse solid
waste in a systematic manner. Solid waste management can be implemented through
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blockchain. Various tools or platforms that are already working on blockchain that
helps in solid waste management are Plastic bank, Swacch Coin, Recereum [8, 9].

Digital Voting: As the fraud and corruption in voting increases, it leads to digital
voting. Bringing blockchain technology to digital voting comes with benefits like
transparency [10].

Digital Identity: The digital identitymeans information about people, organization
or individual in a digital or online world. There associated various hacks or stealing
of data associated with the information. As the data are shared on client–server
architecture, the data can be mishandled; there is no transparency that leads to fake
identities. So, to overcome these limitations, blockchain comes to rescue due to its
features like decentralization, Transparency [11].

Supply Chain Management: Supply chain Management is defined as the flow of
goods or products at each stage of production to supply to the consumer. There can
be any skip or fraud that occurs at any stage between the production and supply due
to lack of transparency. Blockchain brings transparency to supply chain management
procedure. Each step is added as a block in the network [12, 13].

Music Industry: The piracy and copyright issues are the issues that every industry
has to deal with, andmusic industry is one of it. Another issue that the music industry
to face is royalty payment, the originator or creator of music does not get enough
amounts because of the intermediate parties. So, to overcome the above described
the limitations blockchain technology is used [14].

Health Care: Blockchain has usage in Healthcare by storing and safe delivery
of health care data that, in turn, leads to effective diagnosis and treatment. The
application of blockchain in healthcare is not limited to this only, it can apply in
drug supply chain management, so that proper records of medicines or drugs can
be maintained and so that they cannot be used in a wrong manner. The various
fields in healthcare that blockchain can be used are Clinical Research, Electronic
Health Records, Medical Fraud Detection, Pharmaceutical Industry and Research,
Neuroscience Research [15].

Real Estate: Real estate can be land or property or building. The problem with
the current real estate system is transparency, not accessible to all, high fees, lack
of liquidity, pricing commitments, etc. These issues can be handled by blockchain
by providing transparency, not any intermediate, less costly and accessible to all.
Blockchain came up with the concept of smart contracts and tokens [16].

5 Conclusion

This paper describes the basic concept of blockchain and security issues in blockchain
technology. We discussed basic principles and characteristics of blockchain after
which I did discuss the existing security issue in blockchain technology, which will
use by future researchers for their research. In this paper, we discussed the application
areas of blockchain technology in which blockchain will use in the future for tech-
nology enhancement. Blockchain applications range from financial to non-financial
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sectors. Non-financial sectors include various areas such as Healthcare, Education,
Business and Industry, etc.
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Comprehensive Study on Heterojunction
Solar Cell
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Abstract Renewable energy is gaining momentumworldwide due to the increasing
concern over traditional fuels’ sustainability and environmental impact. Solar photo-
voltaics is a serious contender, owing to its many advantages: no harmful greenhouse
gas emissions; free and abundant; minimalmaintenance costs. PV panels can provide
an effective solution for peak demand needs. They are also easy to install and can be
easily integrated with the existing systems. This paper focuses on the Heterojunction
Intrinsic Thin Film (HIT) technology. This technology combines both crystalline
and amorphous solar cells’ best qualities, thus maximizing its overall efficiency.
This paper analyses the HIT cells with advantages, disadvantages, and comparisons.
A case study also verifies the performance. In this case study, the effect of crystalline
Si and amorphous Si-based heterojunction photovoltaic cell with ZnS nanoparticle
layer has been studied. ZnS nanoparticle layer was deposited on crystalline Si and
amorphous Si-based HJ photovoltaic cell via the spin coating process. This study
described the effect of zinc sulfide nanoparticles (ZnS NP) embedded in polymethyl
methacrylate (PMMA) as a top layer of a crystalline Si and amorphous Si-based HJ
photovoltaic cell. The cell characterizations have been carried out by quantum effi-
ciency (QE). ZnSNP/PMMAfilm acts as an antireflective layer to utilize high-energy
photons.
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1 Introduction

Solar energy, as a technology, has attracted academic as well as industrial attention
for a long time. This attention is not unwarranted because of several compelling
reasons. Conventional forms of energy rely heavily on fossil fuels. Not only do
they have adverse effects on the environment but they are also limited in terms of
resources. This leads to a volatile market. One can easily protect himself/herself
from fluctuating utility prices by investing in solar. It also boosts grid security, and
transmission losses can be significantly minimized.

The study that constitutes the conversion of sunlight to electric current is referred
to as solar photovoltaics. This process happens inside a solar cell. A solar cell is
fundamentally a p–n junction diode. This diode is made of silicon. It is preferred
for various reasons: first, it is economical; it has stability and favorable physical,
chemical, and electronic properties. The generation of electric current happens inside
the depletion region of the diode [1].

Heterojunction photovoltaic cells are known to possess superior Voc, increased
efficiencies, and lower temperature coefficients [2–4], making them better than the
conventional c-Si solar cells formany applications. The usemakes such types of solar
cells of both the crystalline-silicon and the amorphous-silicon layers. Such solar cells
provide stable junction relatively better than other varieties owing to the presence
of the amorphous-Si film in the SHJ solar cell that can passivate the dangling bonds
on the crystalline Si surface, which obviates the recombination at the junction of
amorphous Si and crystalline Si [5, 6]. The configuration of a SHJ photovoltaic cell
was first introduced in 1983, whose cell efficiency was not more than 12% [7].

Heterojunction technology consists of passivated contact technology, comprising
of HJs. Greater cell efficiency can also be achieved through the Interdigitated Back
Contact Technology (IBC) [8]. The latter first came into existence in 1977, and a
full-fledged IBC-based cell was developed in 1984 by Swanson et al. [2]. In 2014,
Masuko et al. reported achieving an efficiency of 25.6% by a HIT back contact cell
[9]. In 2016, Smith et al. reported a total area efficiency of 25.2% on an IBC cell with
passivated contact [3, 10]. Sanyo (now Panasonic) first developed the heterojunction
technology that used an amorphous silicon layer to passivate the crystalline silicon
surface in 1990. The work went on to be published in 2000 [4]. When first intro-
duced, HIT cells had an efficiency of 14.4% and produced 170 W. Panasonic’s latest
offering is a 60 cell model whose efficiency is around 20%, and it produces 330 W
[5]. This technology can achieve greater PCEs through thin film processes (to reduce
production costs) than c-Si cells. In 2019, Haque et al. reported that the capabilities
of HIT photovoltaic cells could be ameliorated by augmenting the work function
of the TCO layer. Indium tin oxide was used as the TCO layer [11]. Delavaran
and Shahhoseini reported in 2019 that deploying mc-Si O: F: H in the emitter of a
heterojunction photovoltaic cell lead to a reduction in the effect of recombination
and, consequently, an increase in the Isc in the cell, this was owing to the utilization
of SiF4 in the dropping process of mc-Si O:F: H. Additionally, enhancing the life-
time of carriers located in the emitter layer resulted in the accumulation of a greater
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number of minority carriers in the front layer [12]. This improved the short circuit
current and resulted in higher efficiency [12]. Huang et al. reported a design for an
amorphous silicon/crystalline silicon HJ photovoltaic cells with a localized structure
(HACL) cell to derive greater PCEs andmitigate production cost. It was reported that
the PCE and the Isc density of the HACL cell could potentially be almost 28.18%
and 43.06 mA/cm2, respectively. The main reasons for this significant improvement
were (i) diminished optical absorption loss of a-Si: H and (ii) minimized photocar-
rier recombination for the HACL cell [13]. Bifacial solar cells, therefore, benefitted
from the double-side local junction [13]. Kato et al. fabricated Al2O3 by adopting
the process of atomic layer deposition for preventing the corrosion, also known as
passivation, of loosely arranged bonds. Nevertheless, their research revealed that the
electron carriers were unable to reach the external circuit because the Si nanowires
were completely covered by Al2O3. Their research adopted the procedure of chem-
ical–mechanical polishing to purge the remnants of the oxide layer from the top of
the Si nanowire. They then constructed SHJ photovoltaic cells possessing an effi-
ciency of 1.6% making use of amorphous silicon. They reported that within 340 nm
wavelength, the IQE of the silicon nanowire photovoltaic cell exceeds in comparison
to the crystalline silicon variety, thus enhancing the absorption of the Si nanowire
cells, proposing that Si nanowire could hold great potential for crystalline-silicon
thinning [14]. In 2020, Khokhar et al. observed that by overturning the p–n junc-
tion from the anterior to the posterior, augmented flexibility for anterior design was
obtained, with no adverse impact on the efficacy of the device [15]. In the same year,
Srisantirut et al. reported about the prospect of employing DLC films as protective
ARCs for SHJ photovoltaic cells. They noted that the heterojunction solar cell’s I–V
characteristic response showed an improvement after the DLC antireflection coating
deposition. The efficiency of the photovoltaic cells is improved by approximately
1%. The anti-reflection coating did not have much effect on the Voc [16].

There are several advantages of this technology over the conventional c-Si cells:

(1) Greater efficiency: HIT cells combine the benefits of c-Si cells with good
absorption andbetter passivation characteristics and thewidespread availability
of thin films. The superior surface passivation capabilities of c-Si result in high
Voc and high overall efficiencies. Carrier lifetime, specifically the minority
charge carrier lifetime, helps to measure the extent of surface passivation. The
efficiency of HJT panels currently available in the market ranges between 19.9
and 21.7%.

(2) Lower production cost: HJT panels cost cheaper as compared with the
industry-standard PERC technology. This is because of the employment of
thin-film technology. They require lesser manufacturing steps, in comparison
to other technologies.

(3) Lower temperature coefficient: It is an established fact that the perfor-
mance capabilities of solar cells greatly reduce in high temperatures. HJT
panels can produce these record efficiencies even in high temperatures. A low-
temperature coefficient not only reduces manufacturing steps but also prevents
bulk degradation.
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(4) They generate higher power for the same system size.
(5) Maximum utilization of available roof space [7].

2 Types of Silicon Heterojunction Solar Cells

SHJ cells can be grouped according to two categories, based on the location of the
emitter, as shown in Fig. 1a, b [15].

The transparent conductive oxide layer on the front side is responsible for charge
collection and acts as an ARC for the SHJ photovoltaic cell. A disadvantage of
employing a front transparent conductive oxide is its parasitic absorption at higher
energy because of inter-band absorption in proximity to the bandgap energy and in the
near-infrared region as to permit carrier immersion [18, 19]. In the rear emitter SHJ
photovoltaic cells, the bulk carrier carriage to the metal grating is achieved together
using the forward-facing transparent conductive oxide and the silicon wafer, thus
enabling the utilization of transparent conductive oxides with reduced conductivity
than those required for front emitter configuration [20]. In such cells, the sheet
resistance (Rsh) of the front transparent conductive oxide does not affect the cell
performance much, to rephrase it [21]. Hence, similar, if not better, results than front
emitter cells can be achieved.

In 2016, Kobayashi et al. fabricated heterojunction photovoltaic cells on epitaxial
developed silicon sheet. They fabricated three categories of epitaxial grown silicon
HJ cells: (i) A cell with three busbars containing stacking fault (SF) lumps on the
n-type a-Silicon film side; (ii) a cell containing three busbars with SF lumps on the
pa-Silicon film side; and (iii) a busbar-less cell with SF bulges on the pa-Silicon film
side. The third cell was fabricated to evaluate their best cell’s J–V characteristics, as
shown in figure [22] (Figs. 2 and 3).

Fig. 1 Front emitter SHJ
solar cell (a) and rear emitter
SHJ solar cell (b) [17]
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Fig. 2 The schematic model 3-busbar cell with stacking fault (SF) bulges on the n-a-Si layer side
(a) and 3-busbars cell with SF bulges on the pa-Si layer side (b) [22]

Fig. 3 Bus-bar less cell with
SF bulges on the pa-Si layer
side

3 Case Study

In this paper, two types of structures of HIT solar cells have been discussed. Hetero-
junction solar cells possess greater open-circuit voltages, increased efficiencies, and
low-temperature coefficients [23–26], which makes them superior to c-Si solar cells.
ZnS is an encouraging material for optical studies such as phosphor material, flat
panel displays, electro-luminescent, and IR devices [26–29]. Nanomaterials have
attracted significant traction owing to their unique optical field properties, as opposed
to the bulk materials [30]. In this research work, an attempt was made to study the
performance of heterojunction-based solar cell design along with and without ZnS
nanomaterial.

The synthesis, characterizations, and deposition of ZnSnanomaterialwere already
discussed in our previous publication [31].
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Fig. 4 The schematic model of amorphous silicon/crystalline silicon HIT photovoltaic cell not
using (a) and using (b) ZnS nanoparticle (ZnS NP) layer

An illustration of the amorphous silicon/crystalline silicon heterojunction photo-
voltaic cell deployed with and without ZnS nanoparticle structure is shown in Fig. 4.
A p-type amorphous silicon was placed on the forward-facing to the sun, and an
n-type amorphous silicon layer was situated on the backside of the photovoltaic
cell [6]. ITO layers were placed on the entire surface of the rear and topsides to
collect the photons efficiently [32]. The silver layer was used as a back electrode.
The external quantum efficiency (EQE) is a suitable tool for computing photons’
total accumulation at each wavelength [6]. The external and internal quantum effi-
ciency (EQE)/(IQE), as well as reflectance, was measured using a Bentham PVE300
system. The parameters of reflection and parasitic absorption in the indium tin oxide
film are responsible for the current loss in a typical amorphous silicon/crystalline
silicon SHJ cells [33]. High front layer recombination can also decrease the EQE in
the UV region, as the UV light is absorbed near the surface [6, 30]. We recall here
our previous research, wherein we reported that ZnS NP/PMMA was found to be an
appropriate material to ameliorate the miniscule wavelength of ultraviolet response
[31].

Figure 5a describes the EQE spectra of heterojunction photovoltaic cells not using
the ZnS nanoparticle/PMMA coating. In EQE spectra of photovoltaic cell with ZnS
nanoparticle/PMMA layer, it is noticed that the short wavelength is enhanced from
300 to 500 nm, and the EQE is reduced from 450 to 850 nm as matched with
heterojunction solar cell without ZnS nanoparticle/PMMA layer [15, 31]. It can
be speculated that the ITO absorbs the light at 600 nm, but the coating of ZnS
nanoparticle/PMMA has increased the level of reflectivity from 450 to 620 nm, as
shown in Fig. 5b. It can be the result of either thickness or scattering of light due to
the ZnS nanoparticle.

Figure 5c describes the internal quantum efficiency spectra of heterojunction
photovoltaic cells using and not using ZnS nanoparticle/PMMA film. It is noted
from the IQE spectra of the solar cell with ZnS nanoparticle/PMMA layer that the
short wavelength response is partially enhanced (1–2%) from 300 to 450 nm [31]. In
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Fig.5 EQE (a), Reflectance (b) and IQE (c) spectra of Heterojunction solar cell using and not using
a coating of ZnS NP/PMMA on HIT solar cell [31]

other words, the IQE response is wholly degraded in between the wavelength of 450–
1000 nm as juxtaposed to the photovoltaic cell without the ZnS nanoparticle/PMMA
layer. Figure 5b represents the solar cell’s reflectance spectra with and without the
ZnS nanoparticle/PMMA layer. It is noticed that the reflectance is reduced due to the
layer of ZnS nanoparticle/PMMA layer. The reflectance is high from 500 to 620 nm
because of the scattering of light.

4 Conclusions and Future Scope

The performance of SHJ solar cells and the ZnS nanoparticle layer in PMMA have
been studied. The upgradation in the ultraviolet response of the heterojunction PV
cell was confirmed. It can be concluded that the overall performance of the hetero-
junction PV cell with ZnS nanoparticle/PMMA layer has deteriorated as opposed to
the heterojunction PV cell without ZnS nanoparticle.
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Several improvements can bemade to this technology to increase its performance.
First, optical losses need to be reduced to improve Jsc. The surface texturing of
wafers can result in better light trapping, optimization of TCO, and a-Si: H layers
to facilitate their absorption, and the aspect ratio of the grid electrodes should be
improved to diminish the covered area. Second, recombination losses need to be
reduced to increase Voc [34]. It can be ensured by the elimination of any metallic
contamination and particles from the surface through cleaning the wafer surfaces
before a-Si: H deposition. Third, resistance losses affecting the fill factor (FF) need
to be reduced. This is accomplished by reducing the series resistance of the device
by deploying highly conductive TCO and superior ohmic contacts at the contact
interfaces to minimize resistance [31, 34].
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A New Non-isolated High Gain DC–DC
Converter for Microgrid Applications

Abbas Syed Nooruddin, Arshad Mahmood, Mohammad Zaid,
Zeeshan Sarwer, and Adil Sarwar

Abstract In this paper, a new high gain chopper with substantially reduced voltage
stress has been documented. Its application can be in DC microgrids, which have
become increasingly popular due to the increaseduse of photovoltaic systems and fuel
cells to tackle problems such as climate change, increasing pollution, etc. However,
the output voltage of these systems is quite low. The conventional non-isolated
converter is popular but it only boosts the voltage levels at high duty ratio values
resulting in high stress on switches. The proposed topology can convert low voltage
levels to high ones (DC) and uses only two inductors and hence is cost-effective.
The switches are operated simultaneously at same duty ratios. A comparison of this
topology with other existing topologies has been carried out in detail.

Keywords Microgrids · Voltage stress · Voltage gain · Non-isolated

1 Introduction

Aconventional DC toDC converter is a type of power electronic converter, which can
either operate in buck or boost mode and change DC voltage levels according to the
requirement. From being used as power optimizers in renewable energy generation
systems to portable electronic devices such as phones and laptop computers, these
power electronic converters have a wide range of uses. DC–DC high voltage gain
converters are utilized for several applications such as automobile lighting systems
(HID lamp ballasts), battery backup systems for UPS [1]. The high gain DC–DC
converter can have isolated as well as non-isolated structures. The main challenge
is to develop new converters with reduced stress on switching components along
with high gain. Immense research has been carried out and various research papers
have been written on the high gain converters. In traditional DC–DC boost converter,
higher voltage gain is obtained at an extreme value of duty ratios resulting in high
stress and poor efficiency [2].
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To overcome challenges like high stresses on switches and get high gains, high
efficiency increased range of duty cycle with avoiding operation of converters at the
utmost duty ratio and low voltage stresses on switches at particular voltage gain,
several DC to DC converters have been proposed. In [3], a coupled inductor-based
converter has been proposed. Another new boost converter formicrogrid applications
with reduced stress is proposed in [4]. In [5], a new converter with twice the gain as
conventional boost converter is proposed. Switched inductors and capacitors are also
employed to increase the gain of the converter [6, 7]. In [8], a new novel chopper
topology is proposed for wind energy farm applications. Some other new structures
of converters with different boosting techniques are proposed by authors in [9–11].
New non-isolated converters with high gain are proposed by authors in [12–14].

A high gain DC–DC converter is proposed with low voltage stresses across the
switches and other power components. However, the gain will decrease with non-
ideal components after the duty ratio of 0.9. This converter has more components but
a very light, expensive, and simple structure. A schematic diagram of the proposed
converter topology has been shown in Fig. In sect. 2, circuit description, working,
and mode of operation have been detailed. This section has the calculation of voltage
gain, inductor current, voltages across capacitors, and voltage stresses of devices
also. Further, in Sect. 3, design parameters such as the value of inductances and
capacitances have been calculated. Comparison with other existing topologies is
shown in Sect. 4. Simulation results are shown in Sect. 5. Conclusions are written in
Sect. 6.

2 Proposed Converter Steady-State Analysis in CCM

2.1 Circuit Details

The presented converter in Fig. 1 includes single switch S1, S2 two inductors L1 and
L2, four capacitors indicated as C1, C2, C3, and C4, and the four diodes specified as
D1, D2, D3, D4 and load resistance R. All capacitances and inductances are taken
as large as that their voltages and currents respectively are with a very low ripple
or constant. This converter has two operating states within one switching Period Ts.
All analysis is done in CCM mode. All components are assumed without parasitic
resistances.

2.2 Modes of Operation

The circuit has been analyzed in two modes: the first one is analyzed during switch
ON and the second one is during switch OFF. Both modes of the circuit have been
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Fig. 1 Proposed converter

shown in Fig. 3, and some graphs related to converters such as diode voltage VD1,
inductor current IL1, IL2, and some more are in Fig. 2.

I. When both Switches are ON (t0 < t < t1)

When both switches are turned ON, in Fig. 3a, D1 and D4 conducts, while D2, D3

are operating in reverse biased conditions. The voltage across L1 and input voltage
Vin both are equal to each other, and inductor currents IL1 and IL2 rise also at the
same time. Using Kirchhoff’s voltage and current laws, the following voltages and
currents are derived from Fig. 3a:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

L1
d I L1
dt = VL1 = Vin

L2
d I L2
dt = VL2 = −VC1

C1
dVC1
dt = IC1

C2
dVC2
dt = IC2

C3
dVC3
dt = IC3

C4
dVC4
dt = IC4 = IC2 − V0

R = IC3 − I0

(1)

II. When switches are OFF (t1 < t < t2)

When switches are OFF, as shown in Fig. 3b D2 and D3 conduct while D1 and D4 are
reverse biased. During the OFF period, both inductor currents decrease at the same
time and the load is fed by capacitor C4. The following are the derived voltage and
current relations from Fig. 3b:
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Fig. 2 Some key graphs of
converters in CCM
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⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

L1
d I L1
dt = VL1 = Vin−VC1−VC2

2
L2

d I L2
dt = VL2 = Vin−VC1−VC2

2
C1

dVC1
dt = IL1

C2
dVC2
dt + C3

dVC3
dt = IL1

C4
dVC4
dt = − V0

R = −I0
VC2 = VC3

(2)

Other results that can be interpreted from the circuit are as follows:

V0 = VC2 + VC3, IC2 = IC3
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Fig. 3 Modes of operation in CCM a When the switches are ON bWhen switches are OFF

2.3 Voltage Gain (M) Calculation

Applying the volt-second balance principle on L1 and using results from (1) and (2),
the following equations have been derived:

DVin + (1 − D)

(

Vin − V0

4

)

= 0 (3)

Using Equs. (1), (2), (3), the following results can be interpreted:

M = V0

Vin
= 4

1 − D
(4)
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2.4 Stress Calculations of Power Devices

(a) Voltage Stress:

The voltage stresses across switch S1 and all diodes have been mentioned below:

⎧
⎨

⎩

VS1 = V0
4 , VS2 = V0

4
VD1 = V0

4 , VD2 = V0
2

VD3 = V0
2 , VD4 = V0

2

(5)

From (4) and (5), it can be observed that converter has a high gainwith low voltage
stress across diodes and switches, which will ultimately lead to the selection of low
voltage rating devives and increases the efficiency of this proposed converter.

Current Stress:

Considering zero losses in the circuit (ideal conditions), input power is transferred
to the load completely:

Vin Iin = V0 I0 Pin = Pout (6)

Iin
I0

= V0

Vin
= M = 4

1 − D

From Fig 3.

Iin = 4

1 − D
I0 (7)

Applying ampere second balance onC1 andC2,we can derive the average inductor
currents as:

IL1 = IL2 = 2

1 − D
I0 (8)

Therefore, current stress across switches and diodes are as follows:

⎧
⎪⎨

⎪⎩

IS1 = 2
1−D I0

IS2 = 1+D
1−D I0

ID1 = ID2 = ID3 = ID4 = I0

(9)



A New Non-Isolated High Gain DC–DC Converter … 559

3 Design Parameters

A. Duty Cycle Calculation

To achieve the required output voltage at a given input voltage, duty cycle D of the
converter can be calculated using (4):

D = V0 − 4V in

V0
(10)

B. Passive Component Design:

For a given suitable value of ripple of inductor currents �IL1 and �IL2 at a fixed
value of switching frequency f s for this converter, inductances can be extracted from
(1) as:

{
L1 = Vin D

�I L1 fs

L2 = Vin D
�I L2 fs

(11)

Moreover, within a valid range of voltage ripple capacitances can be taken from
(2) as:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

C1 = 2V 0
R�VC1 fS

C2 = V0
R�VC2 fS

C3 = V0
R�VC3 fS

C4 = (1−D)V 0
R�VC4 fS

(12)

By knowing the value of D, fs, V0, Vin, R and suitable current and voltage ripples,
convenient inductors and capacitors can be chosen.

4 Comparison Among Other High Gain Converters

Comparison among different topologies with relatively high gains in terms of some
components and other expressions are listed in Table 1. Comparison has been shown
based on the following: the number of components, voltage stresses on switch, and
voltage gain. Figure 4 presents the graph of voltage gain versus duty ratio (D) for
the converters listed in Table 1 from where it can be inferred that this particular
proposed converter has the highest gain among all the topologies. The converter
proposed in [14] has utilized a total of 16 components but its gain is essentially
less than the proposed converter. Other converters have less components than the
proposed converter but their gain is also much lower. In Fig. 5, the graph of voltage
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stress on switches versus is shown. The power switches of the proposed converter
have one of the lowest voltage stresses among other listed converters at a particular
gain.

5 Simulation Results

Simulation results have been drawn to verify and conclude that this circuit works
with the agreement of the above theoretical analysis and to testify the steady-state
analysis of the proposed converter. Detailed simulations of the circuit have been
carried out using PLECS software. Table 2 has all values of the circuit parameters,
which have been taken for simulation purposes. Diodes have been taken as ideal



562 A. S. Nooruddin et al.

Table 2 Specifications of the
proposed converter

Parameters Values

Switching frequency (f s) 50 kHz

Inductor (L1) 0.5 mH

Inductor (L2) 0.5 mH

Capacitor (C1) 80 μF

Capacitor (C2) 80 μF

Capacitor (C3) 80 μF

Capacitor (C4) 80 μF

Ron of switch 0.1 m�

Load resistance (R) 150 �

Duty Cycle (D) 0.4

Input Voltage (Vin) 12 V

with zero forward voltage drop and zero Ron. From (1) and (2), it has been drawn
out that VC3 = V0/2. Theoretically, at given 12 V input voltage with a duty cycle of
0.4 output voltage comes out of 66 V and VC3 is 33 V. After the simulation, these
values have been found closely near to theoretical values (Fig. 6).

6 Conclusions

The proposed converter is derived from the H bridge structure of the inverter. The
converter gain is considerably higher than the conventional boost converter. All
calculations have been enumerated under ideal conditions and in CCM mode. The
converter proposed has relatively high gain and a low voltage stress across its compo-
nents such as switches and diodes. Operating principles and theoretical analysis
with simulation have been documented. Although the input current is not contin-
uous, a small LC filter can be used to make the current continuous at the input. The
proposed boost converter can be used in solar PV application automobile lamps and
DC microgrids applications.
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Investigation into the Correlation
of SFRA Numerical Indices and Short
Circuit Reactance Measurements
of Transformers

V. Sreeram, S. Sudhakara Reddy, T. Gurudev, M. Maroti, and M. Rajkumar

Abstract Sweep frequency response analysis (SFRA) has been in use for condition
monitoring of transformers for two decades. However, there have been concerted
efforts to derive an objective evaluation criterion for SFRAmeasurements. The short
circuit reactance/impedance measurement has been used as a direct indication of
winding movement in transformers, mostly in the context of evaluation of short
circuit performance as prescribed by IEC and IEEE standards. Derived numerical
indices have formed one method of interpretation of SFRA data. This paper aims
to investigate the correlation between various numerical indices derived from SFRA
and short circuit reactance measurements performed as part of an evaluation of the
short circuit test.

Keywords Frequency response · Power transformers · Statistical analysis

1 Introduction

The sweep frequency response analysis technique has been a foremost tool in condi-
tion monitoring of transformers. The method which measures the transfer function
of the transformer and expresses it in the frequency domain theoretically captures
data that is reflective of the characteristics of all its components. However, the inter-
pretation of the data to infer the characteristics of its components has been proven
to be vexing. Direct reconstruction of the transformer internal structure with suffi-
cient high-level resolution is likely to remain a theoretical possibility at least for the
near future since the transformer is a very complex electromagnetic structure. Hence
SFRA has been used to predict a defect in the internal structure of the transformer by
comparing the traces before and after events or a significant maintenance window.
The evaluation of differences between themeasurements has been done using subjec-
tive expert knowledge or by using statistical techniques applied to data sets. Statistical
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techniques have produced numerical indices which give a single number indication
of the differences between the before and after SFRA traces.

CIGREworking groupA2.53 had been constituted to formulate an evaluation plan
for SFRA measurements which can be used to produce objective judgments that can
lead to an evaluation criterion for the short circuit tests in the future [1]. The main
objective evaluation criterion for short circuit tests as per the present IEC [2] and
IEEE [3] standards is the short circuit reactance or leakage impedance measurement.
This has been the gold standard for short circuit performance for many decades and
has served well as a measure of mechanical damage inside the transformer. However,
the SFRA measurement has the potential to serve as a better indicator of mechanical
damage than the short circuit reactance measurement which is essentially a sample
of a simplified transfer function at one frequency.

SFRA interpretation has been carried out through several techniques. The most
prominent ones are:

(1) Comparison of traces using circuit modelling
(2) Comparison of traces using artificial intelligence techniques
(3) Comparison of traces using numerical indices
(4) Comparison of traces by estimation of a rational function.

Abundant literature is available for comparison using numerical indices because
of its objective nature and simplicity in computations. The Chinese standard DL/T
911-2004 [4] even proposed an evaluation criterion based on a numerical index
computed for different frequency ranges.

This paper uses theSFRAmeasurements and short circuit reactancemeasurements
before and after short circuit tests on a few transformers, conducted at High Power
Laboratory, Central Power Research Institute, Bengaluru, India to investigate the
correlation between the two. The main aim is to identify the presence of an SFRA
numerical index that has the potential to directly replace the short circuit reactance
measurement by eliciting a strong correlation with it.

2 SFRA and Evaluation by Numerical Indices

The transfer function of any system, generally expressed in the frequency domain,
describes the system behaviour exhaustively. The transfer function when experimen-
tally determined has to be in the time domain. The transfer function when expressed
in the time domain is the impulse response of the system. Hence two variations
have developed in the transfer function method applied to transformers—impulse
frequency response analysis (IFRA) and sweep frequency response analysis (SFRA).
IFRA involves applying an impulse to the transformer terminal and measuring the
time-domain response which can deliver the frequency-domain response through
Fourier transform. SFRA involves the direct measurement of transformer response
for a sufficient number of frequency points in a given range of frequency. The SFRA
has since then emerged as the preferred of the two methods of frequency response
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analysis. IEC 60076-18 was published in 2012 giving guidelines for measurements
and recommended practices [5]. The corresponding IEEE standard C57.149 was also
published in 2012 elaboratingmeasurementmethods and recommendedpractices [6].
Both standards do not, however, specify a criterion for interpretation of the measure-
ments. The Chinese standard mentioned earlier is the only standard outlining an
interpretation criterion [4]. Samimi and Tenbohlen [7] and Samimi et al. [8] present
various numerical indices which can be used in the interpretation of SFRA results
and their relative advantages. A plethora of numerical indices are available in the
literature. The following indices are chosen for this study [7, 8]:

1. Correlation Coefficient:

CC =
∑N

i=1 Y (i) · X (i)
√∑N

i=1 [X (i)]2 ∑N
i=1 [Y (i)]2

(1)

2. Sum Squared Ratio Error

SSRE =
∑N

i=1 (
Y (i)
X (i) − 1)2

N
(2)

3. Root Mean Square Error

RMSE =
√
√
√
√ 1

N

N∑

i=1

(
(|Y (i)| − |X (i)|
1
N

∑N
i=1 |X (i)| )

2 (3)

4. Absolute Sum of Logarithmic Error

ASLE =
∑N

i=1 |20 log Y (i) − 20 log X (i)|
N

(4)

5. Lin’s Concordance Coefficient

LCC = 2SXY
(Y − X)2 + S2X + S2Y

(5)

SXY =
∑N

i=1 (Y (i) − Y ) · (X (i) − X)

N
(6)

S2X =
∑N

i=1 (X (i) − X)2

N
; S2Y =

∑N
i=1 (Y (i) − Y )2

N
(7)

Y =
∑N

i=1 Y (i)

N
; X =

∑N
i=1 X (i)

N
(8)
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In the above equations Y (i) and X(i) represent the SFRA traces after and before
events or maintenance periods. The above-mentioned five indices are those that treat
all data points equally. The SFRA measurements will contain crests and troughs
corresponding to resonance and anti-resonance frequencies. The values of reso-
nance and anti-resonance frequencies are representative of the internal structure of
the transformer and hence some indices are calculated based on the change in the
resonance frequencies. Hence two indices based on the resonance and anti-resonance
frequencies are also used in this paper [7, 8]:

1. Index of Frequency Deviation

IFD =
M∑

i=1

| fy(i) − fx (i)|
| fx (i)| (9)

2. Index of Amplitude Deviation

IAD =
M∑

i=1

|Ay(i) − Ax (i)|
|Ax (i)| (10)

In the above equations, f y and f x represent the resonance and anti-resonance
frequencies of the SFRA traces after and before events, respectively, and Ay and Ax

represent the corresponding amplitudes.

3 Short Circuit Testing of Transformers—SFRA and Short
Circuit Reactance Measurements

The short circuit test on transformers is a special test which is conducted to verify
the ability of transformers to withstand the dynamic effects of short circuit. The
test is listed as a special test in IEC 60076-1 and the test is conducted as per IEC
60076-5 [2]. The corresponding IEEE standard is C57.12.90 which describes many
tests including the short circuit test [3]. The transformer is evaluated based on its
behaviour during the short circuit test and its ability to withstand the listed routine
tests afterwards. The change in the short circuit reactance is measured as per the IEC
standard and compared to thresholds. As per IEEE standard, the short circuit leakage
impedance is measured. The final step is the out-of-tank inspection of the core-coil-
assembly of the transformer to check for mechanical damages or signs of electrical
discharge. The short circuit test is one of the most strenuous tests for the transformer
and provides a unique opportunity for a total investigation of the transformer. High
Power Laboratory, Central Power Research Institute, Bengaluru has been conducting
short circuit testing on transformers for more than two decades. This paper uses the
data on eight oil-immersed transformers that were short circuit tested at High Power
Laboratory. The SFRA measurements are not presently part of the evaluation of
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Fig. 1 Measurement
configuration for SFRA and
short circuit reactance

performance in short circuit tests as per any standard. They are, however, conducted
in many cases for additional diagnostic information. The transformers listed in the
study had SFRA measurements conducted before and after the short circuit test.
The short circuit reactance measurements were also carried out as per the routine
procedure. The short circuit reactance was indeed the main criterion of evaluation.
Themeasurements were carried out on the high-voltage windings of the transformers
while the low-voltage windings were short-circuited, which is the configuration for
short circuit tests as well. The measurements configuration are depicted in Fig. 1.

The measurements were carried out across two phases or across one phase and
neutral, depending on the vector groups and ratings of the transformers. For large
power transformers with higher voltage ratings, short circuit tests are carried out on
individual phases separately.When the high-voltage windings are star-connected and
neutral is brought out as is the case with most large power transformers, the SFRA
measurements are carried out across individual phases and neutral. The short circuit
reactance is measured across two phases and hence the individual phase values are
derived through calculation. When the SFRA measurements are carried out across
phases, no computation is required on the short circuit reactance values and they can
be used as such. The SFRA measurements were carried out using MEGGER FRAX
101 SFRA test kit and the short circuit reactance measurements were carried out
using an inductance–capacitance meter at a frequency of 1 kHz using an inductance–
resistance series equivalent circuit. The SFRA measurements were carried out in the
IEC specified range of 20 Hz to 2 MHz. The transformers were selected from across
the spectrum of voltage and power ratings. The details are listed in Table 1.

4 Methodology and Results

After the SFRA and short circuit reactance measurements were done, the seven
numerical indices were calculated in each case. Measurements were carried out on
three-phase combinations for each transformer in Table 1, while nine-phase combi-
nations were carried out for transformers in S. no. 6. The transformer in S. no. 8 is
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Table 1 Details of
transformers included in the
study

S. no Power rating
(MVA)

Voltage rating (kV) Vector group

1 31.5 132/33 YNyn0

2 50 132/33 YNyn0

3 2 11/0.433 Dyn1

4 16 11/11.5 YNd11

5 31.5 132/33 YNyn0

6 160 220/132/33 YNa0d11

7 63.5 220/33 YNyn0

8 5 (132/
√
3)/33 Single phase

a single-phase transformer and hence only one set of measurements is available. A
total of 28 measurement combinations were used in the study as listed in Table 2.

The first five numerical indices were calculated in the full range of frequencies but
the last two were calculated up to 1 MHz only. This was done since the portion after
1 MHz is especially prone to measurement errors due to high-frequency noise. The
resonance and anti-resonance frequencieswere identified by checking the slope of the
magnitude curve. The measurement uncertainties also cause the curve to have local
maxima and minima which are insignificant. Hence those significant resonant and
anti-resonant points which were present in both the curves were chosen out of those
detected. None of the SFRA curves after the short circuit test had the appearance or
disappearance of resonance and anti-resonance points compared to curves before the
short circuit test—therewere only changes to themagnitude of response and location.
All the indices can be calculated using absolute values or dB values. The dB values
were used for the calculation of all indices, whereas for ASLE it is the only option.
The first numerical index is the correlation coefficient (CC). CC and LCC, however,
have a value of 1 for a perfectly matched case and 0 for perfect mismatch while it
is inverse for the others. Hence 1-CC and 1-LCC are considered for normalisation.

Table 2 Measurement
combinations

S. no. of transformer Tap no Measurement combination

1 1 U-N; V-N; W-N

2 1 U-N; V-N; W-N

3 1 U-W; V-U; W-V

4 1 U-N; V-N; W-N

5 1 U-N; V-N; W-N

6 1 U-N; V-N; W-N

6 13 U-N; V-N; W-N

6 17 U-N; V-N; W-N

7 1 U-N; V-N; W-N

8 1 1.1–1.2
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Table 3 Correlation
coefficient

S. no Numerical index Correlation coefficient

1 1-CC 0.284

2 SSRE −0.230

3 RMSE 0.203

4 ASLE 0.187

5 1-LCC 0.318

6 IAD 0.173

7 IFD 0.145

The correlation coefficient of the seven numerical indices with percentage variation
in short circuit reactance was calculated and are presented in Table 3.

FromTable 3, it can be inferred that the numerical indices are not showing a signif-
icant correlation with the short circuit reactance measurements. Of all the indices,
it is 1-LCC that shows the greatest correlation. The scatter plot of 1-CC against
percentage variation in short circuit reactance is shown in Fig. 2.

The first five indices can be improved by adding the phase data to the magnitude
data [9]. When the SFRA measurements are carried out, the transfer function data is
recorded as two separate plots—magnitude plot and phase plot. In order to add the
phase data, the transfer function data was converted to a complex form and the real
part was used for calculating the indices. The correlation coefficient was calculated
and is presented in Table 4.

Table 4 shows that the addition of phase data has not significantly improved the
correlation. However, 1-CC still shows the strongest correlation and it has improved

Fig. 2 Scatter plot of 1-CC
versus percentage variation
in short circuit reactance

Table 4 Correlation
coefficient with real
components

S. no Numerical index Correlation coefficient

1 1-CC 0.332

2 SSRE −0.129

3 RMSE 0.162

4 ASLE 0.213

5 1-LCC 0.312
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Fig. 3 Scatter plot of 1-CC
with real components versus
percentage variation in short
circuit reactance

by an insignificant measure. The scatter plot of 1-CC versus percentage variation in
short circuit reactance is shown in Fig. 3.

The measurements of SFRA carried out corresponding to the short circuit
measurements prescribed in IEC 60076-18. In this configuration, the properties of
the transformer core do not have an effect on the traces. However, [1] suggests that
changes in the winding structure and inter-winding interaction is mostly evident in
the frequency region from 2 kHz to 1 MHz. Below 2 kHz, the properties of the core
dominate and beyond 1 MHz, the terminal connections influence the traces. Hence
the indices were re-calculated for this particular region and the correlation coefficient
was determined. The correlation coefficient with complete and real components are
presented in Tables 5 and 6, respectively.

The removal of error-prone low- and high-frequency regions do not result in a
higher correlation with short circuit reactance measurements. In fact, the highest
correlation coefficient achieved is 0.343 for 1-CC in the range. The scatter plots of
1-CC with percentage variation in short circuit reactance in the two cases are shown
in Figs. 4 and 5.

Table 5 Correlation
coefficient from 2 kHz to
1 MHz

S. no Numerical index Correlation coefficient

1 1-CC 0.343

2 SSRE 0.107

3 RMSE 0.174

4 ASLE 0.187

5 1-LCC 0.244

Table 6 Correlation
coefficient with real
components from 2 kHz to
1 MHz

S. no Numerical index Correlation coefficient

1 1-CC 0.291

2 SSRE 0.084

3 RMSE 0.146

4 ASLE 0.188

5 1-LCC 0.255
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Fig. 4 Scatter plot of 1-CC
from 2 kHz to 1 MHz versus
percentage variation in short
circuit reactance

Fig. 5 Scatter plot of 1-CC
from 2 kHz to 1 MHz with
real components versus
percentage variation in short
circuit reactance

Hence it may be possible that the numerical indices presently under investigation
do not actually serve to directly replace short circuit reactance measurements by
strong correlation. However, it may be possible to derive a numerical index that
is more sensitive than short circuit reactance changes, to structural changes in the
transformerwhichmay replace short circuit reactance as themain evaluation criterion
for short circuit tests.

5 Conclusion

The SFRA technique is currently the mainstay of transformer diagnostics. The inter-
pretation of SFRA data is largely done through the comparison and computation of
numerical indices. Efforts are on to establish SFRA as a major evaluation criterion
of short circuit tests on transformers. Furthering this effort, this paper has investi-
gated the correlation between a few commonly used SFRA numerical indices and
short circuit reactance measurements, which is presently a major criterion of evalu-
ation of short circuit tests. However, the indices investigated did not show a strong
linear correlation with short circuit reactance measurements. The indices may share
a nonlinear relationship or may turn out to be more sensitive to winding structural
changes than short circuit reactance measurements. Moreover, testing data across
voltage and power ratings of transformers are relatively scarce and do not provide
for a statistical study with large sample size. Further investigation is required before
the indices can be accepted as an evaluation criterion.
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Mineral Oil-Filled Transformer DGA
from Detective Correction to Strategic
Prevention

G. T. Naidu, U. Mohan Rao, and Suresh Kumar Sudabattula

Abstract Power transformers, being one of the most vital among the major assets in
an electric power system network, require proper care during service. The electrical
health of a power transformer is determined primarily by the quality of insulating oil
which needs proper attention. The present paper discusses offline dissolved gas anal-
ysis with in-service transformer case studies. Additionally, an expert system-based
procedure is proposed to avoid the violations in the existing diagnostic methods. The
discussions span to highlight important developments in this area and cover the latest
trends in the field of DGA that move it from detective corrective mode to strategic
preventive mode, which would increase the accuracy of DGA and prove beneficial
for utility engineers and technologists.

Keywords DGA · Expert system · Transformer

1 Introduction

Transformers are one of the important equipments in the electrical network whose
unexpected or unscheduled failure leads to a lot of economic damage accompanied
with reduced reliability and stability of power system network [1]. Thismay also lead
to interruption to the power supply and possible failures. The cost of these failures
includes equipment replacement cost, cleanup, andmay also include penalties for the
unplanned outages. Considering all these undesirable factors gives the importance
of condition monitoring of a transformer. Thus, “better is the condition monitoring
better is the risk assessment of a power transformer”. There exist many tools for
the condition monitoring of a power transformer in which a dissolved gas analyzer
(DGA) is one of the most effective tools to diagnose a transformer and estimate its
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condition. Here transformer insulating liquid is analyzed for dissolved gases and the
results are interpreted using analytical and interpretive methods, including key gas
method [2], Dornerburg [3], Rogers ratio method [2], and Duval methods [4]. There-
fore, this comes under detective corrective mode because the oil analysis should
detect the problem that needs to be corrected manually to maintain the good health
of a transformer. This can be overcome if the transformer is kept under continuous
monitoring using online methods at regular intervals and store the analyzed results
data in a database. This can be much developed if we introduce an expert system to
the existing system functioning with a rule base. The rule base is to be made from the
database stored from the test history. Interpreting this data gives a picture that helps
to understand the condition of the transformers. Thus an appropriate action may be
taken to premature aging and catastrophic failures. One may refer to this method
of avoiding failures progress as “strategic preventative”. DGA of the transformer
insulating fluid is a widely used diagnostic tool to access the overall condition of
the insulation system [5]. With improvements in scientific research and due to tech-
nological advancements offline DGA (collecting oil sample and bringing it to the
laboratory for testing) is shifted to the online monitoring of fault gasses (online
DGA). This enables monitoring of the transformer with enhanced reliability and an
effective way of monitoring.

2 Offline DGA and Its Practical Approach

2.1 Case Study

A transformer of 16/20MVA, 132/11 kV, Mfg.Year-2001, Comm.Date-07-04-2004
has been tested for dissolved gases on 13-04-2018 and the DGA reports are shown
in Table 1.

Table 1 Sample report of
DGA for an in-service
transformer

S. no Dissolved gases
and test date

Gases
(13.04.2018)
(ppm)

Gases
(25.05.2018)
(ppm)

1 Hydrogen (H2) <0.5 0.5

2 Carbon dioxide
(CO2)

12850 12441

3 Carbon monoxide
(CO)

283 258

4 Ethylene (C2H4) 07 05

5 Ethane(C2H6) 08 06

6 Methane(CH4) 10 08

7 Acetylene (C2H2) <0.5 <0.5
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Therefore, the total dissolved combustible gas (TDCG) = O.5 + 283 + 7 + 8
+ 10 + 0.5 = 309. On observing the gas composition according to IS-10593/1992
standards, it has been found that CO2 gas is in the warning stage. This indicates that
excess CO2 is being generated in the transformer which may be a result of pyrolysis
of cellulose or simply due to excess temperature. So the cooling equipment of the
unit is enhanced in order to maintain temperature balance and proper loading of the
transformer is assured. But the frequency of fault gas monitoring may be increased.
Thus accordingly, the DGA test is scheduled for a period of 40 days. It is to be
mentioned that temperature and loading are properly maintained after a period of
40 days and performed DGA on 24-5-2018 and the gas composition shown in Table
1 is noticed. Total dissolved combustible gas (TDCG) is noticed as (0.5 + 258 + 5
+ 6 + 8 + 0.5) = 278 (Fig. 1).

It is seen that TDGC and all the individual gas composition is reduced as depicted
in Fig. 2. However, as per IS-10593, CO2 is still in the warning stage. Therefore,
it is assumed that high CO2 may be due to thermal degradation of insulation paper
which may be confirmed by furan analysis or methanol measurement. To conclude
with the diagnosis of this unit based on fault gas analysis, DGA directed the path to
diagnostic action but DGA alone failed to give a complete solution for diagnosis. In
general, condition monitoring of transformers is mostly based on scheduled activity.
For instance, if a maintenance schedule period is planned for six months, where fault
gas analysis results are normal for a test date, the next test date is scheduled after six
months from the date of the previous test.

Thus, any fault occurrence in the duration between thefirst test and second testmay
not be detectable immediately. If the fault intensity is low, it may be less detrimental
to the insulation system. In case the fault is of high energy discharge or of high
intensity, this may lead to total flashover of the system. In addition, manual sampling
in the offlineDGAmay also include scope for themisleading of fault gas analysis. For
instance, poor sampling technique may allow liquid to interact with environmental
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Fig. 1 Comparison of concentration of CO2 and TDGC on test dates
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Fig. 2 Representation of online DGA

air and external moisture. This will manipulate the actual oxidation and hydrolysis
byproducts in the oil. In other words, there is also scope for gases to escape from the
liquid phase to the solid phase. Therefore, there is a high scope for the DGA results of
the same sample to vary from a series of tests or one laboratory to the other laboratory.
These are the potential limitations of the detective corrective mode of maintenance.
To overcome these limitations, there is a need for a strategic preventive mode of
maintenance.

3 Strategic Prevention Mode

Detective corrective mode maintenance is a method of reacting after consequences
are in the picture and situations are beyond the hands of an engineer [6]. Nowadays,
utility is stepping to onlinemonitoringmodules while accumulating hugemonitoring
data. However, the demand for high reliability of electrical energy has been set on
the high side. This being a strong commitment of major utilities led the condition
monitoring engineers to develop sensors and auto detective actions in addition to
online monitoring modules to prevent failures. Thus the data captured while online
monitoring is critical for data analytics in developing a possible expert system and
intelligent modules.

With onlineDGAmonitoring andmoving ahead for automatic analysis of the fault
gases using an expert system, a crisp understanding of the situations is possible. This
method may be referred to as strategic preventative mode. With automated moni-
toring, condition monitoring engineers may identify the fault easily at an appropriate
time.

In addition, this is applicable for mineral oil-filled transformers only. The reason
for the limited scope of online monitoring for ester-filled transformers is the lack of
data. Thus, there is also a need to understand the traditional oil DGAwith ester-filled
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transformers DGA, provided the loading profile is maintained the same for both the
transformers.

3.1 Online DGA

Online DGA monitoring helps in avoiding unplanned outages, reduces maintenance
costs, and improves transformer service life. This is generally carried out by installing
the pertinent sensors and onlinemodules to the transformer as shown in Fig. 2. Online
DGA allows recording the load profile data and gas concentrations of the transformer
fleet [7]. These parameters, including loading, gases, and temperature, may be used
for developing expert systems and specified input ranges to detect elements.

Once the gas composition is obtained from the detection unit, necessary diag-
nostic action is done. From communicating interface connected to a data processing
unit, one can have an access to the data. These monitoring devices may carry out
continuous monitoring for the transformers, with alarms that are dependent on gas
concentrations and the rate of the change of the gas ratios [7]. Sometimes, sampling
the liquid after a long time of an event (fault) results in non-tracing of the fault gas
which has been actually generated. This is because the gases are no longer available
in the insulating liquid for measurement by traditional means. This is due to the
aliasing effect, and this effect finds no place in online DGA analyzer as opposed to
the traditional DGA laboratory method.

3.2 Correlating Online DGA Results to Transformer Load

When only one or two tests per year are done then it is very difficult, and even a
big deal, to relate the gassing events to transformer events like load and tempera-
ture. Continuous online monitoring of dissolved gases provides an idea required to
understand the relationship between the fault gases and other causing parameters [6],
thus avoiding the problems associated with the offline DGA. With such a detailed
understanding of various parameters, it is always possible to lay efforts on correlating
the DGA information with the supervisory control and data acquisition (SCADA)
monitoring of the transformer. But for doing the same, continuous monitoring of
the transformer is required. This is explained by a review case study reported in [7]
where a 40-year-old 500 kV transformer was selected for understanding the rela-
tionship of online DGA with the load. Now one could find the similarity between
gassing and load guide on a linear scale. From the said case study, it is understood that
online DGA monitoring reveals the combustible gases generated and dissolved in
the transformer insulating liquid if the load profile exceeds half of the rated load [3].
Therefore, it is essential to monitor the load and combustible gases for the loading
condition that is close to 50% of the specified load and balance the load accordingly.
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Therefore, it is of high concern that the temperature is maintained within the speci-
fied level in accordance with the load. This demands the insulating liquid to exhibit
high thermal conductivity and has high fire and flashpoints. Alternative insulating
liquids synthetic ester and natural ester pose a 30% high thermal profile (flash and
fire points) as compared to that of the mineral insulating liquids.

3.3 Development of DGA Using an Expert System

To diagnose the nature of incipient deteriorations and advanced intelligent method-
ologies for diagnosis are reported [8, 9]. Each of these has advantages and limitations.
These techniques may or may not necessarily arrive at a similar conclusion.

The accuracy depends upon the expertise of the person handling the analysis. But
it has been found that some ratios fall beyond the fault ranges mentioned in standards
for identifying the faults. This limitation initiated to a system that has a reliable and
wide range of fault determination characteristics and much accuracy. If the accuracy
of the person handling is more, then the accuracy of the test will be better, so if
this analyzing job is given to an expert system then its accuracy will be at its best.
An expert system will have knowledge about the specific problem and exhibits the
ability for applying this knowledge. Ideally, an expert system may self-learn from
the mistakes. The procedure for expert diagnosis is as shown in Fig. 3. Here if the
standard method fails to characterize the fault then the job is to be handled by the
expert system for diagnosis, and corresponding maintenance is to be done.

4 Review of Case Study: Mineral Oil-Filled Unit

For the practical approach of an expert system in the field of transformer diagnosis,
DGA test records of the past 10 years from different utilities report a new diagnosing
method [5]. A rule base is reported in [5] for knowledge representation in order to
develop or overcome the limitations of the ratio method in the case if the ratio is
out of range or unable to detect the fault. This attempt has been made to increase
the effectiveness of transformer diagnostics in DGA. To overcome this limitation,
additionally 18 new combinations to the existing nine combinations, so a total of
28 combinations [6] are developed with separate characterizations of the faults. A
transformer of 100 MVA, 132/11 kV, date of installation: 06/07/97 has been taken
and subjected to DGA on Test date-1 and found that all the gases are within the
permissible limits in ppm, as depicted in Table 2. In addition, the same transformer
has been tested again for three months and the results are as shown in the same.
Then it has been found that according to IEC standards [9], i.e., C2H2/C2H4 = 0.2,
CH4/H2 = 1.2, C2H4/C2H6 = 2.
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Fig. 3 Flowchart representing an expert system approach for diagnosis

Table 2 Gas concentrations
on test dates in ppm

Gases* Test date-1 After 3 months in service

C2H2 02 32

C2H4 43 109

CH4 38 487

H2 65 383

C2H6 40 53

CO 150 173

CO2 843 932
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Thus, a fault is unidentifiable but according to the new codes reported in [6] the
characteristic fault is “Discharge of high energy thermal fault 300–700 °c”. Hence if
there is a high energy thermal fault, the oil is to be degassed immediately and should
be reset within a month. Finally, a diagnostic approach is done by using the expert
system diagnosis.

5 Conclusion

Precise condition monitoring of power transformer fleet is still a challenge in the
area of power transformer diagnosis. The aim of this article is to promote online
monitoring of DGA and facilitate asset management in addition to enhancing relia-
bility. This is possible by using loadmonitoring, temperaturemonitoring, and finding
possible relationships. Thus, several case studies have been reported and reviewed
to justify the importance of online DGA and alternative insulating liquids with high
thermal performance. Dissolved gas analysis, being the most vital and effective tool
for diagnosing transformers, needs automation to survive with its flexibility and
accuracy. This paper highlights the trends of DGA from “detective-corrective” mode
to “strategic-prevention” mode. A conceptual procedure with an expert system for
transformer diagnostics based on DGA data is proposed in this paper.
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Calculation of Health Index for Power
Transformer Solid Insulation Using
Fuzzy Logic

Teruvai Manoj and Chilaka Ranga

Abstract A new fuzzy logic-based technique to determine the health index of solid
insulation of a power transformer is proposed in the present paper. The health condi-
tion of a power transformer mostly depends upon the health of its solid insulation.
Continuous health index assessment of transformers and their solid dielectrics is
possible with its continuous monitoring by performing various significant diagnostic
tests, like dissolved gas analysis (DGA) and furan analysis (FA). The proposed fuzzy
model in the present work is designed based on DGA and FA. The samples used to
test the validity, reliability and efficiency of the proposed model are collected from
the different 25 transformers owned by Indian Railways traction substations. It is
observed from the output results that the proposed model with modified fuzzy rules
is very accurate and yields the best results. It can overcome the shortcomings of
previous conventional methods which were generally designed with complex math-
ematical theories. The proposed method is very convenient to not only experienced
engineers but also inexperienced engineers. It shall also help in providing a way to
rectify the fault that occurs in the power transformer.

Keywords Transformer · Insulation · Solid insulation · Fuzzy logic · Health index

1 Introduction

In the modern and competitive world, everything is interlinked and the maximum
percentage of people depends upon electricity either directly or indirectly. So, it
is important to maintain power quality and ensure valuable service. A transformer
is one of the important and useful equipment in electrical power transmission and
distribution [1]. The failure of transformers may lead to a burden for industries
as well as commercial and also residential sectors in either financial or technical
aspects [2]. To avoid these issues, condition monitoring of major equipments is very
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important and required [3]. Condition monitoring helps in achieving more reliable
and efficient operation from the transformers. The lifetime of a transformer is decided
by various factors. Among them, one of the major factors is insulation, i.e., solid or
liquid insulation. The condition of the insulation decides the health status of the
transformer.

The lifetime of a transformer depends upon the mathematical or experimental
evaluation in view of the electrical, mechanical, physical and chemical character-
istics of the insulation. Deterioration of insulation is caused due to electrical and
thermal stresses which occur during the normal operation of transformers [4]. The
power transformer consists of insulation with both cellulose paper and insulating
mineral oil. Cellulose paper consists of cellulose, hemi-cellulose and lignin. Also,
the life estimation of cellulose paper is up to 40 years [5–7]. The gases like carbon
dioxide (CO2) and carbon monoxide (CO) are dissolved into the oil. And these
concentrations are the indicators for the faults generated in the transformer [6, 8].
Due to the decomposition of cellulose, these gases are generally generated. These
gases are used to calculate the paper health index which is also termed as solid insu-
lation index. In addition to this, one more concentration that reduces the lifetime of
the transformer is furan content.

Various researchers across the world performed several diagnostic tests on the
transformers and used different methods to estimate the status of transformers. As
per a wide literature survey, for calculating health indices artificial neural network
(ANN) and probabilistic approaches are used. However, the outputs are not satisfied
and did not achieve the permanent solution in obtaining the accurate health status of
transformers. In general, the estimation of remnant life of transformers can be done by
using mathematical methods and traditional schemes such as ranking methods using
weights. Although the existing methods have individual speciality and strengths in
determining the health index of transformers, however, accuracy and reliability are
not up to considerable and promised limits. The conventional methods have a large
set of equations which increases the complexity of the problem. Also, such models
are time-consuming. The electrical and thermal criticalities of paper dielectrics are
explained in [9]. These criticalities cannot decide the overall decision-making of
transformers [10, 11].

To overcome these shortcomings, a new fuzzy logic model is proposed to deter-
mine the paper health index (PHI) in the present study. Also, the comparison between
trapezoidal and Gauss2 membership functions is discussed. The inputs having more
than three MFs require a large number of possible fuzzy rules. And such reduction
of rules results in the accuracy of the output of the fuzzy models [1]. In this present
work, the fuzzy model consists of three inputs that decide the paper health index of a
transformer. These three inputs have four membership functions each. Also, 64 fuzzy
rules were formed to determine PHI. The proposed model helps in calculating health
status with less time. Also, it can access accurate and reliable results as compared to
conventional methods.
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2 Fuzzy Logic Approach

The world is heavily dependent on artificial intelligence (AI) in various sectors.
Soft computing techniques come under this category and it focuses mainly on the
evaluation of complex problems by using various computing models. Fuzzy logic
which comes under these techniques proved that it is a very useful tool to evaluate the
health indices of the transformers [12]. It also provides very reasonable and accurate
decision-making for transformers, assuring reliability and proper maintenance [13].
The steps included in fuzzy logic are explained in the following subsections.

2.1 Initialisation of Membership Functions and Fuzzification

Fuzzification converts values from precise sets to fuzzy sets. A curve called member-
ship functions (MF) is defined as given input mapped with the degree of membership
(DOM), between 0 and 1 of fuzzy sets (imprecise sets) [14, 15]. There are various
types of membership functions such as triangular, sigmoidal, trapezoidal, Gaussian
andGauss2 shapes used in the fuzzy logicmethod [16, 17].Among thesemembership
functions, trapezoidal and Gauss2 are the most used MF shapes and also accurate as
compared to other MF shapes. The figure Gauss2-shaped MFs are shown in Fig. 1.
The range and limits of CO, CO2 are considered from [18]. Similarly, the range
and limits of 2-FAL are considered from [19]. The information related to limits is
specified in Table 1.

Fig. 1 Gauss2-shaped
membership function
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Table 1 Lower and upper limits of each gas, namely 2-FAL, CO and CO2 denoted with a and b,
respectively, for each four membership functions

Input Low Medium High VHigh

A B A b a b a b

2-FAL 0 2 3 4 5 6 7 15

CO 0 300 400 520 630 1350 1450 2000

CO2 0 2300 2700 3800 4200 9800 10,200 15,000

2.2 Gauss2-Shaped Membership Function

The shape of Gauss2 is shown in Fig. 1. The product of two Gaussian functions
results in MF given in Eq. (1).

MF = e

[−(x − c1)2

2λ2
1

]
× e

[−(x − c2)2

2λ2
2

]
(1)

where MF is membership function, input value denoted as x, and centres of the two
exponential functions are c1 and c2. The standard deviations of centres are λ1 and
λ2 [16]. The area between (c1, c2), (a, c1), (c2, b) varies according to the input MFs.
The input between c1 and c2 achieves unity DOM which is maximum and the area
between (a, c1) and (c2, b) have less than 1. The furan content with fourMFs is shown
in Fig. 2.

Also, one more term λ1 and λ2 are set equal values for each MF. It is because the
unequal values of λ1 and λ2 result in asymmetrical shapes of MFs which leads to
inaccurate outputs [17]. Hence, λ1 and λ2 were fixed as 0.75 ppm for furan content,
100 ppm for CO and 675 ppm for CO2 for all MFs. The overlap of 50% has been set
for MFs to get accurate results, i.e., paper health index.

Fig. 2 Membership functions and DOM designed for 2-FAL
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2.3 Fuzzy Inference

Fuzzy inference is the mapping of input values with specially designed rules to
obtain the desired and exact output. It acts as an intermediate between fuzzification
and defuzzification. Mamdani maximum–minimummethod, a very popular and also
widely used method, is implemented as a fuzzy inference method in the present work
[16]. The output depends on the set of fuzzified inputs and also designed rules in this
method. Further, the method truncates the output MF at the minimum DOM value.

2.4 Defuzzification

A precise value from the truncated output MF after fuzzy inference is considered
in the defuzzification. In the present work, a popular method, namely the centre of
gravity method is used to perform defuzzification. The area covered by the truncated
output MF evaluates the centroid or centre (Zo) of gravity [16, 17]. It is obtained by

Zo =
∫
z.μ(z)dz∫
μ(z)dz

(2)

where z is the output variable and μ(z) is the DOM of truncated output MF.

3 Furan Analysis

Core andwinding are the twomost important andmajor parts of the transformerwhere
both have solid dielectric. Since dielectric is made up of cellulose which consists of
a long-chain molecular structure [20], due to ageing, the long chains in cellulose are
broken into small particles which are large in number [21, 22]. When solid dielectric
comes in contact with the transformer oil, it will be damaged due to heat. Further,
it dissolves into the oil along with the gases such as carbon monoxide (CO) and
carbon dioxide (CO2) [23, 24]. These gases are derived from the fur-furaldehyde
group. The most predominant component in the group is 2-furfural [25]. The life
of paper insulation directly depends on the rate of rising of furfural products in oil
with respect to time. Furfural compounds are used to assess the condition of paper
insulation. A fur-furaldehyde analysis is very sensitive [20].
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4 Paper Health Index of Transformer Based on Proposed
Fuzzy Logic Method

The paper health index of the transformer is determined by using a fuzzy logic
model. The fuzzy model for the health assessment of solid insulation of transformers
is shown in Fig. 3.

Solid insulation is so-called the heart of transformers and its health status heavily
influences the overall health of the power transformers. Therefore, it is a prerequisite
to evaluate the condition of transformer solid insulation separately [22, 26]. CO and
CO2 are dangerous gases accumulated due to the deterioration of cellulose present
in solid paper insulation and also release the furan compounds into the transformer
oil [5, 19]. Paper decomposition leads to generate a most prominent component
called 2-furaldehyde (2-FAL) [27]. The degree of polymerisation varies according
to this component. CO, CO2 and 2-FAL have been assigned as inputs for the current
proposed FL model because of their influence on solid insulation. Also, the paper
health index (PHI) has been considered as output. The concentrations of CO,CO2 and
2-FAL are given in Table 2. These inputs individually fuzzified into four membership
functions, namely low, medium, high and very high (Vhigh).

Themaximum andminimum limits of output, i.e., PHI of transformers are consid-
ered from [18]. The output of the present FL model ranges from 0 to 1 and divided
into four Gauss2 MF ranges, namely ‘Excellent’, ‘Good’, ‘Poor’ and ‘Worst’. These
terms are familiar in the ranking of systems in the competitive world shown in Fig. 4.
In accordance with [18] the limits have been taken which suit the model.

Worst MF has maximum and minimum limits as 0 and 0.15, poor has 0.25 and
0.45. Similarly, good MF has 0.55 and 0.65, excellent has 0.75 and 1. An overlap of
50% is maintained for input MFs and the same has been applied to the output. The
overlap between output MFs is 0.1 [27]. The necessity of overlap is to get accurate
and reliable output, i.e., PHI. More information about the formation of MFs and
DOM is given in [16, 17].

Fig. 3 Fuzzy logic model designed for health assessment of solid insulation
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Table 2 The concentration of 2-FAL, CO and CO2 (in ppm) obtained from furan analysis of 24
transformers, rating 5–50 MVA, and voltage of 6–200 kV

Paper sample number 2-FAL CO CO2 Paper sample number 2-FAL CO CO2

1 0.831 84.6 674 13 3.85 566 4155

2 3.96 853 8520 14 2.363 532 3776

3 0.82 374 3247 15 2.86 569 4474

4 6.699 1485 10,240 16 4.83 535 4155

5 4.56 679 8639 17 4.39 640 3756

6 1.27 363 1679 18 1.89 377 2830

7 5.55 1708 10,359 19 0.673 251 1932

8 2.571 629 7917 20 1.99 277 2441

9 1.63 250 2684 21 3.51 1132 4341

10 2.75 385 3930 22 1.89 259 2551

11 2.43 357 2349 23 6.91 1437 6183

12 4.418 385 4185 24 2.94 397 1475

Fig. 4 Membership function and DOM of output paper health index

5 Results and Discussion

In the present work, the proposed FL method is evaluated by using Gauss2 shaped
MF. Also, it is compared with trapezoidal-shaped MF. These two MFs are having
their own importance in health assessment but will be differentiated in the output
values. As discussed in Sect. 2, the proposed FL model is carried out by using three
stages, namely fuzzification, fuzzy inference and defuzzification. The inputs have
been converted from precise values to fuzzy values.

The DOM of all inputs can be obtained by using Eq. (1) for 2-FAL, CO and
CO2. Consider the formula mn to get the number of rules, where m is the number
of member functions for each input and n is the number of inputs. The fuzzy rules
are designed in the form of IF-AND-THEN fuzzy rules. To get accurate results from
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the inputs, a total of 64 fuzzy rules are designed and more priority has been given to
2-FAL in the proposed model.

Therefore, furan content concentration is the deciding factor to determine PHI. It is
because the influence of 2-FAL is more on the health of solid insulation as compared
to CO and CO2. The designed fuzzy rules are shown in Fig. 5. The slanted black and
yellow-filled shapes represent the membership functions of all inputs considered to

Fig. 5 Graphical representation of the 64 fuzzy rules developed to determine the effect of 2-FAL,
CO, CO2 on solid insulation of the transformer
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design fuzzy rules. Similarly, output MFs are represented by slanted blue and blue-
filled shapes. Columns 1 to 3 are having yellow-filled shapes that represent the MFs
for 2-FAL, CO and CO2. Similarly, Column 4 with blue-filled shapes represents the
output MFs, i.e., health index of solid insulation. To analyse the effect of 2-FAL and
remaining gases, sample number 13 has been considered, which is shown in Fig. 5.

All slanted and colour-filled limits are framed according to the input and output
MFs in the designing of fuzzy rules.

Consider transformer 13 (Table 1). The input values of 2-FAL, CO and CO2 are
3.85, 566 and 4155, respectively. The input values have been imposed on 64 fuzzy
rules designedwhere 2-FAL is the deciding factor. The output results in the case of the
FL method using trapezoidal is ‘Good’, whereas the output of the proposed Gauss2-
shaped method is ‘Poor’. It is because the value of 2-FAL is 3.85 which is between
MFs ‘Medium’ and ‘High’. Since the health status depends upon furan content, CO
and CO2 also having ‘High’ result in ‘Poor’ output condition. This did not actually
happen in the trapezoidal-shaped FL method which resulted as ‘Good’ for the same.
Therefore, the Gauss2-shaped method monitors better than the trapezoidal method
and the comparative results are shown in Table 3.

According to the classification from Table 4, the number of transformers which
attained the status of ‘Excellent and Good’ is 17 by using conventional methods.
Similarly, it attained 15 by using trapezoidal-shaped MFs and 13 by using Gauss2-
shaped MFs. The number of transformers which attained the status of both ‘Poor
and Worst’ is 8 by using conventional methods; similarly, 10 by using trapezoidal-
shaped MFs and 12 by using Gauss2-shaped MFs. In the proposed Gauss2-shaped
MFs, consider the data given in Table 4, the percentage of transformers status with
‘Excellent and Good’ is 13/25= 52%. Similarly, the percentage of ‘Poor andWorst’
is 12/25 = 48%.

The percentage of transformers status with ‘Excellent and Good’ is 68% and
60% in conventional methods and trapezoidal-shaped MFs, respectively. Similarly,
the percentage of transformers status with ‘Poor and Worst’ is 32% and 40% and
in conventional methods and trapezoidal-shaped MFs, respectively. Therefore, the
percentage of transformers with ‘Excellent and Good’ is more. And, the percentage
of transformers status with ‘Poor and Worst’ is less in the case of Gauss2-shaped
MFs. It means that the correct status of the transformers has been strongly executed
in Gauss2 as compared to trapezoidal and conventional methods used by diagnostic
experts. This proves the reliability of Gauss2-shapedMFs to find PHI of transformers
is more as compared to different methods.

Toprove the reliability of the proposedmodel, consider the example of transformer
17, where the values of 2-FAL, CO and CO2 are 4.39, 640 and 3756, respectively.
The 2-FAL value lies in the range of ‘High’. Similarly, the value of CO lies under
‘High’ and the value of CO2 lies between ‘Medium’ and ‘High’. According to rules
mentioned in the proposed fuzzy logic method, the result should be ‘Poor’ but the
results attained in both conventional methods and trapezoidal-shaped MFs repre-
sent ‘Good’ which proves that these methods did not determine the correct results.
Similarly, sample numbers 13 and 14 also come under this category.
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Table 4 Classification of transformers according to the health status obtained in the proposed
method and conventional methods

The PHI of trapezoidal MFs The PHI of Gauss2 MFs
(proposed method)

The PHI using conventional
methods by diagnostic experts

E and G P and W E and G P and W E and G P and W

15 10 13 12 17 8

where E = Excellent, G = Good, P = Poor, W =Worst

Therefore, it is proved that the results obtained using the proposed Gauss2method
finds out the correct status of the transformer. Among the conventional, trapezoidal-
shaped MFs and Gauss2-shaped MFs methods, the proposed one, i.e., the Gauss2-
shaped MFs method is a more reliable method.

6 Conclusion

In the present paper, a new fuzzy logic model is proposed to determine the health
index of solid insulation in the transformer. It is designed with a specific set of fuzzy
rules which helped in obtaining accurate results. A new innovative method has been
implemented on 25 test case oil samples collected from traction substations owned
by Indian Railways. Significant diagnostic tests such as DGA and FA are performed
to obtain the values of furan content and gases CO and CO2. The proposed model
demonstrates that the Gauss2-shaped model is good in terms of accuracy, efficiency
and reliability as compared to the trapezoidal-shaped model. It has been proved
by the results obtained in the present paper. This proposed method overcomes the
shortcomings such as complexity, inaccuracy and non-reliability in conventional
methods. Theproposedmethod is implemented and explained in a perfectmanner that
is convenient not only to experienced engineers but also to inexperienced engineers.
It is the way useful to improve the health status of a transformer. The proposed
method can be applied anywhere in the world and it will be very easy to apply on
a large number of transformers. Fuzzy logic has future scope because the modern
world heavily depends upon artificial intelligence.
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Millimeter-Wave Wideband Koch Fractal
Antennas

S. B. T. Abhyuday, R. Ramana Reddy, and N. K. Darimireddy

Abstract This work is conducted to develop a compact, wideband patch fractal
antenna suitable to operate in an untapped potential region of the millimeter-wave
spectrum. The antenna is developed in various configurations with Koch fractal
geometry forming a snowflake patch structure on substrate Rogers RT5880. The
antenna is of dimensions 6.66 λ0 × 6.66 λ0 × 0.26 λ0 at 100 GHz. The proposed
iteration 4 design provides the highest gain of 11.6 dB and iteration 5 developed
operates in the range of 85.20–330.62 GHz, giving the best operational bandwidth
performance. The antenna developed is suitable for millimeter-wave applications of
mobile communications and security systems. The simulations are done using Ansys
HFSS software.

Keywords Fractal · Millimeter-wave antenna · Koch geometry

1 Introduction

With the discovery of untapped potential in the millimeter region (30–300 GHz) of
the electromagnetic spectrum, there is an enormous demand for low-profile antennas
to operate in this region as they are suitable to be embedded into various devices
because of their miniature size. The efforts toward millimeter wireless network
realization are to attain benefits like miniaturization with system-on-chip antennas,
high data rates, short-range communications, automotive radar, radio astronomy,
and security screening devices operating at high-frequency bands [1]. Antennas for
high-frequency systems at millimeter-wave spectrum are attained through fractal
geometry which forms a mathematical representation of irregular sets to describe
many naturally occurring phenomena. Fractals offer maximization of the effective
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length of electromagnetic material on the same given surface area which allows them
to be fitted into small space forming high-frequency radios.

Fractals show the redundancy property at different scales by going through infi-
nite iterations to achieve multi-band characteristics with resonant frequencies. They
follow that if an antenna after scaling by a factor λ got identical form, then the
boundary conditions for Maxwell’s equations also remain identical, so the radiation
properties are expected to behave similarly when the frequency is scaled by 1/λ and
wavelength by λ. Many research works are reported in the open literature on the
development of antennas to cover multiple frequencies and wideband.

Triangular fractal antenna with hexagonal patch operating from 3 to 25.2 GHz
frequency offering wide bandwidth of 22.2 GHz with gain varying from 3 to 9.8
dBi is reported [2]. Asymmetric and symmetric bow-tie slots in the circular patch for
circular polarization offer 350MHz bandwidth, 5 dBic gain for the asymmetric bow-
tie, and 100 MHz bandwidth. The 5.1 dBic gain for symmetric bow-tie is presented
[3]. Scaled-up symmetric bow-tie slot offers 340 MHz bandwidth and 5 dBic gain,
whereas scaled-down version gives 710 MHz bandwidth and 5.25 dBic gain. Koch
fractal patch operates at Ka-band [4] offering a gain of 9.7 dBi covering a bandwidth
of 26–40 GHz. Feeding of the antenna is with a coplanar waveguide and contains
DGS. Antenna with Koch fractal offering circular polarization [5] contains defected
ground plane, multi-substrate. The antenna developed offers a bandwidth of 91MHz
with a gain of 5.45 dBi and a return loss of −39 dB.

A4×4millimeter-wave antenna [6] operates at 45GHzandcontains “L”branches
with truncated corners offering 17 dBic gain and 3 dB axial ratio from 41.9 to
49.1 GHz. Reconfigurable microstrip antenna with the cut ring [7] contains diodes to
switch between linear polarization, left and right-hand circular polarizations offering
10 dB gain at each of them and operates from 3.86 to 3.98 GHz. Circular polarization
in [8] is attainedwith the fractal structure in the groundplane formingdefected ground
surface offering circular polarization from 1.572 to 1.578 GHz with a gain of 1.7
and 2.2 dBic, respectively. Reconfigurable microstrip antenna with cavity-backed
proximity-coupled feed [9] containing PIN diodes to switch between different linear
polarizations at 0°, 45°, and 90°. The gain is ranging from 7.2 to 8.1 dBi. Wearable
antenna with Koch fractal, meandering slits, and defected ground [10] operates at
2.45 GHz offering 2.06 dBi gain. Hexagonal fractal antenna [11] with DGS operates
at 3.79 GHz and 5.5 GHz with a gain of 6.2 dBi and 6.8 dBi, respectively.

Fractal antenna with wheel structure on circular patch [12] operating in the range
of 2.93–9.53 GHz with a gain of 5.17 dBi is reported. The double branch line fractal
patch antenna [13] operating at dual bands from1.1 to 2.2GHzand4.8 to 7GHzwith a
gain of 2.9 dBi and 3 dBi, respectively, is presented. Sierpinski Carpet Fractal antenna
with six resonant frequencies between 4.825 and 9.145 GHz [14] covering C and X
bands useful for satellite and space applications is reported. Giuseppe Peano fractal
antenna developed with the resonant frequency of 4 GHz and for different iterations
antenna works for WLAN, Bluetooth, X band [15]. This glance at literature shows
that there is a need for the development of antennas to operate at higher frequencies of
the millimeter-wave spectrum. A compact, wideband patch fractal antenna operating
in the millimeter-wave spectrum is reported in this paper. The antenna designed is
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of dimensions 6.66 λ0 × 6.66 λ0 × 0.26 λ0 operating in the frequency range of
85.2–330.62 GHz.

2 Antenna Modeling

2.1 Basic Antenna Iterations

The antenna in iteration 1 is designed as a traditional triangular patch antenna as
shown in Fig. 1a. The triangular radiating element is mounted upon the Rogers
RT Duriod 5880 substrate. In iteration 2 conventional star-shaped patch structure
is formed with an equilateral triangle and is given in Fig. 1b. The depicted Koch

a) Iteration 1 b) Iteration2

c) Iteration 3

Fig. 1 Fundamental antenna iterations
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fractal structure in iteration 3 is obtained forming further iterations in iteration 2 by
repeating star structures on the five corners of iteration 2 with smaller equilateral
triangles as shown in Fig. 1c. Iteration 3 is developed in [16] to operate over a region
of 17.22–180GHz covering a bandwidth of 162.78GHz usingKoch fractal structure.

2.2 Proposed Antenna

The work developed in Fig. 2 is an effort to further enhance the performance of
millimeter-wave antennas by relying on the design presented in [16] and many more.
The dimensions of the proposed antenna are given in Table 1.

2.2.1 Iteration 4

The outer structure of the patch in Fig. 3 is based on Koch geometry. The Koch
geometry is formed bymirroring two equilateral triangles forming a star shape which
enhances the radiating area within the same surface area. Mathematical modeling is
initialized with the equilateral triangle in the first iteration, which will be mirrored to
form a star structure in the second iteration; in the third iteration, each triangle side
is segmented into three, where the middle segment further forms a small equilateral
triangle resulting in five-arm star. This method optimizes the equilateral triangle
angles increasing the radiating area occupied by the triangle within the same surface
area.

Fig. 2 Proposed antenna
dimensions
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Table 1 Proposed antenna
dimensions in “mm”

Symbol Parameter Value (mm)

L1 Side of an outer equilateral triangle 14.372

L2 Side of an inner equilateral triangle 4.849

Sout Side of outer arm equilateral triangle 2.966

Sin Side of inner arm equilateral triangle 2.339

r The radius of the circular disc 4.47

FL Length of feedline 8.8

Fw Width of feedline 2.38

Ls Length of substrate 20

Ws Width of substrate 20

T Thickness of substrate 0.787

Fig. 3 Proposed iteration 4

The effective side length of the triangle and aeq is given by Eq. (1); “S” forms the
original area of the equivalent triangle.

S = πaeq (1)

Equation (2) gives in each iteration a count of sides and Eq. (3) after each iteration
gives the length of each side [4].

Nn = (3)(4)n (2)
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Ln = (S)

(
1

3

)n

(3)

The inner structure of the patch is designed with an equilateral triangle of side
length 1/3 unit of the outer equilateral triangle. The inner triangle got inversed to form
a star-shaped structure. Further star-shaped structures are then repeated on the five
corners of the inner star with smaller equilateral triangles of 1/2 unit of inner equi-
lateral forming inner Koch fractal structure. This inner structure is subtracted from
the outer structure to create a slot in the patch which will enhance the performance
of the antenna.

2.2.2 Iteration 5

(a) Without DGS

The formation of iteration 5 in Fig. 4a is similar to that of iteration 4 added with
a circular slot of 4.47 mm radius made in the outer structure to enclose the inner
structure intact. The ground plane is of the same dimensions 20 × 20 mm2 with no
defects.

Mathematical modeling of the equilateral triangle is done by including the effect
of the fringing field around the equilateral triangle which can be considered as an
equivalent circular disk that has an equivalent area given as a triangular patch. The
effective radius ae of the circular disc is given in Eq. (4) [17].

a) Top View b) Rear View With DGS Variant

Fig. 4 Proposed iteration 5
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ae = a

√
1 + 2h

π ∈r a

(
ln

πa

2h
+ 1.7726

)
(4)

The feedline is extended to meet the inner structure; therefore, the supplied power
will radiate both the inner and outer fractals.

(b) With DGS

The ground plane of iteration 5 shown in Fig. 4b is with DGS which is for bandwidth
enhancement offering resonances. The circular polarization design for the microstrip
antenna is shown in iteration 5 rearview which contains three equilateral triangular
slots in the ground plane [17]. The top equilateral is of side length 4.845 mm and the
bottom two equilateral triangles are of side length 4.57 mm. The ground plane is of
dimension 20 × 20 mm2.

3 Results

3.1 Return Loss

Return loss plots for the first three iterations are given in Fig. 5. For Iteration 1,
which is a triangular patch, the minimum reflection coefficient observed is−37.7 dB

Fig. 5 Return loss performance of basic iterations
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at 58.8 GHz. Iteration 2, which is a star-shaped patch, exhibits a shift in performance
toward the higher regions of the spectrum in the middle frequencies. The antenna
performance begins around 95 GHz and the highest performance is observed at
208.2GHzwith a return loss of−35.56dB. Iteration3,which aKoch fractal curve that
extends the radiating area in the same footprint, exhibits a minimum reflection coef-
ficient of −37.1 dB at 49.8 GHz and shows better performance at multi-frequencies
millimeter-wave region of 50–100 GHz.

The proposed design in iteration 4, which comes with a slot in the Koch fractal
curve, further extends the performance with a minimum reflection coefficient of −
40.73 dB at 115.05 GHz and covers a wide bandwidth of 180.55 GHz showing better
performance at multiple frequencies starting from 93.79 to 274.34 GHz as in Fig. 6.

Iteration 5, which brings the inner fractal intact without DGS, results in an antenna
with wider bandwidth of 230.10 GHz starting from 67.46 to 297.56 GHz, exhibiting
the best performance of −39.96 dB at 162.4 GHz as in Fig. 7. Iteration 5 with
bringing the inner fractal intact and DGS introduced results in a wider bandwidth of
245.42 GHz ranging from 85.20 to 330.62 GHz, exhibiting a return loss of −37 dB
at 281.2 GHz as shown in Fig. 7.

Fig. 6 Proposed iteration 4 return loss
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Fig. 7 Return loss for iteration 5 with and without DGS

3.2 Gain

Ofall the designs rendered iteration4 shows thehighest gain of 11.6 dBat 111.05GHz
as given in Fig. 8. Iteration 5 without DGS yields a gain of 11.0 dB and 10.6 dB with

Fig. 8 Iteration 4 gain
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DGS, as shown in Fig. 9 and Fig. 10, respectively. The conventional designs of 1, 2,
and 3 result in 7.5 dB, 8.9 dB, and 11.1 dB, respectively.

Fig. 9 Iteration 5 without DGS gain

Fig. 10 Iteration 5 with DGS gain
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a) 00 b) 450 c) 900 d)1350

Fig. 11 Iteration 4 surface current at various phases a 0°, b 45°, c 90° and d 135°

a) 00 b) 450 c) 900 d)1350

Fig. 12 Surface current distribution at various phases for iteration 5 with DGS a 0°, b 45°, c 90°
and d 135°

3.3 Current Distribution

The current distribution of the antenna along the surface is observed at 100 GHz for
iterations 4 and 5. The wideband behavior is due to current distribution along the
edges of the inner triangle as observed in Fig. 11 adding more frequencies resulting
in improved gain, with an electrical length increase of the fractal in iteration 4.

The broader bandwidth in iteration 5 with DGS is because of residual charge on
edge of triangular along boundaries of the inner triangle and outer triangle, which
supports the antenna wideband behavior of the fractal as presented in Fig. 12.

3.4 Radiation Pattern

Radiation pattern (RP) obtained at peak gain frequencies for iteration 4 at
115.05 GHz, iteration 5 without DGS at 162.4 GHz and with DGS at 281.2 GHz is
shown in Figs. 13, 14, and 15, respectively.
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Fig. 13 Iteration 4 RP

Fig. 14 Iteration 5 without DGS RP

4 Conclusion

Millimeter-wave technology has the potential for products in communication and
security domains. The antenna is developed with substrate RogersRT5880 following
Koch fractal geometry and is of dimensions 6.66 λ0 × 6.66 λ0 × 0.26 λ0 at 100 GHz.
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Fig. 15 Iteration 5 with DGS RP

The proposed iteration 4 design provides the highest gain of 11.6 dB and iteration
5 developed operates in the range of 85.20–330.62 GHz. Further scope involves
developing antenna arrays to enhance gain, directivity, and beam-steering.
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MB-ZZLBP: Multiscale Block ZigZag
Local Binary Pattern for Face
Recognition

Shekhar Karanwal and Manoj Diwakar

Abstract This work presents the LBP variant so-called MB-ZZLBP under illumi-
nation and expression variations. In MB-ZZLBP, initially mean is computed for all
the square sub-blocks (size 2× 2) of the 6× 6 pixel window. After the mean compu-
tation, 3 × 3 window (pixel) is produced. Then ZigZag pixels are compared with
each other, or in other words, the higher-order pixels are subtracted from the lower-
order pixels. Differences of those which produce value ≥0 are allocated the label
1, else 0. After encoding each pixel position (binary pattern) eventually results in
MB-ZZLBP transformed image. The MB-ZZLBP image is further divided into 3 ×
3 sub-regions for extraction of histograms. The fused histogram is the feature size
of MB-ZZLBP. The proposed FR approach attains remarkable results on EYB and
Faces94 databases.

Keywords Multiscale Block ZigZag LBP · SVM · NN

1 Introduction

In recent years numerous feature extraction algorithms are developed for face recog-
nition (FR). These algorithms achieve good results under the controlled conditions.
But there are many challenges that arise in front of the robust FR under uncontrolled
conditions. These uncontrolled conditions include illumination, pose, expression and
occlusion variations. Extraction of features and classification are the two major steps
of FR. If the extracted features are not discriminative then even the best classifiers
fail to produce the desired results. The latter part discusses the work performed by
the researchers under controlled and uncontrolled conditions.

Zhao et al. [1] discovered the Sobel-LBP for FR. Initially, the Sobel edge detector
is utilized from which the gradient magnitude is produced. Then LBP feature extrac-
tion is performed from gradient magnitude. In addition, Sobel-LBP is also employed
on imaginary and real parts of Gabor-filtered images. Experiments on FERET clearly
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demonstrate the capability of Sobel-LBP over LBP. Dong et al. [2] first extracted
the local features by employing the rotation-invariant uniform LBP. To reduce the
dimension, PCA is applied further. Then NN is adopted for classification. On Yale
and JAFFE, the proposed method attains very good results. Wang et al. [3] presented
the pyramid-based multiscale LBP for different unconstrained conditions; first by
employing the multiscaling the face pyramid is created. Then LBP features are
extracted from each level of the pyramid under different scales. Finally, feature fusion
takes place for whole feature representation. Experiments conducted on FERET and
ORL show the efficacy. Lei et al. [4] proposed an effective facial representation
feature for FR called LBP eigenfaces. Initially, the original image is transformed to
the LBP face space by employing the LBP. Then PCA is employed further which
transforms the LBP image to the LBP eigenfaces. LBP eigenfaces capture local
and global structures of the images (face). The LBP eigenfaces carry out superior
outcomes than eigenfaces and the LBP histogram on EYB and AR databases. Yang
et al. [5] introduced the WTP and WBP. The WTP and WBP descriptors engage the
intensity difference (relative) between the neighborhoods and the center pixel. Both
WBP and WTP are more robust under illumination variations than LBP and LTP.

Karanwal andDiwakar [6] invented the CZZBP andCMBZZBP descriptors. Both
the proposed descriptors attain extraordinary outcomes (as compared to other oper-
ators) on two color databases. Among all, CMBZZBP is the most effective. Various
techniques are outclassed by CMBZZBP. Nguyen and Caplier [7] presented ELBP
for FR in uncontrolled environments. In ELBP, the elliptical pixels in vertical and
horizontal directions are compared similarly as compared in LBP (i.e. with center
pixel). Therefore, after comparison, VELBP and HELBP images (transformed)
are built. Then from both the images (transformed) the sub-regional histograms
(uniform pattern-based) are extracted. The integrated histograms are the size of
ELBP descriptor. Further whitened PCA (WPCA) is applied next. The ELBPWPCA
achieves astonishing results on three databases. Li et al. [8] give the novel approach
in which histogram equalization (HE) and GLP filtering are employed first for illu-
mination normalization. Then GWT is used for feature extraction. The feature length
is compacted by PCA and matching is conducted by SVM. The proposed method
attains better results than several approaches from the literature. Dabagh et al. [9]
introduced a novel FR approach for single sample training problems by utilizing
the LBP, Fisher’s linear discriminant (FLD) and SVM. LBP is employed for pre-
processing and FLD is employed for feature extraction. Finally, SVM is adopted for
classification. The proposed method reached excellent outcomes at Yale.

Zhou et al. [10] discovered the improved CS-LBP for FR by incorporating the
information of center pixel into CS-LBP called CS-LBP/Center. Specifically, the
image is split into different sub-regions, and then the CS-LBP/Center histograms are
extracted which are weighted by entropy image. Then all the features are combined
serially for producing whole feature representation. Results on different datasets
justify the efficiency of the proposedmethod. Li et al. [11] give the newmethod for FR
based on CS-LBP and 2D-DWT. In the proposed method, CS-LBP is combined with
the fusion of horizontal and vertical component images produced after employing
2D-DWT. The proposed method carries out encouraging results on EYB. Jun et al.
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[12] invented the compact LBP (CLBP) for FR and FER. Specifically, an efficient
code selection method is proposed to produce the CLBP by utilizing the MMI. The
proposed descriptor achieves astonishing results.

In this paper, the novel LBP variant is presented for FR, the so-calledMB-ZZLBP
under illumination and expression variations. The main contributions are:

1. In LBP, the neighbors are used for comparison with the center pixel. However,
in MB-ZZLBP initially mean is computed and then features are extracted in
ZigZag style. Specifically, themean of square blocks (of size 2× 2) is computed
by utilizing the 6 × 6 pixel window. After the mean computation 3 × 3 pixel
window is produced. Then ZigZag pixels are compared with each other, or in
other words, the higher-order pixel is subtracted from the lower-order pixels.
Differences of those which have value ≥ to 0 are allocated the label 1, else 0.

2. After encoding every pixel position (binary pattern) gives the MB-ZZLBP
image. The image is further decomposed into 3 × 3 sub-regions for extrac-
tion of histograms. The fused histogram is the feature size of the MB-ZZLBP
descriptor. The huge dimension produced is compacted by FLDA [13] and
classification is done by SVM [14, 15] and NN [16, 17].

3. Themodels (multiclass) are constructed byECOCs [18]. The proposed approach
achieves encouraging results on EYB [19, 20] and Faces94 [21].

The remainder of the paper is shaped as follows: The proposed FR descriptor is
reported in Sect. 2, results are outlined in Sect. 3, discussions are clarified in Sect. 4
and Sect. 5 gives the conclusion.

2 Multiscale Block ZigZag Local Binary Pattern
(MB-ZZLBP)

InMB-ZZLBP, initially, the mean of the square blocks is computed by utilizing the 6
× 6 pixel window. In the 6× 6 pixel window, each square block size is 2× 2. For this
research work 6 × 6 pixel window is used, the other higher-order pixel windows can
also be utilized for the mean computation. After computation of mean 3 × 3 pixel
window is produced. Then pixels that lie according to ZigZag are compared with
each other, or in other words, the higher-order pixels are subtracted from the lower-
order pixels. Differences of those which produces value ≥0 are allocated a label
1, else 0. By assigning weights the pattern (8-bit) is converted into decimals. After
encoding each pixel position’s binary pattern, MB-ZZLBP transformed image is
produced. MB-ZZLBP image is further divided into 3× 3 sub-regions for extraction
of histograms. The fused histogram is of the size of the MB-ZZLBP. Therefore,
MB-ZZLBP feature size is 2304. Figure 1 shows the MB-ZZLBP demonstration
and Fig. 2 shows the MB-ZZLBP transformed image with sub-regional histograms.
The sample image used in Fig. 2 is taken from EYB. MB-ZZLBP equation-wise is
expressed as
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Fig. 1 Demonstration of MB-ZZLBP descriptor

Fig. 2 The MB-ZZLBP transformed image with sub-regional histograms

Vi,j = mean(Li,j) (1)

MB − ZZLBPP,R(xc) =
P−1∑

p=0

k
(
VR,p − VR,p+1

)
2
p

(2)

where k(y) =
(
1y ≥ 0
0y < 0

)
for p = (0, … P−1).

Vi,j calculates the square blocks mean (specified as Li,j). P and R interpret the
neighborhood size and radius of 3 × 3 window (after mean computation). VR,p and
VR,p+1 denote the ZigZag pixels or the lower-order and the higher-order pixels. After
employing FLDA, the classification is conducted by SVM and NN. From SVM, the
RBF and POLY are utilized. From NN, the ESA is adopted with cosine distance.
Therefore, the results are finally achieved from three classifiers.



MB-ZZLBP: Multiscale Block ZigZag Local Binary Pattern … 617

Table 1 Illustration of two databases used for the evaluation

Databases Total Class images Size Total images Challenges

EYB 38 64 192 × 168 2432 Variations in illuminations

Faces94 152 20 200 × 180 3040 Expression variations and slight
head movement

Fig. 3 The sample images of EYB (a) and Faces94 (b) databases

3 Experiments

3.1 Description of Databases

The two databases utilized are EYB and Faces94. Table 1 provides the illustration
of both the databases and Fig. 3 shows some images.

3.2 Technical Details of the Descriptor

On EYB, the images are resized to 47 × 44 before doing feature extraction. On
Faces94 the color images are changed to gray and then images are resized. Then
feature extraction is done by the proposed descriptor MB-ZZLBP. The feature size
constructed byMB-ZZLBP is 2304. ThenFLDA is employed to bring off the discrim-
inative feature for classification. The PCA feature sizes are 142 and 513, and the LDA
feature size is 27 and 192 on EYB and Faces94. MATLAB R2018a is used for all
simulations.
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Table 2 Performance analysis by using three classifiers

Proposed FR approach Training images

Tra = 5 Tra = 10 Tra = 20 Tra = 30

False counts/accuracy

MB-ZZLBP + FLDA + SVM
(RBF)

42/98.12 27/98.68 17/98.98 08/99.38

MB-ZZLBP + FLDA + SVM
(POLY)

60/97.32 41/98.00 26/98.44 12/99.07

MB-ZZLBP + FLDA + NN
(ESA cosine distance)

60/97.32 42/97.95 26/98.44 17/98.68

3.3 Accuracy Observed on Subsets

For observing the accuracy several subsets are considered. The demonstration is
given below.

3.3.1 EYB Face Database

On EYB (5, 10, 20 and 30) training samples are considered and the remaining ones
are for testing. The partition ratio of the training and test images is set by using
the holdout method. On each subset, false counts are measured (on test set). The
formula is given as

[
Accuracy = Testsize−Falsecounts

Testsize ∗ 100
]
. The maximum accuracy is

observed after 37 runs. The best results of MB-ZZLBP descriptor are exploited by
the RBF classifier after applying FLDA. Table 2 shows the presentation analysis.

3.3.2 Faces94 Database

On Faces94 (3, 6 and 10) training samples are utilized. The maximum accuracy
is measured after 12 runs. On Train = 3 and Train = 6, the performance (of the
MB-ZZLBP descriptor) exploited by the POLY and (ESA cosine distance) are better
than the RBF classifier, after applying FLDA. On Train = 10, all classifiers achieve
similar results. Table 3 gives the analysis.

3.4 Results Comparison

In the EYB dataset, MB-ZZLBP + FLDA + SVM (RBF) is utilized for comparison
because it produces the best results. In the Faces94 database, the MB-ZZLBP +
FLDA + SVM (POLY) is used for comparison.
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Table 3 Performance analysis by using three classifiers

Proposed FR approach Training images

Tra = 3 Tra = 6 Tra = 10

False counts/accuracy

MB-ZZLBP + FLDA + SVM (RBF) 04/99.84 02/99.90 00/100

MB-ZZLBP + FLDA + SVM (POLY) 00/100 00/100 00/100

MB-ZZLBP + FLDA + NN (ESA cosine
distance)

00/100 00/100 00/100

3.4.1 EYB Database

In EYB database 13 approaches are considered for comparison. The descriptions of
accuracy attained by them are: RSLDA [22], DLA [22], LRDLSR [23] and CRC
[23] reach the rate of [87.46% 93.26%], [87.78% 93.09%], [91.18% 96.84%] and
[91.85% 96.39%] when 10 and 20 samples per individual are utilized for training.
LRR 8 × 8 overlapping [24], LRR 8 × 8 non-overlapping [24], LSDF [25], LSRP
[28], MVP [28] and MR-ELM [29] achieve accuracy of [89.76% 96.15% 97.97%
98.58%], [88.04% 95.15% 97.37% 98.22%], [50.60% 61.70% 70.20% 72.80%],
[71.69% 83.64% 91.61% 94.51%], [67.91% 81.93% 90.98% 93.35%] and [52.68%
75.25% 85.61% 92.78%]when 5, 10, 20 and 30 per individual samples are consumed
for training. GRSDA [26] and DSNPE [26] reached the rate of [82.70% 89.70%
93.40%] and [81.60% 87.60% 91.70%] when 10, 20 and 30 samples are consumed
for training. GODRSC [27] reaches recognition accuracy of 85.16% on training
size of 10. The proposed method blasted all approaches. Table 4 gives the results
comparison.

3.4.2 Faces94 Database

In the Faces94 database, six approaches are considered for comparison. The accuracy
achieved by them are: (FDCT+QSVD)-RWN [30], PCA+LDA [30], 2DPCA [32],
MP2DPCA [32] and P2DPCA [32] pulls off the recognition rate of 99.42%, 99.29%,
88.90%, 92.90% and 89.60% on training sample size of 10. Ridgelet transforms [31]
attain an accuracy of 97.14% on a training sample size of 3. The proposed method
outclassed the other approaches. Table 5 shows a comparison of the results.
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Table 4 Results comparison on EYB face database

All FR approaches Training images

Tra = 5 Tra = 10 Tra = 20 Tra = 30

Accuracy in %

RSLDA [22] N/A 87.46 93.26 N/A

DLA [22] N/A 87.78 93.09 N/A

LRDLSR [23] N/A 91.18 96.84 N/A

CRC [23] N/A 91.85 96.39 N/A

LRR 8 × 8, overlapping [24] 89.76 96.15 97.97 98.58

LRR 8 × 8, non-overlapping [24] 88.04 95.15 97.37 98.22

LSDF [25] 50.60 61.70 70.20 72.80

GRSDA [26] N/A 82.70 89.70 93.40

DSNPE [26] N/A 81.60 87.60 91.70

GODRSC [27] N/A 85.16 N/A N/A

LSRP [28] 71.69 83.64 91.61 94.51

MVP [28] 67.91 81.93 90.98 93.35

MR-ELM [29] 52.68 75.25 85.61 92.78

MB-ZZLBP + FLDA + SVM (RBF) 98.12 98.68 98.98 99.38

N/A—Not available

Table 5 Results comparison on Faces94 database

All FR approaches Training images

Tra = 3 Tra = 6 Tra = 10

Accuracy in %

(FDCT + QSVD)-RWN [30] N/A N/A 99.42

PCA + LDA [30] N/A N/A 99.29

Ridgelet transforms [31] 97.14 N/A N/A

2DPCA [32] N/A N/A 88.90

MP2DPCA [32] N/A N/A 92.90

P2DPCA [32] N/A N/A 89.60

MB-ZZLBP + FLDA + SVM (POLY) 100 100 100

N/A—Not available

4 Discussions

This work launched the novel descriptor in expression and illumination variations of
the so-called MB-ZZLBP. After computing square blocks mean, the ZigZag pixels
are compared, or in otherwords, the higher-order pixels are subtracted from the lower-
order pixels. The MB-ZZLBP transformed image produced after is then divided into
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3 × 3 sub-regions for extraction of histograms. The fused histograms are of the size
(feature) ofMB-ZZLBP. The reduction in dimension is done by FLDA. The proposed
method carries out remarkable outcomes on EYB and Faces94 databases. In the EYB
database, 13 approaches are considered for comparison and in the Faces94 database,
6 approaches are considered for the comparison. The proposed method outclassed
all the approaches.

5 Conclusion

This work presented a novel descriptor in illumination and expression variations of
the so-called MB-ZZLBP. After computing the mean of square blocks, the ZigZag
pixels are compared with each other, or in other words, the higher-order pixels
are subtracted from the lower-order pixels. The MB-ZZLBP transformed image
produced after is then divided into 3 × 3 sub-regions for extraction of histograms.
The fused histograms are of the size (feature) ofMB-ZZLBP. The reduction in dimen-
sion is done by FLDA. The proposed method carries out remarkable outcomes on
EYB and Faces94 databases. In the EYB database 13 approaches are considered
for comparison and in the Faces94 database six approaches are considered for the
comparison. The proposed method outclassed all the approaches.
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A Critical Review on Secure
Authentication in Wireless Network

Manoj Diwakar, Prabhishek Singh, Pramod Kumar, Kartikay Tiwari,
and Shashi Bhushan

Abstract Wireless network connectivity is capable of addressing various mobility
issues and helps users of smartphones to navigate around and remain connected to the
network without taking control of their location. The 802.11 architecture is similar
to cell architecture. This paper provides a short overview of wireless networks, their
benefits over wired networks and urgent exposure to security concerns. The 802.11
architecture and the different facilities it delivers are pursued and then the motivation
for doing the study is followed.

Keywords Handshake protocol · Network security · Denial of service · WLAN

1 Introduction

Wireless network communication is able to address various mobility issues and
provides freedom to mobile users to roam around and still remaining connected to
the network, without worrying about their location [1–6]. The 802.11 architecture is
similar to the cellular architecture. The whole system is divided into different cells
called basic service set (BSS) where each cell is controlled by its respective stations
(access points). Now, in order to support mobility issues, AP of the respective cells
are connected by some backbone system, generally a distributed system, which is
a wired network [7–12]. This whole system of interconnected cells which includes
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their respective APs and the distribution system is called extended service set (ESS)
[13]. Various components of the architecture are1:

• Stations

Any entity that can be connected to a wireless network is termed as stations. These
stations are generally battery-driven and include laptops, palmtops and notebooks
[14–18]. All of them have a network interface card (NIC) which has a unique MAC
address and helps in identifying the system over the network. Stations can be classi-
fied into two sub-categories [3]: access points and clients. Access points are normal
wireless clients with have higher computational power and other resources. They are
connected to a distributed system which in turn is connected to other wired networks
and thus enables wireless clients to transmit and receive radio frequencies. Wireless
clients includemobile and portable devices like palmtops, notebooks havingwireless
network interface card.

• Basic Service Set

It is the atomic unit of IEEE 802.11 WLAN comprising some stations which run
the copy of similar MAC protocol and compete with one other for getting access to
the wireless medium shared between them. The BSS resembles the cell as present
in cellular architecture. Every BSS has its id known as BSSID that serves the wire-
less clients within that BSS. BSS exists in two modes [19–23]: independent BSS and
infrastructure BSS. IBSS is generally like ad hoc networks in which stations commu-
nicate with one another in a direct manner and is set up for a very short period or
interval; when the communication ends, it gets dissolvedwhile in infrastructure BSSs
if two nodes wish to communicate, then they are able to perform this by means of
AP, i.e., first they send data to AP which then sends it to other communicating nodes
[24–28].

• Extended Service Set

BSS makes the communication over a small range, i.e., within the coverage range
of AP. Therefore, in order to enhance and lengthen or expand the range of the AP,
i.e., the coverage area, BSSs are linked to each other by having some backbone
network (distributed system) in the back of the network to form a region known as
extended service set (ESS) [29]. All the APs within the ESS have the same service
SET identifier (SSID).

• Distributed System

The main role of DS is to connect several BSSs to the wired network to result in an
ESS. Several BSSs are connected via their respective APs which are connected to a

1 Please note that the LNEE Editorial assumes that all authors have used the Western naming
convention, with given names preceding surnames. This determines the structure of the names in
the running heads and the author index.
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distributed system which in turn gets connected to different 802.1x wired networks
[4]. When a frame is received by the distributed system, it checks the MAC address
and relays it to the appropriate AP, which in turn relays the frame to the destination
client.

• Distribution System Services

The major role of these services is to interconnect various BSSs with one another
with the help of connecting their respective APs to the distributed system so that
services of the wired networks can be extended to WLANs by connecting DS to
integrated IEEE802.1x LANs. These services [11–15] can be implemented within
the respective APs of the BSSs or can be provided by using some special-purpose
devices which are attached to the DS.

• Station Services

Providing station services is a basic feature of any IEEE 802.11 complying station
which also includes access points [16–20]. These services are essential in order to
deliver messages to the intended recipients. They provide confidentiality and privacy
services in order to protect the messages being communicated between the stations.
Also included are the authentication services in order to confirm the identity of the
client so that they can avail access to other services.

2 IEEE 802.1X Framework

It provides a port-based access control mechanism to devices connected through
various 802 LANs for authorization and authentication services [20]. It also serves
the purpose of distributing the secure keys by use of various encryption techniques
between different compatible clients, supplicants and access points, thus optimizing
the public key authentication.

It has been proved that earlier methods of authentication, namely open system
authentication and shared key authentication are not secure, therefore in order to
counter the attacks, IEEE802.11i defined RSNA as a mechanism to provide strong
mutual authentication and generate fresh temporal keys in order to provide strong
confidentiality services. In network discovery, a wireless client always searches the
available channels for these Beacon frames and responds with Beacon response
frames to the access points depending on the available signal strength. In authenti-
cation and association, once the supplicant is authenticated, it sends the association
request frame to the AP and indicates its security capabilities. AP replies with the
association response frame indicating the association result. After this stage, the
client/supplicant is said to be authenticated and associated.
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3 A Comparative Study

However, the authentication achieved is not very strong, therefore subsequent phases
are followed in order to make it more secure. Here, the RADIUS server and the client
execute a mutual authentication protocol, i.e., EAP-TLS between them and AP just
acting as a relay to forward messages. At the end of this stage, a shared key called
PMK is generated between the two which is used for the derivation of subsequent
keys. The authenticator only permits the 802.1X messages to allow it through port
(off) before the client is being authenticated. The EAP messages or frames from the
client are then relayed to the authentication server by means of an authenticator port
access entity (PAE) [20].

3.1 Temporal Key Integrity Protocol

With many inherent weaknesses found in the use of WEP, a new scheme was intro-
duced which can provide far better security. An attacker can easily get the secret key
being used in the WEP technique within few minutes and in some situations even
can decrypt the packets without having any apprehension about the secret key, thus
is prone to very serious attacks. TKIP [18, 22] was used on top of an already used
scheme, i.e., WEP in order to make it more secure and hide its weaknesses.

TKIP made many modifications in WEP which can limit many of the earlier
attacks on WEP:

• Use ofMIC as ameans to protect the integrity of the generatedmessage bymaking
use of a new algorithm called Michael.

• Involving the use of a per-packet sequence counter in order to protect the entities
from replay attacks.

• Use of per-packet key-mixing technique (function) in order to make it secure
against weak-key attacks of the attacker on WEP secret key.

• Use of some countermeasures to handle attacks against MIC since due to some
design constraints it is not deemed to be very secure.

3.2 Vulnerabilities of IEEE802.11i Standard

• Prone to denial of service (DoS) and DoS flooding attacks like RF jamming,
session hijacking.

• Unprotected management frames lead to pinpoint the location of devices, thus
making them vulnerable to DoS attacks and to guess the network topology.

• Control frames are also unprotected and send in plain text over a network.
• Possibility of de-authentication and disassociation attacks is very high.
• Vulnerable to offline guessing attacks.
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• No protection for EAPOL frames.

The temporal key (TK) is generated bymeans of theEAPOLhandshakeprocedure.
The very first step of this technique is to get the per-packet key which is done in two
phases. The first phase keymixing procedure takes a temporal key (TK), transmitting
station address (TA) and 32 MSBs of TKIP sequence counter (TSC) as its input and
outputs TTAK which is of 80 bits. The second phase key mixing procedure takes
TK, TTAK and 16 LSBs of TSC as its input which results in the generation of WEP
seed represented as 128-bit key (104-bit RC4 secret key and 24-bit IV for WEP).

TKIP also introduces a mechanism for checking the integrity of the message
called MIC which is generated by means of the Michael algorithm which takes
three inputs. Then the computed MPDU plus generated MIC is fragmented based on
network packet size if required which is then send for WEP encapsulation as plain
text.

3.3 Flaws in WPA

• Use of pre-shared keys as an alternate mechanism for providing authentication is
a serious drawback.

• Dictionary or brute-force attacks are still possible.
• Vulnerable to DoS and DoS flooding attacks.

3.4 Wi-Fi Protected Access (WPA)

In 2002, Wi-Fi Alliance (WFA) presented a new mechanism called WPA [10] as
a temporary or provisional solution to counter the attacks which were prevalent in
WEP. Some of its benefits over WEP are:

• Usage of temporal key integrity protocol (TKIP) for providing confidential
services.

• More secure user authentication mechanism.
• Proper use of the RC4 algorithm makes networks more secure.
• Use of more complex and secure hash functions.
• Avoids re-use of the initialization vector.

There exist two modes of WPA, namely enterprise WPA; personal/WPA-PSK
(pre-shared key). In enterprise mode, there is a centralized network entity called
RADIUS server which provides services related to authentication, authorization and
access control, while in personal mode there is no such concept of the RADIUS
server and the client needs to know the WPA shared key generated by the AP and
SSID of the network to be connected.
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3.5 Working of WEP

WEP was the very first technique to provide security in WLAN by use of the RC4
encryption algorithm [1, 2]. Its working at sender and receiver side can be explained
as follows:

3.5.1 At Sender Side

As shown in Fig. 1 at the start, both the sender and receiver share a secret key Ks.
Assume S to be the supplicant/client which sends M (message) to the receiver at the
other side [1, 18]. S then also calculates checksumknown as cyclic redundancy check,
which is then appended or concatenated with message M. Let this be represented as
X= (M, CRC). Then supplicant encrypts this X using the RC4 encryption algorithm
that takes two inputs to generate a keystream KS. The two inputs are:

(1) Shared key Ks of length 40 bits.
(2) An initial seed, which is called initialization vector IV.

Now this keystream KS is XORed with X which in turn produces the desired
ciphertext C. The major drawback is that IV is sent without using any encryption
algorithm, i.e., clear text is communicated over the network. To re-produce the orig-
inal keystream, the generated ciphertext is XORed with the same keystream KS,
i.e.

KS ⊕ X = ((X ⊕ KS) ⊕ KS) = X ⊕ (KS ⊕ KS) = X.
But in order for the receiver to reconstruct KS, IV should be known. Therefore, IV

is appended to ciphertext before being sent over the network. The major drawback is

Fig. 1 WEP encryption algorithm (sender side)
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that IV is sentwithout using any encryption algorithm, i.e., clear text is communicated
over the network.

3.5.2 At the Recipient Side

As shown in Fig. 2, the WEP key and initialization vector is passed through the
pseudorandom generator in order to obtain the keystream which is then XORed with
the ciphertext to get the IV and the plaintext combination [2]. Now the plaintext is
separated from the initialization vector and plaintext is passed through the integrity
algorithm to get the new initialization vector IV1, which is then compared with the
received IV.

3.6 Flaws in WEP

WEP is considered very weak and it has been verified and justified that the WEP
secret key can be broken within few minutes by the attacker. The major flaws [2–10]
in WEP which make it insecure and vulnerable to various attacks are:

• Use of 24-bit initialization vector which exposes it to diverse attacks since it is
of very short length and is appended with ciphertext as it is without using any
encryption technique.

• No mechanism to prevent replay attacks.
• No support for key management and mutual authentication.
• Improper use of RC4 algorithm for providing privacy and authentication services

since at every stage of RC4 encryption the same keystream is being used for
encryption.

• Use of a 40-bit WEP key for encryption has been proven to be insecure as the key
can be broken within fewminutes. Therefore, a larger key of 128 bits is suggested.

Fig. 2 WEP decryption algorithm (recipient side)
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• Data source authentication: There is no mechanism for the source of data being
authenticated. The use of CRCs permits attackers to frame their fake messages
which have the same CRC as of original message and impersonate them as they
are being originated and arrived from an authentic or known entity. Using MAC
can be a very good measure in order to prevent this type of attack as they are used
for data source authentication. Other measures can be to make CRC inaccessible
to attackers by encrypting it or applying some kind of technique, but WEP failed
to achieve this.

• Use of only onemechanism to implement all security services which are presently
based on data privacy service in case of WEP which is also a major drawback of
any security service.

3.7 Enhancements Over WEP

In order to counter the inherent flaws inWEP, a new algorithm was developed which
was more secure and is interoperable with wired equivalent privacy (WEP), i.e., no
extra hardware required for its implementation.

3.7.1 Enhanced WEP (eWEP)

eWEP [14] is one of the leading accomplishments in securing the wireless network.
Its applications are analogous to that of WEP except it tries to probe the mechanisms
to protect the initialization vectorwhich is dispatched and relayed in plaintext over the
network, thus providing one of the solutions for securing the network from attacks.

3.7.2 Working

To start or begin the process of encryption, sender S and receiver R mutually agree
on some initial IV (IV1) [14]. Then a new random IV, i.e., IV2 is generated by S.
Now sender S with the help of key Ks and IV1 generates a keystream KS by using
RC4 as encryption algorithm. Then CRC is calculated and succeeded or attached to
M1 which in turn is equivalent to X1 = (M1, CRC), IV2 is appended to X1. Then this
whole message is XORed with previously generated keystream KS1. The process
continues this way for all the fragments M1, M2 … Mn as shown in Fig. 3. This
whole message is then sent over the network to receiver R.

The process is almost similar in comparison to that of WEP. The major difference
or change is that here we will encrypt X = (M, CRC) and IV (initialization vector)
with RC4 encryption algorithm in turn to hide IV from an attacker. In this sender
S encrypts Xi appended to IVi+1 with the help of an IVi from the previous step.
Therefore, the receiver needs to know only the initial IV, i.e., IV1 is required to
decrypt the first frame, which in turn reveals IV2 used for the decryption of the
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Fig. 3 Encryption process in eWEP

second frame and the process continues in the same manner. At the receiver end, R
first decrypts the message by knowing IV1and then stores the appended IV2 with it,
which in turn is then used to decrypt the next frame being received from S and this
process continues, which ultimately leads to the decryption of all successive frames
being received by receiver R.

4 Conclusions

The major contribution of this paper is to analyze the major issues on security in
WLAN. IEEE802.11i is the latest standard being used to provide security inWLANs.
It specifies two frameworks for being used in 802.11 WLANs, one being the robust
security network (RSN) and the other being the pre-RSN.Anetwork entity is assumed
to being RSN-capable if it is able to create the RSN associations between the commu-
nicating entities, otherwise, it is assumed as pre-RSN entity. Any network is termed
as an RSN security framework if it allows robust security network associations with
RSN-capable network equipments. Similarly, any network that is able to allow only
pre-RSN association between the network entities is termed as pre-RSN framework
for network security. The main point of difference between these two frameworks
is that of four-way handshake procedure, depending on whether it is included in the
authentication and association process.
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Abstract This paper presents a brief description of the wireless networks, their
advantages over wired networks and security issues requiring immediate attention. It
is then followed by 802.11 architecture and various services offered by it and then the
motivation for conducting the research. Thereafter, a problem statement outlining the
inherent flaws in the present IEEE 802.11i standard is presented. Hence, a method is
proposed to overcome the denial of service using the handshaking approach. Finally,
the results are discussed and concluded.
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Table 1 Security services w.r.t security threats

Security services Security threats

Traffic analysis Eavesdropping Masquerade DoS Authorization

Privacy ✓ ✓ ✓ ✓

Authentication ✓ ✓

Integrity ✓ ✓

Access control ✓ ✓

Non-repudiation ✓ ✓

1 Introduction

WLAN is a wireless technology that is gaining universal acceptance due to its low
cost, scalability and ease of installment, and the major advantage is support for
mobility. In today’s world, the major requirement of any user is of having continuous
connectivity while roaming [1–5]. Despite providing these features it also suffers
from issues like security and low quality of service, including lower data rates and
frequent disconnections. Now five security services need to be achieved in order to
provide security in any wireless network, namely privacy, authentication, integrity,
access control and non-repudiation [6–10]. Table 1 shows which security services
are required in order to prevent security threat and secure the wireless network.
Therefore, in order to provide these security services and to prevent these attacks,
various techniques and standards were defined [11–15]. Wired equivalent privacy
(WEP) was the first major breakthrough in providing security to wireless networks,
but it suffered from various types of attacks, and the secret key used was not secure
enough andwas proved to be breakablewithin fewminutes. The latest standardwhich
is being used presently to secure the wireless network is IEEE802.11i, which uses
the best of earlier techniques and mechanisms to give a better and secure solution [4,
16–19].

2 Wired Equivalent Privacy (WEP)

WEP [20] was the first security algorithm that was originally included as a privacy
mechanism in IEEE802.11 standard and was later ratified in Sep 1999 to incorporate
more security features. The main aim of WEP was to provide some level of security
to wireless networks. Various services [21–24] being offered by it include:

• Data secrecy/privacy: It is simply the prevention of data from the attackers so
that it can only be read by authentic members. This comprises various encryption
algorithms which are used to encrypt data being communicated over the network.

• Data integrity: It simply guarantees that data being communicated over the
network has not been altered and is genuine.
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• Access control: It basically depends on the integrity of data. A message which is
corrupted is rejected and deemed as non-authenticated.

WEP defines two methods of authentication for WLAN:

(1) Open system authentication: It is one of the convenient and feasible authen-
tication algorithms [25–27] and is used as a default algorithm for providing
authentication services as shown in Fig. 1. The steps followed are:

• Client sends an authentication request frame to the access point.
• AP in response sends the authentication response frame which specifies

approval or disapproval of the authentication request.

(2) Shared key authentication: As shown in Fig. 2, it is a four-step process and
begins by sending the authentication request message by the client to an access
point which in response generates a challenge text and sends it to the client
in other authentication of this frame [28–32]. The client after receiving this
frame extracts the challenge text, encrypts it and reverts back the message
frame to AP. AP then decrypts the message and tries to correlate it with the

Fig. 1 Open system authentication

Fig. 2 Shared key authentication
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original authentic challenge text being sent by it. If it matches then it justifies
the identity and status of the client and it responds accordingly.

3 Proposed Methodology (Modified Four-Way Handshake)

This segment proposes an option changed four-way handshake answer for forestall
DoS andDoSflooding assaultsmore than four-wayhandshake period of IEEE802.11i
standard as appeared in Fig. 3. The message streams are:

(i) Mail 1: [A, Nonce1, Sequence, Msg1];
(ii) Mail 2: [B, Nonce2, Nonce1, Sequence + 1, Msg2, MICPTK ([Nonce2

XORNonce1], Sequence + 1, Msg2)];
(iii) Mail 3: [A,Nonce2, Seq+ 1,Msg3,MICPTK (Nonce1, Sequence+ 1,Msg3)];
(iv) Mail 4: [B, Sequence + 1, Msg4, MICPTK (Sequence + 1, Msg4)];

Here, PTK = PRF (PMK, Nonce2, A, B).

Here the significant change over standard four-way which has been done to fore-
stall DoS assaults is that Nonce1 esteem communicated by the authenticator in Mail
1 which is the significant wellspring of propelling DoS assaults is never put away at

Fig. 3 Modified four-way handshake process
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the petitioner side and rather the public transient key (PTK) is determined uniquely
as the capacity of SNonce esteem which is the pseudorandom number created at the
petitioner site. Additionally, the determined PTK is put away just a single time at the
petitioner side in the wake of accepting the message1.

Steps to be followed are:

(i) AP builds message1 and sends it to petitioner S.
(ii) When Supplicant gets Message1:

• Generate and store SNonce esteem.
• Calculate PTK as the capacity of SNonce (ANonce esteem isn’t thought

of).
• Store PTK and transfer message.

(iii) After getting Message2 by AP:

• Calculate PTK by a similar instrument.
• Verify MIC.
• Construct and send Message3.
• Acknowledge receipt of Message3, construct and send Message4.

4 Results and Discussion

The proposed solution was implemented by developing a program using Java as a
language on the Windows32 platform. The program is having three entities, namely
a supplicant, access point and attacker. First, the authentication process in order to
validate thePMKand to generate other succession keys begins between the supplicant
and the authenticator, i.e., AP. The attacker is the entity that tries to forge messages
(Message1) being sent over the network and thus tries tomountDoSandDoSflooding
attacks. There is a separate message program file imported by every entity of the
program, and it consists of the general framefieldswith respective get and setmethods
that are used to access the data fields of the frames.
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Access Point/Authenticator

Supplicant/Client

Attacker

When a standard four-way handshake process is implemented, it has been noticed
that as the fake packet rate, i.e., Message1 is increased, the time at which memory
gets exhausted decreases rapidly. The memory size of the client was fixed to 5 Mb.
As Table 2 shows when Message1 frames were sent by the attacker at the specified
rate after sending Message2 by supplicant and before receiving Message3 frames
from the authenticator.
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Table 2 Memory DoS flooding attack on the proposed solution

Delay between the packets (ms) Average time until memory
exhaustion

Packets sent by the attacker

50 – 20

30 – 35

10 – 50

Table 3 Comparison of four-way handshake versus proposed solution

Parameters Four-way handshake Modified four-way handshake

DoS attack Possible Secure

Memory exhaustion Occurs Never occurs

Security Less More

Overhead More Least

Protection of management and control
frames

Not protected Not protected

Table 3 compares the four-way handshake process with the proposed solution.
The overhead involved in the modified four-way handshake process is the least since
PTK is calculated only once at the client-side for the whole process and the SNonce
value is also generated and stored once in the whole session.

5 Conclusions

The most helpless piece is the sending of message1 which is sent decoded over the
system. Likewise, it gives a way to making sure about control and the executive
outlines which are additionally handed off in plain content over the system and can
along these lines effectively bemanufactured by the aggressor. It is likewise protected
frommemory depletion assaults since Nonce1 is never put away at the petitioner side
since it very well may be unscrambled distinctly by the petitioner. Presently so as
to make management and control outlines secure, the FCS field of these casings is
adjusted to clear a path for the message integrity check field (MIC) without annexing
any additional field for it in this manner making it perfect with prior control and the
executive outlines.
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Teaching Bot to Play Thousand
Schnapsen

Andżelika Domańska, Maria Ganzha , and Marcin Paprzycki

Abstract During recent years, AI found its ways to games. Here, imperfect informa-
tion games, such as Thousand Schnapsen, bring about major challenges. In this work,
the rules and characteristics of this game have been described. Next, an overview of
existing literature, focusing on similar problems, has been presented, followed by
a summary of selected methods for finding an optimal strategy along with applied
modifications. Finally, the results of the experiments are discussed.

Keywords Card games · Thousand Schnapsen · Machine learning

1 Introduction

Thousand Schnapsen (also known as Russian Schnapsen) is one of the most popular
card games in Poland. It is also played in countries such as Russia, Belarus, and
Ukraine. The goal of the game is to score a total of at least 1000 points. The first
player to do this wins. The game can be played by 2, 3, or 4 people. In this work, a
4-player version is considered. Local variants of the game introduce additional rules,
e.g., in different regions of Poland, different scoring for “marriages” is applied.
Hence, let us summarize the rules used in this contribution.

A. Domańska · M. Ganzha
Warsaw University of Technology, Warsaw, Poland
e-mail: M.Ganzha@mini.pw.edu.pl

M. Paprzycki (B)
Systems Research Institute Polish Academy of Sciences, Warsaw, Poland
e-mail: marcin.paprzycki@ibspan.waw.pl

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. Tomar et al. (eds.), Machine Learning, Advances in Computing, Renewable Energy
and Communication, Lecture Notes in Electrical Engineering 768,
https://doi.org/10.1007/978-981-16-2354-7_57

645

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2354-7_57&domain=pdf
http://orcid.org/0000-0001-7714-4844
http://orcid.org/0000-0002-8069-2152
mailto:M.Ganzha@mini.pw.edu.pl
mailto:marcin.paprzycki@ibspan.waw.pl
https://doi.org/10.1007/978-981-16-2354-7_57


646 A. Domańska et al.

1.1 Game Rules and Characteristics

Consecutive games are played until one of the players scores 1000 points. The player
who collected at least 800 points can get more if and only if (s)he wins an auction. In
the 4-player version, the dealer is not an “active player”. Still, (s)he can score points
(see, Declaration). Each game consists of the following 5 stages.

Dealing A standard deck of 24 cards (9—Ace) is used. The dealer deals 7 cards
to each player and the remaining 3 constitute the stock (hidden cards).

Bidding Dealer does not participate in this stage. Bidding starts from the person
sitting to his left, who must bid at least 100 points. The next player (to the left) may
raise the declared number, by a multiple of 10, or pass. Bidding continues until all
but one player have passed. Since the maximum number of points that can be scored
in a single game is 360, this is the maximum value that can be declared. A player
can score 360 points when (s)he has three strongest marriages (valued at 240 points)
and an ace of their suit. With an extremely “bad hands” of all opponents and their
suboptimal game, it is possible to collect all cards (scoring 120 points), for a total of
360 points.

Declaration Next, the stock is revealed and the dealer receives points “found
there” (Ace gives 10 points; marriages give values presented in Table1).

Stock cards are taken by the highest bidder, who gives one card to each opponent
(from that game). Before the game starts, (s)he must declare how many points (s)he
plans to score (number not lower than that from the bidding).

GameplayThegameconsists of placingone cardon thepile by successiveplayers.
It consists of 8 rounds (one for each card in hand). The winner of the bidding starts
the game. The winner of each round is the player who played the highest card. The
winner of the round starts the next one. Here, two rules apply.

1. The same suit—if possible, the player must place a card with the same suit as
the first card on the pile.

2. Card with higher value—if possible, the player must place a card with a higher
value than the strongest card on the pile.

When the pile is empty, the player may check-in (place queen or king of the same
suit, provided that (s)he has both). Here, point bonuses are awarded as in Table1.

Each card has a rank and color. Here, T denotes the “10” card in the standard
deck. Note that, T is “stronger” than J , Q, and K . Overall, set of cards is defined
asD = R × C, whereR = {9, J, Q, K , T, A} is set of ranks and C = {C, D, H, S}
is set of colors. Each card has “value” depending on rank, defined by function f :
R −→ {0, 2, 3, 4, 10, 11} represented in Table2.

Table 1 Values of marriages

Suit

Value 40 60 80 100
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Table 2 Rank values

r 9 J Q K T A

f (r) 0 2 3 4 10 11

However, the “strongest” card in the pile depends on the current state of the
game. Here, relevant are: (1) color of the first card on the pile F ∈ C and (2) current
marriage color (if any marriage was checked-in) M ∈ C ∪ {∅}. Thus, the contextual
value of the game is defined by h : D −→ R. This function must meet the following
conditions: (a) card of the same color with a higher value has higher contextual value;
(b) card of color, other than the color of the first card, and the current marriage has
a lower contextual value than any card of the color of the first card or of the current
marriage; and (c) any card of the color of the first card has a lower value than any
card of the color of the current marriage (if they differ).

Counting points At the end of the game, players count rank values of collected
cards and bonuses for checked-inmarriages. If the winner of the auction has scored at
least the number of declared points, this number is added to her total score otherwise,
it is subtracted. The remaining players receive the scored points unless they have
exceeded the threshold of 800 points.

Thousand Schnapsen is a trick-taking card game. Players try to collect as many
opponents’ cards as possible.As the opponents’ cards are unknown, it is an imperfect
information game. Moreover, it is not a zero-sum game. The value of all cards, in
a single game, is 120, while the number of checked-in marriages depends both on
the card split and the implemented strategies. This complicates the development of
game-playing strategies (and training of bots).

Another difficulty is the large number of states. Before the game starts, each player
has 8 cards (9,464,816,790 initial hands). The bidding winner knows her cards and
one card from each opponent. Thus, the number of initial opponents’ hands equals
3,432. The remaining players know their cards (they do not know what happened
with two cards from the stock). Thus, the number of possible initial hands equals
12,870. Overall, the lower bound on the size of the game tree is 328,801, while the
upper bound is 323,593,859,345,481. Obviously, these numbers are recalled only to
illustrate the complexity of the game.

2 Related Work

Thousand Schnapsen is not a widely known game. Hence, instead, we discuss card
games with incomplete information. Here, authors, typically, focus on variants of
Poker or Bridge. However, attempts to apply AI in Austrian Schnapsen [10, 11] or
the Swiss game Jass [4] can be found. In the latter article, an overview ofmethods that
can be used for this type of game can be found. Overall, in the literature, algorithms
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based on expert knowledge (see, [1, 5, 7, 9]), reinforcement learning (e.g., Temporal
Difference Learning, Policy Gradient, First-Order Methods, Neural Fictious Self
Play [3], and Counterfactual Regret Minimization discussed in Sect. 2.1), Monte
Carlo methods [11], and evolutionary algorithms are considered. Interested readers
should consult references for pertinent details. Upon careful examination of the
literature, we have decided to experiment with CFR and its modification that uses
neural networks for function approximation—Deep CFR [2]—which showed the
most promise in similar games.

2.1 Counterfactual Regret Minimization (CFR)

The CFR algorithm was proposed in 2007, for imperfect information games with
large state spaces [12]. It uses iterative generation of new strategies (strategy profiles)
that should converge to the Nash equilibrium. Its aim is to minimize regret value,
introducing a new concept of counterfactual regret. Let ui be the payoff function for
player i , Σi set of his strategies, σ t the strategy profile at time t , and σ t

−i strategies
of opponents at time t . Then regret can be defined as follows:

RT
i = 1

T
max
σ ∗
i ∈Σi

T∑

t=1

(
ui (σ

∗
i , σ t

−i ) − ui (σ
t )

)
(1)

The concept introduced by the authors of the CFR algorithm is to define regret
RT
i,imm(I ) separately for each information set I ∈ I. This approach is appropriate

if and only if minimizing RT
i,imm(I ) for each I ∈ I means minimizing RT

i . On the
basis of the calculated regret, it is possible to determine a new strategy using, for
example, regret matching. The basic version of CFR requires the value of RT

i (I, a) to
be stored for each possible state I ∈ I and action a ∈ A(I ). If |I| is very large, this
is not feasible, due to limited RAM size. Two solutions are then proposed. (1) To use
expert knowledge to create a state abstraction using advanced domain knowledge.
(2) To use neural networks to approximate the function (see [8]). This modification
is called Deep CFR and in application to Limit Texas Hold’em, it outperforms the
NFSP [2].

Theoretical convergence of the CFR to the Nash equilibrium is ensured only for
2-player games [2]. Nevertheless, attempts to use it for 3-player games have shown
its potential [6]. Even if, despite the lack of theoretical foundations, as a result of the
CFR algorithm, a good approximation of the Nash equilibrium is calculated, it does
not mean that an optimal strategy is found. Moreover, even finding the exact Nash
equilibrium also does not, in theory, guarantee the calculation of the optimal strategy.
This shows that games for more than 2 players are problematic for all algorithms
based on Nash equilibrium calculation.
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3 Applying Selected Approaches to the Game Playing

Let us elaborate on the scope of our work. First, note that, during the single game,
player can make non-optimal decisions that lead to worse result, but also prevent him
from immediate loss in the whole game. Considering it while training the bot is non-
trivial and therefore it has been omitted. It allowed to consider each game completely
independently of the previous ones. Finally, the 4-player version does not differ from
the 3-player one, in the game-playing phase. Therefore, in what follows, the 3-player
version is considered.

In the game, two problems can be distinguished. (1) Optimal bidding, taking into
account the points, cards in hand, and the state of the auction. (2) Finding the optimal
strategy for playing cards, based on the history of the game, cards in hand, cards in the
pile, and the color of the last checked-in marriage. Since these are two independent
problems, the latter is the focus of this work.

3.1 Reasoning

As the game progresses, players reveal information about their cards, through suc-
cessive moves. Therefore, it is important to efficiently reason and remember which
cards opponents definitely do/do not have. Based on the rules of the game, basic
rules for inferring the status of opponents’ cards can be defined.

If the opponent checked-in a “marriage” using Q or K , then (s)he is sure to have
a second card of the pair. If, as the first card on the pile, the opponent chose a Q
or K and didn’t check-in, then (s)he does not have the second card of the pair. The
application of above-stated rules, concerning cards that should be added to the pile,
allows us to determine which cards opponents do not have.

3.2 Payoff Function

To implement the game, it is necessary to define the payoff function. Let H be the
set of all states, Z ⊂ H the set of final states, and P = {1, 2, 3} the set of players.
Also, let the function pi : Z −→ Z ∩ [0, 360] return the number of points earned by
i-th player in state z ∈ Z . Simple reward function defined as ui (z) = pi (z) doesn’t
meet fixed-sum condition 2.

∀z∈Z
∑

p∈P
u p(z) = 400 (2)

Letm : C −→ {40, 60, 80, 100} be a function, which returns bonus for a marriage
in a given color. Moreover let Cunused : Z −→ 2C be a function that returns the set
of colors of not checked-in marriages, for the final state. Modified function u p can
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be defined as follows:

ui (z) = pi (z) + 1

|P|
∑

c∈Cunused(z)

m(c) (3)

Proof that function 3 meets the condition 2 is trivial.

3.3 Implementing CFR

The CFR requires a full traversal of the game tree, which can take a very long time
(over 40min on a moderate computer). Therefore, the External-sampling MCCFR
variant, which does not require a full traversal, was chosen. Here, full tree traversal
is replaced with the Monte Carlo sampling. Here, in the nodes where the movement
belongs to the highlighted player, a full traversal is performed, and in the remaining
nodes, a random action is selected. The probability of selection is defined by the
current strategy.

Since the number of game states is very large, it was necessary to use abstraction.
Moreover, proper encoding of the card set was needed. Since the used deck consists
of 24 cards, it can be represented as a 24-bit number. If the i-th bit is set, it means
that a card of index i is in the given set. For example set {(9, S), (Q, D), (A, H)} is
encoded by 8 404 993, with binary representation:

1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1
| | | | | | | | | | | | | | | | | | | | | | | |
AH QD 9S

The proposed representation saves memory, but requires additional computations
to encode and decode the cards.

In addition to encoding the cards, reasoning, described in Sect. 3.1, was used.
Ultimately, the state was defined using:

• encoded set of cards that can be used by the player,
• encoded set of rest player’s cards,
• encoded set of cards possibly owned by opponents,
• encoded sets of cards that are for sure owned by each opponent.

To reduce the state set, it is possible to represent similar situations the same.
Hence, it was proposed to “unify” the sets of cards by “shifting” the colors. This
operation, shown in Example 1, consists of “cutting out” the encoding fragments
corresponding to the colors, from which there is no card in any of the given sets, and
completing the encoding, on the right, with zeros to the length of 24.
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Example 1 There are two sets of card sets:

(a) {(9, S), (Q, D), (A, H)}
{(T, S), (K, D)}

(b) {(9, S), (Q, C), (A, H)}
{(T, S), (K, C)}

These sets are originally encoded as follows:

(a) 100000000100000000000001
000000001000000000010000

(b) 100000000000000100000001
000000000000001000010000

The code fragments, corresponding to the colors that are empty, in each encoding
from a given set, have been marked in blue. After performing the unification, the
obtained encodings are as follows:

(a) 100000000100000001000000
000000001000010000000000

(b) 100000000100000001000000
000000001000010000000000

3.4 Deep CFR

Deep CFR [2] is a variant of CFR, based on neural network function approximation.
The method scheme is very similar to that for tabular CFR. Calculation of the current
strategy, in a given state, is done using the advantage network. During subsequent
traversals of the game tree, new training data is obtained for the network and stored
in buffer(s) with a limited capacity. These buffers use the reservoir samplingmethod.
At the end of each iteration, the policy network is also trained, which “stores” the
calculated strategy. Both networks may or may not have the same architecture.

Encoding a game state, for use in Deep CFR, should meet different requirements
than encoding for standard CFR. The use of neural networks eliminates the need to
code sets of cards with a single integer. Moreover, unification described in Sect. 3.3
is not advisable, as this extra work may slow the learning process.

To reduce the number of states, without losing information that can be useful in the
decision-making process, is to use inference about opponent’s cards (see, Sect. 3.1).
Remembering game history is redundant. Information about the course of the game
can be represented by: (a) set of cards that can be owned by both opponents, (b) set
of cards that can be owned by the first opponent, and (c) set of cards that can be
owned by the second opponent. Moreover, encoding of checked-in marriages can be
achieved by coding with the set of colors and the designation of the last checked-in.

Note that, while the first round is started by the winner of the bidding, the next
is started by the winner of the previous round. However, based on the information
which player starts which turn, it is possible to clearly determine which player will
be next (clockwise). This allows to replace the original opponent IDs with IDs in the
context of the current sequence. After all simplifications, the full game state consists
of: (1) set of player’s cards, (2) list of cards in the pile, (3) set of cards that can
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Table 3 Game state encoding

Position Data

0–23 Set of player’s cards

24–71 List of cards in the pile

72–95 Set of cards that can be owned by both opponents

96–119 Set of cards that are for sure owned by the first opponent

120–143 Set of cards that are for sure owned by the second opponent

144–148 Set of checked-in marriages

149–151 Trump

be owned by both opponents, (4) set of cards that are for sure owned by the first
opponent, (5) set of cards that are for sure owned by the second opponent, (6) set of
checked-in marriages, and (7) trump.

Card-sets were encoded as binary vectors of length 24. Since there can be 0, 1, or
2 cards in the pile, it is encoded by 2 binary vectors (of length 24), corresponding to
the first and the second card. When there is no second or, even, first card in the pile,
the corresponding vectors are all zeros. Otherwise, in the position corresponding to
the index of the card it encodes, there is one.

Colors of checked-in marriages are encoded by a binary vector of length 4. The
trump is also coded by a binary vector of length 4. When no check-in has occurred
yet, the vector consists of all zeros. All codes are combined into one binary vector
of length 152, summarized in Table3.

In Sect. 3.2, an approach to modifying the reward function has been proposed so
that the game can be classified as a fixed-sum game. This solution was also used for
the Deep CFR algorithm. Additionally, the standardization of the values expected on
the advantage network output has been introduced. The payoff values are in the range
[0, 400]. Their weighted average also is in this range. Due to the regret definition, it
is in the range [−400, 400]. Standardizing by dividing by 400 reduces this range to
[−1, 1].

4 Experimental Results

Let us now discuss experimental results obtained for the CFR and the Deep CFR.
Obviously, since there are no known results of applying AI to Thousand Schnapsen,
we had to implement a “random strategy” player, performance of which will be used
as a “baseline”. This player selected a random action, from the set of available actions
(where the probability of choosing each action is equal).

Overall, 10,000 games were played, all using random strategy, to establish perfor-
mance, depending on players’ order in the first round. It showed that the first player
wins, on average, 38.48% of the games, the second 29.85%, and the third 31.67%.
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Hence, the player that starts the game has an advantage. Interestingly, the second
best result does not belong to the second player, but to the third one. The reason for
this may be that the third player, often, has a smaller number of possible actions (due
to the re-raise requirement). Therefore, the probability of picking the “wrong move”
is smaller than for the second player.

Interestingly, the experiment showed that 1,000 games give a good enough esti-
mate of effectiveness because afterward the number of wins for each player is close
to that obtained after 10,000 games. This observation was used to determine the
number of simulations to be performed to estimate the effectiveness of training.

4.1 CFR Results

After establishing the baseline, let us now look into the results obtained by the train-
ing approaches. Despite the use of minimalist representation of the game state, the
number of possible states remained too large to save them in memory of a computer
with 20 GB RAM and the swap memory limit set at 15 GB. After about 70 million
states were saved, training stopped due to lack of memory.

Therefore, an even more limited state representation was tested. It contained: (1)
set of cards that can be used by the player, (2) set of cards that are for sure owned by
the first opponent, (3) set of cards that are for sure owned by the second opponent,
and (4) information if the pile is empty. On the one hand, the number of states was
still very large, and on the other, available information was very limited. This led to
situations where two states, in which completely different decisions should be made,
were treated the same. The performance of the obtained strategy was exactly the
same as the random one.

A potential solution to these problems may be to develop a better abstraction of
the state, both reducing the number of possible states and the loss of significant infor-
mation. It could be also possible to use a much more powerful computer. However,
the latter was not an objective of the research. It just illustrates one of the important
technical issues related to the use of the CFR-based approach.

4.2 Deep CFR Results

The problems that made use of the tabular CFR unsuccessful, i.e., too many states
and too much information limitation, did not occur in the Deep CFR method. Both
advantage network and policy network areMLP networks consisting of 4 hidden lay-
ers with 192, 96, 48, and 24 neurons. The activation function in each of the hidden
layers was TanH . The remaining parameters were set to: (a) number of traversals
per iteration—10, (b) number of epochs—30,000, (c) batch size—100, (d) learn-
ing rate—1e − 5, (e) advantage network buffer’s size—1e6, and (f) policy network
buffer’s size—2e6. After each learning iteration, the algorithm’s effectiveness was
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Fig. 1 Deep CFR algorithm performance achieved in the first 750 training iterations

evaluated. It consisted in conducting 1,000 games between the Deep CFR agent and
the agents implementing the random strategy. The results are presented in Fig. 1.

After a total of 750 iterations, the maximum average reward achieved is 153. A
trained agent’s percentage of success depends on which player plays the card on
the first turn. It was calculated on the basis of 10,000 games played against agents
implementing a random strategy, for each of the situations. Somewhat similarly to
the random case, the player that plays the first hand has the advantage. Specifically,
the first player won 51,5% of games, the second 39,4% of games, and the third 41,5%
of games. Here, again, we see that the best “positions” to be in is the first and the
last player of the first round.

Overall, trained agents definitely outperform these using random strategy. The
greatest “progress” can be observed for the player that starts the game, it is about
13% points.

The results of 10,000 simulations in which each player implements a strategy
calculated using the Deep CFR algorithm are similar to the baseline. The first player
wins about 40.00% of games, the second one 29.14%, the third one 30.86%.

5 Conclusions

Obtained results differ from other card game focused AI in at least two aspects:

• Thousand Schnapsen is not popular all over the world, so no algorithm has been
found in the literature that works at the level of a human expert,

• the considered algorithms, in theory, do not work for more than 2-player games.
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Therefore, developing a solution that is more effective than the random strategy can
be considered a success.

As part of the project, an abstraction of the game state was also developed, which
can undoubtedly be used to implement other algorithms that deal with other card
games, not explored in this work. Obviously, the obtained results open the way for
further research in multiple directions.
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