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Preface

International Conference on Thermal Engineering and Management Advances
(ICTEMA 2020) took place on December 19–20, 2020, in Jalpaiguri Govern-
ment Engineering College, West Bengal, India. The conference was organized by
the Department of Mechanical Engineering, Jalpaiguri Government Engineering
College, West Bengal, India. The conference was really a large-scaled and inter-
national. The program committee and reviewers selected more than 90 research
papers. The conference participants submitted papers reflecting recent advances in
the field of thermal engineering, renewable energy, manufacturing, and production
management. The conference was organized in ten sections, including.

Part 1: Thermal Engineering Research and Development of Machines and Mech-
anisms (Dynamics of Machines and Working Processes; Friction, Wear, and Lubri-
cation in Machines; Design and Manufacturing Engineering of Industrial Facili-
ties; Surface Transport and Technological Machines; Equipment and Technology of
Welding Production).

Part 2: Renewable EnergyMaterials Engineering andTechnologies for Production
and Processing (New Functional Materials and Technologies; Innovation and Cost-
Effective Use of Resources of Metallurgy Industry).

Part 3: Production Management Control and Automation Systems for Manu-
facturing in the Industrial Production Areas (Control Systems and Their Industrial
Application; Industrial Mechatronics, Automation, and Robotics; Electric Power
Systems and Renewable Energy Sources; Power Electronics, Electrical Machines,
and Drives; Signal Processing and Real-Time Embedded Control; Modeling and
Computer Technologies; Theory and Applications of Dynamical Measurements).

Part 4: Manufacturing Engineering Control and Automation Systems for Manu-
facturing in the Industrial Production Areas (Control Systems and Their Industrial
Application; Industrial Mechatronics, Automation, and Robotics; Electric Power
Systems and Renewable Energy Sources; Power Electronics, Electrical Machines,
and Drives; Signal Processing and Real-Time Embedded Control; Modeling and
Computer Technologies; Theory and Applications of Dynamical Measurements).

The delegates represented several international universities. The plenary lectures
bridged the gap between the different fields of mechanical engineering making it

ix



x Preface

possible for non-experts to gain insight into new areas. We hope to learn new ideas
from each other, whichwe could be adopted to further improve ourwork in the impor-
tant areas of thermal engineering, renewable energy, manufacturing, and production
management. Many good experiences have been shared, and good lesson has been
learned. The present volume gathers 42 peer-reviewed papers, and these papers were
selected by the editors for publication in Springer book series “Lecture Notes in
Mechanical Engineering.”

The organizing committee would like to express its sincere gratitude to everybody
who has contributed to the conference. Heartfelt thanks are due to authors, reviewers,
participants, and all the team of organizers for their support and enthusiasm which
granted success to the conference.

Jalpaiguri, India Dr. Arijit Kundu
Organizing Secretary and Corresponding Editor
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Numerical Analysis of Heat Transfer
Characteristics Under Single-Jet Air
Impingement

Gourab Banerjee, Achintya Mukhopadhyay, Swarnendu Sen,
Pranibesh Mandal, and Sourav Sarkar

1 Introduction

Cooling via jet impingement are commonly adopted solutions in various indus-
trial applications. Impinging jets are known to yield a high heat transfer rate via
forced convection. A large group of industrial processes such as the enhancement
of cooling efficiency in laser and electronic components, cooling of turbine blades,
quenching of steel, tempering of glass products, drying of tissue, paper, textiles—
employs impingement cooling. As reported by Ligrani [1], any typical application
of impinging jets during a cooling process results in a higher heat transfer coefficient
(2–10 times) than that of a conventional cross-circulation dryer [2]. Due to a wide
base of application and complicated fluid dynamics, extensive research has been
carried out with jet impingement heat transfer.

To obtain an optimal technique for heat transfer characteristics, effects of several
design variables such as nozzle geometry, nozzle size, nozzle-to-impinged surface
spacing, nozzle-to-nozzle spacing, impingement surface motion, and operating vari-
ables such as jet velocity, cross flow, etc., need to be studied. Amajority of the indus-
trial applications like printing boards, production of foodstuffs, drying of continuous
metal sheets, cooling of turbine aerofoils in the space industry, are concerned about
the turbulent regime of the flow, downstream of the nozzle. It is a complicated job
to accurately model the turbulent flow and predict the impingement heat transfer for
both single jet and multi-jet impingement.

Several authors have simulated the case of impingement flows involving different
operating parameters and turbulence models however there are limited works that
compare the capability and applicability of the different turbulence models. Among
the available turbulencemodels, standard k-Emodel has been the predominant model
of choice over the years for the researchers [3–8].

G. Banerjee (B) · A. Mukhopadhyay · S. Sen · P. Mandal · S. Sarkar
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2 G. Banerjee et al.

In the works of Shi et.al [9] results were presented for a semi-confined turbulence
with rectangular slot jet. Their study incorporated the effects of near wall treatments,
turbulence intensity, Reynolds number and different thermal boundary conditions on
heat transfer rate, using two different viscous models. Inadequacy of both standard
k-E and Reynolds stress model (RSM) was seen in their simulation results. This
inadequacy in the prediction of heat transfer rates is more prominent for the case of
low nozzle-to-surface spacing.

Thakare and Joshi [10] also used standard k-E and Reynolds stress model under
low Reynolds number. They used several sets of Reynolds number for computation.
Comparative analysis between the two models for the prediction of Nusselt number
showed better consistency for the standard k-Emodel over the RSMmodel. However,
for the prediction of turbulence Prandtl number the Reynolds stress model was more
favourable.

A comprehensive study by Polat et.al [11] highlighted the problems associated
with the computation of impingement heat transfer under high Reynolds number.
Works of [12] showed that the predictions of impingement heat transfer using the
RSM model to be more consistent over the standard k-E and RNG k-E models.
Simulation results indicated the importance of considering near wall treatment and
variation of turbulent Prandtl number for evaluating heat transfer coefficients.

Morris et al. [13] studied the effects of near wall functions. They used the standard
wall function for a Reynolds number ranging between 2000~13,000 and H/W= 2~4
and the non-equilibrium wall function for Reynolds number ranging above 13,000.
They didn’t include a direct comparison between the wall functions for predicting
the heat transfer rate.

Zuckerman and Lior [14] studied the governing physics of fluid flow and calcu-
lated the heat transfer characteristics using empirical correlations. They studied the
flow for a single jet impinging on a flat surface. Results indicated the fact that
reduction in jet-to-surface distance and a simultaneous increase in Reynolds number,
increased the local Nusselt number.

In this work, a numerical study of a single free jet impinging normally on a flat
surface is presented. A powerful and versatile CFD tool package—ANSYSFLUENT
14.6 [15] is used to carry out the numerical calculations of the heat transfer char-
acteristics. Results from these simulations are validated with existing experimental
data. To justify the adaptability of the turbulence models, a comprehensive study is
done by varying certain parameters such as near wall functions and turbulent Prandtl
number.
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2 Numerical Analysis

2.1 Mathematical Model

While simulating the fluid flow for the impinging jet, the following conservation
equation in Orthogonal coordinates are solved:

Assuming the fluid (air) to be steady and incompressible,

1. Mass Balance:

(∂Ui )/(∂xi ) = 0 (1)

2. Momentum Balance:

− ∂P/(∂xi ) + ∂/
(
∂x j

)

{
μ

[
(∂Ui )/

(
∂x j

) + (
∂Uj

)
/(∂xi )

] − ρ
(
ui u j

)} = 0 (2)

3. Energy Balance:

∂/
(
∂x j

){
μ/Pr−∂T/

(
∂x j

) − ρ
(
u j T

)} = 0 (3)

FLUENT 14.6 has five turbulence models which can be utilized to solve the
governing Eqs. (1)–(3). The models available in the FLUENT database are: (i) stan-
dard k-E model, (ii) RNG (Re-Normalisation Group) k-E model, (iii) realizable k-E
model, (iv) RSM (Reynolds Stress Model), and (v) Large Eddy Simulation model.

There are fewer numerical works and documentation involving the realizable k-E
model and LES model since these are a new addition to the FLUENT database. In
this paper, simulation is limited to the standard k-E model and RSM model. The
capability of each model, to predict the flow field and heat transfer rate, is evaluated.
A deep review of the previous works has led to the omission of the RNG k-E model
in the scope of this work. The RNG k-E model doesn’t take into consideration the
turbulent Prandtl number function, which is however seen to have a significant effect
on the impingement heat transfer rate [10, 12].

There are 3 near wall functions in the FLUENT database: (i) standard wall func-
tions, (ii) non-equilibrium wall functions and, (iii) enhanced wall functions. In this
study, the first two wall functions are chosen for computation. The standard wall
function in FLUENT is the default near wall treatment. It based on the work of
Launder and Spalding [16]. They considered the turbulent kinetic energy and its
dissipation to be equal in the wall-adjacent cells. This is the most widely used wall
function involving industrial flows.

Non-equilibrium wall function is a two-layer based function given by Kim and
Choudhury [17]. It employs the concept that the wall-adjacent cells consist of a linear
viscous sub-layer (y+ ≤11.0) and a fully turbulent logarithmic layer (11< y+ <400)
[18]. The logarithmic region is very sensitive to large pressure gradients; thus, this
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makes the non-equilibriumwall function to bemore suitable for use in complex flows
experiencing high-pressure gradients.

2.2 Geometry

A schematic of the physical geometry is shown in Figs. 1 and 2. The computational
domain is filled with air. Due to the symmetric nature of the geometry, half of the
domain is used to save computation time. Proper choice of grid distribution (meshing)
is of great importancewhile solving a numerical problem. In thiswork, a non-uniform
orthogonalmeshing is used to simulate the flowfieldmore accurately. The grid layout
and physical domain are chosen from the works of Shi et al. [9].

Meshing within the impingement region is kept much finer than that in the rest of
the domain (Fig. 3). The grid size is gradually increased along the x-direction. Simi-
larly, themeshing is gradually decreased along the y-direction i.e., from the impinged
surface to the semi-confined surface. A grid density of 20 × 80 in the impingement
region is selected from the grid-independent results. Suchmesh adaptation is capable
enough to capture the near wall interaction of the flow downstream of the nozzle and
predict the heat transfer characteristics.

Fig. 1 Geometry of physical domain

Fig. 2 Different zones within the computational domain
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Fig. 3 Grid structure of the domain

2.3 Solver

In ANSYS FLUENT a finite volume code with a pressure-based solver is used
to simulate the case. The following boundary conditions and solution methods are
considered during computation:

1. Inlet: velocity inlet (depending on the Re)
2. Outlet: outflow condition
3. Impinged surface: isothermal wall
4. Semi-confined surface: adiabatic wall
5. Plane of symmetry: symmetry condition
6. Turbulent intensity: 2%
7. Length scale: 0.07D (hydraulic diameter)
8. Solution scheme: SIMPLEC algorithm (for pressure-velocity coupling).

The second-order spatial discretization scheme is used for the pressure; first-order
upwind discretization is used for momentum, turbulence kinetic energy, turbulent
dissipation rate, and energy. The under-relaxation factors and convergence criteria
are taken as specified by default in the FLUENT database unless otherwise required
for special cases. The convergence control is set at 1000 iterations and can be changed
if convergence is not attained.

3 Results and Discussion

3.1 Effect of Turbulence Models

Two turbulence viscous models (standard k-ε and RSM) are used in this computa-
tion. Obtained results are compared with the experimental data from the work of
van-Heiningen [19]. The work of van-Heiningen is chosen for comparison out of the
numerous available data in the literature, considering the similarity of their experi-
ment set-up, operating procedure and boundary conditions with the present simula-
tion. The operating parameters are noted in Table 1. The local heat transfer coefficient
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Table 1 Operating parameters for the test cases

Case W (mm) H/W Re Ti (K) Ts (K)

1 14.1 2.6 10,400 310 348

2 6.2 6 11,000 303 338

(hx) obtained from the CFD simulation of the impinged surface is computed in the
form of local Nusselt number (Nux) as:

Nux = (hxW )/k (4)

hx = q/(Ts − Ti ) (5)

Local Nusselt number distribution over the entire domain is compared with the
experimental results. Figure 4 shows the comparison between the experimental data
and the simulation results using the standard k-ε model and RSM model for case
1. The nature of Nusselt number distribution over the domain, as predicted by the
viscous turbulence models are similar to the experimental data however both the
models slightly overpredict the Nusselt number. Two peaks are noticed in the Nusselt
number distribution curve as calculated by van-Heiningen. The first peak in Nusselt
number is seen around the stagnation region of the impinging jet (X/W ~ 0) while
the second peak is seen at X/W ~ 6. Although the turbulence models are seen to
be capable in predicting the peaks in Nusselt number distribution, the standard k-ε
model fails to predict the correct numerical value of either of the peaks while the
RSM model does not predict the position of the secondary peak correctly.

Fig. 4 Comparison of Nusselt number between experimental and simulation data for case 1 using
two turbulence model
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Fig. 5 Comparison of Nusselt number between experimental and simulation data for case 2 using
two turbulence model

Over prediction of the Nusselt number via the first peak can be attributed to the
high level of turbulence of the impinging jet in the stagnation zone. Formation of a
secondary peak can be appreciated by the fact that in a semi-confined flow, vortices
are formed within the shear layer near the confinement surface. These vortical flows
are broken down into miniaturized turbulence (bubbles) which constricts the channel
area, enhances the vertical fluctuations and hence increases the local heat transfer
coefficient. This effect is prominent only for a smaller nozzle-to-surface spacing
(case 1).

For a larger nozzle-to-surface spacing (case 2), no such secondary peak is formed
in Fig. 5. The standard k-ε model shows a better prediction of local Nusselt number
when compared with the experimental data of Cadek [20] for a larger nozzle-to-
surface spacing.

3.2 Effect of Turbulent Prandtl Number

In this section, the effect of turbulent Prandtl number (Prt) on the Nusselt number is
computed for case 1 by the standard k-ε model and RSM model respectively. Three
sets of turbulent Prandtl number is chosen: 0.85 (default); 1.1; 1.5 and the calculated
data is compared with van-Heiningen [19]. Figures 6 and 7 show the computed
results for the standard k-ε and RSM model respectively. The standard k-ε model
overpredicts the Nusselt number in the stagnation region. The predicted data fit well
with an increase in turbulent Prandtl number and in the downstream region.

Computation by the RSM model predicted the Nusselt number peaks more accu-
rately than the standard k-ε model, however, the position of the secondary peak is
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Fig. 6 Comparison of Nusselt number between experimental and simulation data under increasing
turbulent Prandtl number using standard k-ε model

Fig. 7 Comparison of Nusselt number between experimental and simulation data under increasing
turbulent Prandtl number using RSM model

predicted inaccurately. Contribution of the turbulent Prandtl number for the RSM
model and standard k-ε model is seen to be more significant in the region away
from the impingement zone. The results for standard k-ε model with high turbulent
Prandtl number shows better consistency with the experimental data away from the
impingement zone.
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Table 2 Operating parameters for effect of near wall functions

Case W (mm) H/W Re Ti (K) Ts (K)

3 14.1 2.6 71,300 310 348

Fig. 8 Effect of near wall functions on Nusselt number distribution

3.3 Effect of Near Wall Functions

The effect of various wall functions available in FLUENT is used to calculate the
impingement heat transfer. The operating parameters and boundary conditions for
this simulation are given in Table 2.

Figure 8 shows the Nusselt number distribution under the influence of four near
wall functions. The prediction of Nusselt number by the non-equilibrium wall func-
tions is slightly lower than the standardwall functions for both the turbulencemodels.
The numerical value of the Nusselt number is much higher for the k-ε models than
the RSM models within the stagnation zone.

A general trend is seen from the previous results that the prediction of Nusselt
number distribution by the turbulence models are generally higher in comparison
to the experimental results. So, the use of non-equilibrium wall functions will give
better results in comparison to the experimental data. However, the convergence rate
as seen from the simulation is much stable and faster for the standard wall functions
than the non-equilibrium wall functions. Thus, for high Reynolds number, it is best
suited to choose the non-equilibrium wall functions but for a low Reynolds number,
the standard wall functions prove marginally better.



10 G. Banerjee et al.

4 Conclusion

Results from the CFD simulation, reveals the fact that the turbulence models slightly
over predict the local Nusselt number, although the nature of the distribution being
accurate in most of the cases. The simulation results for higher nozzle-to-surface
spacing complements the experimental data but the case for lower nozzle-to-surface
spacing draws attention for further improvement.

Unlike the RSMmodel, the standard k-Emodel fails to predict the secondary peak
effectively for a smaller value of H/W. However, the position of the peak in the RSM
model deviates from the one as given in experimental results. No secondary peak is
present for the case with higher H/W. It is more critical to choose the correct model
for low nozzle-to-surface spacing due to the generation of a secondary peak.

The variance of turbulent Prandtl number is seen to have a prominent effect on the
Nusselt number distribution. There are noticeable effects of nearwall functions on the
Nusselt number. Prediction by the standard wall function is slightly higher than the
non-equilibrium wall function for both the turbulence models. The non-equilibrium
wall function with the RSM model yields a superior result due to the consideration
of the effect of high-pressure gradients and flow separation for a turbulent flow.

The simulation results are appreciably good for a semi-confined impinging jet. The
model is capable enough to simulate the turbulent characteristics of the jet flow and
calculate the heat transfer rate. This CFD analysis encourages further computation
in this domain by taking into consideration other operating parameters affecting the
impingement heat transfer.
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Effect of Liquid Bridge Volume
on Cohesive Sediment Motion

Debasish Biswas, Arijit Dutta, Sanchayan Mukherjee, and Asis Mazumdar

Nomenclature

Rs Sediment grain radius (mm);
Ds Inter-granular distance (mm);
V Inter-granular liquid bridge volume (nl);
αs Angular acceleration of grain (rad/s2);
Pws Pore water pressure (N/m2);
ms Mass of the spherical particle (kg);
mw Entrapped water mass (kg);
ϕ Contact angle (rad);
β Water content index angle (rad);

1 Introduction

Due to dynamic nature of the river system, its shape continuously changes with time
as the water level changes from time to time. As bank erosion is associated with the
land loss and it weakens the flood defence, it leads the researchers to study in detail
over a long period. Complexity nature of the river bank system takes huge time to
study through experimentally. Sometimes it takes more than a year which involves
huge cost investment as well. And these experimental analyses provide a fair idea
for a specific river system to a great extent. However, these kinds of experimental or
macroscopic analysis have certain limitations as well. These macroscopic analyses
are very much specific for that particular river system. And the results obtained by
these types of analyses are difficult to use for another river system, if not feasible.
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These facts lead the researchers to study the bank erosion in microscopic level for
obtaining a generalized concept for every river system. However, very little progress
in this regard has been made till date.

Macroscopic approach for bank failure has been studied by many previous
researchers [1–3]. Results obtained in such a manner are not applicable for the other
river system. The present analysis deals with “Truncated Pyramid Model (TPM),”
for the grains frame-up in microscopic level which is devised by Mukherjee and
Mazumdar [4]. Mukherjee [5] has studied the effect of grains size variation on sepa-
ration speed of the grains in microscopic level. Goncharov [6] developed the concept
of sediment threshold velocity which is the least average velocity for which indi-
vidual grains dislodging from the bank surface continually. Pore water pressure and
hydrodynamic static pressure have been correlated with the bank failure by Osman
and Throne [7] and Darby and Throne [8]. Tokaldany and Darby [9] have analysed
the hydrostatic pressure due to water level in the river system along with both the
positive and negative pore water pressure. Duan [10] has devised a new analytical
model to measure the bank erosion rate.

Soulie et al. [11] have suggested a series of equations for the account of the
capillary cohesion between two grains as a function of the water entrapment between
the grains as follows:

Fsc = πσ × Rs ×
[
exp

{
bs + as ×

(
Ds

Rs

)}
+ cs

]
(1)

Here, the force of cohesion acting between two sediment grains of radius Rs is
denoted by Fsc with of Ds indicates inter-granular distance, and σ is the surface
tension. The variables as, bs and cs are the functions of liquid bridge volume, angle
of contact and radius of the grains as a following manner:

as = −1.1
(
V/R3

s

)−0.53
(2a)

bs = 0.48 + (−0.148 ln
(
V/R3

s

) − 0.96
)
ϕ2 − 0.0082 ln

(
V/R3

s

)
(2b)

cs = 0.078 + 0.0018 ln
(
V/R3

s

)
(2c)

where, V denotes inter-particle liquid bridge volume and (ϕ) denotes the angle of
contact.

Likos and Lu [12] have been modelled the pore pressure force between two
grains and developed a number of equations to describe the pore pressure force
in microscopic level as follows:

FsP = Pws × π × r2s2 + 2 × σ × π × rs2 (3)

Here, Pws is the pore water pressure, and
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Fig. 1 Grains distribution in TPM with enlargement view of two consecutive grains

rs2 = Rs × [tan β − secβ + 1] (4)

where, β is the water content index angle.
The effect of the above-mentioned two forces along with the submerged weight

of the grain and hydrostatic force on TPM has been analysed here by varying grain
size of 300, 400 and 500 µm and liquid bridge volume of 10, 20 and 30 nl for fully
submergedgrains for both case ofwater level rising and falling to account the dynamic
effect of bank sediment grains. Conservation of moment of momentum principle has
been implemented to determine escape velocity of the grains and the variation of the
same has been plotted against inter-particle distance for three different sizes of the
grain. Grains distribution in TMP has been shown in Fig. 1.

2 Model Frameworks and Freebody Diagram

Figure 2 shows the free-body diagram of the grain 11with the different forces acting
on the particle. The grain 11 has been chosen for the analysis as this being top most
and left most is most vulnerable with respect to dislodgement from the bank surface
under the action of different forces inmicroscopic level. The point of contact between
the particles 11 and 21 is the instantaneous centre of rotation as it tends to turn up
about that point. So this contact point (point A) has been chosen for the application
of conservation of moment of momentum.
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Fig. 2 Diagram of forces distribution on grain 11

Fig. 3 Variation of ϑescape with Ds with water level dropping down for the radius of 300 µm
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Fig. 4 Variation of ϑescape with Ds with water level dropping down for the radius of 400 µm

Fig. 5 Variation of ϑescape with Ds with water level dropping down for the radius of 500 µm
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Fig. 6 Variation of ϑescape with Ds with water level increasing up for the radius of 300 µm

Fig. 7 Variation of ϑescape with Ds with water level increasing up for the radius of 400 µm
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Fig. 8 Variation of ϑescape with Ds with water level increasing up for the radius of 500 µm

In this section we discuss how to format the title, authors and affiliations. Please
follow these instructions as carefully as possible so all articles within a conference
have the same style as the title page. This paragraph follows a section title so it should
not be indented.

3 Escape Velocity Calculations

The 2-D planar analysis has been considered. The x-directional hydrostatic force is
given by

FX = FH = Pavg × AX = ρw × g × hc × AX (5a)

= ρw × g × 2

3
× AE × AE (5b)

The y-directional hydrostatic force (upward)

FV = P × AY = ρ × g × h × AY (6a)

FV = ρw × g × AE × AF (6b)

The fluid block weight per unit length (downward)
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W = mw × g = ρ × g × V (7a)

= ρw × g ×
[
FM × AF − 1

2
× MN × AN

]
(7b)

(AMN is assumed as triangle).
Net y-directional hydrostatic force (upward)

FY = FV − W (8)

Resultant hydrostatic force

FsR = [
(FX )2 + (FY )2

]0.5
(9)

And the direction of the resultant hydrostatic force with horizontal direction

θ = tan−1

(
FY

FX

)
(10)

Now, conservation of moment of momentum principle has been applied about the
instantaneous centre of rotation A. So taking moments about that point

FsC × (
AN + AD

) + FsR × AP + FsP × (
AN + AD

) + Fsg × AC = IA × αs

(11a)

Here, IA is the moment of inertia of the grains and αs is the angular acceleration
of the grains.

⇒ FsC ×
(√

3Rs

2
+

√
3Rs

2

)
+ FsR × Rs sin(60 − θ)

+ FsP ×
(√

3Rs

2
+

√
3Rs

2

)
+ Fsg × Rs

2
= 7

5

(
4

3
πR3

s ρs

)
× R2

s × αs (11b)

Solving Eq. (11b) angular acceleration comes out to be

αs =
(
FFsC

× √
3
)

+ FsR sin(60 − θ) +
(
FsP × √

3
)

+ Fsg
2

7
5

(
4
3πR3

s ρs
) × Rs

(12)

Hence, the impending acceleration (in m/s2) would be

fs = αs × Rs (13)
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So, the final expression of the grain escape velocity (in m/s) is

ϑescape = (2 × Rs × fs)
0.5 (14)

3.1 Input Parameters of the Model

Three values of radii are 300, 400 and 500 µm.

4 Results and Discussion

Influence of the inter-granular distance on the escape velocity is evident from all the
figures for different sizes of the grains and for different volumes of water entrapped
between the grains. All the figures clarify that with the increase in inter-granular
distance escape velocity goes down linearly. It has been also seen that with the
increase in the sizes of grains escape velocity falls down. For any size of the particle,
as the volume entrapment of liquid increases from 10 to 30 nl, escape velocity
increases continuously. Also the plot indicates that the escape velocity is the larger
value in the case when the water level rises in comparison with that when the water
level drops.

5 Conclusions

The conclusions which can be drawn from the present analysis are as follows:

• Inter-granular distance has an adverse effect on escape velocity owing to the rise
in the gap between two grains weakening the bond between them.

• Due to less amount of binding force, larger size of grains have the lower escape
velocity and they are more vulnerable with respect to separation from the bank
surface.

• The entrapped volume raises the escape velocity; this proves the fact that the water
is very good binding agent that binds the grains together. This is why a sand castle
cannot be made by dry sand.

• It is seen that whenwater level falls, the escape velocity becomes less. The physics
behind this fact is that when water level drops down, the momentum acts in
opposite directionwhich helps the grains to detach from the bank surface, lowering
the escape velocity. Due to this river systems appear to bemore vulnerable in terms
of bank erosion on macro-scale when water level starts falling.
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Table 1 Input parameters
ρw = 1000 kg/m3

ϕ = 0°

σ = 0.073 N/m

V = 10, 20 and 30 nl

ρs = 2650 kg/m3

β = 45°

Pws = 10 kPa
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Boiling Behavior of Iso-Butane
on a Horizontal Plain Tube

Ashok K. Dewangan and Sanjeev K. Sajjan

Nomenclature

d Diameter (mm);
g Acceleration due to gravity (ms–2);
h Heat transfer coefficient (Wm–2 K–1)
k Thermal conductivity (Wm–1 K–1)
M Molecular mass of refrigerant (g mol–1)
P Operating pressure (MPa)
Pc Maximum (critical) pressure (MPa)
pr Pressure ratio, P/Pc (–)
q Applied heat flux (Wm–2 K–1)
Rp Roughness (mm)
T Operating temperature (K)
Tr Temperature ratio, T/Tc (–)
�T Wall superheat (K)

Greek Letters

φ Wetting angle (deg.)
ν Momentum diffusivity (m2 s–1)
ρ Density of refrigerant (kg m–3)
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σ Surface tension of refrigerant (Nm–1)

Subscripts

c Maximum or critical state;
l Liquid;
sat Saturation;
v Vapor

1 Introduction

In refrigeration and air-conditioning industry, theChlorofluorocarbons (CFCs) refrig-
erants were widely used. However, the production of this type of refrigerants have
been prohibited by the international regulation (Montreal protocol [1]) due to its
ozone depletion potential. Thus, CFCs have been phased out. In addition, the other
group of refrigerants such as hydrochlorofluorocarbons (HCFCs) are also going to
be phased out before 2030. Therefore, refrigeration and air-conditioning industry
have stimulated to evolution of new alternative refrigerants due to environmental
issues. Therefore, refrigeration industry has been focusing and developing a new
alternative refrigerant that has better qualities than other refrigerants. Refrigerant R-
600a (Iso-butane) has been proposed as a suitable replacement forCFC-12.Boiling of
refrigerants (on evaporator) is an essential application in the refrigeration plants. The
experimental evaluation is still vital to observe the behavior of bubble during boiling
of refrigerant. The horizontal plain tube is the simplest geometrical configuration for
scientific research. The plenty of boiling heat transfer experiments have been tested
with horizontal tubes due to experimental simplicity. Nucleate is an evolving boiling
heat transfer method which removes enormous quantities of heat from the heating
surfaces with maintaining the lower temperature differences. Therefore, the refrig-
eration and air-conditioning industry focuses to research on improvement of boiling
heat transfer.Many researchesworkwith inconsistent pool boiling data for plain tubes
are available [2–6]. The comparisons between experimental and predicted (existing
correlations) results were also discussed for the nucleate pool boiling of refrigerants
on plain tube. However, some empirical correlations were not suitable to estimate
the heat transfer coefficients of alternative (Iso-butane) refrigerant [7–11]. The main
aim of this work is to visualize bubble behavior on the plain heating surface and
compare the present data with predicted data for understanding the boiling behavior
of Iso-butane.
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2 Experimental Apparatus

Figure 1 shows the pool boiling experimental arrangement. It is made of boiling
vessel, test section and cooling circuit. The boiling vessel consists of stainless steel
with inner diameter of 150 and 400 mm length. Two inspection windows were
also involved in the opposite sides of the boiling vessel to observe the boiling
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Side glass 
window
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Fig. 1 Photographic view and schematic diagram of pool boiling setup
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phenomenon. An internal condenser, a cartridge heater, an auxiliary heater, a pres-
sure gauge, thermocouples, and a test section arrangement were also mounted in
the vessel. The cooper tube was used as test tube of outer diameter of 25.4 and
200 mm length. The cartridge heater having an outside diameter of 16.6 mm and a
length of 210 mm. In this experiment, the cartridge heater maintains uniformity in
the heat flux throughout the heating surface. The saturation temperature of refrig-
erant and system pressure was controlled by an auxiliary heater. The temperatures
of the heating surface and liquid pool were measured using K type thermocouples.
The complete experimental procedure for R-600a was discussed by Dewangan et al.
[12]. The behavior of bubbles was analyzed using a visualization study during pool
boiling of R-600a over plain heating surface. The data were taken for heat flux
varies between 10 and 50 kW m−2 at 12 °C saturation temperature. A photographic
view of experimental facility with camera arrangement is also shown in Fig. 1. The
transparent sight-glasses were mounted on the opposite side of the vessel to observe
bubble behaviors during nucleate boiling.

The high-speed camera was used to capture the bubble formation on the heating
surface. This camera is a device capable of capturing photographs with a frame
rate of 1000 frames per second. The images were recorded at full resolution (1024
× 640 pixels) with maintaining a shutter speed of 1/9600 s. Videos were recorded
from the tube surface positions (top and sides). From recorded videos the frames
(single pictures) were extracted for the purpose of analysis. The bubble behavior
was observed using the analysis of captured images.

3 Results and Discussions

The boiling heat transfer coefficient of refrigerant for each power input is calculated
using convection heat transfer equation as:

h = q

Tw − Tsat
(1)

The average wall (surface) temperature of tube was calculated by considering
the temperatures at top, bottom and two sides positions of the tube. The experi-
ments were conducted with refrigerant R-600a at saturation temperature of 12 °C.
Using REFPROP program [13], the properties of refrigerant were calculated and
shown in Table 1. In order to verify experimental setup and temperature measure-

Table 1 Properties of refrigerant at 12 °C [2010]

Refri T sat P kl kv νl νv σ

°C MPa Wm−1 K−1 Wm−1 K−1 cm2 s−1 cm2 s−1 Nm−1

R600a 12 0.24 0.094 0.016 0.003 0.001 0.0012
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Experimental heat transfer coefficient, hexp (kWm-2K-1)
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Fig. 2 Comparison of present result with predicted data

ment, the present data of refrigerant was compared with the predictive data. The
result obtained from present work shows a good agreement with the predicted result
and consequently this setup is reliable for given operating conditions and temper-
ature measurement. The present heat transfer coefficient shows an error of ±17%
with the predicted data and depicted in Fig. 2. The predicted results of Stephan
and Abdelsalam [14], Cooper [15], Cornwell and Houston [16] and Jung [17] were
compared with the experimental heat transfer coefficient of R-600a. The Stephan
and Abdelsalam correlation is expressed as:

h = 207

(
kl
d

)(
qd

kl

)0.745(
ρv

ρl

)0.581(
Pr
l

)0.533

(2)

where d = 0.0146∅√
2σ/g(ρl − ρv), Ø = 35°.

The Cooper correlation explained the behavior of heat transfer from heating
surface by using following equation:

h = 90(pr )(
0.12−0.2 log Rp)(− log pr )

−0.55(M)−0.5(q)0.67 (3)

In this study, the roughness value (Rp) is taken as 0.4. The nucleate boiling heat
transfer coefficient is calculated using Cornwell and Houston correlation:

h = AF(p)

(
kl
d

)
(Reb)

0.67

(
Pr
l

)0.4

(4)
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where A = 9.7(pc)
0.5 F(p) = 1.8(pr )

0.17 + 4(pr )
1.2 + 10(pr )

10.
And the Jung correlation is given as:

hd

kl
= 10

(
qd

AklTsat

)c1

(1 − Tr )
−1.4

(
Pr
l

)−0.25

(5)

where c1 = 0.855
(

ρv

ρl

)0.309
(pr )

−0.437.

The present data indicate a good agreement with the predictions. For R-600a at
12 °C, Stephan and Abdelsalam and Cooper correlations give a good estimate for the
given heat flux range. The prediction of Cornwell-Houston and Jung correlations are
well with the experimental data for q < 20 kW m−2. Stephan-Abdelsalam correla-
tion underpredicted the heat transfer coefficients data of present study and showing
a mean deviation of 13.6%. The heat transfer coefficients data of present study
and showing a mean deviation of 13.6%. Cooper correlations also yielded a good
agreement exhibiting a mean deviation of 14.2%. The other correlations (Cornwell-
Houston and Jung) showed a little bit larger deviation for R-600a. The reason behind
this large deviation might be that the data used for developing the correlation was
inconsistent. The variations of heat transfer coefficients with wall superheats were
observed. This may be due to the variation of size of bubbles. Generally, it offers the
thermal resistance at high wall superheat.

This effect can be seen in Fig. 3. The lower amount of superheat is required
to saturate refrigerant R-600a, thus higher heat transfer coefficient achieved. The
visualizationmeasurements were used to obtain the bubble characteristics for a given
heat flux range. The captures high-speed images of bubble behaviors were analyzed
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Fig. 3 Deviation of boiling heat transfer coefficient
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Refrigerant (R-600a)

q = 9.74 kWm-2 q = 19.95 kWm-2 q = 29.43 kWm-2

q = 39.2 kWm-2 q = 49.7 kWm-2

Fig. 4 Boiling over plain surface

with the help of Image-J software. This analysis enabled to obtain bubble parameters
such as activated site density, departure bubble diameter and bubble frequency of
plain surface. Figure 4 shows the bubble formation of refrigerant R-600a on a plain
surface at 12 °C saturation temperature. The images are captured for different heat
fluxes. This figure detects individual and coalesced bubble regimes in pool boiling
of refrigerant. As the heat flux increases from 10 to 50 kW m−2 the bubbles merge
to each other and form large bubbles on the surface. These bubbles are continuously
escaping to liquid pool. At low heat flux q = 10 kWm−2, the bubbles form at certain
parts of surface and sites are activated over the whole surface. More number of active
sites are visualized as the level of heat flux increases. The initial bubbles size on the
top surface are larger than those on the side surface. The growth of the bubble’s
initiates from the bottom surface and merge with each other. These merging bubbles
(larger bubble size) slide along the side surface and departed from the top surface.
As a result, the large departure diameters are achieved for the R-600a. The bubble
characteristics depend on the bubble parameters. The generation of active site density
on the surface is dependent upon the applied heat input and conditions of the surface
and it can be shown in Fig. 5. The trends of the curve are quite similar to Zubermodel.
The large deviations were observed between experimental and predicted results due
to differences in operating/surface conditions and type of fluid used. The results
reveal that the more bubbles formed on the surface as increases the applied heat flux.
This occurs because the larger size cavity present on the surface gets activated with



30 A. K. Dewangan and S. K. Sajjan

Heat flux, q (kWm-2)
0 1 2 3 4 5 6N

uc
le

at
io

n  
si

te
 d

en
si

ty
, N

x1
0-6

 (1
/m

2 )

0.00

0.05

0.10

0.15

0.20

0.25

0.30
Present
Zuber [1963]

Heat flux, q (kWm-2)
0 1 2 3 4 5 6B

ub
bl

e 
de

ap
ar

tu
re

 d
ia

m
et

er
, d

b 
(m

m
)

1.0

1.5

2.0

2.5

3.0
Present
Zuber [1963]

Heat flux, q (kWm-2)
0 1 2 3 4 5 6

B
ub

bl
e 

de
pa

rt
ur

e 
fre

q u
en

cy
, f

 (s
-1

)

30

35

40

45

50

55

60
Present
Zuber [1963]

Fig. 5 Bubble parameters

heat flux increase. More small size of bubbles is nucleated on the heating surface at
low heat flux.

As the heat flux increases bubbles merge each other and surface is covered with
many bubbles. As a result, active site density gets reduced due to the coalescence and
merging of bubbles. The bubble site density on the plain surface was also compared
with predicted values by Zuber [1963]. The different site density behavior was
detected for the heat flux levels of 1 to 3 kW m−2. This discrepancy was observed
between the present data and predicted result due to theirs operating and surface
conditions. To obtain the bubble departure diameters, 500 recorded photographs of
the heating surfacewere analyzed at heat flux of 1 to 5 kWm−2 and shown in Fig. 5.At
each heat flux, the bubble characteristics were captured for 0.7 s. The bubble depar-
ture diameters varied with applied heat input on the heating surface. The surface
tension of the refrigerant R-600a also affects the bubbles size. The experimentally
measured bubble departure diameters were also compared to correlation proposed by
Zuber [1963]. The same behavior was detected for 1–3 kW m−2 heat fluxes. Above
this level, large variation in the departure diameter was found due to experimental
conditions. The number of frames were observing between the consecutive bubble
departures at a given site. This process gives the frequency of bubble departure.
The number of frames was considered between 120 and 440 frames for 10 ms to
get departure frequency. An average of the departure frequency was estimated at
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four active sites where same bubble size was considered. The frequency of depar-
ture bubble reduces rapidly with increasing heat flux and it can be represented in
Fig. 5. Similarly, the bubble frequency data were compared with the predicted value
of Zuber correlation [1959]. The similar behaviors between the predicted and present
data values of the bubble departure frequency of R-600a are observed.

4 Conclusions

This work represents the boiling behavior of R-600a over the plain tube with main-
taining the saturation temperature at 12 °C. The boiling behaviors were also visu-
alized using a high-speed camera arrangement. The captured images were analyzed
to detect the characteristics of bubble on the surface of test tube. The following
conclusions were drawn based on the present study:

(1) For the boiling of R-600a over a plain horizontal tube, the present results were
predicted within an error range of ±17%. The agreement between predicted
(Stephan and Abdelsalam and Cooper correlations) and present data is quite
good. This satisfied the validity of experimental setup.

(2) The thermal performance (heat transfer coefficient) of refrigerant R-600a
increases with increase of applied heat flux.

(3) The predicted results also satisfy the present data of experiments. Similar trends
with large deviations were observed between present and predicted data. This
is due to the working and surface conditions.

(4) The liquid–vapor exchange phenomena during boiling are visualized using
high-speed camera arrangement. The captured photographs were analyzed to
obtain the bubble parameters. The nucleation sites vary with increase of heat
flux. The variations in departure diameters were also observed as heat flux
increases. The departure frequency also decreases with increase of heat flux
during boiling over the plain heating surface.
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MHD Thermal Convection of Nanofluid
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Chitrak Mondal , Nirmalendu Biswas , and Nirmal K. Manna

Nomenclature

.

B Magnetic field, tesla, (N/A·m2)
Ha Hartmann number
L Length of the cavity/length scale, (m)
Nu Average Nusselt number
P Pressure, (Pa)
Pr Prandtl number
Da Darcy Number
Ra Rayleigh number
T Temperature, (K)
u, v Velocity components, (m/s)
U, V Dimensionless velocity components
x, y Cartesian coordinates, (m)
X, Y Dimensionless coordinates

Greek symbols

α Thermal diffusivity, m2/s
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β Expansion coefficient of fluid, (K−1)
θ Dimensionless temperature
φ Concentration of nanoparticles
υ Kinematic viscosity, (m2/s)
ρ Density, kg/m3

κ Electrical conductivity (µS cm−1)
ψ Dimensionless streamfunction
c, h Cooling, heating

1 Introduction

Due to different applications of buoyancy-induced thermo-fluidflowandheat transfer
such as in electronic chip cooling, biomedical application, and heat exchanger, it is
still a relevant area of research. To enhance the heat transfer, nowadays nanoparticles
with conductive materials are mixed with a base fluid [1–3]. By applying a magnetic
field, the magnetohydrodynamic (MHD) fluid flow can be regulated more efficiently
[4–6]. The investigation of convective heat transfer in a porous medium has also
some practical relevance. Earlier, analysis of Cu-water nanofluid filled cavity is
investigated by under different boundary conditions [7–10].

The medium of the domain is chosen based on a thorough literature survey. In
earlier works, the Cu-water nanofluid is taken as the working medium as could be
seen from the works of Rajarathinam et al. [7], Mansour et al. [8], Mahmoudi et al.
[9], Bairi [10], Acharya et al. [11], Biswas et al. [12]. Mansour et al. [8] studied the
influence of thermal buoyancy along with magnetic field to study the impact on heat
transfer in a cavity. References [9, 10] considered different types of geometries and
investigated the influence of a magnetic field inside the cavity. References [9, 12]
considered the domain filled with a porous substance where the effect of porosity of
the medium is included during their investigations.

From the extensive survey of the literature, it is observed that, though there are
investigations related to MHD natural convection in the nanofluid-saturated porous
domain, the buoyancy-induced convection effect in a cavity heated linearly is not
studied yet extensively. Thus, the present work of MHD convection in a porous
cavity containing Cu-water nanofluid is performed to fill the gap in this research
area. The parameters of Ha, Da, Ra, and φ are varied to investigate the effects on
heat transfer and fluid flow.
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2 Problem Formulation

2.1 Problem Descriptions

The problem domain is presented schematically in Fig. 1 along with the boundary
conditions. The computational domain is a square of length L. It is saturated with a
porous medium and Cu-water nanofluid. To study the effect of MHD convection, an
external magnetic field (of magnitude B) acted horizontally is considered here. The
adiabatic wall is located at the bottom of the cavity. Whereas, the top wall is cold and
acts as a heat sink. Both the sidewalls are linearly heated and the heating pattern is
opposite in the two walls. For the left wall, the temperature decreases from bottom
to top linearly, however, the opposite situation occurs for the right walls.

Many assumptions are imposed to eliminate some complexities, as the
problem by definition involves multiphysics covering natural convection, magneto-
hydrodynamics, nanofluid, and porousmedium.Theflowoffluid is thought as incom-
pressible, homogeneous, Newtonian laminar flow and the properties are constant.
The Hall effect, viscous dissipation, and Joule heating are neglected. The Boussi-
nesq approximation is considered for the buoyancy effect. The flow is considered
as steady. It yields the governing equations of continuity, momentum, and energy as
given below.

∂U

∂X
+ ∂V

∂Y
= 0 (1)

1

ε2

(
∂U

∂X
+ V

∂U

∂Y

)
= − 1

ρr

∂P

∂X
+ νr Pr

ε

(
∂2U

∂X2
+ ∂2U

∂Y 2

)

−
(

νr Pr

Da
+ Fc

√
U 2 + V 2

√
Daε3

)
U (2)

Fig. 1 Schematic diagram
of the problem geometry,
boundary conditions
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1

ε2

(
U

∂V

∂X
+ V

∂V

∂Y

)
= − 1

ρr

∂P

∂Y
+ νr Pr

ε

(
∂2V

∂X2
+ ∂2V

∂Y 2

)

−
(

νr Pr

Da
+ Fc

√
U 2 + V 2

√
Daε3

)
V

− 1

ρr

κn f

κ f
Ha2 Pr V + βr Ra Pr θ (3)

U
∂θ

∂X
+ V

∂θ

∂Y
= αr

(
∂2θ

∂X2
+ ∂2θ

∂Y 2

)
(4)

These non-dimensionalized equations consist of dimensionless variables of (X,
Y ) spatial coordinates, (U, V ) velocity components, P pressure and θ temperature.
The parameters involved are the Prandtl (Pr), Darcy (Da), Rayleigh (Ra), Hartmann
(Ha) numbers. These are defined as

(X,Y ) = (x, y)/H, (U, V ) = (u, v)/(α/H)

P = p/ρ(α/H)2, θ = (T − Tc)/(Th − Tc)

Ra = gβ(Th−Tc)H 3

αυ
, Pr = υ

α
, Ha = √

κ f /μ f

(5)

The modeling of this porous problem is performed by adopting the Brinkman-
Forchheimer Darcy model (BFDM). This form accounts for the inertial frictional
effect [13] when high velocity. It includes the Forchheimer coefficient (Fc) defined
as

Fc = 1.75/
√
150 (6)

The physicochemical characteristics are given in Table 1.
In the governing equations, the properties of nanofluid (indicated by suffix nf )

and base fluid (suffix f ) are included in the ratio form. These ratios of density (ρr ),

thermal diffusivity (αr ), kinematic viscosity (νr ), and volumetric expansion (βr )

are defined using a volumetric concentration of nanofluid (φ) and properties of solid
nanoparticles.

ρr = ρn f /ρ f (7)

ρn f = (1 − φ)ρ f + φρs (8)

Table 1 Physicochemical characteristics of base fluid and nanoparticles

Density (kgm−3) Thermal conductivity
(Wm−1K−1)

Specific heat
(Jkg−1K−1)

Thermal expansion
(K−1)

Water ρ f = 997.1 kf = 0.613 Cpf = 4179 β f = 21 × 10−5

Cu ρs = 8933 ks = 401 Cps = 385 βs = 1.67 × 10−5
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νr = νn f /ν f = (μn f /ρn f )/ν f (9)

The nanofluid viscosity is computed by the correlation [14]

μn f = μ f /(1 − φ)2.5. (10)

Cpn f = {(1 − φ)Cpf + φCps} (11)

The thermal conductivity [15] is computed as

kn f = k f

[
(ks + 2k f ) − 2φ(k f − ks)

(ks + 2k f ) + φ(k f − ks)

]
(12)

αr = αn f

α f
= (kn f /ρn f Cpn f )

(k f /ρ f Cp f )
(13)

The ratio of volumetric thermal expansion is expressed as

βr = βnf

β f
= {(1 − φ)β f + φ βs} (14)

From the problem description, the boundary conditions is obtained as given below

(a) U = 0, V = 0, θ = 0 for the top cold wall (Y = 1)
(b) U = 0, V = 0, ∂ θ/∂Y = 0 for the bottom wall (Y = 0)
(c) U = V = 0, θ = Y for the right cold wall (X = 1)
(d) U = V = 0, θ = 1 − Y for the left heating wall (X = 0)

The above-mentioned Eqs. (1–4) are solved using a FVM-based extensively
validated in-house CFD code. The obtained results are finally processed into the
streamlines and the Nusselt number (Nu). The Nu of the top wall is computed as an
area-averaged Nusselt number as

Nu =
1∫

0

(
− ∂θ

∂Y

∣∣∣∣
Y=1

)
dX (15)

The velocity components are used to generate the stream function (ψ) as under.

U = ∂ ψ

∂X
and V = −∂ ψ

∂Y
(16)

The stream function value at the walls is considered zero due to the no-slip and
no penetration condition.
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2.2 Numerical Technique

The numerical simulation of the non-dimensionalized governing Eqs. (1–4) is
performed using the Finite Volume Method (FVM) and SIMPLE algorithm [16].
This algorithm is incorporated in a well-validated [12, 17–19] in house CFD code. A
second-order central differencing scheme for the diffusion terms, and a third-order
upwind (QUICK) scheme for the advection terms are chosen. The residual values of
the iterative scheme are set to 10−8 or below. Before finalizing the results, an exten-
sive mesh-independent study is conducted which is omitted for the sake of brevity.
Finally, a 160 × 160 grid size with non-uniform distribution is chosen for the entire
simulation.

3 Result and Discussions

In this work, the influence of the magnetic field, porous medium, and the thermal
convection are addressed by varying the Hartmann number (Ha), Darcy number (Da)
and the Rayleigh number (Ra). The Hartmann number is varied in the range of 0–
100, the Da value in the range of 10−5–10−1, and the Ra value as 105 and 106. For
the proper visualization of the flow domain and the vortex structures, the streamlines
are considered where the maximum and minimum streamlines values indicate the
relative strength of the vortices. The isotherm contours are considered to determine
the temperature field of the domain where the isotherm values are scaled to 1 and
they are basically the non-dimensionalized value. The heat transfer is analyzed by
considering the top-wall averaged Nusselt number while there is a variational study
of Nu at the end of the section.

3.1 Effect of Different Rayleigh Number (Ra)

This study is conducted to study the effect of applying nanofluid in the linearly
heated porous cavity by comparing streamline and isotherm contours with the base
fluid case. TheNu value for the topwall is also considered to estimate the heat transfer
improvement due to usage of nanofluid. Two values of Ra number are considered to
capture the effect of thermal convection. For Ra= 105 situation of both the fluids, the
flow field looks similar but the strengths of the vortices are different. For Ra = 106

case, in both the flow-fields, another corner vortex appears in the left top corner and
the lower clockwise (CW) vortex has maximum strength. By comparing different Ra
values, it is seen that the vortex strength increases drastically as Ra increases. The
plot of isotherms shows the distribution of isotherms intuitively. As the circulation
strength of Ra= 105 is lower the temperature distribution is very much similar to the
boundary and not much interaction is there. However, for Ra = 106, the isotherms
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are deformed due to a strong circulation in the cavity and the higher temperature
regions are suppressed to the walls. By comparing the Nu value, it is noticed that,
with an increase in Ra, Nu increases and the addition of nanofluid further enhances
the heat transfer (Fig. 2).

3.2 Effect of Darcy Number (Da)

Figure 3 considers the effect of Da in the nanofluid-filled linear heated cavity. The
Darcy number suggests the relative effect of permeability with respect to its area
and here the Da increases from 10−5 to 10−1. The change in Da value does not
change the relative position and the shape of the vortices, however, the maximum
stream function increases as Da value increases. Due to this change in the strength of
circulation, the shape of the isotherm contours is changing. As the vortices become
stronger, the mixing of the hot and cold fluid is much more prominent. Therefore,
the isotherms distort more with higher Da value. Moreover, with the increasing Da
value as the permeability increases, the heat transfer also increases as indicated by
the Nu values (though the changes are insignificant).

3.3 Impact of Hartmann Number (Ha)

Figure 4 presents the effect of the Hartmann number. This number is basically the
non-dimensionalized parameter which measures the relative importance of the elec-
tromagnetic force to the viscous force. Here, Ha values are varied from 0 to 100. The
magnetic field direction is from left to right, and thus, Ha effects the V-component
of flow velocity directly. Through the continuity equation, the effect is transferred to
the U-component of velocity. So, the vortices are weakened with an increase in Ha,
and the upper left-corner vortex is diminished as Ha increases. Due to the overall
damping effect, the maximum value of the streamfunction is also decreasing as Ha
increases. The isotherm pattern can be explained from the stream function values
also. For Ha = 0, the isotherms are most distorted but as the Ha increases the distor-
tion is decreasing. With the increase in Ha, associated heat transfer from the top cold
wall is also decreasing which is evident from the above-mentioned values.

3.4 Effect of Nanoparticle Concentration (φ)

The effect of the nanoparticles volume fraction (φ) suspended in the base fluid is
illustrated in Fig. 5 where φ is varied from 0.001 to 0.05. The φ value is chosen
in such a way that the medium behaves as a homogeneous medium. The isotherm
contours for different φ are almost similar in shape. However, the increase in φ
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Fig. 2 Typical analysis of flow structure under base fluid and nanofluid saturated porous media at
Ra = 105, 106, Ha = 30, φ = 0.02, Da = 10−3, ε = 0.6
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Fig. 3 Effect of Da on fluid flow and thermal characteristics at Ra = 105, Ha = 30, φ = 0.02, ε =
0.6
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Fig. 6 Heat transfer
characteristics (Nu) of the
top wall at Ra = 105, 106,
Ha = 30, Da = 10−3

shows an increment in heat transfers through the top wall. This may be described
due to the enhanced thermal conduction due to the presence of highly conductive
Cu-nanoparticles.

3.5 The Heat Transfer Characteristics (Nu)

The changes in the Nu value of the top wall are considered with respect to the
concentration of nanoparticles of the medium and the trend is reported in Fig. 6.
The figure shows an almost linear variation of Nu with respect to φ. As the Ra
increases, corresponding Nu increases significantly. The increment in heat transfer
can be recognized due to the enhancement of convective current at higher Ra and φ

for the porous substance of Da = 10−3.

4 Conclusions

The impacts of the magnetic field, Darcy number, and the Cu-nanoparticles on the
characteristics of thermo-fluid flow are studied extensively and systematically using
the streamlines, isotherms, and the average Nusselt number. The variations of the
pertinent parameters are significant. Some major observations are mentioned below:

• As Ra value increases, the strength of the vortices increases and the heat transfer
increases. Due to the incorporation of the nanofluid, the heat transfer is heightened
from the base fluid situation.

• The effect of the porous medium is encountered by changing the Da value. The
study shows that, due to an increase in permeability, the flow is strengthened and
the heat transfer enhances.

• The effect of the magnetic field is encountered with varying Ha value. The
magnetic field has an overall dampening effect on the flow and heat transfer
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characteristics. Depending upon the direction of the application and the relative
strength of the buoyancy force, the flow structure is dictated accordingly.

• The effect of change in concentration of the nanofluid (φ) is studied by varying φ.
The addition of nanofluid has an enhancement effect on heat transfer through the
concentration, which studied shows similar patterns of fluid-flow and temperature
structures within the cavity.

• Finally, the effect on heat transfer with suspension of nanoparticle concentration
in the base fluid is studied. The concentration is within the permissible limit so
that the fluid remains homogeneous. The Nu-curve is almost a linearly increasing
trend. So with the addition of nanoparticles in the base fluid, the heat transfer is
improved.
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Natural Convection of Copper-Water
Nanofluid in a Square Enclosure
with an Isothermal Protruding Heater

Dipayan Sanpui, Sourav Sarkar, and Swarnendu Sen

Nomenclature

.

cp Specific heat, (J/kg-K)
g Gravitational acceleration, (m/s2)
k Thermal conductivity, (W/mK)
L Length of the enclosure, (m)
D Distance from the left wall to the center of the protruding heater, (m)
W Width of protruding geometry, (m)
H Height of protruding geometry, (m)
Pr Prandtl number
Ra Rayleigh number
p Pressure, (N/m2)
m Fluid behaviour index, (N secn/m2)
n Flow consistency index
P Dimensionless pressure
Nu Nusselt number
Nu Average Nusselt number
t Time, (s)
T Temperature, (K)
u, v Velocity components, (m/s)
U, V Dimensionless velocity components
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x, y Cartesian co-ordinates
X, Y Dimensionless cartesian coordinates

Greek Symbols

α Thermal diffusivity, (m/s2)
β Thermal expansion co-efficient, (1/K)
φ Solid volume fraction
ψ Dimensionless stream function
ρ Density, (kg/m3)
μ Dynamic viscosity, (kg/ms)
υ Kinematic viscosity, (m2/s)
θ Dimensionless temperature
ω Vorticity
ε Parameter used for error analysis

Subscripts

c Condition for cold wall
s Solid particle
f Base fluid
h Condition for hot wall
l Local values
nf Nanofluid

1 Introduction

The enhancement of heat transfer techniques, its adequacy and necessity is an inte-
gral part of a wide class of technological and industrial applications such as thermal
shielding, cooling of industrial systems, and several others. Nanofluids is a well
dispersed solution of solid nanoparticles in base fluids i.e. water, ethylene glycol
(EG), acetone or oil found to be an emerging solution for heat transfer enhancement
[1]. The chances of applying them as heat transfer medium for various nanotech-
nology based cooling applications, such as nuclear machineries, microchannels,
MEMS devices and tribological applications i.e. nano-lubricants, hydraulic fluids,
cutting fluids, nano-refrigerants is currently under consideration.

The numerical studies related to heat transfer enhancement using nanofluid are
abundant in literature [1]. Now, in most of the numerical studies [2–6] nanofluid has
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been considered as of Newtonian behavior, in those studies, in most of the cases,
the rate of heat transfer increases with increasing volume fraction, Rayleigh number
and time steps. When we are considering the nanofluid as non-Newtonian the shear
strain rate and shear stress components associated comes into the frame. Also, it is
to be noted that, the constant term of viscosity has been replaced by an apparent
or changing viscosity term which inhibits flow circulation as the volume fraction
increases. Khanafer et al. [7] numerically studied the natural convection of Al2O3-
water nanofluid inside rectangular cavities. They experienced an increase in heat
transfer with increasing volume fraction. Natural convection inside a differentially
heated square enclosure filled with nanofluid has been numerically performed by
Ho et al. [8] and Santra et al. [9]. Separate mathematical models for viscosity and
effective thermal conductivity have been considered by Ho et al. [8]. The Ostwald-de
Waele model (power law fluid model, proposed in 1925) for a shear-thinning, non-
Newtonian nanofluid has been used by Santra et al. [9]. It has been found that they
used two rheological indexes fluid behaviour index (m) and flow consistency index
(n), incorporated within the mathematical model and finally observed a decrease
in average Nusselt number with increasing Rayleigh numbers at different volume
fractions. In another study, Santra et al. [10] have also performed a numerical inves-
tigation on copper water nanofluid flowing through two isothermally heated parallel
plates. In that problem, they experienced an increase in average Nusselt number
with increasing Rayleigh numbers at a constant volume fraction in case of non-
Newtonian nanofluid compared to Newtonian nanofluid. These two [9, 10] numer-
ical studies can be considered as the numerical solutions of its first kind regarding
natural and forced convection of non-Newtonian nanofluid. Loenko et al. [11] used
the Ostwald-de Waele power law model with FDM to numerically study the natural
convection of a non-Newtonian fluid in a square cavity in the presence of local heat-
generating element. They observed that as the value of rheological index increases
the fluid becomes more viscous which inhibits the heat transfer and as the fluid
becomes shear-thinning it enhances the heat removal from the energy source. They
also studied the dependency of thermal conductivity ratio on time steps and showed
that as the thermal conductivity ratio increases, the number of time steps required
to reach steady-state increases and heat transfer also increases simultaneously. Yigit
et al. [12] studied the natural convection of power-law fluids in a square cavity where
the bottom of the chamber was heated locally and the vertical walls were kept at
comparatively less temperature. They observed with increasing n, the convection
inside the cavity increases; but the rate of increase lowers as the value of n increases.
The same scenario can be encountered for vertical velocity profile; which reflects
the decrease in vertical velocity with an increase in n. That means as the flow inside
the cavity becomes viscous; though the average Nusselt number value increases, but
the rate of increment lowers. Khezzar et al. [13] performed numerical simulation on
free convection of power law fluid inside a cavity at different angular orientations.
The angle of inclination was gradually increased from 0 to 90o and the isotherms,
streamlines patterns have been compared for both Newtonian and non-Newtonian
nanofluids. Also, correlations were presented between the average Nusselt number
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and power law index, volume fractions at different Rayleigh numbers and varying
aspect ratios of the geometry.

The present research work shows the effect of copper-water nanofluid for investi-
gation of the heat removal from a square cavity with protruding heater at the bottom
wall; where, the entire upper wall and the non-heated portions of the bottom wall
are adiabatic. Symmetrical cooling has been done along the vertical walls of the
cavity. Patel et al. [14] proposed a model to study the effective thermal conductivity
which includes the parameters, Brownian motion and temperature dependency of
the nanofluid. The viscosity of the nanofluid has been modelled according to the
Ostwald-de Waele model. The nanofluid has been considered as of shear-thinning
behavior. To the best of knowledge, no other numerical study on heat transfer perfor-
mance analysis with a central isothermal heater inside a square enclosure has been
investigated for a non-Newtonian nanofluid has been performed.

2 Mathematical Formulation

The problem under consideration (Fig. 1) is to numerically study natural convection
ofCu-water nanofluid inside a square cavity; including a protruding isothermal heater
on the center of the bottom wall. The nanofluid inside the enclosure is assumed to
be of non-Newtonian behavior. The geometry under consideration and dimensions
are shown in the figure. A heater of height H and width W whose temperature is
maintained to be at Th and the midpoint of the heater is kept at a distance of D from
the left wall. The vertical sidewalls of the cavity are maintained at a less temperature

Fig. 1 Geometry of the
problem
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of Tc. Where the top horizontal wall is entirely insulated and the non-heated portions
of the bottom horizontal wall are insulated. The nanofluid is incompressible in nature
and consists of copper nanoparticles of diameter 100 nm. The thermophysical prop-
erties of the nanofluid are assumed constant, except for the apparent viscosity which
changes accordingly with the change in shear rate. It has been assumed that density
of the nanofluid varies only with the body force which is treated according to the
Boussinesq approximation. It is to be noted that, the length (L) of the cavity and all
the other dimensions i.e. D, W, H are in meter (m).

By culminating the respective assumptions; the conservation equations can be
written as follows [9]:
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The interrelation between the shear stress and rate of shear strain in case of 2-D
Cartesian system according to the Ostwald-de Waele power law model is:
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The stress tensors of Eqs. (2) and (3) can be expressed as
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Here m, n are the two rheological indexes, depends on type of material used as
nanoparticles for the preparation of nanofluid and solid volume fraction (φ). An
experimental variation of shear stress with respect to shear strain has been found
in Putra et al. [15], later which has been used by Santra et al. [9] for calculation of
the values of rheological indexes i.e. m and n for 1 and 5% solid volume fraction.
Proper interpolation and extrapolation have been done with keeping in mind that the
nanofluid is showing shear thinning behavior with increasing volume fraction. The
detailed values of m and n for different volume fractions are shown in Table 1. It is
to be noted that if the value of the power-law index is 1 then the value of m becomes
the viscosity of the base fluid.

The nanofluid effective density can be expressed as:

ρn f = (1 − φ)ρ f + φρs (11)

Table 1 Values of
rheological indexes

Solid volume fraction (φ) (%) m (N secn m−2) n

0.5 0.00187 0.880

1.0 0.00230 0.830

1.5 0.00283 0.780

2.0 0.00347 0.730

2.5 0.00426 0.680

3.0 0.00535 0.625

3.5 0.00641 0.580

4.0 0.00750 0.540

4.5 0.00876 0.500

5.0 0.01020 0.460
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Table 2 Thermophysical
properties

Property Fluid (Water) Solid (Copper)

Cp (J/kg-K) 4181.80 383.1

ρ (kg/m3) 1000.52 8954.0

k (W/m-K) 0.597 386.0

β (K−1) 210.0 × 10−6 51.0 × 10−6

Similarly, the formulation of effective heat capacity of the nanofluid is expressed
as:

(
ρCp

)
n f = (

ρCp
)
f (1 − φ) + φ

(
ρCp

)
s (12)

The above Eqs. (11) and (12) have been taken from Mahian et al. [1].
Solid spherical copper nanoparticles of 100 nm diameter have been taken with

base fluid i.e. water; as the nanofluid. The thermophysical properties of the nanofluid
has been extracted from Santra et al. [9] (Table 2):

For formulation of effective thermal conductivity, Patel et al. [14] model has been
used:
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Here,Pe = u pdp

α f
, where u p is the velocity of the nanoparticles due to Brownian

motion and is given by,

u p = 2kbT

πμ f d2
p

(15)

The governing equations Eqs. 1–4 can be expressed in dimensionless form using
the parameters given below [9]:
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The governing equations Eqs. 1–4 takes the forms:
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∂θ

∂Y
= kn f

k f

(
ρCp

)
f(

ρCp
)
n f

[
∂2θ

∂X2
+ ∂2θ

∂Y 2

]
(19)

The apparent viscosity of the nanofluid can be written as,

μapp = m
(α f

h2

)(n−1)

∣∣∣∣∣∣
[
2

{(
∂u

∂x

)2

+
(

∂v

∂y

)2
}

+
(

∂v

∂x
+ ∂u

∂x

)2
] 1

2

∣∣∣∣∣∣
(n−1)

(20)

The stream function-vorticity formulation has been used for solving this problem.
The stream function ψ is defined by,

U = ∂ψ

∂Y
(21)

V = −∂ψ

∂X
(22)

Vorticity ω = ∂V
∂X − ∂U

∂Y can be written in a simplified form:

ω = −∇2ψ (23)

Again, the above Eqs. 15–18 are transformed using the stream-function (ψ)-
vorticity (ω) formulation. These equations are as follows:

∂2ψ

∂x2
+ ∂2ψ

∂y2
= −ω (24)

∂ω

∂τ
+ ∂ψ

∂Y

∂ω

∂X
− ∂ψ

∂X

∂ω

∂Y
=

(
μapp

ρn f α f

)(
∂2ω

∂X2
+ ∂2ω

∂Y 2

)
+ Ra.Pr.

ρ f

ρn f

∂θ

∂x
(25)
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∂X
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∂X

∂θ

∂Y
=

(
kn f
k f

(
ρCp

)
f(

ρCp
)
n f

)(
∂2θ

∂X2
+ ∂2θ

∂Y 2

)
(26)
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After ψ − ω formulation, the term apparent viscosity also changes and can be
written as,

μapp = m
(α f

h2

)(n−1)

∣∣∣∣∣∣
[
4

(
∂2ψ

∂X∂Y

)2

+
(

∂2ψ

∂Y 2
+ ∂2ψ

∂X2

)2
] 1

2

∣∣∣∣∣∣
(n−1)

(27)

The dimensionless boundary conditions imposed for solving the equations
Eqs. 24–26 are expressed as:

At X = 0, L and 0 ≤ Y ≤ L; along the walls ψ = θ = 0
At Y = L and 0 ≤ X ≤ L; along the wall ψ = 0 and ∂θ

∂Y = 0
At Y = 0 and 0 ≤ X ≤ D − W

2 ; along the wall portion ψ = 0 and ∂θ
∂Y = 0

At Y = 0 and D + W
2 ≤ X ≤ L; along the wall portion ψ = 0 and ∂θ

∂Y = 0
On the protruding heater walls, ψ = 0 and θ = 1.
Equations 24–26 were solved computationally; calculation of Nul (local Nusselt

number) and Nu (average Nusselt number) has been done along the hot walls of the
protruding heater.

Nul = −kn f
k f

.

(
∂θ

∂y

)
hot walls

(28)

Nu =
(
1

H

)
H∫
0
Nul .dY |vertical hot walls

+
(

1

W

)
W∫
0
Nul .dX |horizontal hot wall (29)

where, H is the length of the vertical hot walls andW is the length of the horizontal
hot wall.

3 Numerical Scheme and Validation

Finite DifferenceMethod has been used to solve the set of governing equations along
with the boundary conditions. The domain for computation has been divided into
181 × 181 uniform grids. Besides, an under relaxation method has been used along
with the convergence criteria:

Σ

∣∣∣εn+1
i, j − εni, j

∣∣∣
Σ

∣∣∣εn+1
i, j

∣∣∣ ≤ 10−5

where ε represents the stream function ψ and dimensionless temperature θ.
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Table 3 Grid independence
test

Volume
fraction (φ) (in
%)

Rayleigh
number (Ra)

No. of Grids Nu (hot walls)

0.0 106 101 × 101 7.5966

0.0 106 141 × 141 7.3982

0.0 106 181 × 181 7.3467

A grid independence test has been performed for the problem under consideration
at various grids, but after 181 × 181 grids, the value of average Nusselt number
saturates and due to this reason, the 181 × 181 grid configuration has been taken
as the converged grid. The data for grid independence has been given in Table 3. A
validation has been performed in comparison with the results of Santra et al. [9] for
Rayleigh numbers ranging from 104 to 106; the comparison has been shown in Figs. 2
and 3. The average Nusselt numbers also have been compared with the present work
from which we have found less difference between the present work and Santra et al.
[9] (given in Table 4).

4 Results and Discussion

Flow circulation and heat transfer characteristics for diverse Rayleigh numbers and
volume fractions (φ) have been studied. Solid spherical copper nanoparticles of
diameter 100 nm have been taken for the preparation of the nanofluid where water
has been taken as the base fluid. Prandtl number of the base fluid i.e. water has been
taken as 7.02 [9]. The effective thermal conductivity of nanofluid has been extracted
from the model proposed by Patel et al. [14]. The value of constant “c” used in the
mathematical model used by Patel et al. has been taken as 3.60 × 104. The values of
the rheological indexesm andnhavebeen calculated using the experimental data from
Putra et al. [15]. Results have been presented forRa= 104 to 106 and volume fraction
ranged from 0, 1, 2.5 and 5%. Here the protruding heater is taken as an isothermal
central heater. Now, the heat transfer has been considered strongly affected by the
nature of flow circulation inside the enclosure. As the viscosity increases with an
increase in solid volume fraction, the flow circulation gets inhibited due to addition
of nanoparticles in the nanofluid. Different Nusselt numbers can be encountered with
an increase in solid volume fraction and Rayleigh numbers.
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Fig. 2 Comparison of streamline (left) and isotherm (right) contours of a Santra et al. [9], with
b Present work at Ra = 106 (φ = 2.5%)

4.1 Influence of Nanoparticle Volume Fraction on Vertical
Velocity and Temperature Profiles

Figure 4 represents profiles of vertical velocities at the midplane of the cavity at
Y = 0.5 for 1.0 ≥ X ≥ 0, for Ra = 106 has been taken for different volume
fractions, which shows that at higher volume fractions i.e. 5% volume fraction; the
maximum v-velocity decreases. It means that, as the flow becomes more viscous, the
flow circulation of nanofluid inside the cavity decreases. Hence, the buoyancy forces
decreases and the vertical velocity profiles decreases with an increasing volume
fraction. Also, it is to be noted that, the velocity boundary layers along the boundary
walls appears to be thickened and the size of the symmetric static zones at the cores
of counter-rotating flows decreases. The value of the stream function of the cores
is extremely less and negative values which depict that the flow is almost static
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Fig. 3 Validation of a dimensionless vertical velocity, b dimensionless temperature profiles, at Ra
= 106 (φ = 2.5%)

Table 4 Validation of
Nusselt numbers

Rayleigh
Number (Ra)

Volume
fraction (φ)

Nu of Santra
et al. [9]

Nu of present
work

104 0.025 1.484 1.5813

105 0.025 3.426 3.8791

106 0.025 6.670 6.5321



Natural Convection of Copper-Water Nanofluid … 59

Fig. 4 Vertical velocity profiles at mid plane for different φ values at Ra = 106

at the cores. Figure 5 presents the temperature profile along the mid-plane of the
cavity at different volume fractions at Ra = 106. Figure 5 shows that at φ = 0% a
uniform or dome shaped temperature profile can be seen, whereas, with increasing
volume fraction, as the nanofluid gets more viscous, the nature of the distribution
of temperature profiles changes. Besides, increasing effective thermal conductivity
with increasing concentration of the nanofluid results in transport of heat better by
diffusion, rather than advection at higher concentration of nanofluid.

4.2 Influence of Nanoparticle Volume Fraction
on Streamline and Isotherm Contours

The contours of streamlines and isotherms forRa= 106 forφ = 0%, 2.5 and 5%have
been shown in Fig. 6. The figure illustrates that as Rayleigh number increases, the
effect of buoyancy increases. As solid volume fraction increases inside the flow but
that buoyancy effect has been overcome by the increasing effective thermal conduc-
tivity and viscosity of the nanofluid inside the cavity which increases the diffusive
heat transfer with increasing volume fraction. But if the strength of circulation can
be compared for Rayleigh number 106 at two different volume fractions; then a mild
difference in the values of streamlines can be observed. Most probably this is due
to the increasing viscous effect of the nanofluid with increase in volume fractions.
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Fig. 5 Vertical velocity profiles at mid plane for different φ values at Ra = 106

Moreover, the apparent increase in thickness of the thermal boundary layer increases
with increasing heat transfer; diffusive in nature.

Streamlines and isotherms for φ = 2.5% for Ra = 104, 105 and 106 has been
presented in Fig. 7. It has been observed that as the absolute value of stream function;
which is a measure of flow circulation of fluid, increases quickly with an increase
in Ra. As the buoyancy effect increases with the Rayleigh number, obviously the
stagnant cores shift upwards and gets distorted. Hence the velocity boundary layer
thickness increases, with an increase in Rayleigh number at the stagnant core regions
and decreases along the symmetrically cooled vertical walls.

4.3 Influence of Nanoparticle Volume Fraction on Average
Nusselt Number

The average Nusselt numbers
(
Nu

)
down the hot walls of the protruding heater have

been calculated and presented for different φ and Ra in Fig. 8. The figure depicts the
decrease of Nusselt numbers with an increase in solid volume fraction. The viscosity
model of this work has been collected from Putra et al. [15], it is quite obvious
that due to the mathematical model of the viscosity used here, revealed same results
experimentally. Santra et al. [9] also found a decreasing trend of average Nusselt
numbers with increasing volume fraction. It is also important that at φ = 2.5%
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Fig. 6 Streamline (left) and isotherm (right) contours at Ra = 106 for a φ = 0.0%, b φ = 2.5%,
c φ = 5.0%
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Fig. 7 Streamline (left) and isotherm (right) contours at φ = 2.5% for a Ra = 104, b Ra = 105,
c Ra = 106
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Fig. 8 Comparison of Nusselt number with solid volume fraction (φ) for different Rayleigh
numbers (Ra)

and at both the Rayleigh numbers Ra = 104 and 105; the Nusselt number slightly
increases but that increase is not sufficient for direct heat transfer enhancement and
finally it decreases as the volume fraction increases up to 5%.

5 Conclusion

Enhancement of heat transfer utilizing copper-water nanofluid has been investigated
in a two-dimensional square cavity with centrally installed isothermal heater inside
has been studied numerically for Rayleigh numbers 104 to 106 and volume fraction of
5.0% ≥ φ ≥ 1.0%.The diameter of copper nanoparticles has been taken as 100 nm
and Prandtl number for the base fluid i.e. water is taken as 7.02 [9]. The numerical
computation has been done using the stream-function (ψ)-vorticity (ω) formulation.
Ostwald-de Waele model has been used to formulate the shear stresses of the non-
Newtonian nanofluid. The rheological indexes (m and n) have been calculated using
the experimental data available from Putra et al. [15] and have been extracted from
Santra et al. [9] The thermal conductivity of the nanofluid has been calculated using
the model suggested by Patel et al. [14]. Final results reflected a decrease in Nusselt
number for a constant volume fraction.
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Numerical Analysis of Micro-Scale
Diffusion Flame Structure Using
Methane Gas as Fuel

Tanumoy Banerjee and Nripen Mondal

Nomenclature

Cp Heat capacity at constant pressure
D Diffusion Coefficient
d Burner diameter (mm)
Fr Froude number
g Gravitational Acceleration (m/s2)
h Flame height
ni Stoichiometric Coefficient based on mole for i-th species (nf = 1, no = 2)
Pe Peclet Number
p Dynamic Pressure
q Heat of formation per unit mass of methane
Re Reynolds number
r Radial direction
T Stress Tensor
T Temperature
u Velocity vector with radial (=r) and axial (=x) components
ud Molecular diffusion velocity
ue Exit velocity of methane

T. Banerjee
Department of Mechanical Engineering, Jadavpur University, Kolkata 700032, West Bengal, India

N. Mondal (B)
Department of Mechanical Engineering, Jalpaiguri Government Engineering College, Jalpaiguri
735102, West Bengal, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. K. Ghosh et al. (eds.), Advances in Thermal Engineering, Manufacturing,
and Production Management, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-2347-9_6

65

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-2347-9_6&domain=pdf
https://doi.org/10.1007/978-981-16-2347-9_6


66 T. Banerjee and N. Mondal

1 Introduction

Diffusion flames of laminar-jet types are broadly classified into three types: (i) Burke-
Schumann flame (diffusion-controlled) [1], (ii) Roper flame (buoyancy controlled)
[2], and (iii) Diffusion and convection controlled micro flame [3]. Recently the
micro flame concept was investigated by Ban et al. [3] and Nakamura et al. [4]. The
microscale flames are different from the observed candle-like diffusion-controlled
flame, as they are found to be nearly spherical [2]. Buoyancy effect is neglected
for Ropar diffusion-controlled flame, as it is mainly laminar diffusion flames. Due
to these spatial characteristics, lots of studies are being conducted on microscale
flames. Firstly, because of micro flame’s spherical shape, it can be used as a model
for microgravity (generally 10−5 g) [4] flames. Secondly, its small size attributes to
minimum heat release from the flame, with extensive heat loss to the burner; indi-
cating that every time at near-limiting state, this flamemay be formed and thus giving
a handful of tool to investigate the limiting behavior of extinction and stability of
flame under different driven conditions. Thus, this shows that microscale flames are
very important to investigate diffusion flames phenomena, extinction, and stability
phenomenon. The micro flame has the following characteristics:

Fr

(
= u2e

gd

)
> 1 and Pe(= ue/ud) = O(1) (1)

here ue is methane exit flow velocity from burner port, ud denotesmolecular diffusion
velocity and d is the burner diameter. From scaling analysis, it can be defined that
if a flame has ue = 0.1 m/s, d = 1 mm, and Froude number (Fr) �1, it will show
very little or no buoyancy effect. Fr �1 implies that characteristic acceleration time
by buoyancy is of greater significance as compared to a characteristic flow time.
Peclet number of the order 1, i.e., O (1) [1] indicates that characteristic flow time is
at per with diffusion time. The micro flame is characterized as ‘diffusion-convection
controlled flame’ because of the usage of diffusion time [4] here. The burner port
size being small, the jet volume flow rate stays small when methane flow rate is high.

2 Numerical Model and Adopted Numerical Scheme

2.1 Numerical Model and Adopted Numerical Scheme

The assumptions made for mathematical modeling while doing numerical analysis
in CFD package are (Fig. 1 [4]):

• We have taken 2D axisymmetric model.
• Ideal gas laws are incorporated regarding densities.
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Fig. 1 A schematic of
mathematical model and
applied boundary conditions

• Temperature-dependent thermo-physical properties and transport properties for
all the species (they are equal to those of air) using CHEMKIN reaction file are
taken.

• For methane-air reaction model, we have considered one-step irreversible model
[5].

• Laminar finite rate model is taken.
• Methane inlet is applied at the bottom part of the burner port.

We validated the numerical domain of the laminar jet diffusion flame by soling
four partial differential equations of fluid dynamics (time-dependent continuity,
momentum, energy, species) in finite volume method using commercial CFD soft-
ware. We considered axisymmetric 2-D model as the jet is cylindrical. We injected
pure methane from the bottom of the domain, called burner, into ambient atmosphere
of 1 bar pressure. Initial temperature of numerical domain is mentioned as 300 K
and initial chemical composition is taken as 21% oxygen and 79% nitrogen. Burner
is modelled within the numerical domain so the properties are taken. Doing so, we
have considered the backward species diffusion inside numerical domain. Consid-
ering gravity as an external force, at the open boundaries, far-field conditions are
applied and on the burner surface, we have taken non-slip, non-catalytic, and fixed
temperature (300 K) as boundary conditions. Later microgravity analysis is done. In
order to meet the current experiments, inner and outer diameter of Bunsen burner,
and volumetric flow rate are set. For this study, adaptation of complete transport and
multi-step reaction mechanisms has been done for every species and all reversible
reaction steps for methane–air mixture. We have used CHEMKIN properties file and
incorporated SMOOKE’s transport file in CFD package.
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We have used finite-volume method to solve the equations numerically in a stag-
gered grid system. Flux terms on the cell surface have been taken care of by using
central difference scheme and while doing integration over time, Euler implicit
method is used. At every time step, iterations have been done using method of line
by line successive over-relaxation (SOR). SIMPLE [6] scheme is used to consider
the two-way coupling between pressure and velocity in Navier Stokes equation. The
numerical domain considered for calculation is taken up respectively as 40d and 60d
along radial and axial direction, allocating theminimumfine grid size as d/10, nearest
to the burner; coarser sized grids are created closer to the outer boundaries. At first,
calculations were done for time step of (1.0 × 10−5) s and it was continued until
steady-state was reached. We calculated the same for different time steps from 10−5

to 10−7 s for time independence study. All the 3-time steps match with the results
the same way. So, we took 10−5 time steps for our analysis to reduce computation
time. In order to ensure that there is zero dynamic response in the system, solutions
obtained from steady-state analysis are checked with the increment of time step size.
Here the burner inner diameter was fixed at d = 0.4 mm and exit fuel flow velocity
at the calculation zone has been varied from ue = 1−5.2 m/s.

2.2 Governing Equations

The time-dependent fluid flow governing equations are solved numerically to get the
steady-state result at each node. The four fluid dynamics equations are as follows
(D/Dt is defined as non-dimensional substantial derivative):

2.2.1 Continuity Equation

Dρ

Dt
+ ρ∇.u = 0

2.2.2 Momentum Equation

ρDu

Dt
= −∇.T − ∇ p + (ρ − ρ∞)g

T =
(
p + 2

3
μ∇.u

)
U − μ

[
(∇.u) + (∇.u)T

]
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2.2.3 Energy Conservation Equation

ρcP
DT

Dt
− ∇.(λ∇T ) = qω

2.2.4 Species Conservation Equation

ρ
DYi
Dt

− ∇.(ρD∇Yi ) = −viω

2.3 Results and Discussions

2.3.1 Flame Height

Figure 2 shows a comparative plot for nondimensional flame height with respect
to burner diameter (h/d) versus different methane exit flow velocities from 1 to
5.2 m/s. We defined the flame height where the flame front reaction rate is 5–6 times
lower than the reaction rate at the burner locality, i.e., ω = 0.001 g/cm3.s; roughly
one-fifth of the highest rate of reaction near burner locality and where emission of
hydrocarbons is maximum. We found a linear increment of flame height with the

Fig. 2 Non-dimensional flame height with respect to burner diameter vs different exit methane
flow velocity: ue
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increase of exit fuel flow velocity. We found almost a spherical flame shape for low
Re flow at the burner tip and with an increase of velocity this shape changes to near
candle and distorted candle shape which is due to the balancing between convection
and diffusion velocity for methane. It has been shown that the height of the flame
shows linear incremental relation with fuel (methane) exit velocity. This gives the
indication that this type of flame has same feature with diffusion flames (Roper
flame) characterized as “buoyancy controlled diffusion flame” [1]. Our numerical
result also agrees with the same. This linear dependence of flame height with exit
fuel velocity is comparable to previously defined Burke-Schumann and Roper flame
type. We calculated the gradient from Fig. 2 between non-dimensional flame height
(h/d) and fuel flow velocity and we found it to be 4.5 s/m which is slightly higher
than Roper type diffusion flame which shows that this flame is slightly steeper than
Roper flame when it comes to considering flame height.

2.3.2 Flame Structures and Characteristics

Figure 3 shows validated results for ue = 1 and 2.5 m/s.We have compared several 2-
D contour plots: (a) Vector plot of methane flow, (b) Methane concentration contour,
and (c) Oxygen concentration contour. Our result successfully validates the results
from Nakamura et al. [4]. We have successfully found out that temperature of outer
skirt of flame is lower by at least 200 K than the adiabatic flame temperature, which
was given by [4].

At the fully developed flame tip our temperature measures 800–850 K but at
the flame edge temperature data shows 620–650 K. The difference in temperature
between adiabatic flame temperature and temperature at outer skirt of the flame [7]
of methane (roughly 2230 K) is more than 1400 K.

Here, for ue = 1 m/s, temperature rises steadily along the burner axial direction
and becomes maximum (842.5 K) at the flame tip, but for ue = 2.5 m/s, after the
exit from the burner temperature suddenly falls because of the initially exothermic
reaction between methane and air, then increases steadily along both the axial and
radial direction giving maximum flame tip temperature of 748 K at the flame edge
along radial direction.

Figure 3 shows 2-D contour profile comparison of flow velocity vector and
methane and oxygen concentration of micro flame for two different methane exit
velocity. As the buoyancy-driven velocity is dependent on gravitational constant (g)
and flow residing time inside channel, so very little effect of buoyancy can be seen
on flow field when methane exit flow rate is either high or low. From Fig. 3a it can be
seen the vertical velocity vector for low velocity is higher because of thermal expan-
sion, low Re flow, and buoyancy effect. This accelerated flow disperses the species
concentration balance given in figures (b), (c), showing that these properties change
lot radially than axially. But the flame is controlled by only convection-diffusion
balance.

In Fig. 3, we can see at higher flow rate, air flows near the quenching region of
the flame for which the vertical displacement of velocity vector for ue = 2.5 m/s is
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Fig. 3 Obtained 2-D profile contours under gravity: (top) flow velocity vectors, (middle) methane
concentration contours, (bottom) oxygen concentration contours. Left one is for methane exit
velocity: ue = 2.5 m/s and right one is for flow velocity: ue = 1 m/s

lower. Diffusion flame structure for high flow rate gets affected by ambient air due
to flow entrainment. The flame characteristics, species concentration gradient can be
greatly affected by this entrained air for low Re and high Re flow. Flow of entrained
air can be minimized if we use flame sheet model in analyzing the mathematical
model and also use laminar finite rate in rate reaction model.

A sharp increment of 35–40% of length of numerical domain is seen to have the
oxygen concentration gradient for ue = 1 m/s than for ue = 2.5 m/s which is depicted
in the Fig. 3c.
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Figure 4 predicts the central axis structure of methane flame having two different
methane velocity. We did comparative analysis of maximum temperate rise, temper-
ature profile, and oxygen, methane concentration change with (Z/d), which defines
non dimensional relative distance from reaction zone. Figure 5 clearly shows double-
peak structure of CO mass concentration for the two conditions in this study, which
means that inside the numerical domain two combustion zones are found and thus
two peaks are there for produced CO mass concentration. As CO is produced due
to non-stoichiometric combustion and this is the result of air entrainment near the
quenching zone. We can say that any microscale flame cannot be categorized as only
a premixed or non-premixed flame which is proved by two CO peaks. Quenching
distance exists in all flames. Quenching distance means the distance along the axis
of the burner, from burner surface up to the base of the flame produced. At low flow

Fig. 4 Temperature (T ), oxygen (Yox) and methane (Yf ) concentration versus (z/d) graph along
r = 0 (center axis of the flame). Left one is for methane exit velocity, ue = 1 m/s and right one is
for ue = 2.5 m/s

Fig. 5 Comparisons of CH4, O2, H2O, CO, CO2 and velocity along axial direction for methane
micro flame. (Left one) For methane exit velocity ue = 1 m/s and (Right one) for methane exit
velocity ue = 2.5 m/s
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Fig. 6 Centre line heat conduction in both axial and radial direction vs fuel exit velocity comparison
for different methane flow velocity

rates, the two CO peaks are closer but at high flow rates they tend to disperse showing
that at outer part of flame non-premixed combustion is occurring.

Figure 6 shows heat conducted axially and radially from the energy equation at
the center axis with the change in methane exit flow velocity. At the initial stage,
axial heat conducted is larger than heat conducted radially at around ue = 1 m/s but
with increase of fuel exit flow velocity the radial heat conduction surpasses axial heat
conduction due to wall heat transfer and wall quenching effect on the micro-flame.
With the increase of velocity, the difference between radial and axial heat diffusion
rate also increases in a quadratic fashion. The axial diffusion transport is less at high
flow velocity due to thermal expansion.
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From Fig. 4 it can also be seen that maximum temperature attained for ue =
1 m/s is at least 200 K higher in non-dimensional axial flame distance. This is due
to the axial diffusion for higher fuel exit flow rate. Oxygen concentration is also
substantially higher for low Re flow at non dimensional axial distance (Z/d = 2) due
to very little effect of buoyancy. From Fig. 5 it can also be seen that flame velocity for
high Re flow is high in axial direction and methane concentration diffuses very flatly
for high methane flow exit velocity which is due to sharply defined non premixed
flame outer zone for high Re flow.

3 Conclusion

Numerical studies were conducted on ANSYS FLUID FLOW (FLUENT v16.0) and
on ANSYS FLUID FLOW (CFX v16.0) and graphs were plotted on ORIGIN PRO
8. Time independent study is done and we have taken the data for 10−6 time steps
with a fine grid at the burner wall and applying inflation layer of 3.

The following conclusions can be drawn from this study:

• When exit methane flow velocity is 1–2.5 m/s, the micro-flame does not show
any buoyancy effect which can be seen by the semi-spherical shape of the flame.

• We have found a linear dependency of non-dimentionalized flame height with
different methane exit flow velocity. As we considered the effect of axial diffusion
transport to measure flame height, this linear coefficient function is steeper than
Ropar flame as it does not consider diffusion.

• To establish the microscale diffusion flame structure, we incorporated laminar
finite rate model with stiff chemistry solver at the burner outlet. This numerical
calculation properly validates with the numerical results from Nakamura et al.
[4]. But at flame edge due to wall heat transfer and detailed laminar finite rate
chemical kinetic model the result differs from their experimental work.

• As thermal expansion predominates at higher methane flow rate so mass, energy
transport due to axial diffusion minimises. From various chemical concentra-
tions comparison and thermal analysis at separate fuel flow rate along axial and
radial direction from centre axis we conclude that heat conducted faster with
increasing fuel velocity in radial direction but temperature gradient is sharper for
high methane flow rate though maximum temperature is lower for ue = 2.5 m/s.
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Effect of Different Surface Types
of Loading Vessel Wall on Combustion
Performance of a Domestic LPG Cook
Stove

Mithun Das

1 Introduction

Most of the developed country, liquefied petroleum gas (LPG) has been extensively
used as a fuel in the domestic cooking appliances. Because it has high heating rates
and rapid combustion properties and, at the same time, it produces relatively less
polluted products [1, 2]. Hence, thermal efficiency study is an essential part of
cooking stoves. It mainly depends on the fuel flow rate (heat input), equivalence
ratio of air/fuel mixture, fuel composition, loading height (the height of the pan from
the burner top), and jet to jet spacing [3–5]. In a cooking stove, the rich air-fuel
premixed mixture enters into the burners from mixing tube. The optimal value of the
equivalence ratio is around 1.4 for getting maximum efficiency [4]. With increasing
in loading height, at first, the efficiency reaches an extreme, then reduces. Ashman
et al. [6] performed the experiments on a single cooktop burner to find out the effects
of loading height and thermal input on its thermal efficiency and emissions. They
found that the efficiency reduced with rising load height. For a given load height,
thermal efficiencywas higher for less thermal inputs. For low loadheights (0–50mm),
both of NO2 and CO emission reduced with increasing load height. Hou and Ko [7]
investigated the effects of oblique angle and load height on the combustion charac-
teristics (i.e. flame structure, temperature distribution, and thermal efficiency) of a
Bunsen-type burner. At a fixed oblique angle, the thermal efficiency first increased
with heating height then reduced gradually. They also found the optimum value of
oblique angle (60°) and load height (12mm) to achieve the highest thermal efficiency.
Hou et al. [3] investigated a comparative study on a swirl flow burner and radial flow
burner and found that the thermal efficiency of the swirl flow burner was higher than
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the conventional radial flow burner. Zhen et al. [8] also noticed that swirl type burner
improved thermal efficiency and reduced pollutant emission. Both thermal efficiency
and CO emission are increased with increasing jet to jet spacing of the burner holes
[2]. Boggavarapu et al. [4] studied both experimentally and numerically to find out
the thermal efficiency of a domestic cook stove burner using liquefied petroleum gas
(LPG) and piped natural gas (PNG) fuels. They also improved thermal efficiencywith
the attachment of a circular insert and a radiant sheet. Thermal efficiency increased
with increasing fuel flowrate for both existing and modified burners. Thermal effi-
ciency improvement using the design modification was predicted about 5% for LPG
at a maximum flow rate. They further predicted that thermal efficiency of PNG fuel
was mainly affected by loading height rather than modifications. At an optimal load
height (24 mm), the efficiency of PNG was increased by about 10% from the base-
line loading height. Recently our group investigated a detailed numerical study on
the flow characteristics of the fuel-air mixture in a self-aspirated mixing tube of a
domestic LPG cook stove [9] and the burning characteristics of the mixture on the
top of the burner [10].

In this work, we study the thermal performance of a domestic LPG cook-
stove using computational fluid dynamics (CFD) analysis and find out the effect
of surface types of the loading vessel. Aluminum alloy and stainless steel with
polished/oxidized/anodized surfaces are considered as loading vessel walls. The
simulation work is done on a 3-D domain of 12° section of the cooktop burner.

2 Numerical and Experimental Methodology

Thermal efficiency is a very significant parameter for the performance study of a
domestic cook stove. According to Indian standard (IS) 4246:2002 [11], the thermal
efficiency of a burner is defined as the percentage of the heat input of the fuel which
is transferred to the water of the loading vessel. Numerically efficiency prediction
according to the definition is very difficult and time-consuming. As it is required to
the modeling of the whole vessel with containing water including water circulation
and evaporation at the top surface. For simplicity, instead of water and loading vessel
wall, the outer wall of the vessel is only considered as boundary and given a constant
wall temperature boundary condition in the present computational domain. Thermal
efficiency is here predicted from the percentage of total heat input which is transfer
through the vessel wall.

In a domestic cookstove, the injected fuel is mixed with primary air in a self-
aspirated mixing tube and mixture burns over the burner top in the presence of
surrounding air. The flames from the burner top impinge on the loading vessel that
is placed over burner top with the help of pan supports. The external diameter and
height of the vessel are considered as 260 mm and 140 mm, respectively, for LPG
flow rate 71 L/h (L/h), following the Indian standard for thermal efficiency testing
[11]. LPG is taken as a mixture of 40% propane and 60% butane by mass.



Effect of Different Surface Types of Loading Vessel Wall … 79

The current numerical modeling of the combustion and flow dynamics are
performed using the commercial code ANSYS-Fluent 17.2. The computational
domain and grids are developed in the ANSYS SpaceClaim and ICEMCFD, respec-
tively. A 12° sector of the burner head including a flat-bottomed vessel, which is
positioned over the burner head, is used as a periodic symmetry domain for CFD
simulation (Fig. 1). The CutCell method is used to generate the meshes for this
complicated geometrical domain. Finer mesh grids are employed at the combustion
zone and at the vessel wall boundaries, where higher gradients are expected (Fig. 2).

The standard κ-ε model is used for the transport equations. A three-step reaction
mechanism—two for propane and one for butane—including four reactions (forward

Fig. 1 Computational 3-D
domain and boundary
conditions for a 12° sector of
the burner head: a the burner
head, b numerical domain
for cook stove and c enlarged
view of the flow passages in
the burner

Fig. 2 Grid details of the
computational domain: a 12°
section and b enlarge view of
the burner domain area
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and backward) [10] is considered in the present study. The combustion model, which
is primarily applied in the current computational work, follows the species transport
along with finite-rate reaction model. The volumetric reaction and STIFF chemistry
solver are enabled in Fluent setting.

All boundary condition (BC)s are shown in Fig. 1. Inlet BC is used for constant
mass flow inlet of fuel-air mixture, while the pressure outlet BC is considered for
the outlets. The burner walls are assumed as an adiabatic wall; however, a constant
temperature (398 K) BC is set for both the bottom and side walls of the vessel.
The discrete ordinates radiation model is used for radiation from the computational
domain. Gravitational force is considered downward of the Y-axis to simulate the
effect of the buoyancy forces around the vessel wall for the temperature gradients.

In combustion problem with considering buoyancy-driven flows, the solution is
generally run using a two-step solution procedure. In first, the solution is obtained
in cold flow conditions where the solution is iterated without reaction and then
the ignition is patched near the combustion zone. The following values for the
under-relaxation factor, 0.3 for pressure; 1.0 for density; 1.0 for body force: 0.7
for momentum; 0.8 for energy, and 1.0 for all species mass fractions, were used for
converging the solution. The solution is considered converged when the heat flux
through the vessel wall is almost unchanged.

The thermal efficiency test of an LPG stove is done also experimentally for vali-
dating numerical results. The schematic of the test setup is shown in Fig. 3. The
thermal efficiency of the burner has been tested according to the standard. The LPG
gas is supplied from the cylinder to the burner at a constant pressure of around
30 mbar. The water boil testing pan size and mass of water in the pan were consid-
ered as per standard. In the time of testing, the measured water of the pan is heated
from initial temperature (T 1) to 90 °C (T 2) and noted down the time duration. During
the testing period when the temperature of the water reaches ~80 °C, the water is
continuously stirred until the test end. The efficiency (ï) is calculated from the
following expression:

Fig. 3 Schematic of the
experimental setup
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η = 100(Mw + Mwe)(T2 − T1)

M f × CVnet
(1)

where Mw and Mwe are the quantity of water in the vessel and the water equiva-
lent of the vessel together with stirrer and lid in kg, respectively. Mf is total LPG
consumption in kg during the test. The net calorific value (CVnet) of LPG is taken as
10,900 kcal/kg for efficiency measurement.

3 Results and Discussion

3.1 Grid Independency Test and Model Validation

Grid independence tests are done for different types of mesh domains. The number
of elements of the domain is increased with increasing mesh refinement near the
combustion zone and vessel wall. A grid independence study has been conducted
to find out enough number of mesh elements to achieve satisfactory results. In this
context, thermal efficiency is calculated for different types of mesh domains and
results are shown in Fig. 4. Both of mesh type e1 and e2 give poorer results than other
types of mesh domains. The efficiency results of e3 and other finer types of mesh
domains are fairly close to each other and obviously, e3 will take less computational
time than others. Hence, the mesh type 3 (e3) is considered for the rest computational
works. The present computational model is validated against experimental data. In
the experimental measurements, loading height, equivalence ratio, and fuel flowrate
were maintained at 18 mm, 1.4, and 71 L/h, respectively. The experimentally calcu-
lated value of the efficiency was 67.30 ± 0.66 which deviates only 0.4% from the
numerically predicted efficiency.

Fig. 4 Grid independency
test for different number of
elements
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Fig. 5 a Velocity (m/s) field and b temperature (K) contour in the mid-plane of the domain

3.2 Velocity and Temperature Distributions

The distributions of velocity and temperature along the midplane (x − y) of the 12-
degree sector domain are shown in Fig. 5a, b, respectively. In the velocity distribution
plot, we observe that the premixed fuel-air mixture is coming out from the burner
holes, again mixing with the secondary air and recirculating below the vessel wall
before flowing out. The maximum velocity (3.12 m/s) of the hot gases observe in the
vicinity of the burner ports. The smaller size of velocity vectors occurs in the pressure
outlet regions. The effect of the buoyancy-driven forces is clearly seen in the mixture
region of the hot gases and cold air. In Fig. 5b, the flame temperature higher than
2000 K near the burner holes. The hot gases from the burner are mixed with cold air
and moved towards the bottom and side wall of the vessel. The temperature of the
hot gases is decreased near to the vessel bottom wall, that means heat is transferred
through the vessel wall. Some parts of the heat of the hot gases are escaping into the
atmosphere.

3.3 Effect of Surface Types of the Loading Vessel Wall

Thermal properties of the vessel wall materials and the effect of the surface types
on the thermal efficiency and the total heat transfer rate through the vessel wall are
shown in Table 1 and Fig. 6, respectively. In the present work, aluminum alloy (3003
grade) and stainless steel (304/316 grade), which are generally used for cooking
utensils, are considered as the loading vesselwall. Thermal propertiesmainly thermal
conductivity and internal emissivity of the vessel wall material are considered that
directly effect the heat transfer rate into the loading vessel. Thermal conductivity of
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Table 1 Thermal properties
of the vessel wall

Material types Thermal
conductivity
(W/m-K)

Emissivity References

Aluminum alloy (3003)

Polished (p)
Oxidized (o)
Anodized (a)

162 0.10
0.40
0.55

[12, 13]

Stainless steel

ss 304 (p)
ss 304/316 (o/a)
ss 316 (p)

16 0.40
0.80
0.57

[14, 15]

Fig. 6 Effect of material types—a aluminum alloy (3003 grade) and b stainless steel (304 and 316
grade)—of the vessel wall on total heat transfer rate (THR) through the vessel walls and thermal
efficiency

aluminum alloy (3003 grade) and stainless steel (for both 304 and 316 grade) are
taken as 162 W/m-K and 16 W/m-K, respectively. The emissivity of the materials is
considered based on the surface type, like polished (p), oxidized (o), and anodized (a).
The loading height, equivalence ratio and fuel flowrate are kept constant as 18 mm,
1.4, and 71 L/h, respectively, for comparing the other effects.

Maximum parts of fuel energy transfer to the loading vessel bottom and side
walls and remaining parts escape through the flue gas. Total heat transfer rate (THR)
through the bottom wall of the vessel is about 90% as shown in Fig. 6. The THR for
the polished surfaces is lower than oxidized or anodized surfaces as the radiational
losses are more for polished surfaces. Radiational loss more means radiation heat
flux through the vessel wall is less (see Fig. 7). That’s why the overall thermal
performance for the polished surface is lower.

Maximum thermal efficiency for the aluminum alloy is ~75% for the anodized
surface as the THR is highest. Thermal efficiency for the stainless steel 316 grade is
also about 75.6% for the polished surface. It is observed that the thermal conductivity
of steel (16 W/m-K) is about 10 times lower than aluminum alloy but, for the same
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Fig. 7 Radiation heat flux
through the vessel bottom
wall for different emissivity
(e) of aluminum alloy

emissivity, the efficiency values are similar. The stainless steel 304/316 grade with
oxidized or anodized surface provides maximum thermal efficiency which equals to
about 78%.

4 Conclusion

ACFD analysis of a domestic LPG cookstove burner has been studied to analyze the
effect of surface types of the vessel wall on the performance of the stove. Aluminum
alloy and stainless steel with different surface types are chosen for the vessel wall.
The simulation works have been done for a 3-D domain of 12° section of the cooktop
burner. The loading height, equivalence ratio, and fuel flowrate are kept constant as
18mm, 1.4, and 71 L/h, respectively, for comparing the effect of loading wall surface
types.

Heat transfer rate through oxidized or anodized surfaces of loading vessel is
more compared to the polished surface. This is due to the higher radiative heat flux
through the vessel wall. Aluminum alloy with anodized surface and stainless steel
with anodized/oxidized surface of the cooking vessel offer about 75% and 78%
efficiency, respectively. It can conclude that oxidized/anodized surface of the vessel
wall is higher effective and reduces cooking time.
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Low-Velocity Impact Analysis
of Pre-twisted Composite Sandwich
Shallow Conical Shells in Hygrothermal
Environment

Tripuresh Deb Singha, Tanmoy Bandyopadhyay, and Amit Karmakar

1 Introduction

The widespread applications of sandwich structures are found in numerous engi-
neering fields such as aerospace, civil construction, defense, transportation, etc.
owing to their low weight-to-stiffness ratio and other preferred properties [1]. An
important concern for the trustworthy structural design of any sandwich structure
is damage that occurred due to unintended low-velocity impacts (i.e., dropping of
tools, striking with birds, hails, etc.). The resulting damages degrade stiffness and
residual strength of the sandwich structures considerably [2]. The exposure of these
structures in moist and/or hot environments leads to further degradation of stiffness
and strength due to moisture absorption and heat spikes. The combined effects of
low-velocity impact and environmental conditions may influence the performance of
the sandwich structures and cause its premature failure. For this reason, the dynam-
ical behavior of such impacted structures in moist and/or hot environments is needed
to study in predicting its service life.

The dynamic behavior of multi-layered orthotropic and sandwich structures
subjected to impact loadings was studied extensively over the past decades [3, 4].
One of the remarkable numerical studies on the transient response of impacted
orthotropic plate was performed by Sun and Chen [5] employing finite element
method (FEM).Maity andSinha [6] usedFEMfor investigating the dynamic response
of impacted doubly-curved shallow shellswith different core proportions. Zhang et al.
[7] performed theFEanalysis for predicting the dynamical response of sandwich-type
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beams having fiber/metal laminate facings and metal foam core subjected to low-
velocity impact. Erickson et al. [8] showed the thermal effects on dynamic behavior
of impacted sandwich plates through experimental investigations. Yang et al. [9]
employed the hybrid method (i.e., combination of FE modeling and experiment) to
predict the performance of impacted composite-foam sandwich plates in thermal
environments. Reis et al. [10] demonstrated the effects of hygrothermal conditions
on impact behavior of multi-layered composites. The influences of humidity and
temperature on dynamic response of imperfect multi-layered orthotropic conical
shell impacted by multiple impactors with low-velocity have been studied by Bandy-
opadhyay et al. [11, 12] using FEM. Das et al. [13, 14] carried out the FEM-based
numerical study on transient response of impacted functionally graded conical shell.
It is found from the literature review that a very little number of works on the
dynamic behavior of impacted sandwich panels subjected to moist and/or hot envi-
ronmental conditions has been reported. In this work, the dynamic behavior of pre-
twisted shallow conical shell with composite facings and foam core in hygrothermal
environments have been investigated using FEM.

2 Theoretical Formulations

2.1 Governing Equations

The schematic diagram of a composite sandwich shallow conical shell (CSSCS)
with span length (L), cone length (s), reference breadth (b0), shell thickness (h), core
thickness (hc), facings thickness (hf), angle of vertex (φv), and subtending angle of
base (φ0) is shown in Fig. 1. [15–18].

The CSSCS is considered to be impacted perpendicularly with an elastic spherical
impactor on its top surface at the central point as shown in Fig. 1b.

Fig. 1 Schematic diagram of CSSCS (a) coordinate system and geometrics (b) pre-twisted
configuration
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The pre-twist radius (rXY ) and curvature radius in Y-direction (rY ) are given by
[15–18]

rXY = −L/ tanψ (1)

|rY | = 1

p4q

[
p4 + (

q2 − p2
)
Y 2

]1.5
(2)

whereψ indicates the pre-twist angle, while p(X) and q(X) represent the minor and
major radii of any elliptical cross-section at X , respectively, and are expressed as

p(X) = b0(s − X) tan φv

2 tan φ0

2√
4s2 tan2 φv

2 tan2 φ0

2 − b20

(3)

q(X) = (s − Y ) tan
φv

2
(4)

The expression of stress-strain relationship for the CSSCS under hygrothermal
loads may be given as

{σ } = [
Q̄

]
[{ε} − {β}�C − {α}�T ] (5)

in which {σ } = [
σX σY τXY τXZ τY Z

]T
represents the stress vector, Q̄i j represents

the reduced stiffness coefficient matrix, {β} = [
βX βY 0 0 0

]T
denotes the coeffi-

cients of moisture expansion vector, and {α} = [
αX αY 0 0 0

]T
denotes the coef-

ficients of thermal expansion vector. Further, the changes in moisture concentration
�C and temperature �T are determined as

�C = C − C0 (6)

�T = T − T0 (7)

where C and T signify elevated moisture concentration and temperature, while
C0 (=0.0%) and T0 (=300 K) indicate their reference values, respectively. The
hygrothermal field is assumed to be uniform across the thickness of the CSSCS;
thus, there are no differences in moisture concentration and temperature between the
outermost layers of top and bottom facings.

The entire plan-form of the CSSCS has been descretized into 8-node serendipity
quadrilateral shell element [16] as shown in Fig. 2. The mid-plane displacements
(u0, v0,w0, θX , θY ) within the element may be expressed in terms of shape function
(Ni ) of the ith node and nodal displacements (u0i , v0i ,w0i , θXi , θY i ) as
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Fig. 2 Descretized plan-form of the CSSCS

(u0, v0,w0, θX , θY ) =
8∑

i=1

[Ni ](u0i , v0i ,w0i , θXi , θY i ) (8)

The dynamic equilibriumequation for theCSSCS subjected to hygrothermal loads
is deduced using Lagrange’s equation as given [11]

[M]
{
δ̈
} + ([K ] + [Kσ ]HT){δ} = {FHT} + {FC } (9)

where [M] indicates the globalmassmatrix. [K] and [Kσ ]HT are the stiffnessmatrices
due to linear strain and non-linear strain, respectively. {δ} denotes the global displace-
ment vector and {FHT} represents the global hygrothermal load vector. {FC} is the
contact force vector arising out due to the impact load and is expressed as

{FC} = {
0 0 0 . . . Fci . . . 0 0 0

}
(10)

in which Fci is the contact force at ith node where impact occurs.
The dynamic equilibrium equation of the impactor is derived as [5]

mI δ̈I + Fc = 0 (11)
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in which mI and δ̈I represent mass and acceleration of the impactor, respectively.
Thedynamic equilibriumequations of theCSSCSand impactor as given inEqs. (9)

and (11) can be solved using “Newmark time integration scheme” [19].

2.2 Contact Law

The contact force Fc in CSSCS-impactor system is related with the indentations as
follows [5]:

For loading cycle

FC = kca
1.5, 0 < a ≤ am (12)

where a and am are local indentation and maximum local indentation, respectively.
The contact stiffness (kc) is computed as

kc = 4

3

√
RI

1
1−γ 2

I
EI

+ 1
E2

(13)

where RI , EI , and γI indicate the impactor’s radius, elasticitymodulus, and Poisson’s
ratio, respectively, while E2 is the transverse elasticity modulus of the CSSCS.

For unloading and reloading cycles, the contact forces are, respectively

FC = Fm

[
a − a0
am − a0

]2.5

(14)

FC = Fm

[
a − a0
am − a0

]1.5

(15)

where Fm indicates the peak value of contact force. The permanent indentation (a0)
is computed by

a0 = 0 if am < acr (16)

a0 = βc(am − acr) if am ≥ acr (17)

where the constants, βc = 0.094 and acr = 1.667 × 10−2 are considered for critical
indentation.

The local indentation a(t) of the impactor-CSSCS system is expressed as

a(t) = wI − wpcosψ (18)
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where wI is impactor’s displacement, wp is mid-plane displacement of the CSSCS
at the impacted node, and ψ is the pre-twist angle.

3 Results and Discussions

Based on the preceding theoretical formulation, the in-house computer codes are
developed to analyze the impact response of the pre-twisted CSSCS with a lay-up of
[0°/90°/0°/90°/0°/core/0°/90°/0°/90°/0°]. For this investigation, material properties
of the foam core (Syntac 350) are considered as [16]: E1c = E2c = 2.25GPa,
G12c = G13c = G23c = 1.02GPa, ν12c = 0.31, α1c = α2c = 31.6×10−6/◦C, β1c =
β2c = 0.4, ρc = 600 kg/m3. The material properties of the facings corresponding
to different moisture concentrations as well as temperatures [20] are furnished in
Table 1. The geometrical parameters of the pre-twisted CSSCS are considered as:
s = 0.4 m, L/s = 0.7, φv = φ0 = 20◦, ψ = 30◦, and hc/hf = 5. The following
boundary conditions are assumed for the CSSCS

At X = 0, u = v = w = θX = θY = 0 (19)

For steel impactor, the following geometrical parameters and elastic properties
have been considered: RI = 6.35mm, EI = 210GPa, ρI = 7960 kg/m3.

3.1 Comparisons

The dimensionless fundamental frequencies of isotropic shallow conical shell
with pre-twist are compared against those of Ref. [15] in Table 2. The dimen-
sionless frequency parameters for simply-supported composite panels at different
hygrothermal conditions are also compared with those of Ref. [20] as presented
in Table 3. Another comparison of the non-dimensional natural frequencies of the
composite sandwich plate with those of Ref. [21] is presented in Table 4. Finally, the

Table 1 Material properties of composite facings (graphite/epoxy) corresponding to various
hygrothermal conditions [20]; G13 f = G12 f , G23 f = 0.5G12 f , ν12 f = 0.3, β1 f = 0, β2 f = 0.4,

α1 f = −0.3 × 10−6/K, α2 f = 28.1 × 10−6/K, ρ f = 1600 kg/m3

Elastic modulii
(GPa)

Moisture concentration, (C), % Temperature, (T ), K

0.0 0.5 1.5 300 350 425

E1f 130 130 130 130 130 130

E2f 9.5 9.0 8.5 9.5 8.0 6.75

G12f 6.0 6.0 6.0 6.0 5.5 4.5

Subscripts ‘c’ and ‘f’ indicate the core and facings, respectively
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Table 2 Dimensionless fundamental frequency parameters
(
λ = ωnb20

√
ρh/D

)
, D = Eh3/12(1 −

ν2) of pre-twisted shallow conical shell having ν = 0.3, s/h = 1000, φv = 15◦, φ0 = 30◦

ψ L/s Ref. [15] Present

0° 0.6 0.35997 0.34241

0.7 0.30608 0.29412

0.8 0.27832 0.26915

30° 0.6 0.28828 0.27855

0.7 0.25752 0.25077

0.8 0.24179 0.23642

Table 3 Non-dimensional frequencies
(
λ = ωn L2

√
ρ/E2h2

)
, L/b = 1, L/h = 100, for simply-

supported graphite/epoxy multi-layered orthotropic panels (0°/90°/90°/0°)

Mode C = 0.1% T = 325 K

Ref. [20] Present Ref. [20] Present

1 9.429 9.395 8.088 8.049

2 20.679 19.944 19.196 18.409

3 40.068 39.439 39.324 38.686

Table 4 Non-dimensional natural frequency parameters
[
� = ωn

(
L2/h

)√
(ρ/E2)c

]
of sandwich

plate (0°/90°/0°/core/0°/90°/0°), [L/b = 1, L/h = 10, hc/h = 0.88 and ks = 0.19; material
properties for facings: E1 f = 24.51GPa, E2 f = 7.77GPa, G12 f = G13 f = 3.34GPa,

G13 f = 1.34GPa, ρ f = 1800 kg/m3, ν f = 0.078; core: Ec = 103.63MPa, Gc = 50MPa,

ρc = 130 kg/m3, νc = 0.32]

Mode Ref. [21] Present

FOSDT HOSDT

1 15.22 15.28 15.216

2 27.75 28.69 27.778

3 30.36 30.01 30.385

4 38.43 38.86 38.465

temporal variation of contact force of impacted simply-supported composite plate
is compared with Sun and Chen [5] as shown in Fig. 3. It has been found that the
results computed from the present FE formulation are reasonably close to those in
the published articles.



94 T. D. Singha et al.

Fig. 3 Temporal variation of contact force of impacted simply-supported composite
[0°/90°/0°/90°/0°]s panel [L = 20 cm, b = 20 cm, h = 0.269 cm, E1 = 120GPa, E2 = 7.9GPa,
G12 = G23 = G13 = 5.5GPa, ν12 = 0.30, ρ = 1.58 × 10−5 N-s2/cm4]

3.2 Influence of Cone Length-to-Thickness Ratio

The effect of cone length-to-thickness ratio (s/h) on the contact force arising out
due to the impact on CSSCS at its central point with a spherical steel impactor having
initial velocity Vi = 3m/sec corresponding to reference temperature (T0 = 300K),
elevated temperature (T = 425K) and elevated moisture concentration (C = 1.5%)

are depicted in Fig. 4. It is found that the contact duration and maximum value of
contact force during loading cycle decreaseswith increasing the s/h ratio irrespective
of temperature as well as moisture concentration although the trends of temporal
variation of contact force are similar. This may be attributed due to the fact that
an increase in s/h ratio leads to decrease in the structural stiffness and strength
of the CSSCS which in turn decreases the contact duration and value of the contact
force. Further, the rise in temperature andmoisture concentration from their reference
values causes a slight decrease in contact force due to the overall stiffness degradation
of the CSSCS. The fluctuations in contact force are found corresponding to elevated
temperature (T = 425K) and moisture concentration (C = 1.5%) as well as for
higher values of s/h ratio (150 and 200).

Figure 5 shows the temporal variation of normalized shell displacement (i.e., shell
displacement/thickness) of the CSSCS at its central point corresponding to different
cone length-to-thickness ratios (s/h = 100, 150, and 200). At any instant of time,
the maximum value of normalized shell displacement is found for s/h = 200 and its
minimumvalue is observed for s/h = 100. The changes in temperature andmoisture
concentration do not affect the normalized shell displacement, significantly.
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Fig. 4 Influence of cone length-to-thickness ratio on contact force of the impactor-CSSCS system,
Vi = 3m/sec. a T = 300K b T = 425K c C = 1.5%

3.3 Influence of Initial Impact Velocity

Figures 6 and 7 depict the influence of initial impact velocity (Vi ) on the contact force
and normalized shell displacement (at central point) of the CSSCS under different
hygrothermal conditions (T = 300 K, T = 425 K, and C = 1.5%). The trends of
temporal variation of contact force and normalized shell displacement corresponding
to Vi = 1, 3, 5, and 10 m/sec are found to be similar except for their magnitudes. The
value of the contact force is maximum for Vi = 10 m/sec while its minimum value
is found for Vi = 1 m/sec. During loading cycle, the shortest duration of contact
is observed for Vi = 10 m/sec while longest duration of contact is found for Vi =
1 m/sec. At reference temperature (T0 = 300K), small fluctuations in contact forces
are observed only corresponding to higher initial impact velocity (Vi = 10m/sec)
while at elevated temperature (T = 425 K) and moisture concentration (C = 1.5%),
fluctuations in contact force are found for all initial impact velocities.
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Fig. 5 Influence of cone length-to-thickness ratio on the normalized shell displacement of pre-
twisted CSSCS, Vi = 3m/sec. a T = 300K b T = 425K c C = 1.5%

4 Conclusions

The low-velocity impact response of pre-twisted CSSCS in uniform hygrothermal
environments has been studied numerically employing FEM. The conclusions drawn
from the numerical investigation are listed as:

• The contact force and normalized shell displacement of the CSSCS-impactor
system are greatly influenced by the cone length-to-thickness ratio under
hygrothermal loads. The lower values of contact force with shorter contact
duration and higher values of normalized shell displacement are observed
corresponding to higher values of cone length-to-thickness ratio.

• The fluctuations in contact force are found at elevated temperature and moisture
concentration. The normalized shell displacement of the CSSCS is not much
affected by the hygrothermal conditions.

• The initial impact velocity amplifies the magnitude of contact force as well as
normalized shell displacement irrespective of the hygrothermal conditions.
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Fig. 6 Influence of initial impact velocity on the contact force of impactor—CSSCS system, s/h =
100. a T = 300K b T = 425K c C = 1.5%
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Fig. 7 Influence of initial impact velocity on the normalized shell displacement of the pre-twisted
CSSCS, s/h = 100. a T = 300K b T = 425K c C = 1.5%
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Mixed Convection Condensation
of Vapor with Non-condensable Gas Over
a Vertical Plate: ODE-Based Integral
Solution

Sayan Banerjee and Koushik Ghosh

Nomenclature

U∞ Free stream velocity [m/s]
T∞ Free stream temperature [K]
P∞ Free stream pressure [Pa]
W∞ Non-condensable gas mass fraction in the free stream
Tw Wall temperature [K]
ui Interfacial velocity along liquid-mixture layer interface [m/s]
T i Interfacial temperature along liquid-mixture layer interface [K]
Wi Interfacial air mass fraction along liquid-mixture layer interface
δL Liquid hydrodynamic boundary layer thickness [m]
δm Mixture hydrodynamic boundary layer thickness [m]
δT Mixture thermal boundary layer thickness [m]
δw Mixture non-condensable concentration boundary layer thickness [m]
ṁ Mass flux at the interface between liquid-mixture layer [kg m−2 s−1]
KL Thermal conductivity for liquid layer [W/m-K]
uL Liquid layer velocity [m/s]
TL Liquid layer temperature [m/s]
αL Thermal diffusivity for liquid layer [m2/s]
αm Thermal diffusivity for mixture layer [m2/s]
ρL Density of liquid layer [kg/m3]
ρm Density of mixture layer [kg/m3]
ρ∞ Density of the free stream [kg/m3]
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Rv Universal gas constant [J/mol-K]
hfg Latent heat of vaporization [kJ/kg]
Dm Mass diffusivity of mixture [m2/s]
μL Viscosity of liquid layer [kg/m-s]
μm Viscosity of mixture layer [kg/m-s]
νL Kinematic viscosity of liquid layer [kg/m-s]
νm Kinematic viscosity of mixture layer [kg/m-s]

1 Introduction

Nusselt (1916) pioneered the experimental work on laminar film condensation [1].
Rohsenow (1956) developed the original model to incorporate thermal convection
[2]. Sparrow and Gregg (1959) introduced mathematical techniques of boundary
layer theory to incorporate inertia effects [3]. The forced convection condensation and
free convection condensation of flowing vapor over a flat cooled plate were analyzed
by Koh et al. [4]. A similarity solution for both free and forced convection regimes in
the two-phase boundary layer regime was developed by Koh. An analytical closed-
form solution on laminar condensation for forced and mixed convection regimes was
developed by Fujii et al. [5]. Sparrow and Minkowycz worked on Koh’s work by
simplifying the model, neglecting inertial and convective effects in the condensate
flow [6]. Transient film condensation in laminar flow was analyzed by Sparrow
and Siegel [7]. Shu and Wilks developed a detailed asymptotic, exact numerical
solutions for the flow of pure vapor stream (saturated) over a vertical plate for pure
forced convection laminar film condensation [8]. Similarity solutions does not always
give fruitful results on mixed convection problems. Liao et al. developed local non-
similarity method for mixed convection regime [9]. A boundary layer formulation
was developed and reduced that formulation to two limiting cases: forced convection
and free convection condensation identical to Koh’s solution. Balasubramaniam and
Hasan performed a scaling analysis of both laminar and turbulent condensation of
pure vapor flowing over a flat cooled plate [10]. Their goal was to determine the time
taken to establish a steady-state condensed liquid film by transient region analysis,
liquid film thickness, and heat transfer coefficient. Das et al. developed a numerical
model to study mixed convection dominated film boiling over vertical plate [11].
They transformed the integral form of conservation equations of different phases to
ordinary differential equation form and solved it. They also incorporate the radiation
heat transfer effect into it.

We perform an integral analysis on mixed convection condensation of flowing
vapor stream with non-condensable gas over a subcooled vertical plate in this work.
This analysis is done for laminar flow. Our goal is to determine the effect of non-
condensable gas on liquid and mixture layer thickness and also on average heat
transfer coefficient.
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2 Mathematical Modeling

2.1 Physical Model Detailing

Figure 1 illustrates physical model where free stream of saturated water vapor with
non-condensable gas (air) flows over a subcooled vertical wall of length Lmaintained
at uniform temperature Tw(Tw < T∞). The free stream of mixture flows over the
wall at a velocity U∞, temperature T∞, pressure P∞, and gas concentration W∞.
Due to heat rejection, a thin liquid layer of thickness δL is formed very near to
the wall. Beyond the hydrodynamic liquid layer, several mixture boundary layers
are formed. They are mixture hydrodynamic boundary layer δm , mixture thermal
boundary layer δT , and mixture concentration boundary layer δw. In this model,
following assumptions are considered:

• Steady state, laminar flow is assumed.
• Density of free stream (ρ∞) � density of liquid (ρL).
• Boundary layer approximation is valid [δL , δm, δT , δw � L].
• Wall temperature is constant.
• Gravity appears as only body force term.
• Boussinesq approximation is valid in mixture layer.

Fig. 1 Physical model and
coordinate system
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• Viscous dissipation term in energy equation is neglected.

2.2 Governing Equations

Based on the above assumptions, following governing equations are written in
Cartesian coordinate systems.

2.2.1 Continuity Equation (in Liquid Layer)

∂uL

∂x
+ ∂vL

∂y
= 0 (1)

2.2.2 Momentum Conservation Equation (in Liquid Layer)

ρL

(
∂
(
u2L

)
∂x

+ ∂(uLvL)

∂y

)
= −dp

dx
+ μL

(
∂2uL

∂y2

)
+ (ρL − ρ∞)g (2)

2.2.3 Energy Conservation Equation (in Liquid Layer)

∂(uLTL)

∂x
+ ∂(vLTL)

∂y
= αL

∂2TL
∂y2

(3)

2.2.4 Continuity Equation (in Mixture Layer)

∂um
∂x

+ ∂vm
∂y

= 0 (4)

2.2.5 Momentum Conservation Equation (in Mixture Layer)

∂
(
u2m

)
∂x

+ ∂(umvm)

∂y
= νm

(
∂2um
∂y2

)
+ βmg(T∞ − Tm) (5)
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2.2.6 Energy Conservation Equation (in Mixture Layer)

∂(umTm)

∂x
+ ∂(vmTm)

∂y
= αm

∂2Tm
∂y2

(6)

2.2.7 Species Conservation Equation (in Mixture Layer)

∂(umWnc)

∂x
+ ∂(vmWnc)

∂y
= Dm

∂2(Wnc)

∂y2
(7)

Wnc + Wv = 1 (8)

2.2.8 Boundary and Interfacial Conditions

(uL)y=0 = 0 (9.a)

(uL)y=δL
= (um)y=δL

= ui (9.b)

(um)y=δL+δM
= U∞ (9.c)

(TL)y=0 = Tw (9.d)

(TL)y=δL
= (Tm)y=δL

= Ti (9.e)

(Tm)y=δL+δT
= T∞ (9.f)

(Wnc)y=δL
= Wi (9.g)

(Wnc)y=δL+δW
= W∞ (9.h)

Mass balance equation at interface is written as:

ṁ = ρL

[
ui
dδL
dx

− vL |y=δL

]
= ρm

[
ui
dδm
dx

− vm |y=δm

]
(9.i)

Shear balance at interface is described as:

μL
∂uL

∂y

∣∣∣∣
y=δL

= μM
∂uM

∂y

∣∣∣∣
y=δL

(9.j)
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Energy balance equation at interface is written as:

ṁhfg = KL
∂TL
∂y

∣∣∣∣
y=δL

− Km
∂Tm
∂y

∣∣∣∣
y=δL

(9.k)

Gas concentration balance equation at interface is written as:

ρmDm

(
∂Wnc

∂y

)
y=δL

+ ṁWi = 0 (9.l)

Interface temperature is calculated using Clausius-Clapreyon equation as follows:

ln

(
PVi

P∞

)
= hfg

RV

[
1

T∞
− 1

Ti

]
(9.m)

The concentration of air at interface is calculated from an equation which is based
on ratio of molecular weight of water vapor and air as follows:

PVi = 1.61 ∗ (1 − Wi ) ∗ P∞
1 + 0.61 ∗ (1 − Wi )

(9.n)

2.3 ODE Systems with Eight ODEs

Now with the help of governing Eqs. 1–8 and boundary conditions 9.a–9.h and
interfacial conditions (9.i)–(9.n), eight ordinary differential equations are developed
which are mentioned below in terms of variables δL , δm , δT , δW , d1, c2, Ti and Wi as
follows: [

(2 − d1)

4

{
2A

E2

(
(1 + 2d1)

ReLδL
+ GrL

2Re2L

(
μL

μM
δM(1 + 2d1) + δL

))}

+ (2 − d1)

4E

(
2A

ReLδL
2 + GrL

Re2L

)
+ 0.25

GrL
Re2L

]
dδL
dx

−
[

(2 − d1)

4

{
2AδL

δME2

(
(1 + 2d1)

ReLδL
2 − 0.5GrL

Re2L

)}]
dδM
dx

−
[
(2 − d1)

4

{
2A

δL E2

(
2

ReL
+ GrL

2Re2L

(
μL

μM

)
δLδM

)}

+ 1

8EδL

{
4A

ReL
+ GrL

Re2L

}]
dd1
dx

= JaL(1 − c2)

ReLPeLδL
3
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− 2JaM

ReLPeMδL
2
δT

(
ρL

ρM

)
(10)

⎡
⎢⎢⎢⎢⎣

0.667
GrLui δL

2
D

Re2L
+ 0.33ui 2D

2

ReL
+ ui 2d21

7ReL
− 0.1

GrLui δL
2
d1

Re2L
− 0.75

GrLui δL
2
D

Re2L
+ 0.4ui 2d1D

ReL

− 0.5ui 2

ReL
+ 0.25ui 2d1

ReL
− 0.25

GrLui δL
2

Re2L
+U

[
2A

E2

{
(1 + 2d1)

ReL δL
+ GrL

2Re2L

(
μL

μM
δM (1 + 2d1) + δL

)}]
⎤
⎥⎥⎥⎥⎦
dδL
dx

−U

[
2A

δM E2

{
(1 + 2d1)

ReL
− GrL δL

2

2Re2L

}]
dδM
dx

+

⎡
⎢⎢⎢⎢⎣

− 4

15

ui 2δL D

ReL
− 4

35

ui 2d1δL
ReL

+ 1

12

GrLui δL
3

Re2L

+ 0.25ui 2δL
ReL

−U

{
2A

E2

(
2

ReL
+ GrL

2Re2L

(
μL

μM

)
δL δM

)}
⎤
⎥⎥⎥⎥⎦
dd1
dx

= 3ui d1
Re2L δL

(11)⎡
⎢⎢⎢⎢⎣

[
0.5(1 − d1)Tw + 0.25d1Tw − θl (1 + c2)(1 − d1)

3
− 0.2θl (1 + c2)d1 + 0.25θl (1 − d1)c2 + θl d1c2

6

]
∗

[
ui
ReL

+ δL

[
2A

E2

{
(1 + 2d1)

δLReL
+ GrL

2Re2L

(
μL

μM
δM (1 + 2d1) + δL

)}]]
⎤
⎥⎥⎥⎥⎦
dδL
dx

−

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡
⎢⎢⎣
0.5(1 − d1)δL Tw + 0.25d1δL Tw − (1 + c2)(1 − d1)δL θl

3
−

0.2(1 + c2)δLd1θl + 0.25(1 − d1)c2δL θl + d1c2δL θl

6

⎤
⎥⎥⎦∗

[
2A

δM E2

{
−GrL δ2L

2Re2L
+ (1 + 2d1)

ReL

}]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
dδM
dx

−
[
0.5δL TwU1 − 0.25δL TwU2 − 0.33θl (1 + c2)δLU1 + 0.2θl (1 + c2)δLU2 + 0.25θl c2δLU1 − c2θl δLU2

6

]
1

ReL

dd1
dx

−

⎡
⎢⎢⎢⎢⎣

0.33(1 − d1)θl δLui
ReL

+ GrL δ3L θl

24Re2L
+ 0.2δLd1θl ui

ReL
− GrL δ3L θl

40Re2L

− 0.25(1 − d1)δL θl ui
ReL

− δLd1θl
6ReL

ui

⎤
⎥⎥⎥⎥⎦
dc2
dx

−

⎡
⎢⎢⎢⎢⎣

−GrL δ3L (1 + c2)

24Re2L
− 0.33(1 − d1)(1 + c2)δLui

ReL
− 0.2d1(1 + c2)δLui

ReL
+

0.25(1 − d1)c2δLui
ReL

+ GrL δ3L c2
40Re2L

+ d1c2δL
6ReL

ui

⎤
⎥⎥⎥⎥⎦
dθl
dx

= 2c2θl
δLPeLReL

+ JaL (1 − c2)θi
δLPeLReL

+ 2JaM θi

δT PeMReL
(12)[(

0.4AδM

ReL E
+ GrL

10ERe2L
δL

2
δM − δM

ReL15

){
2A

E2

(
(1 + 2d1)

ReL δL
+ GrL

2Re2L

(
μL

μM
δM (1 + 2d1) + δL

))}]
dδL
dx

+

⎡
⎢⎢⎢⎢⎢⎣

(
2A

ReL E
+ GrL δL

2

2ERe2L
− 1

ReL

)(
0.4A

ReL E
+ 0.1GrL δL

2

ERe2L
+ 2

15ReL

)
−

(
0.8A

ReL E
+ 0.2GrL δL

2

ERe2L
− 1

15ReL

){
2A

E2

(
−GrL δL

2

2Re2L
+ (1 + 2d1)

ReL

)}
⎤
⎥⎥⎥⎥⎥⎦

∗ dδM
dx

−
[(

0.8AδM

ReL E
+ 0.2GrL δL

2
δM

ERe2L
− δM

15ReL

){
2A

E2

(
2

ReL
+ 0.5GrLμL δM δL

Re2LμM

)}]
dd1
dx

=
[(

2A

ReL E
+ GrL δL

2

2ERe2L
− 1

ReL

){
2

ReLReM δM
+ 2JaM

ReLPeM δT
+ JaL (c2 − 1)ρL

δLReLPeLρM

}]
+ GrM

6Re2LRe
2
M

(13)

[
δT F

[
2A

E2

{
(1 + 2d1)

δLReL
+ GrL

2Re2L

(
μL

μM
δM(1 + 2d1) + δL

)}]]
dδL
dx
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+
[
δT F

[
2A

δM E2

(
−GrLδL

2

2Re2L
+ (1 + 2d1)

ReL

)]

+
(

2A

EReL
+ GrLδL

2

2ERe2L
− 1

ReL

)(
φ

15
− 1

6

)
φ
2

]
dδM
dx

−
[[

δT F

{
2A

E2

(
2

ReL
+ 0.5GrLμLδMδL

Re2LμM

)}]
dd1
dx

+ δT

3ReL
+

(
2A

EReL
+ GrLδL

2

2ERe2L
− 1

ReL

)
δT F

]
1

θM

dθM
dx

+
[(

2A

EReL
+ GrLδL

2

2ERe2L
− 1

ReL

)
F + 1

3ReL

+
(

2A

EReL
+ GrLδL

2

2ERe2L
− 1

ReL

)(
φ

15
− 1

6

)
φ

]
dδT
dx

= 2(1 + JaM)

δTPeMReL
+ JaL(c2 − 1)

PeLReLδL
(14)

[
δW S1

[
2A

E2

{
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δLReL
+ GrL

2Re2L

(
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δM(1 + 2d1) + δL

)}]]
dδL
dx

−
[
S1

[
2Aφ

E2

(
−GrLδL

2

2Re2L
+ (1 + 2d1)

ReL

)]

+
(

2A

EReL
+ GrLδL

2

2ERe2L
− 1

ReL

)(
1

3φ
− 1

3
− 1

10φ
2

)]
dδM
dx

−
[
δW S1

{
2A

E2

(
2

ReL
+ 0.5GrLμLδMδL

Re2LμM

)}]
dd1
dx

+
[(

2A

EReL
+ GrLδL

2

2ERe2L
− 1

ReL

)
δW S1

+ δW S2
3ReL

+ δW

3ReL

(
1 − 1

φ

)3
]
dWi/(Wi − W∞)

dx[(
2A

EReL
+ GrLδL

2

2ERe2L
− 1

ReL

)
S1 + S2

3ReL
+ 1

3ReL

(
1 − 1

φ

)3

+
(

2A

EReL
+ GrLδL

2

2ERe2L
− 1

ReL

)(
1

3φ
2 − 1

3φ
− 1

10φ
3

)]
dδW
dx

= 2

ScMReMReLδW
+ 2JaM

ReLPeMδT
+ JaL(c2 − 1)

ReLPeLδL
(15)



Mixed Convection Condensation of Vapor with Non-Condensable Gas … 109

(Wi − 1)(1.61 − 0.61Wi )CpM

RV Jain
[
θM + Tw

]2 dθM
dx

− dWi

dx
= 0 (16)

JaL(c2 − 1)

PeL

dδL
dx

+ 2JaMρM

PeMρL

dδT
dx

− JaL
PeL

dc2
dx

+
(
1 − W∞

Wi

)(
ρM

ρL

)
2

δWScMReM

dδW
dx

+
[
JaL(1 − c2)

δLPeL

dθl/θl
dx

+ 2JaMρM

δTPeMρL

dθM/θM

dx

]

+
[
JaL(1 − c2)

δLPeL
− 2JaMρM

δTPeMρL
− 2ρM

ScMReMρL

]
dWi/Wi

dx
= 0 (17)

where

A = μMδL

μLδM
, E = {(1 + 2d1) + 2A},

U1 = ui + (1 − d1)

[
2A

E2

{
2 + GrL

2ReL

(
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)
δLδM

}]
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U2 = ui + d1

[
2A

E2

{
2 + GrL

2ReL

(
μL

μM

)
δLδM

}]
,

θl = Tw − Ti
Tw − T∞

, θM = Ti − T∞
Tw − T∞

, Tw = Tw
Tw − T∞

θi = Ti
Tw − T∞

, ui = 2A

E
+ GrLδ2L

2ReL E
, D =

⎡
⎣1 +

GrLδL
2

2ReL

ui
− d1

⎤
⎦,

S1 = 1

3φ
+ 1

30φ
3 − 1

6φ
2 , φ = δW

δM

S2 = 1 −
(
1 − 1

φ

)3

, F = φ
2

30
− φ

6
+ 1

3
, φ = δT

δM

U = − 7

12

GrLδL
3
D

ReL
+ 0.667uiδL D

2 + 2

7
uiδLd

2
1 − 11

30

GrLδL
3
d1

ReL

+ 0.125
Gr2LδL

5

Re2Lui
+ 0.8uiδL Dd1 − uiδL

+ 0.5uiδLd1 − 1

12

GrLδL
3

ReL
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This system of eight ordinary differential equations is solved using MATLAB
ODE solver, e.g., “ODE15s.” The results, which are gotten from that numerical
solution, are processed to evaluate the following results.

3 Results and Discussion

Local heat transfer coefficient can be calculated from following equation:

hx (Tw − T∞) = qx (18)

where qx = total heat flux = KL

(
∂TL
∂y

)
y=0

So,

hx = KL(Tw − Ti )(1 + c2)

δL(Tw − T∞)
(19)

Average heat transfer coefficient can be calculated from following equation:

havg =
∫ L
0 hxdx

L
(20)

3.1 Validation of Model

Developed model is validated with those of Jacobs [12] and mathematical model of
Liao et al. [9] for pure vapor stream for a wide range of Richardson number.

We calculate three non-dimensional numbers as Nusselt number
[
NuL = hx L

KL

]
,

Grashof number
[
GrL = (ρL−ρ∞)gL3

ρLν2
L

]
, Reynolds number

[
ReL = U∞L

νL

]
for pure

vapor.

We plot NuL
Re0.5L

versus Richardson Number
[
RiL = GrL

Re2L

]
. We compared these values

with those of experimental results of Jacobs [12] and mathematical model of Liao
et al. [9] in Figs. 2 and 3. The entire range ofmixed convection condensation predicted
by present model is validated well against experimental and non-similarity solution
for pure vapor condensation.
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Fig. 2 Comparison of present work with non-similarity solution of Liao et al

Fig. 3 Comparison of present work with experimental work by Jacobs
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Fig. 4 Interface temperature profile for air mass fraction = 0.5

3.2 Interface Temperature and Interface Concentration
Profile

Figures 4 and 5 show variation of interface temperature and concentration profile
along the isothermal wall. Even small amount of non-condensable gas has great influ-
ence onheat andmass transfer process due to extra resistance offered by it.Accumula-
tion of gases increases partial pressure of non-condensable gases anddecreases partial
pressure of vapor along the interface region as total pressure remains constant at each
and every point of mixture. This increase in partial pressure of gases cause decease
in saturation pressure of vapor and leads to lowering in saturation temperature along
the axial direction of wall. Due to accumulation of gases, interface concentration
along the axial direction of wall also increases continuously.

3.3 Effect of Free Stream Non-condensable Gas
Concentration

The effect of non-condensable gas concentration on condensation process has been
analyzed for three differentmass fractions of 1, 20, and50% inFig. 6. The analysis has
been done with P∞ = 1 atm,U∞ = 3m/s, 
T = 20K. The increase in free stream
gas concentration creates additional resistance near liquid-gas interface region. As a
result, vapor mass fraction at the interface decreases to maintain total mass fraction
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Fig. 5 Interface concentration profile for air mass fraction = 0.5

Fig. 6 Variation of heat transfer coefficient with different air mass fraction

to unity at the interface. This leads to decreasing in saturation vapor temperature
along the axial direction through the wall. Due to this, condensation process as well
as heat transfer coefficient decreases significantly along the wall. Figure 6 shows the
variation of heat transfer coefficient with non-condensable gas concentration.
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4 Conclusion

In this report, a generalized heat transfer model is developed for mixed convec-
tion regime. A detailed analytical study is performed to study the effects of non-
condensable gases on the condensation process. This report mainly deals with forced
convection and natural convection condensation over a subcooled vertical isothermal
surface. The results obtained from this model contain various parameters such as film
thickness of each layer, interface velocity, interface temperature, and air mass frac-
tion variation along the liquid-vapor interface. The validation with the current work
shows the assumptions to be reasonably acceptable. The presented results support
the following conclusions.

• The presented analytical results for laminar film condensation agree closely with
the numerical results of Liao et al. [9] at W∞ ∼ 0%, i.e., pure saturated vapor.
The presented results also match closely with the experimental results of Jacobs
[12].

• Interface temperature of saturated vapor decreases continuously along the axial
direction of the wall. Similarly, the interface concentration of non-condensable
gases increases along the axial direction. This phenomenon has been shown in
the presented figures.

• Due to the non-diffusive nature, non-condensable gas accumulates at the liquid-
vapor interface and creates resistance to heat and mass transfer processes. It
reduces saturation vapor temperature in interface region and therefore rate of
condensation and heat transfer coefficient decreases.
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in a Cavity Under Partial Magnetic Fields
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Nomenclature

.

B Magnetic field, Tesla, N/A·m2

Ha Hartmann number
L Length of the cavity/length scale, m
LB Length of the partially applied magnetic-field, m
Nu Average Nusselt number
P Pressure, Pa
Pr Prandtl number
Ra Rayleigh number
T Temperature, K
u, v Velocity components, m/s
U, V Dimensionless velocity components
x, y Cartesian coordinates, m
X, Y Dimensionless coordinates
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Greek symbols

α Thermal diffusivity, m2/s
β Thermal expansion coefficient of fluid, K-1

θ Dimensionless temperature
υ Kinematic viscosity, m2/s
Π Dimensionless heat function
ρ Density, kg/m3

κ Electrical conductivity (µS cm−1)
ψ Dimensionless stream function
a, h Ambient, heating

1 Introduction

The fastest growth in technological advancement and demand for miniaturization
of the object size researchers are paying their attention to improving the perfor-
mance of any device. In this regard, the application of natural convective heat
transfer is widely used in the electronics industry. Apart from electronic cooling
system, there are several processes, which demand precious control on its thermal-
hydrodynamic behavior. The imposingmagnetic field is of goodmeans of controlling
fluid-flow and thermal pattern (which is known asmagneto-hydrodynamics—MHD).
For example, thermo-magnetic mixing, targeted drug delivery in the human body,
cancer treatment, cell separation, magnetic endoscopy, cancer and tumor treatments,
antivibration devices, etc. A detailed account of the review on the application of
magneto-hydrodynamics is well documented [1–4].

Natural convective heat transfer in a confined space has been analyzed extensively
by Biswas et al. [5, 6] under different thermal boundary conditions. Matt et al. [7]
have examined natural convective heat transfer under the influence ofmagnetohydro-
dynamics. Thermomagnetic buoyancy-driven convection in a left-hot and right-cold
cavity in presence of line dipole magnetic field has been analyzed by Ganguly et al.
[8] and reported about augmented heat transfer. Applying inclinedmagnetic field, Al-
Balushi and Rahman [9] have examined the convective heat transfer under different
thermal boundary conditions.

Introducing a non-uniformly active upright partial magnetic field, Jalil et al. [10]
have investigated natural convective heat transfer in a differentially heated cavity and
observed oscillation behavior disappear with the increasing magnetic field. There-
after a three-dimensional natural convective heat transfer of nanoliquid filled differ-
entially heated cavity along with the influence of horizontally applied partially active
magnetic field (in vertical direction) has been investigated by Al-Rashed [11]. They
found that the heat transfer process modifies notably with the change in length and
location of the imposed magnetic field. Very recently, Geridonmez and Oztop [12]
have examined the natural convective phenomena in a left-hot right-cold porous
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cavity in presence of horizontally imposed partial magnetic field. It is noted that
by adjusting location and its strength of partial magnetism, flow and heat transfer
process could be controlled. In other class of works, convective heat transfer has
been studied imposing variable magnetic field in a lid-driven cavity [13], periodic
magnetic field in a differentially heated cavity [14] and along a vertical surface [15],
non-uniform magnetic field in a differentially heated cavity [16].

Although few researchers have studied the effect of partial magnetism on thermal
convection, still fundamental research is needed to explore more underneath physics
under the effect of partialmagnetism. The effect of partialmagnetic fields on different
working fluids is not reported till now. The aim of this research is to examine thermal
convection in a bottom hot, sides cold cavity under the influence of vertically applied
partial magnetic field considering different working fluid. The study is carried out
varyingRayleigh number (Ra),Hartmann number (Ha), length of the partialmagnetic
field (LB) and different types of fluid (Pr). The outcome of this study can be applied
for the design of any device subjected to the heat transfer process along with its
control in several industrial applications.

2 Problem Formulation

2.1 Problem Descriptions

The configurationof the studiedproblem includingboundary conditions is depicted in
Fig. 1. The square cavity (with side/length L) is heated isothermally (at temperature

Fig. 1 Schematic diagram
of the problem geometry,
boundary conditions

Th

N

Adi a batic

g
Ta L

x,u
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S

0.5L 0.5L
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B
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Th) from the bottom and is allowed to exchange heat with the surroundings (at
temperature Ta) through the sidewalls; whereas the top wall is thermally insulated.
Externally generated a magnetic field of intensity B is uniformly applied partially
over length LB in the vertical direction (bottom to top). The cavity is filled with fluid,
three different types of fluid are considered having Prandtl number Pr = 0.054, 0.71,
and 6.93.

The evolved flow physics is amazed assuming: flow is two-dimensional, steady,
laminar, incompressible, Newtonian within the limit of Boussinesq approximation.
Viscous dissipation, Joule heating, Hall effect, and radiation are ignored. Resulting
dimensionless governing equations for mass, momentum, and energy based on
conservation principles are given as-

∂U

∂X
+ ∂V

∂Y
= 0 (1)

U
∂U

∂X
+ V

∂U

∂Y
= −∂P

∂X
+ Pr

(
∂2U

∂X2
+ ∂2U

∂Y 2

)
− Pr λBHa

2U (2)

U
∂V

∂X
+ V

∂V

∂Y
= −∂P

∂Y
+ Pr

(
∂2V

∂X2
+ ∂2V

∂Y 2

)
+ Ra Pr θ (3)

U
∂θ

∂X
+ V

∂θ

∂Y
=

(
∂2θ

∂X2
+ ∂2θ

∂Y 2

)
(4)

where X and Y, U and V, P, and are the dimensionless coordinates, velocity
components, pressure, and temperature as detailed below.

(X,Y ) = (x, y)/L , (U, V ) = (u, v)/(α/L),

P = p/ρ(α/L)2, θ = (T − Ta)/(Th − Ta) (5)

Partial magnetic field is imposed through the factor λB and it is defined as λB = 0
(0≤ X < 0.5L-0.5LB) or 1 (0.5L+0.5LB ≤ X ≤ 1). Derived dimensionless parameters
are Prandtl, Rayleigh, and Hartmann number (Pr, Ra, and Ha respectively) obtained
as

Ra = gβ(Th − Ta)L
3/αυ,Pr = υ/α, Ha = BL

√
κ/μ (6)

For the numerical computation, following boundary conditions are specified:

• at the bottom hot wall, U = 0, V = 0, θ = 1
• at the side cold walls, U = 0, V = 0, θ = 0
• at the adiabatic walls, U = V = 0, ∂θ

/
∂Y = 0

The heat transport pathway from the bottom wall to the sidewalls are visualized
using Bejan’s heatlines [5, 17]. Heatfunction equations in the first-order differential
form can be written as
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−∂�

∂X
= V θ − ∂θ

∂Y
and

∂�

∂Y
= Uθ − ∂θ

∂X
(7)

Using the solved velocity and temperature fields, heatlines (which are constant
heatfunctions) are generated by solving Eq. (7) iteratively. The heat transfer charac-
teristics (local and average) from the bottomwall is calculated by the Nusselt number
(Nu) as

Nu(X) = − ∂θ

∂Y

∣∣∣∣
Y=0

and Nu =
1∫

0

Nu(X) dX (8)

2.2 Numerical Technique

The dimensionless Eqs. (1–4), with appropriate conditions are computationally
solved using FVM based well-validated written algorithm [18] in a staggered grid
scheme, utilizing the SIMPLE algorithm [19], TDMA algorithm and ADI sweep.
The converged solution is obtained in an iterative process by setting the maximum
residuals and mass-defect < 10−6 and 10−8. The same code has been validated exten-
sively by simulating the problems available in the open literature [5, 6, 18, 20, 21].
Before conducting extensive simulations, a mesh sensitivity test is also carried out
and finally 200 × 200 grid size is chosen, which is not incorporated here for brevity.

3 Result and Discussion

Thermo-magnetic convection of the studied geometry is investigated for wide ranges
of parameters: Rayleigh numbers (Ra = 103, 104, 105, and 106), Hartmann number
(Ha = 0, 10, 30, 50, 70, and 100), length of the partial magnetic field (LB = 0,
0.1, 0.3, 0.5, 0.7, and 1) and different type of fluid (Pr = 0.054, 0.71, and 6.93).
Obtained results are visualized using streamlines, isotherms, heatlines, average Nu
and discussed below systematically.

3.1 Impact of Rayleigh Number (Ra)

The convection mechanism, as well as strength of the buoyancy force within the
simulated domain, is governed by the Rayleigh number (Ra). The impact of varying
Ra on the thermo-fluid flow structure is illustrated in Fig. 2, in terms of combined
streamlines (firm line—purple color) and isotherms (dashed line—red color) in the
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Fig. 2 Impact of varying Rayleigh number (Ra) on the flow fields, and thermal behavior for Ha =
30, LB = 0.5, Pr = 0.71

top row and heatlines in the bottom row Ha = 30, LB = 0.5, Pr = 0.71. At lower
Ra = 103 value, the strength of the buoyancy force is weak, resulting in weaker
flow circulation velocity. Due to the symmetrical heating at the bottom wall and
cooling at the sidewalls of the cavity, two symmetrical circulating cells (rotating in
a counter-clockwise direction at the left and clockwise direction at the right) forms
inside the cavity. Thus, the cavity fluid being heated near the bottom wall and moves
upward thereafter obstructed from the top insulated wall and releases heat to the
ambient through side cold walls. From the heated wall to the cold walls, the heat
energy transportation is mainly dictated by conduction mode of heat transfer. Thus,
the isotherms are distributed inside the cavity with gradual decrement towards the
cold sidewalls (as contour value varies in between 0 and 1). Isotherms of higher
contour values are clustered with the heated bottom wall. Corresponding, heatlines
(in the second row) originates from the heated bottom wall and directly terminated
at the cold sidewalls symmetrically.

Now, with the increasing Ra value, to Ra = 104 (second column), and 105 (third
column), the strength of the fluid circulation increases significantly as reflected by the
streamline contours values. At Ra = 104, both the conduction and convection modes
of heat transfer assist in the heat transfer process. As the heat energy added into the
cavity fluid increases with increasing Ra, temperature distribution pattern, as well as
heatlines contours, modifies significantly compared to Ra= 103. Further, increase in
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Ra to 105 heat transfer process is dictated by the convection mode. Although the fluid
flowpattern remains similar, the circulation strength increases notably. The isotherms
are uniformly and densely distributed near the heated wall and it indicates a sharp
temperature gradient. Of course, the rest of the isotherm contours are connected
with the top adiabatic wall. It is interesting note that, as the input heat energy to the
cavity fluid increases with increasing Ra, the heat energy from the bottom heated
surface to the side cold walls transport through a long passageway. As a result, energy
circulation cells appear in both parts of the cavity. As noticeable from the value of
heatfunction, maximum heatfunction is obviously increased with the increasing Ra.
Further to this, an increasing trend of heat transfer from the hot bottomwall is clearly
noted from the indicated average Nu—indicated below the heatlines contours.

3.2 Impact of Magnetic Field Strength (Ha)

The impacts of an externally generated uniform magnetic fields (of strength Ha) on
the thermo-fluid behavior are analyzed and presented in Fig. 3 for Ha = 0, 10, and
100 at a fixed value of Ra = 106, LB = 0.5, Pr = 0.71. First, the without magnetic
field (Ha = 0) case is analyzed. In consistent with Fig. 2 (as in the first column), two
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circulation cells rotating in anticlockwise (at left portion) and clockwise (at right
portion) directions are formed symmetrically. The core of these circulating cells
positioned at the top portion of the enclosure. The isotherms of higher contour values
are densely distributed near the heated bottom wall and show temperature gradient;
whereas the isotherms with lower magnitude are clustered near the side cold walls
and connected with the top adiabatic wall, resulting in higher fluid velocity and
stronger thermal convection. Corresponding heatlines contours show a symmetrical
distribution along with the formation of stronger energy circulation cells.

Now imposing the magnetic field with Hartmann number Ha = 10, the force
due to the magnetic field increases, which partially counteracts the buoyancy force.
Resulting decrease in the fluid velocity—which is reflected by the streamline contour
value. The reason for such decrement can be realized by noting a negative source
term in theX-momentum equation as in Eq. (2). The dampening effect of the imposed
magnetic field increases substantially as the Ha value increases from 10 to 100. This
implies, partially appliedmiddle-centeredmagneticfield effect impacts flowstructure
as well as thermal behavior. Fluid circulation strength becomes weaker (as noted
from the streamline contour value). Although circulation cells remain symmetrical
about the mid-vertical plane, it deforms in its shape and core of the circulation cells
shifts from upper to lower part of the cavity. Distribution of isotherms also distorted
inside the cavity (compared to Ha = 10). As fluid circulation strength reduces, at
the same time heat energy transportation from heated wall to the cold sidewalls also
reduces, and distribution of the heatlines contours distorted significantly. As a result,
convective heat transport reduces with increasing Ha, which is reflected in reduced
Nu value—indicated below the heatlines contours.

3.3 Impact of Length of the Applied Magnetic Field (LB)

Effect of change in the length, over which magnetic field is applied, on the hydro-
thermal behavior, is illustrated in Fig. 4 considering three different lengths LB = 0.1,
0.3, and 1 keeping the fixed value of Ra = 106, Ha = 50, Pr = 0.71. Inconsistent
with earlier findings on flow structure and thermal behavior (as in Fig. 3 for Ha =
0), flow circulation pattern reveals similar at LB = 0.1 as in Fig. 4. As the length LB

increases from 0.1 to 0.3, fluid circulation strength reduces, and at the same time, the
isotherms are stretched towards the upper part of the cavity. It results in decrement
of buoyancy force. Thus, convective heat transport reduces which lowers average
Nu. Further, the increase in LB from 0.3 to 1, symmetrical circulation cells deformed
substantially with a reduction in fluid flow velocity (indicated by the streamlines
contours). Of course, the temperature gradient inside the cavity decreases. Heat
energy-transportation also reduced significantly. As a result, heat transfer retarded
and Nu value decreases considerably.
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3.4 Effect of Different Prandtl Number (Pr)

The effect of partial magnetism on the hydrothermal behavior under different Prandtl
number (Pr = 0.054, 0.71, and 6.93) are also investigated and presented in Fig. 5 at
Ra = 106, Ha = 50, LB = 0.5. As found earlier, the fluid flow structures, isotherm
distribution, and heatlines pattern exhibit comparable to that with air. Of course,
the shapes of circulation cells are different from each other. For lower Pr value,
circulation cells stretched vertically;whereas for Pr= 0.71 it stretched in horizontally
and vertically; at Pr= 6.93 it stretches horizontally. At Pr= 0.71, the core of the flow
circulation cells remains in the lower part of the cavity; whereas for the other two
Pr, the core remains in the middle part of the cavity. Pattern-wise heatlines contours
show similar distribution following the fluid circulation cells. Here the distortion of
the isotherms is more distinct, leading to different convection strength. Of course for
high Prandtl-fluid (Pr = 6.93), the heat transfer rate is higher due to better thermal
conductivity. Heatfunctions contours also show a higher value than that of the other
two fluids, which implies a higher heat transfer rate. However, due to the presence
of partial magnetism, the heat transfer rate is influenced considerably and Nu value
shows maximum with Pr = 0.71. This happens so, with lower Pr value buoyancy
force which dampens the convection strength retarded substantially than that of Pr
= 0.71.
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Fig. 5 Effect different Prandtl number (Pr) on the flow fields and thermal behavior for Ra = 106,
Ha = 50, LB = 0.5

3.5 Heat Transfer Analysis

The overall trends of heat transfer characteristics (expressed by average Nu) with
varying Ra are presented in Fig. 6a for three different Pr = 0.054, 0.71, and 6.93
keeping fixed value of Ha = 50, LB = 0.5. Figure 6a, shows no variation in average
Nu until Ra= 104, after which it showsmonotonous increment in Nu as Ra increases
until Ra = 106. Beyond Ra = 105 as convection mode of heat transfer dominates,
thus buoyancy force increases, leading to an increase in heat transfer significantly.
However, with Pr = 0.71 and 6.93, the heat transfer rate is found to be superior
compared to Pr = 0.054. Now, the change in Nu with different Ha is illustrated in
Fig. 6b considering Ra = 106, LB = 0.5, Pr = 0.054, 0.71, and 6.93. It shows that
as Ha increases, Nu decreases monotonously indicating to the dampening effect of
magnetic force (as reflected by negative term associated with Ha in X momentum
equation). Of course, this effect is not so significant with the fluid of Pr = 0.054
compared to the fluid of Pr = 0.71, and 6.93. On the other hand, when the length of
the partially imposed magnetic field increases considering Ra = 106, Ha = 50, Pr =
0.054, 0.71 and 6.93, the trend of overall heat transfer shows a decreasing trend (as
in Fig. 6c). For the same strength of the magnetic field (Ha = 50), as LB increases
from no-magnetic field to LB = 1, the impact of magnetic force is modified within
the entire area of the enclosure. This effect on the flow and thermal field is already
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Fig. 6 Trend of overall heat transfer characteristics with varying a Ra, b Ha and c LB for Pr =
0.054, 0.71, 6.93

illustrated in Fig. 4. Similar to Fig. 6b, a rapid decrement in the heat transfer process
is recognized with Pr = 0.71 and 6.93 as LB increases at a fixed Ha value. This
indicates increase in suppression of the buoyancy force due to increase in magnetic
field affected zone. With a lower value of Pr = 0.054, small changes in Nu is noted
as LB increases. It implies no significant effect of magnetic force on hydrothermal
behavior with Pr = 0.054.

For a better understanding of the global trend of heat transfer characteristics, the
analysis of local thermo-fluid behavior is presented in Fig. 7. Thus, vertical profiles
of V-velocity and temperature (θ ) with the respect to the mid-horizontal plane (at Y
= 0.5) at different Ra (for Ha = 50, LB = 0.5) and Ha (for LB = 0.5, Ra = 106) are
processed and demonstrated in Fig. 7 for three Prandtl numbers Pr = 0.054, 0.71,
and 6.93, respectively.

The effect of varying Rayleigh number (Ra= 103, 105 and 106) indicates stronger
convection at higher Ra (Ra≥ 105) as V-velocity is higher; whereas for lower Ra, V-
velocity is negligible. Of course, positive peak V-velocity (about mid vertical plane)
is observed with Pr = 0.71. Higher flow velocity within the cavity leads to transport
of more amount of heat energy from the heated bottom wall to the cold sidewalls.
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Fig. 7 Horizontal mid-plane V-velocity and temperature (θ) profile for varying Ra a and b, Ha
c and d for LB= 0.5 for Pr = 0.054, 0.71, and 6.93 respectively

This is consistent with the findings of the higher Nu as in Fig. 6a. It is also noticed
that in the V-velocity profile—there are two negative peaks towards the sides of the
X-axis.

This happens so, as thermal convection dominates counter-rotating symmetrical
fluid circulations. As the V-velocity component is very weaker at Ra = 103, it leads
to lower thermal energy transportation and lower Nu value. Of course, the fluid
velocity is comparatively lower with Pr = 0.054 than that of Pr = 0.71 and 6.93; as
a result, Nu is significantly lower. The temperature (θ ) peaks are found to be higher
for higher Rayleigh values (Ra = 105 and 106) for Pr = 0.71 and 6.93. The effect of
increasingHartman number (Ha) on theV-velocity and temperature (θ ) are presented
in Fig. 7c and d respectively. In the case of nomagnetic field (Ha= 0), velocity peaks
are maximum, but it reduces substantially at Ha = 100 (as in Fig. 7c). Similarly, the
temperature profiles higher values atHa= 100.As the appliedmagnetic field strength
increases from 0 to 100, the flow velocity decreases due to the dampening effect of
the magnetic field; which reduces the convection strength.
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4 Conclusions

In this research work, an attempt has been taken to explore the fundamentals of
thermo-magnetic convection under the influence of partially applied magnetic field
on a classical bottom heated, sides cold cavity. The uniformmagnetic field is applied
partially from the bottom in a vertical direction. Evolved flow physics is analyzed
and visualized numerically for a range of parametric variations of Rayleigh number,
Hartmann number, length of the appliedmagnetic field, and different Prandtl number.
The heat energy transportation from heat source to heat sink is visualized using
Bejan’s heatlines. The major findings are summarized as follows:

• AsRayleigh number increases (Ra≥ 104), convective heat transfer characteristics
increase monotonously due to an increase in buoyancy force.

• The heatlines contours illustrate the energy flow path from the heated surface to
the cold walls. It shows the formation of energy recirculation cells when Ra ≥
105. Else heatlines are connected directly between the heated surfaces and the
cold walls.

• At Pr = 0.71 and 6.93, the convective heat transfer process improves markedly
compared to Pr = 0.054. With lower Pr value buoyancy force retarded substan-
tially; which dampens the convection strength.

• As the employed magnetic field intensity in terms of Hartmann number (Ha),
the heat transfer rate decreases substantially as the magnetic force dominates the
buoyancy force. Fluid circulation strength becomes weaker and distortion of fluid
circulation cells as well as energy circulation cells due to the increasing effect of
partially applied middle centered magnetic field. Such an effect is noticeable with
the fluid of Pr = 0.71 and 6.93 compared to Pr = 0.054.

• Overall heat transfer characteristics show a decreasing trend with the increasing
active length LB of partial magnetic field. The effect of magnetic force is domi-
nating at a higher Rayleigh number and higher length (LB) of the appliedmagnetic
field (Ha). Lower Prandtl number fluid shows less response to the partial applied
magnetic field. Such an effect significant with the fluid of Pr = 0.71 and 6.93
compared to Pr = 0.054.

The present study on buoyancy-driven thermomagnetic convection has practical
relevance in numerous industrial as well as medical science applications like targeted
drug delivery, cancer treatment, antivibration devices, etc. Both the strength length
of the externally generated magnetic field could be used as a controlling parameter
of the heat transfer process.
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Nomenclature

.

B Magnetic field, Tesla, N/A·m2

Ha Hartmann number
L Length of the cavity/length scale, m
LB Length of the partially applied magnetic-field, m
Nu Average Nusselt number
P Pressure, Pa
Ra Rayleigh number
T Temperature, K
U, V Dimensionless velocity components
X, Y Dimensionless coordinates

Greek symbols

α Thermal diffusivity, m2/s
β Thermal expansion coefficient of fluid, K-1
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θ Dimensionless temperature
λB Dimensionless length of the partially applied magnetic-field
υ Kinematic viscosity, m2/s
ρ Density, kg/m3

κ Electrical conductivity (µS cm−1)
ψ Dimensionless stream function
γ Magnetic field inclination angle
c,h Cooling, heating

1 Introduction

Due to its multifarious nature, buoyancy-driven natural convection heat transfer
is encountered in numerous natural processes as well as industrial appliances like
cooling of electronic devices, biomedical applications,metal casting, heat exchanger,
solar energy storage, and many more. In many such processes, precious control of
its thermo-fluid behavior is of utmost importance from a process operation point of
view. In this regards, externally generated uniformly applied magnetic field (also
known as magneto-hydrodynamics - MHD) is a good means for controlling (reduc-
tion/enhancing) thermo-fluid pattern as well as heat transfer process; such as thermo-
magneticmixing,magnetic endoscopy, cell separation, targeted drug delivery, cancer,
and tumor treatments, etc. The application of magneto-hydrodynamics in numerous
thermal processes is well reported in [1–4].

Analysis of thermal performance in a classical flow geometries involving natural
convective heat transfer in a closed cavity is well reported by Biswas et al. [5, 6]
under different thermal conditions. The influence of applied magnetic in an enclo-
sure undergoing natural convection was looked into by Matt et al. [7], Al-Balushi
and Rahman [8] considering various thermal boundary conditions. Very recently
Jelodari and Nikseresht [9] have investigated the thermal performance of applied
magnetic nanofluid in a cubical cavity; Acharya and Dash [10] examined the conse-
quence of externally imposed magnetic field on non-Newtonian power-law CuO–
water nanofluid undergoing natural convection. Applying inclined magnetic field
Gangawane [11] have studied the buoyancy-driven convection due to partially active
walls of an open-ended cavity. In other areas of work based on MHD, Jalil et al. [12]
have examined the natural convective heat transfer in a cavity introducing a non-
uniform partially active magnetic field in a vertical direction. They observed that
oscillation behavior disappears with the increasing magnetic field. Later, the influ-
ence of a partially active magnetic field applied horizontally on a three-dimensional
cavity heated differentially undergoing natural convection heat transfer has been
investigated by Al-Rashed [13]. In their study, they noticed that the location and
length of the imposed magnetic field influence the heat transfer process notably.
Recently, the influence of horizontally imposed partial magnetic filed in a differ-
entially heated porous cavity undergoing natural convection has been studied by
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Geridonmez and Oztop [14]. In their study, it was observed that by adjusting the
location and intensity of partial magnetic field can alter the heat transfer process.
The MHD convective heat transfer has been also been studied in a lid-driven cavity
considering uniform magnetic field [15], and variable magnetic field [16], applying
horizontal periodic magnetic field in a differentially heated cavity [17] and along
a vertical surface [18], non-uniform magnetic field in a differentially heated cavity
[19].

From the thorough literature survey, it is observed that although the effect of
partial magnetism on thermal convection has been introduced, still it requires exten-
sive investigation to explore more underneath physics. The main purpose of this
research is to analyze the consequence of a partially applied external magnetism on
the thermo-fluid behavior in an enclosure heated at the left and cooled at the right.
The investigation is conducted for the range of controlling parameters like Rayleigh
number (Ra), Hartmann number (Ha), length of the partially active magnetic field
(LB), direction of applied magnetic field (γ ), length over which magnetic field is
imposed (LB) and different position of the applied magnetic field.

2 Problem Formulation

2.1 Problem Descriptions

The physical model under the consideration is illustrated in Fig. 1. The flow domain
(having equal length and height L) is filled with electrically conducting fluid (of
Pr = 0.71). The cavity is a differentially heated cavity, whose left wall is heated
isothermally (at temperature Th) and cooled isothermally (at temperature Tc) the
right wall. An adiabatic condition is imposed at the horizontal walls.

Fig. 1 Schematic diagram
of the problem geometry,
boundary conditions

Th

L

g

x,u 

y,v Adiabatic 

L

Tc

B 

LB

γ 
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For analyzing theMHD effect, magnetic field of intensity B is used externally and
partially over the length of LB in an angle γ with respect to the horizontal axis (as in
Fig. 1). Themagnetic field can act either horizontally along the left vertical wall (γ =
0o) or vertically along the bottomwall (γ = 90o). The lengthLBmayvary and position
either in the left vertical wall or in the bottomwall; the magnetic field can act over the
entire length of the cavity wall(s) (LB = 1) or over the small parts (in single band or
four bands). In order to analyze the studied problem, it is assumed that flow is laminar,
steady, incompressible, Newtonian, constant fluid properties, neglecting Hall effect,
Joule heating, and viscous dissipation. Boussinesq’s approximation is considered
to model the buoyancy term. With the above consideration, the non-dimensional
governing equations yield as-

∂U

∂X
+ ∂V

∂Y
= 0 (1)
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(
∂2θ

∂X2
+ ∂2θ

∂Y 2

)
(4)

where, (X, Y ) and (U, V ) represent dimensionless coordinates and components of
velocity. The dimensionless pressure and temperature are scaled as P and θ. The
scaling parameters were chosen as

(X,Y ) = (x, y)/L , (U, V ) = (u, v)/(α/L),

P = p/ρ(α/L)2, θ = (T − Tc)/(Th − Tc) (5)

The dimensionless numbers are defined as- Prandtl, Rayleigh, and Hartmann
number (Pr, Ra, and Ha respectively) are defined as

Ra = gβ(Th − Tc)L
3/αυ,Pr = υ/α, Ha = BL/

√
ρυ/κ (6)

For the implementation of partial magnetic field in the computational domain, the
factor λB is used and it is defined as λB = 0 for inactive zones or 1 for active zones.
For the computation, of the problem configuration, following boundary conditions
are utilized

(a) U = V = 0, θ = 1 for the left heated wall (X = 0),
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(b) U = V = θ = 0 for the right cold wall (X = 1),
(c) U = 0, V = 0, ∂θ/∂Y = 0 for the adiabatic walls.

The average Nusselt number (Nu) – as a heat transfer characteristics for the right
cold wall is given by

Nu =
1∫

0

(
− ∂θ

∂X

∣∣∣∣
X=1

)
dY (7)

2.2 Numerical Technique

The dimensionless governing Eqs. (1–4) are simulated numerically in an iterative
manner using finite volume approach (FVM) and SIMPLE algorithm [20] based
well-validated written algorithm [5, 6, 15, 21, 22]. The central differencing scheme
(second-order) for the diffusion terms and QUICK (a third-order upwind) scheme
for the advection terms are chosen. The converged solution is considered when the
maximum residuals is < 10−7 and the mass-defect reaches < 10−9 respectively. A
mesh sensitivity test is also executed for obtaining the correct mesh size. Finally, a
100 × 100 grid size with uniform distribution is chosen for the entire simulation.
Uniform grid distribution is chosen for capturing accurate length and positioning of
the length LB. However, these results are not incorporated here for brevity.

3 Result and Discussion

The thermo-fluid behavior of the studied problem geometry under the influence of
partial magnetism is investigated for the range of Rayleigh number (Ra = 105 and
106), Hartmann number (Ha= 0, 10, 30, 50, 100), direction of applied magnetic field
(γ = 0, 90o), length over whichmagnetic field is applied (LB = 0, 0.1, 0.3, 0.4, and 1)
and different positions of the appliedmagnetic field. Furthermore, imposedmagnetic
field acts over the length LB and positioned either in the left vertical wall or in the
bottom wall; the magnetic field can act over the entire length of the cavity wall(s)
(LB = 1) or over the small parts (in single band or four bands). The magnetic field
acts partially to the square cavity within a band with an upper limit and lower limit
in different positions. The term “Top band” and “Middle band” will denote a single
band in which the magnetic field is employed. The term “4 bands” will denote, that
the magnetic field is employed in four single bands in equal intervals. The processing
and analysis of the results are carried out using streamlines, isotherms, and average
Nusselt number (Nu).
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3.1 Effect of the Partially Applied Magnetic Field

The Rayleigh number (Ra) plays a crucial role in the dominance of the convection
mechanism. The effect of two different Ra = 105 and 106 on the flowing fluid and
temperature pattern are displayed in Fig. 2, using streamlines and isotherms at Ha
= 50, γ = 00, LB = 0.3. Figure 2a and b illustrate ‘Top band’ and ‘Middle band’
position of imposedmagnetic field respectively. As the cavity is differentially heated,
there exists one large circulating cell (rotating in a clockwise direction) appears
within the cavity. As a result, fluid adjacent to the left heated wall being heated
and moves in upward and obstructed by the top adiabatic wall and finally heat is
released to the side cold wall. The isotherms show the temperature distribution of
the fluid inside the cavity. At Ra= 105 and top band position, the isotherms contours
are stretched in-between two active walls; contours of higher values are clustered
with the heated wall. When Rayleigh number increases from Ra = 105–106, it is
observed that fluid circulation strength increases significantly (which is indicated by
the magnitude of streamlines contour). Additionally, a tiny circulation cell appears
within the main circulating vortex and it is located upper and lower portion of the
cavity with respect to the horizontal midplane. Corresponding isotherm contours
shows horizontally stretched isotherms within the cavity and clustered of isotherms
nearly active walls. As Ra increases, the buoyancy force becomes larger, resulting
in higher fluid circulation velocity and stronger convection mechanism, and a higher
heat transfer.

Now, with the ‘Middle band’ position of the imposed magnetic field, flow struc-
tures, as well as temperature distribution, modifies significantly, as shown in Fig. 2b.
At Ra = 105 although there exists one large CW circulation, there also appears two
more circulating vortices within the large circulation cell—one in the upper part and
other in the lower part of the cavity. Corresponding isotherms stretches diagonally in
between the bottom-left and top-right corner of the cavity following a zigzagway. The
reason behind such behavior is that as the magnetic field is imposed partially (over
the length LB = 0.3), about the middle portion of the cavity. As a result of dampening
effect of the Lorentz force, fluid velocity reduces in this portion of the cavity. Thus,
larger flow vortex split into two cells. Consequently, the isotherm contours modified
significantly. On the other hand, at Ra = 106 flow structure modifies significantly
compared to the ‘top band’ position of the appliedmagnetic field. The shape and posi-
tion of the inner smaller circulating cells changes. Outer circulating cells become
compressed towards each of the cavity corner. Of course, there are no significant
changes in the isotherms.

3.2 Effect of Different Positions in the Cavity

In this section, four different cases of imposed magnetic field four band (LB = 0.1),
top band (LB = 0.4), middle band (LB = 0.4), and bottom band (LB = 0.4) are studied
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Fig. 2 Effect of changing the band position of employedmagnetic field on flowing fluid and thermal
behavior at Ra = 105, 106, Ha = 50, γ = 00, LB = 0.3
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and presented in Fig. 3 for Ha= 30 and Ra= 106. In the case of four bands (as shown
in the first row) the magnetic field is applied over four different positions (having
length LB = 0.1 with a gap of 0.1) symmetrically about the mid-point of vertical
walls and at a distance of 0.15L from the endpoint of the vertical wall. For this case,
it is being observed from the streamlines of the outer and larger circulating cell (CW
rotation) is parallel to the walls; inner tiny vortices appear along the mid horizontal
plane. Due to the symmetrically applied magnetic field, there are no major changes
to streamline. Now for the same Ha = 30 and LB= 0.4, when there is a single band
magnetic filed in the top position (as shown in the second row), the flow structure
changes as inner tiny vortices shifted above and below with respect hid horizontal
plane. This happens as the magnetic force acts partially in the upper part of the
cavity, where magnetic force dampens fluid flow; whereas the lower part of the
cavity is unaffected by the magnetic field. Of course, there is no significant change
in the isotherm contours. With the middle position (as shown in the third row) of
the imposed magnetic field, the shape and position of the inner fluid circulating cells
modify. In this case, fluid flow faces resistance in the middle portion of the cavity as
the magnetic field acts partially. When the same band is shifted to the bottom-most
position (as shown in the fourth row), it is being observed that the streamline pattern
for this case is forming a mirror image diagonally of the top band’s case. It can be
observed that all the isotherms contours are similar.

3.3 Comparison of Length of Partial Magnetic Field (LB)
Over Whole Length Magnetic Field with Varying
Hartmann Number (Ha)

In this section, the effect of four band partial magnetic field (having each band
length LB = 0.1) and whole length magnetic field (having length LB = 1) on the flow
structures and temperature pattern are compared and displayed in Fig. 4 for Ra =
106, γ = 0 varying Hartmann number (Ha = 10, 30, and 100). Ha, value is varied
to regulate the magnitude of magnetic field intensity. At a lower value of Ha = 10,
it signifies that pattern-wise local contours of streamlines and isotherms are almost
similar. However, in the case of four bands magnetic field fluid velocity is higher
(compared to whole length magnetic field)—as reflected by a higher magnitude of
streamline contours. The reason behind this fact is that the magnetic field is imposed
in a splitmanner instead of thewhole of the left cavitywall.As a result, flow resistance
is comparatively lower with four band case compared to the whole length case. This
leads to a smaller reduction of heat transfer (due to imposedmagnetic field) with four
band cases compared to the whole length case (in Fig. 4a). On increasing Hartmann
number fromHa=10 to30 (second row), it is observed that forwhole lengthmagnetic
field circulating cell is symmetric about the mid horizontal plane of the enclosure;
whereas with four band case symmetry pattern is lost slightly. Of course, there are
no significant changes in the isotherms contours. Further increase in Ha to 100, fluid
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Fig. 3 Effect of different band positions along with 4 band cases on flowing fluid and thermal
behavior at Ra = 105, Ha = 30, γ = 00
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Fig. 4 (continued)

flow as well as temperature distribution pattern modifies drastically as presented in
the third row of Fig. 4b. For the whole length case circulating cell stretches between
left-bottom and right-top corners and circulation velocity reduces substantially as
noticed fromcontours of streamline.Corresponding isotherm lines connecteddirectly
between top and bottom adiabatic walls maintaining higher temperature lines at
the left and lower temperature lines at the right. This is due to the counteraction
or negative impact of magnetic force; the advection in the cavity reduces, which
causes decreased circulation strength. In the case of four bands magnetic field, both
streamline and isotherm modifies substantially. Lines are not smooth, follow a wavy
pattern. Circulating vortex stretches along the left-bottom and right-top corners along
with the formation of two numbers additional tiny circulating vortices. Isotherms are
distributed diagonally.

3.4 Heat Transfer Analysis

To visualize the overall heat transfer characteristics, the average Nu of the cold
wall is estimated and confronted in Fig. 5 varying flow controlling parameters. The
first plot (Fig. 5a) shows the variation of Nu for different Ha values considering
the whole length of the applied magnetic field (LB = 1) for Ra = 105 and 106.
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Fig. 5 Variation of overall
heat transfer characteristics
(Nu) with varying Ha for
different parameters: a LB =
1 and γ = 00, b Ra = 106,
LB = 0.3, γ = 00 and 900,
c Ra = 106, LB = 0.1 and
0.4, γ = 00
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From the figure, it is found that the heat transfer is higher with higher Rayleigh
number due to higher convection strength. This results in higher fluid velocity in
the cavity (as observed from contour plots in earlier Figs.), which transfers more
amount of heat from heat source to the heat sink. From this figure, it is evident that
the magnetic force has a significant impact on the heat transfer characteristics and
it shows a monotonically decreasing trend of Nu with increasing Ha. In general, it
is obvious that the heat energy transport is mainly ruled by the natural convection
mechanism, which is again dominated by the external magnetic field. Figure 5b
illustrates the effect of different positions of imposed the magnetic field with varying
magnetic field strength (Ha) considering a single band (LB = 0.3) at Ra= 106. Four
positions are considered which are Top and Middle band on the left vertical wall
when the magnetic field was employed horizontally (γ = 0o) and the rightmost and
middle band on the bottom wall when the magnetic field was employed vertically
upwards (γ = 90o). From the figure, it is apparent that the trend of Nu is decreasing
with increasing magnetic field intensity. However, the slop of decrement in the Nu
curve is more for the horizontally applied magnetic field compared to the vertically
employed magnetic field. The reason is that as the magnetic force acts horizontally
buoyancy force is more dominated by the magnetic force (which is obvious due to
presence of ‘negative’ term ofHa in the Eqs. 2 and 3), and this results in dampening of
flowing fluid and lowers the heat transfer rate. Furthermore, it is observed that, when
the magnetic field applied vertically, both curves corresponding to the rightmost
band and the middle band are overlapping each other, this shows that there is no
significant effect in the band position in the bottom wall when the magnetic field
employed vertically.

In Fig. 5c the effect of different positions of the imposed magnetic field along
with increasing Ha on the left vertical wall is analyzed considering four bands (LB =
0.1) and single band (LB = 0.4) at Ra = 106. It is observed that the variation of Nu
with increasing Ha for 4 band and single band magnetic field shows a monotonically
decreasing trend. Moreover, the variation of Nu for the top and middle bands are
overlapping each other, which shows that whether the band is in the top or bottom
position the rate of heat transfer, will remain the same. Also, it is noted that the rate
of heat transfer decrement is faster with four bands compared to the top and bottom
band although the overall length of the imposed magnetic field is the same. The
reason behind this fact is that due to the splitting of the length of the magnetic field
(four bands), fluid flow distortion is more compared to the single band. This results
in lowering the heat transfer.

4 Conclusions

In this work, buoyancy driven-convection in an enclosure heated at the left and
cooled at the right undergoing partially applied external magnetic filled is analyzed
numerically. The study is carried out under a range of pertinent parameters. The
major observations are:
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• The fluid flow and temperature patterns markedly, changes with the Rayleigh
number. Higher Ra results in higher Nu value due to stronger convection.

• Partially imposed magnetic field modifies flow structure and temperature distri-
bution significantly over the whole length magnetic field. The usage of a partial
magnetic field in a single band or four bands is always beneficial compared to the
whole length magnetic field. The vertical magnetic field has a lesser dampening
effect on Nu compared to the horizontal magnetic field.

• By increasing Ha, the heat transfer rate is found to be decreasing substantially.
An increase in the magnetic force intensity reduces the buoyancy effect, leading
to decrement in heat transfer.

The above-mentioned observations can be implemented in any device for
controlling the thermo-fluid flow behavior.
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Comparison of Thermo-Hydraulic
Performance Enhancement of Liquid
He-Based Cryogenic Nanofluid Flow
in Turbulent Region Through
Rectangular Plate Fin Heat Exchangers

Anirban Bose and Subhadeep Chakraborty

1 Introduction

Liquefaction of gases, refrigeration, cryogenic energy storage systems, rocket and
space applications are few examples where cryogenic fluids are used to exchange
heat in compact heat exchangers. Plate fin heat exchangers (PFHE) are very common
in exchanging heat at cryogenic temperature. It is possible to save energy if perfor-
mance of the PFHE can be increased or in other words waste heat can be reduced.
Performance of the PFHEs depend on geometry of the fins, properties of the fluid
and flow parameters (like mass flow rate). A lot of research work has been done on
geometry of the fins to improve thermal performance. But in almost all the cases
it has been observed that heat transfer enhancement occurs at the cost of high flow
resistant passage which ultimately increases pumping power. Same conclusion can
bemade to increase the convective heat transfer coefficient bymaintaining highmass
flow rate, pumping power would be increased. The idea of nanofluid is improving
the thermo-hydraulic performance of the PFHE by increasing the thermal conduc-
tivity of the fluid. Choi [1] introduced the term “nanofluids”, a reference to dispersed
nano-particles smaller than 100 nm into base fluid. Commonly used base fluids are
namely water (W), ethylene glycol (EG), EG/W base mixture and oil [2]. Studies by
Lee et al. [3] proved that nanofluids have higher thermal conductivity compared to
their base fluids. Lee et al. [3] found that the 13 nm Al2O3 nanoparticles dispersed
in water increased by 30% of its thermal conductivity compared to water at 4.3%
volume concentration.

Plate fin heat exchangers are significant in recent times and widely used due to
high heat transfer rate. Most extensive experimental studies have been published by
Kays and London [4]. It was investigated that in compact heat exchangers such as
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plain fin strip, wavy fin, offset fin, and perforated fin, the pressure-drop decreases
with respect to increasing the turbulence in working fluid. Onwards 1942 by Norris
and Spofford [5] provide the first experimental report they draw out the effect of
heat transfer coefficient on the basis of length, thickness and pitch of fins and also
reduced the friction factor and Colburn j factor. Experimental studies have been
made by London and Shah [6] in 1967 and they concluded that small offset spacing
fin thickness and a large number of fins per inch gives better heat transfer. In 1975
Wieting [7] setup a relationship between the variables from earlier experimental
results of heat transfer and fluid flow friction data for a plate-fin heat exchanger of
offset fin to design accurately within the parameter range of the correlations.

PFHEs performance also has been studiedwith cryogenic applications. Robertson
[8] studied offset PFHE with subcooled liquid nitrogen at around 77 K. Cao et al.
[9] worked on PFHE with mixed refrigerant including CH4, C2H4, C4H10, C3H8

and N2 at about 113 K. They found a large deviation in the correlation of heat
transfer coefficient from the existing correlations and experiments.ACFDsimulation
study done by Yang et al. [10] compared thermal performance of different cryogenic
medium at gaseous and liquid state in OSF channels revealed that fin materials
with low thermal conductivity deteriorates the performance of the heat exchanger.
Thermal performance of aluminum PFHEs were investigated with helium gas cooled
to around 77K asworking fluid byDoohan et al. [11] andGoyal et al. [12].Moreover,
many cryogenic experiments are carried out to study Thermo-hydraulic performance
of PFHE with helium gas at low temperature by Wieting [13].

It has been noticed after literature survey that no work has been published
comparing nanofluids performance applied in PFHE at cryogenic temperature with
liquid He as base fluid. Liquid He and nanofluids with nanoparticles Al2O3, CuO,
Fe3O4 and SWCNT of 5% volume fraction in each case are compared in terms
of j-factor and f factor and thermo-hydraulic performance parameter j

f 1/3 . In each
nanofluids base fluid is considered as liquid He. A numerical simulation using Finite
Volume Method (FVM) is used to analyze the thermo-hydraulic performance of the
PFHE nanofluid at cryogenic temperature. Reynolds number range of the analysis
has been set from 4000 to 8000.

2 Numerical Analysis

2.1 Physical Description of the Model

The PFHE of rectangular cross-section as shown in Fig. 1 is of our interest of study
for different ranges as mentioned below with liquid helium-nanofluid as working
fluid (Table 1).
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Fig. 1 Geometry of plain
rectangular plate fin heat
exchanger

Table 1 Working ranges of
model parameters

Parameters Working range

Reynolds number 4000 ≤ Re ≤ 8000

Volume fraction of nanoparticles ∅ = 5%

Height of the fin h = 9.75mm

Fin spacing s = 4.85mm

Thickness of the fin t = 0.25mm

Length of the fin 100mm

2.2 Governing Equations

The governing equations to describe the fluid flow and heat transfer phenomena are
continuity, momentum and energy equation. The mentioned equations are solved to
get the velocity, pressure and temperature field. We have considered 3-D, turbulent
and steady flow model, so the governing equations are as following

Continuity equation:

∇.(ρV ) = 0 (1)

Momentum equation:

∇.(ρVV ) = −∇P + ∇.(μ∇V ) (2)
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Energy equation:

∇.
(
ρcpVT

) = ∇.(k∇T ) (3)

Standard K-ε model equations:

ū j
∂k

∂x j
= ∂

∂x j

[
υt

σk

∂K

∂x j

]
+ 2υt Ei j Ei j − ε (4a)

ū j
∂ε

∂x j
= ∂

∂x j

[
υt

σε

∂ε

∂x j

]
+ 2υt Ei j Ei jε

Cε1

k
− Cε2

k
ε2 (4b)

2.3 Thermophysical Properties of Nanofluid

By applying the principle of mass conservation to the two species in finite control
volume of the nanofluids, the nanofluid density was obtained from the relation:

ρn f =ϕρnp + (1 − ϕ) (5)

By applying the principle of calorimetry in the mixture the overall specific heat
of the nanofluid was calculated from the relation:

cn f =
ϕ(ρc)np + (1 − ϕ)(ρc)b
ϕ(ρ)np + (1 − ϕ)(ρ)b

(6)

Maxwell model of equivalent thermal conductivity as studied by Yu et al. [14]
was used for the estimation of thermal conductivity and Einstein model of viscosity
as mentioned by Mishra et al. [15] were used to estimate nanofluid properties.

μn f = μb(1 + 2.5φ) (7)

kn f = kb
knp + 2kb + 2ϕ

(
knp − kb

)

knp + 2kb − ϕ
(
knp − kb

) (8)

2.4 Boundary Conditions

The inlet, outlet and wall boundary conditions are as shown in Fig. 2. Top, bottom
and periodic side walls are assumed no slip boundary condition. Sidewall is kept at
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Fig. 2 Geometry of the model and boundary conditions

periodic boundary condition and bottom and top walls are kept at constant tempera-
ture boundary condition. Inlet set as velocity inlet boundary condition corresponding
to the Re range from 4000 to 8000 to assure the flow is turbulent.

2.5 Meshing and Model Setup

The mesh of the computational domain was generated using a triangular patch
conforming method. This mesh contains hexahedral cells having rectangular faces
at the boundaries. The generated mesh consisted of 233,460 elements and 245,063
nodes.

A 3-D, incompressible and pressure-based solver was chosen for the computa-
tional domain. A viscous turbulent k-e model with standard wall function is used
for numerical simulation. A 2nd order upwind interpolation formula was used for
discretization of momentum and energy equation. The conventional SIMPLE (Semi-
Implicit Method for Pressure-Linked Equations) algorithm was used to solve the
pressure velocity coupled equations, where several iterations were performed to
ensure convergence of the numerical solution was assured by monitoring the scaled
residuals to a constant level of 10–6 for each variable.

2.6 Grid-Independency

The solution obtained in this work is mesh independent as we have studied the mesh
independency test. The result is shown in Fig. 3.
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Fig. 3 Grid independence test

Fig. 4 Validation of simulation result with the experiment of Kays and London [4]

2.7 Experimental Validation of the Model

Validation is done to check the authenticity of the CFD tool. We have validated the
model by comparing the results of the experiment done by Kays and London [4] as
shown in Fig. 4.

3 Results and Discussion

This is clear from the solution of the numerical analysis as shown in Figs. 5 and
6 that with the increase of Re in the turbulent region from 4000 to 8000 friction
factor and j factor decreases. These variations of f and j with Re is similar in both
cryogenic nanofluids and pure liquid He. Friction factor is a non-dimensional term
used to calculate the pressure drop in the PFHE. On the other hand, Colburn j factor
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Fig. 5 Comparison of friction factor among different nano-particles with liq. He

Fig. 6 Comparison of Colburn j factor among different nano-particles with liq. He

is a non-dimensional term used to estimate the heat transfer coefficient and hence the
effectiveness of the PFHE. It is observed in Fig. 6 that CuO nanoparticles are very
effective in increasing the convective heat transfer coefficient in terms of Colburn
j-factor in comparison with Al2O3, Fe3O4 and SWCNT. But pressure drop in terms
of Fanning’s friction factor is also high in case of CuO-liquid He cryo-nanofluid in
comparison with other cryo-nanofluids as shown in Fig. 5. But this is quite clear
from Figs. 5 and 6 that in comparison with liquid He only, He-based cryo-nanofluids
are more effective in terms of convective heat transfer.

This is very important to conclude regarding the performance of the PFHEkeeping
in mind both the heat exchange and pressure drop in the device. That is why volume
goodness factor, defined as j

3√ f
, is compared among the different cryo-nanofluids

as shown in Fig. 7. It is observed that CuO nanoparticles are giving better overall
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Fig. 7 Comparison of volume goodness factor among different nano-particles with liq. He

performance in terms of volume goodness factor in comparison with other cryo-
nanofluids. Overall performance enhancement inHe-based cryo-nanofluids is around
25 to 30% in comparison with only liquid He, is clearly observed in Fig. 7.

4 Conclusions

In this researchwork performance of PFHEwith onefluid asHe-based cryo-nanofluid
is compared with respect to liquid He at turbulent range. It can be concluded from
the results that CuO-liq. He-based cryo-nanofluid having best performance among
the other cryo-nanofluids studied based on volume goodness factor. Around 25–30%
enhancement in the overall performance considering both heat exchange and pressure
drop has been found when cryo-nanofluids are used in comparison with liquid He
only. But in this research certain aspects like cost of nano-particles, preparation
complexity and cost of cry-nanofluid, phase change stability of nanofluids have not
been considered in evaluation of overall performance of the PFHE.
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Performance Study of a Small Capacity
Thermoacoustic Refrigerator Using
DELTA EC Software

Anirban Jana, Sourav Sarkar, and Achintya Mukhopadhyay

1 Introduction

The present concerns on the detrimental effects of conventional refrigeration
methods using CFCs have recently brought limelight on Thermoacoustic refrigera-
tors. Pressure-induced temperature oscillations have been observed for centuries. An
approximate model of the thermoacoustic oscillations was first developed by Sond-
hauss in 1850, who experimentally observed the dependency of sound frequency
and intensity on length and volume of the glass blowers. Tijani et al. [1] investi-
gated the effect of spacing between the plates on the temperature gradient across the
stack. They established that spacing of about four times of the thermal penetration
depth (δk) between the plates produces the lowest temperature. Kim et al. [2] focused
on the stack position in the resonator for a thermoacoustic heat pump for different
operating conditions by varying the frequencies to generate the best performances.
Setiawan et al. [3] experimentally determined the effects of the stack dimensions and
position in the resonator of a thermoacoustic cooler. Wantha et al. [4] proved that in
case of a standing wave resonator, the refrigeration effect depends on an optimum
sound frequency, ‘f ’ expressed as f = a/2L, where ‘L’ is the resonator length and ‘a’
is the speed of sound. The poor efficiency of the thermoacoustic devices is a major
disadvantage in its implementation on a commercial scale. Thus, many attempts have
been mad, mostly experimental in nature to investigate the feasible enhancements in
design of the thermoacoustic devices. In this study, a combined study of the parame-
ters using DELTAEC is done which simplifies the design of the experimental model.
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The important parameters to ensure achieve performance depends on many factors,
the stack design being the most important of all, besides the resonator length, the
mediumof the tube, operating frequency, size of the tube, and speaker characteristics.

2 Working Principle

In a heat pumpor refrigerator,work in different forms is utilized to transport heat from
the lower temperature reservoir to the higher temperature reservoir. In a thermoa-
coustic refrigerator, the standing sound provides the external work, through pressure
oscillations. The source of acoustic energy can be a loudspeaker, which generates
sound waves in a long hollow tube, called the ‘resonance column’ or the ‘resonator’.
This tube is closed at the other end and filled with a gas. A standing pressure wave
is introduced in the column and resonance is achieved by adjusting the length of the
resonator, by positioning the plug at the closed end. A stack of closely spaced solid
plates is kept in the path of sound waves in the resonator, which increases the solid–
gas interface area, thereby enhancing heat transfer. The compression and rarefaction
of the gas in the stack follow the pressure oscillations, consequently generating a vari-
ation in temperature. As the parcel gets compressed it is simultaneously displaced
with the wave. Since a standing wave is produced, the gas parcel does not exit the
resonator but moves along the length of the stack closely following the displacement
wave, which oscillates in the resonator. In Fig. 1, the gas parcel moves to the left,
following the sound wave. Here, the pressure increases, causing compression of the
packet,whichmakes it hotter than the nearby stackwall and heat flows from the parcel
to the cooler stack. In doing so, the parcel itself cools, expands and moves back to
the right, with the displacement wave, where the pressure is lower, and consequently
undergoes a rarefaction making it cooler. This results in heat transfer from the hotter
stack wall into this packet, resulting in its expansion. This periodic motion continues
and with the passage of time, this temperature difference increases as the packets

Fig. 1 Parcel oscillation and P–V-location diagram for the four stages of a thermoacoustic
refrigeration cycle
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transfer heat across the ends of the stack, effectively developing a refrigerating effect
on one side of the stack [5].

3 Mathematical Formulation

In acoustics, the time-dependent variables are ‘small’. The products of these variables
are neglected in comparison with the variables themselves. This assumption is called
‘Rott’s approximations’. The fundamental properties (p, T, s, etc.) are subjected
to steady-state sinusoidal oscillations over the mean value are represented in the
complex form [68].

ρ(x, y, z, t) = ρm(x) + Re
[
ρ1(x, y, z)e

iωt
]

T (x, y, z, t) = Tm(x) + Re
[
T1(x, y, z)e

iωt
]

The transient behavior is already included in the above equations. Spatial gradients
in the y and z directions are neglected. Similarly, the perpendicular velocity compo-
nents (y, z) are neglected in comparison with the velocity, u along the propagation
direction. The mean velocity is zero since it is a closed column and there is motion
only due to the acoustic oscillation, hence um is zero. In this notation, the pressure
of the acoustic standing wave and the x-component of the velocity considering the
single plate in Fig. 2 can be written as

u(x, y, z, t) = Re
[
u1(x, y, z)e

iωt
]

p(x, y, z, t) = pm + Re
[
p1(x)e

iωt
]

p1 = PA sin(2πx/λ) = p1(x) (1)

u1 = i(PA/ρma) cos(2πx/λ) = iu1(x) (2)

Fig. 2 Geometry of the single plate with negligible thickness
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where 0 < x < λ/4.
Under ideal conditions, without any plate, the sound wave is adiabatic and the

oscillating temperature in terms of pressure is given as (3), where s is specific entropy
and β is the ordinary thermal expansion co-efficient.

T1 = (
Tmβ

/
ρmcp

)
p1 (3)

The presence of the stack plates modifies this undisturbed temperature oscillation,
for a fluid about a thermal penetration depth, δk away from the plate. The thermal
penetration depth is the depth through which heat can diffuse through the fluid over
a time 1/ω (ω = oscillation frequency). A simplified analysis reveals the basic ther-
moacoustic effects imposed by the plates. In the following analysis, the effect of
viscosity has been neglected. It is assumed that a mean-temperature difference exists
in the x-direction, and its length is much smaller than the wavelength so that p1 and
u1 can be considered uniform over the plate. Also, the fluid’s thermal conductivity in
the x-direction has been neglected. The mean gas temperature and plate temperature
is considered to be the same (Tm). The oscillating fluid temperature can be obtained
from the general heat transfer equation, combining the temporal entropy change at a
point due to convective entropy flow, conduction of heat and generation of entropy
(e.g., viscosity).

ρT

[
∂s

∂t
+ v.∇s

]
= ∇.k∇T + (∇.σ ′).v (4)

Simplifying by assuming only the first-order term and considering no conduction
in the x-direction, (2) becomes

ρmTm

(
iωs1 + u1

dsm
dx

)
= k

(
∂2T1
∂y2

)
(5)

Expressing s in terms of p and T,

ds =
(

∂s

∂T

)

p

dT +
(

∂s

∂p

)

T

dp; ds = cp
T
dT − β

ρ
dp (6)

s1 = (
cp/Tm

)
T1 − (β/ρm)p1 (7)

Substituting (6) and (7) in (5) yields an equation for the unknown T 1(y), subjected
to boundary conditions; T 1 (0) = 0, due to the plate and T 1 (∞) is finite.

iωρmcpT1 − k

(
∂2T1
∂y2

)
= iωTmβp1 − ρmcp∇Tmu1

T1 =
(
Tmβ

ρmcp
p1 − ∇Tm

ω
u1

)(
1 − e−(1+i)y/δk

)
(8)
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At y � δk , the effect of the plate on heat transfer is negligible and T1 →(
βTm
ρmcp

p1 − ∇Tm
ω

u1
)
.

• The 1st term arises due to simple acoustics and will exist even in the absence of
the stack.

• Themean-temperature gradient in the fluid contributes to the 2nd term.As the fluid
oscillates along x-direction with displacement amplitude, u1/ω, the temperature
oscillates by an amount∇Tmu1

/
ω at a given point in space. The linear superposi-

tion of the adiabatic motion-induced and adiabatic pressure-induced temperature
oscillations produces the resultant distribution, and the sign and phase of the term(

βTm
ρmcp

p1 − ∇Tm
ω

u1
)
depend on the relative values of p1 and u1.

Following from Eq. (8), the temperature gradient can become zero if

(∇Tm)crit = Tmβωp1(x)

ρmcpu1(x)
(9)

For this above case, the fluid properties and standing wave position are such
that the changes in temperature due to pressure variations are perfectly opposed
by the temperature changes arising from the displacement wave. The sound wave-
induced temperature variation in the gas must be greater than that across the cold
and hot ends of the stack for a net heat transfer across the stack, which will produce
the refrigeration effect. The time-averaged heat flux in the x-direction highlights the
important parameters onwhich the temperature distribution depends. Following from
the assumption which neglects ordinary thermal conduction in the x-direction, heat
flux exists only due to hydrodynamic transport of entropy, carried by the oscillatory
velocity, u1:

q̇ = ρmTms1u1

q̇ = ρmcpT1u1 − Tmβ p1u1

s1 = (
cp/Tm

)
T1 − (β/ρm)p1 (10)

q̇ = 1

2
ρmcpRe

[
T1ũ

] − 1

2
Tmβ Re

[
p1ũ

]
(11)

For a standing wave, the second term has no contribution since p1 and u1 have
a phase difference of π /2 and hence is purely imaginary. In the 1st term, Im[T 1]
contributes since u1 is purely imaginary.

q̇ = 1

2
ρmcpIm[T1]u1(x) (12)

Integration over the y–z plane yields the heat flux along the plate, in the x-direction,
as shown in (Fig. 3).
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Fig. 3 Representation of the hydrodynamic heat flux density along x-direction. [6] Reproduced
from

Q̇ = 


∞∫

0

q̇dy (13)

Q̇ = 1

4

δkTmβp1(x)u1(x)(� − 1)

[
� = ∇Tm

(∇Tm)crit

]
(14)

• The heat flux depends on the area, 
δk
• The product p1(x)u1(x) implies the positioning of the stack and it vanishes if the

plate is positioned at either a velocity node or a pressure node. Halfway between
the nodes, this term is at its maxima.

• The temperature gradient factor is given by (� − 1). At (∇Tm)crit = ∇Tm , � – 1
= 0, and hence heat flux is zero. For ∇Tm > (∇Tm)crit, � − 1 > 0 and the heat
flows toward the pressure node, while for ∇Tm < (∇Tm)crit, the reverse occurs.

4 DELTAEC Simulations and Results

In the present analysis, a numerical study using DELTAEC [7] has been conducted to
establish the effect of variations in the important governing parameters on the ther-
moacoustic effect. Design Environment for Low-Amplitude Thermoacoustic Energy
Conversion (DELTAEC) is used to conduct parametric studies for obtaining the
performance characteristics of thermoacoustic equipments. To model the pressure
amplitude, DELTAEC utilizes the Helmholtz differential equation of second order.
Two first-order differential equations for p1(x) and the complex volume flow rate
amplitude u1(x) are coupled to set up the equation [6]. Solution of these equations is
obtained by integrating them for each segment. The boundary conditions comprise
of continuity of pressures, volume flow rates, and other variables at the junctions
between different segments. The solution of the energy-flow equation along with the
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Fig. 4 Configuration in DELTAEC simulation

acoustic solutions of pressures and volume flow rates in the stacks gives the mean-
temperature profile. The resonator length of the experimental model is 300 mm and
the stack spacing is set as 0.5 mm, with plate thickness as 1 mm. The tube diameter
is 66 mm. For the study of the experimental model, the DELTAEC setup is shown
in (Fig. 4) in which and no heat exchangers have been used in the simulations. The
stack material is chosen as Mylar, which is a plastic sheet, closely replicating the
photographic film used in the experiment. The stack type used in the simulation is
STKSLAB, which comprises of parallel plates. The plate spacing is initially set as
4δk , and the other parameters have been varied. To achieve resonance condition, in
DELTAEC the end condition is set as HARDENED with target impedance values
set to infinity so that velocity becomes zero at this boundary. The duct is considered
to be made of ideal solid so that there is negligible heat loss to the surroundings.
Combined parametric variations have been done and a comparative study is done to
find the operating conditions.

4.1 Stack Spacing

Perpendicular to the direction of gas motion, there are two important parame-
ters which govern the temperature distribution. The thermal penetration depth,

δk =
√
2K

/
ρωcp where K = thermal conductivity, ρ = density of medium, ω

= frequency in rad/s, cp = Specific heat capacity at constant pressure. The viscous

penetration depth is given as, δv =
√
2μ

/
ρω, where μ is the dynamic viscosity.

These characteristic lengths give the extent to which heat and momentum can diffuse
laterally during a time interval. The order of this time scale is of the oscillation time
period. The effects of thermal conduction and viscosity due to the solid plates, on the
gas are negligible beyond these lengths. If the plate spacing is much greater than the
thermal penetration depth, the oscillating gas parcelwould experience no temperature
effect of the stack plate. This would result in no temperature difference and hence,
there will be no heat transfer at the ends of the stack. If the plates are too closed to
each other, the viscous effects would be high and consequently dissipate the kinetic
energy of the packets damping their oscillations. Hence, there is an optimum spacing
between the stack plates for which the highest temperature difference is obtained.
This optimum gap is around 4δk. This variation is highlighted in (Fig. 5a). There is
an optimum stack length for which the temperature difference reaches a peak, given
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Fig. 5 a Variation in �T with stack spacing, b variation in �T with stack length (for air)

other conditions remain fixed. In (Fig. 5b), the stack is positioned at 155 mm from
the speaker end, and the optimum stack length is around 50 mm.

The ends of the stackmust be located such that there is highest pressure oscillation
across the stack length; hence for a fixed position of the stack, there exists one length
across which this is achieved.

4.2 Frequency

For a given length of the resonator column, gas and environmental conditions the
resonant frequencies are constant. When resonance condition is achieved there is
maximum energy influx since the oscillations are constructive in nature. Conse-
quently,maximum temperature difference is achievedwhen this condition is achieved
in the tube (Fig. 6a). Also for this particular frequency, there is maximum mass flow

Fig. 6 a Variation in �T with frequency, b variation in flow rate with frequency
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Fig. 7 a Variation in �T with stack position for air, b variation in �T with resonator length

rate since the oscillations in pressure and velocity are in phase (Fig. 6b). For achieving
maximum performance for a given set of conditions, the speaker must sound waves
at a particular frequency. The operating frequency for different mediums depends on
the speed of sound in that medium. For Helium, the frequency is around 1200 Hz,
and for CO2, it’s around 300 Hz. Generally, higher frequency sounds produce a more
painful sensation; hence using CO2 is a better option. There exists an optimum stack
position (Fig. 7a) for which the temperature difference is the highest, since the gas
parcel undergoes the maximum compression and expansion within this length.

According to the simulation results, the maximum temperature difference occurs
when the stack is placed 180mm away from the speaker end. To achieve resonance at
this frequency the resonance column must be adjusted accordingly. For our setup of
a tube having length of 300 mm, the resonant frequency of air is around 380 Hz (1st
harmonic), for ambient temperatures of 300 K and pressure of 1 bar. The variation
of resonator length with temperature difference for a frequency of 340 Hz is plotted
in (Fig. 7b), highlighting the need of resonance to achieve the best performance.

4.3 Pressure Amplitude

The pressure amplitude governs the extent to which a gas parcel undergoes compres-
sion and expansion and the associated temperature fluctuations. Increasing the pres-
sure amplitude produces a greater temperature difference across the stack since the
extent overwhich the gas undergoes the cyclic compressions ismore, but this increase
is limited due to time taken for heat to diffuse in the fluid (Table 1). The length through
which heat diffuses in a fluid in a given time (1/ω) is governed by the thermal pene-
tration depth. For a fixed diffusion length, higher δk implies faster diffusion rates.
The time available for heat diffusion is limited and the gas parcel stays at either end
of the stack for a time (1/ω). For the same stack spacing, a higher δk implies higher
diffusion rate. The amount of heat energy that can be transmitted from the gas to the
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Fig. 8 Variation in �T with pressure amplitude for different gases

stack and vice-versa is directly proportional to δk. Hence, the presence of a higher
temperature difference between the stack and gas parcel (due to increased pressure
amplitude) does not imply higher temperature difference across the stack (Fig. 8).

The rate of increase in the temperature difference curve of helium is less as
compared to the other two gases since it has a much higher specific heat capacity.
The plots for the different gases for increasing pressure amplitude highlight this
property. T = 300 K are different for each gas. Calculating δk for the different
mediums, thermal penetration depth of helium is the highest and for CO2 is the
lowest hence the increment in the curve for CO2 ceases at lower pressure amplitude
as compared to helium.

4.4 Mass Flow Rate and Tube Size

The oscillatingmass flow, generated by the vibration of the diaphragm of the speaker,
determines the thermal capacity of the system. The pressure oscillation directly
depends on the displacement of the membrane and hence the volume flow amplitude
(for a fixed density) increases with increase in this pressure amplitude, linearly in this
case. The temperature difference produced across the stack depends on the pressure
oscillation introduced in the tube. Initially, with an increase in the amplitude of
pressure, the temperature difference rises but it ultimately attains a constant value,
as explained in the previous subsection. For a given pressure amplitude, the volume
flow rate for the wider tube, whose area is almost 10 times of the other one, is
much higher than the narrower one (Fig. 9a). The temperature difference increases
with increment in pressure amplitude (implying increasing in volume flow rate),
since there is an increased temperature oscillation. But beyond a particular flow rate,
this temperature difference is constant. This phenomenon is explained in Section C.
The increase in the tube diameter has minimal effect on the maximum temperature
difference achieved since with increase in the cross-sectional size, a bigger stack is
required and the total area to be cooled is consequently higher (Fig. 9b).
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Fig. 9 a Flow rate versus pressure amplitude (air), b �T versus pressure amplitude for different
C.S. Area

The tube diameter is an important criterion in the selection of the speaker, since
the flow rate depends on the cross-sectional area. The acoustic power in DELTAEC
is calculated as:

Ė = 1

2
Re

[
p1Ũ1

]
, U1 = volume flow rate (m3/s)

dB = 10 log(P/P0), P0 = 10−12 W

The acoustic power required in the tube to develop the temperature difference is
obtained by multiplying the area of the tube with the intensity. Considering air as the
refrigerating medium, the plots have been made for two sizes of the resonator, with
the diameters selected such that one of the areas is approximately 10 times that of
the other.

The acoustic power necessary at the inlet of the tube for the smaller one is about
1/5th of the power required for the larger tube (Fig. 10a). The net power generated
in the speaker is dissipated as electrical heating and losses from the tube, and only a

Fig. 10 a �T versus acoustic power (air), b �T versus sound intensity (in dB)
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Table 1 Thermal penetration depths and diffusion rates for different gases

Medium Resonant frequency (Hz) cp (J/kg − K) δk (mm) Diffusion rate (λ) (mm/s)

Air 380 1004.7 0.137 52.06

Helium 1092 5193.4 0.237 258.8

CO2 294 860.4 0.109 33.52

small component of the gross power generated is available in developing the refrig-
erating effect. This is one of the reasons the COP of thermoacoustic systems is low.
Improvements can be made in the resonator column like better casing and sealing of
the openings. The sound generated is of the order 100–110 decibels which is similar
to that of a rock concert (Fig. 10b).

5 Conclusion

This parametric study gives an insight into the parametric dependences of the ther-
moacoustic effect for the experimental model. The stack spacing is varied from 1–6
δk , and it is around 3–4δk , for which the maximum temperature is achieved. There
is an optimum stack length which depends on the stack positioning. The operating
frequency required for a particular medium is crucial in achieving performance.
Using air is the simplest since there is no problem of leakage but operating in a
lower frequency range is more desirable. From the study, CO2 is one such gas in
which the column has a lower resonant frequency. The length of the resonator and
operating frequency are interdependent and proper selection of each is required. The
pressure amplitude is directly related to the power rating of the speaker. For different
mediums, the pressure amplitude for which the maximum temperature difference is
achieved is unique and depends on a combination of the properties of the respec-
tive gases. The effect is constant beyond a pressure amplitude; hence an optimum
speaker size is required. Varying the cross-sectional area of the resonator tube has
a negligible effect on the temperature difference since the area to cool is more. An
important result is the required acoustic power for different tube diameters. Acoustic
power of 0.20 W is needed for the tube with a diameter of 22 mm and 1 W for a tube
with thrice the diameter. Hence using a tube with a smaller diameter can significantly
reduce the power consumption, but the area being cooled is also reduced.
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Shifting the Focus from Macro-
to Micro-waste to Energy (WTE) Plants
as a Solution to the Solid Waste
Management

Tenzing Dorjee Pradhan, B. B. Pradhan, and A. P. Tiwary

1 Introduction

The world-ecology is a fragile one which is an understatement. With the ever-
increasing urbanization comes the problem of waste disposal. The easiest and the
most common method of waste disposal is the landfill method. However, it requires
a large amount of space, and also it pollutes the environment. Even if we somehow
create ways and means to prevent the pollution caused due to landfills, there is the
problem of space which is required. WTE (Waste to Energy) is an alternative that
is being explored and successfully implemented in some developed countries and is
being explored by every developing nation including India. Saini et al. [1] estimated
the potential of power generation in India as 2539MWwith the total waste generated
at 127 k Tons/day. Dabe et al. [2] projected that with the current trends in popula-
tion growth and urbanization, by the year 2041 the MSW generation in India could
go up to 4.4 lakh tons per day. There are many WTE technologies prevalent in the
world, however, all the technologies require two things, (i) an extensive study of the
incoming waste, which is to be used as the raw material for power generation, and
(ii) proper and effective management of waste segregation. The WTE technology is
developing at a rapid pace in India especially in the metros. However, waste manage-
ment is still in its infancy or in some cases even nonexistent in a large number of
cities and towns resulting in heavy environmental degradation. The solution could
be the development of micro-level WTE plants established by small communities
and institutions rather than macro-level plants run as big industries, needing a large
number of management resources. This study tries to look into the feasibility of a
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micro-level WTE plant which would reduce the amount of waste being sent to the
landfills, thereby reducing the burden on themunicipalities and government for waste
management.

2 Literature Review

Much research has been carried out in the field of WTE technology. Some important
research work in India is being presented to understand the current status of WTE
technology, which highlights the potential and scope for the further development.
Kumar et al. [3] stated that waste management, in India, has some major issues and
depends upon improper waste infrastructure and the informal sector. The authors
have stated that one of the major issues with waste management in India, is the lack
of responsibility shown by the community toward waste. They have also stated that
the current status of SWM (Solid Waste Management) in India is abysmally poor, as
appropriate methods of waste disposal are not followed. The track record of WTE
in India has also been poor. Large-scale MSW (Municipal Solid Waste) incinerators
have failed to work and have landed in trouble. The first MSW incinerator plant
which was built in Timarpur, New Delhi in 1987 with the capacity to process waste
at 300 tons per day, had to be shut down owing to poor waste segregation due
to the erratic nature of the waste composition and most importantly inappropriate
selection of technology for the time and other maintenance issues [4]. The latest of
the WTE plants in Okhla Ghazipur and Bawana, New Delhi has also run into serious
operational problems with notice being slapped by the green tribunal and also a case
being registered at the Hon’ble Supreme Court of India. It was found that they were
neither producing nor using RDF (Refuse-Derived Fuel), a fuel which is produced
from the industrial and commercial waste and were using the untreated MSWwhich
has a calorific value much less than the required calorific value for self-sustaining
combustion and the result was toxicity in the emissions [5].

Kalyani and Pandey [6] studied theWTE status in India and highlighted the failure
of the large-scale WTE plants in India. As per the authors, the country has invested
large sums of capital to develop the WTE plants, 10 aerobic composting projects in
the 1970s, 1 Incineration plant in the 1980s, a large-scale bio methanation project, 2
RDF projects in 2003 but have all shut down. They have stated that the failure is not
owing to the technology but due to improper financial and logistical planning.

Sebastian et al. [7] focused on a WTE technology, namely Incineration and
suggested that incinerability of the MSW and the amount of waste generated are
crucial for the feasibility of large-scale WTE plants. This is owing to the fact that
the capital cost for a large-scale WTE plant is pretty substantial. The authors have
developed an incinerability map of India based upon a tool developed during the
research, known as i-index. The choice of the WTE technology to be used depends
a lot upon the composition of the waste. The composition of the waste changes from
region to region and also has some change owing to seasons. Dabe et al. [2] reported
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the composition of the MSW in India as organics (51%), recyclables (17.5%) and
inserts (31%).

Late and Mule [8] studied the open dumpsite in the city of Chennai and observed
that about 35% of the waste had the potential for composting and 30% of the waste
could have been recycled. These numbers however differed between differentmetros.
The authors reported that a large quantity of the old MSWmaterial is combustible in
nature and the open dumping of such waste materials creates heavy environmental
pollution. The scenario of MSWM (Municipal Solid Waste Management) in India
is extremely poor. As reported by Joshi and Ahmed [9] in their study, most of the
ULBs (Urban Local Bodies) do not have any formal action plan as regards to the
implementation of the MSWR (Municipal Solid Waste (Management and Handling)
Rules, 2000). It is also reported that no ULBs of any city can claim for 100% waste
segregation at the producer level. It was stated that, out of the total waste collected,
only 12.45% waste is actually processed scientifically, and the rest is also again sent
for open dumping in landfills.

3 Prevalent WTE Technologies

The following is a brief description of the prevalent WTE technologies available in
the world today.

3.1 Biochemical Conversion

This process comprises two options (i) digestion (production of biogas) and (ii)
fermentation (in which ethanol is produced) [7]. It leads to a lower temperature and
lower reaction rates. For biochemical conversion, the waste must be of high moisture
content. The process includes the aerobic conversion like composting, anaerobic
decomposition/digestion (which is of usual occurrence in landfills, digesters and
controlled reactors), and anaerobic fermentation converting sugars which converts
sugars from hydrolyzed cellulose or hemicellulose in order to generate ethanol.

3.2 Anaerobic Digestion (AD)

It is a method to convert biogenic material, anaerobically with the use of microbes.
It has to be carried out in an oxygen-free environment and results in a fuel gas, called
biogas. This is one of the most prevalent technologies in rural India.
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3.3 Fermentation

The fermentation technique involves an operating condition in which there is an
absence of free oxygen, and results in the production of biogas, consisting mainly
of gases like methane and carbon dioxide and carries impurities like siloxane, H2S,
ammonia, moisture and particulate matter. However, a clean upgraded AD process
produces BioS methane which can be used as a biofuel [10]. MSW is one of the most
complex and variable feedstock compositions and is highly dynamic in nature. The
generationof the biogas depends uponnumerous factors. Even the source of its collec-
tion to segregation to seasonal variation and cultural differences has a significant
effect in quality of the resultant fuel [2].

3.4 Thermo-Chemical Conversion

For the production of energy from waste, Thermo-chemical conversion is the most
widely used technology in the world. It consists of a combination of chemical
processes with or without the production/addition of heat.

The options which are available in the thermo-chemical conversion process are
combustion, gasification, pyrolysis and liquefaction [11]. This method of conver-
sion occurs at a higher temperature and has a faster conversion rate and thus is best
suited for the lower moisture feedback. However, the various technological, environ-
mental and economic viability of the technology must be adopted before the same is
practically implemented.

3.5 Combustion/incineration

It is one the most widely used processes of converting the waste into heat and further
converted into electricity or mechanical power with the help of furnaces, steam
turbines, stove turbo generators, etc. The process can be used to burn any type of
biomass having moisture content < 50%. However, it has been investigated that
for biomass having high moisture content, biological conversion is the process best
suited for energy conversion [11].

3.6 Gasification

This process, theoretically, lies between the processes of combustion and pyrol-
ysis and it involves a partial oxidation of the substrate. The oxygen is added in
a controlled manner such that the fuel is not completely oxidized and complete



Shifting the Focus from Macro- to Micro-waste … 175

combustion does not occur. The gasification process is an exothermic process and
occurs at temperature is above 650 °C. However, some heat may be required in order
for the process to initiate and also to sustain it. Syngas is the main product and
contains carbon monoxide, methane and hydrogen. The syngas which is generated
from the gasification process has a net calorific value (NCV) of 4–10 MJ/Nm3 [12].

3.7 Pyrolysis

Pyrolysis is the process of thermal degradation of substances in the absence of oxygen
and is in complete contrast to the gasification and combustion.An external heat source
typically between 300 and 850 °C is required to sustain the process. Pyrolysis also
produces Syngas and a solid residue known as Char, which is a combination of
carbon and non-combustible material. This syngas contains gases and combustible
constituents which includes carbon monoxide, hydrogen, methane and a wide range
of VOCs (Volatile Organic Compounds). The syngas produced from pyrolysis has
an NCV between 10 and 20 MJ/Nm3 [13].

4 Challenges in Macro-Level WTE Plants

In order to successfully manage solid waste, the selection of appropriate treatment
technologies is of utmost importance. The main criteria for the selection of proper
waste treatment technologies are the quantity of waste, the characteristics of waste,
the physical properties, composition of waste, availability of land, capital investment,
time factor for treatment, etc. An inappropriate selection of the technology may lead
to failure of the entire waste management system [14]. The biggest challenges for
WTE plants are the selection of appropriate technology and the segregation of waste.
The WTE technologies are based upon the type and the composition of the waste,
and hence, it is imperative that the one knows the type of waste generated. The
amount of waste generated and the characteristics of solid waste vary from one
place to the other. A large number of factors influence the quantity and composition.
Average annual income, type of population, the social behavior of the larger group,
climate, industries and the waste materials market all influence the type and amount
of waste [8, 15]. In a country like India, which is diverse in all aspects, the quantity
and characteristics of the solid waste are an immense variable. Thereby, in terms of
WTE, the policy of one shoe fits all, fails miserably. Another factor for WTE plants
to be successful is the proper collection and segregation of waste [7]. The same has
also been highlighted by Peter et al. [16].

The system of collection of waste in India is highly unorganized, to say the least.
Most of the urban areas in the country lack proper storage at the producer level.
There is also a flaw in the collection system adopted in the various cities. Neither
are they properly designed nor properly located. Furthermore, there are not adequate
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bins distributed across the cities. This has resulted in a poor collection efficiency,
which is about 70% in Indian cities and states [17–22]. The most successful WTE
plants are situated in the developed countries of Europe, America and Asia. Themost
important feature of these success stories in the WTE plants is the developed waste
management and segregation plans.

Chaliki et al. [23] presented various successful WTE plants in their extensive
study. The success story suggests that for WTE plants to be successful in India, it
requires an overhaul of the existing waste management system and also a massive
change in the attitude of the producers of waste. For a country like India having its
diversity in ecology, population, culture and climate, it is a challenging task, which
at the moment seems a long way off.

5 Concept of Micro-generation of Power

Juntunen and Hyysalo [24] in their study of micro-generation refer to the generation
of power which is done at the place where the energy is required to be used or at
the source. Micro-generation is a small-scale generation which is done at a local
level, and it consists of generation of heat or electricity or both, and it also generates
very small amounts of energy as compared to the large-scale centralized plants. The
authors have stated that in the case of generation of electricity, it can be for the
use of the buildings or neighborhoods’ occupants, and the same cannot be used to
feed the national grid. Some studies define micro-generation for WTE with power
output below 50 kW. [25, 26]. There are many models of establishing these micro-
generation plants. It can be established with the funds received by the community
from the government and can also be established by the community themselves with
a fee-for-credit model.

6 Necessity of Micro-level WTE Plants

With all the research and studiesmentioned above, it can be understood thatmanaging
a large-scaleWTEplant in a developing and diverse country as India is a very difficult
task. A large-scaleWTEplant requires a large amount of capital to establish the same.
Furthermore, the technology selection needs to be accurate so that the appropriate
technology for the WTE plant can be used. Despite all the feasibility studies and
researchwhich goes into the establishing the plant, the operation of the plants depends
upon numerous factors ranging from the efficiency of its workers to the segregation of
the waste. Segregation of waste, especially in India, is not an easy job, as the society
as a whole does not take responsibility for waste management. In order for the plant
to operate, proper segregation of the waste is of utmost importance. If the segregation
of the MSW is not done at the producer level, then it will be very difficult for it to be
segregated at the plant or will add to additional capital cost. Micro-level plants on the
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other hand can be more manageable. When the target for waste segregation is limited
to a small community like a housing complex or a small village, it invariably has its
own structured society. The responsibility of waste segregation to the producers of
waste can be easily passed on and understood.

According to a study based upon 20 cities across 10 states of the country, it has
been assessed that smaller cities have been more successful in implementing source
segregation compared to bigger cities. The people involved in handling SWM of
smaller cities have also been innovative in their approach and hence have performed
well in the process of source segregation. In this report, it has been observed that
small cities are more efficient in waste management than the large counterparts [27].

Similarly, the success story of Vengurla in Sindhurdurg district of Maharashtra,
a town with a population of 18,000 has been highlighted in another report. In the
same report, it is presented that this town was able to successfully manage its SWM
and transformed its waste management system from a home-to-landfill scenario,
to a town generating revenue from its processed waste. The town achieved a 95%
segregation rate owing to strict rules and total society participation [28].

Another report highlights the success of small towns like Karjat of Raigad district
in Maharashtra, with a population of close to 30,000 and Suryapet in Telangana,
with a population of 115,000 [29]. Suryapet municipality transformed the entire
town to a zero -landfill town with a revenue of around Rs. 100,000/- per month from
vermicompost. The waste management system at Karjat was also transformed and
overhauled in lines of Vengurla town.

7 Conclusions

The research and the articles from various sources highlight the micro-management
of the leaders and how they transformed the waste management scenario. These
scenarios would however be very difficult to replicate in large metros owing to
the large population, diverse range of activities and the area it covers. The same
would be comparatively easier to replicate at a micro-level with an even smaller
population and area than that of Vengurla and Suryapet and Karjat. Thus, with the
limited success of large-scale WTE plants in India and other developing nations, it
would be wise to also explore the possibility of a micro WTE plant to reduce the
burden on the organizations for efficient disposal of MSW. It is also imperative that
in order to make the micro WTE plants successful, an appropriate WTE plant can be
developed with appropriate selection of WTE technology. It is, however, of utmost
importance that we look upon the micro WTE plant as a way of proper disposal
of waste for environmental protection and not as means of generating revenue. The
revenue generated from the micro WTE plants is a means of making the process
sustainable.

The authors in this study have tried to bring into picture an alternative solu-
tion to the waste management problem by shifting the focus from macro to a more
manageable micro-level solution.
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Design and Performance Evaluation
of Box-Type Solar Cooker with Energy
Storage

Abid Ali and Naiem Akhtar

1 Introduction

Amongst the renewable energy technologies, solar energy is recognized as one of
the most potential choices since it is free and provides environmentally clean energy.
Themajor energy requirements of domestic consumers include lighting, cooking, and
heating. Among these, cooking accounts for substantial amount of primary energy
demand. There is an increasing consideration over the renewable energy options
to meet the cooking requirements in developing countries. Solar cooker is a cost-
effective device for harnessing solar energy. It is environment-friendly and helps in
reducing deforestation and air pollution. The box-type cooker designs have been
studied and modified since the 1980s and different designs and their characteristics
are investigated. Themethod for performance evaluation of the box-type solar cooker
was first proposed by Mullick et al. [1]. The main problem associated with simple
box-type solar cooking system is the impossibility of cooking food during the late
hours of the day. This problem can be solved by storing solar energy during the
sunshine period and utilized later. There are three methods for storing heat energy,
namely; sensible, latent and thermo-chemical [2]. Sensible heat storage method is
used for some of the solar energy applications. However, the main limitation of
drawback of a sensible heat storage unit is the large volume requirements. The latent
heat storage system is a better way of storing thermal energy. The latent heat storage
materials are generally referred to as phase change materials (PCMs). Although the
study of PCM was initiated by Telkes and Raymond [3] in the 1940s, but, the phase
change materials received large attention only after the energy crisis of the late 1970s
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and early 1980s. Better design of Box-type solar cooker with phase change material
for storage of t energy will be more appropriate for cooking the food during late
hours of the day.

There has been a significant attention in the development of solar cookers with
phase change materials. Ramadan et al. [4] constructed a simple flat-plate box solar
cooker with focusing plane mirrors and using locally available sand in Tanta Univer-
sity to store energy. In this design, a jacket of sand (0.5 cm thick) placed around the
cooking pot which improved the cooker performance. Six hours per day (3 h/day
outdoor and 3 h/day indoor) of cooking time has been reported. Overall energy
conversion efficiency up to 28.4% had been obtained. Domanski et al. [5] designed
a multi-step inner reflector box-type solar cooker. In this design, they replaced the
absorber plate with reflective surfaces; these surfaces were tilted at different angles
around the cooking vessel holder. The cooking vessel was made with two concentric
cylinders of aluminium. The outer wall has a diameter of 18 cm and height of 12 cm,
and the inner cylinder has a diameter of 14 cm and height of 10 cm. The tests were
conducted by filling the gap between the vessels/cylinder with 1.1 kg stearic acid and
2 kg magnesium nitrate hexahydrate, respectively. They reported that charging time
and storage efficiency strongly depend on solar intensity and the melting point of
PCM. The overall utilization efficiency was reported about 3–4 times higher than the
steam and heat-pipe solar cooker. Buddhi and Sahoo [6] used stearic acid as a storage
medium for a box-type solar cooker. They filled the stearic acid below the absorber
plate of the cooker. The absorber plate has 28× 28 cm dimension at the bottom, 40×
40 cm at the top and vertical depth in the absorber plate is 8 cm,where the cooking pot
is placed for cooking. They designed this cooker for a cooking capacity of 0.75 kg.
They reported that after solar radiation cut-off the temperature of PCM and absorber
plate decreases at a faster rate in the first two hours and thereafter at a slower rate.
The rate of heat transfer from the PCM to the load during the dischargingmode of the
PCM is slow, and more time is required for cooking an evening meal. Vigneswaran
et al. [7], Sharma et al. [8] and Buddhi et al. [9] used simple box-type solar cookers
with PCM storage unit made of two concentric cylinders and the space between
concentric cylinders filled with PCM. Vigneswaran et al. [7] used 2.9 kg of oxalic
acid dehydrate (melting point 101 °C), for energy storage by considering the energy
required to cook 0.5 kg of rice. The overall utilization efficiency was reported to be
15.74% with a single reflector for 0.4 kg of water load and this efficiency increases
to 25.47% with four reflectors for 0.8 kg of water load. Sharma et al. [8] used 2.0 kg
of acetamide (melting point 82 °C) and reported that the second meal of food could
be cooked if it is loaded before 15:30 h. Buddhi et al. [9] used 4 kg of acetanilide as
PCM and reported that 0.5 kg food was cooked if loaded at 19:00 h. Mallikarjuna
Reddy et al. [10] designed two solar cookers with circular trays, one with energy
storage and one without energy storage system. The diameters of trays were 68 cm
with height of 9.8 cm and the wax was filled in the gap of 1.0 cm. In energy storage
system the space between the two trays filled with paraffin wax (melting temperature
55 °C) with fin arrangement to increase heat transfers from top absorber plate to
bottom wax surface. They reported that cookers with energy storage are more useful
than without energy storage system and has higher temperature during evening time.
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Sharma et al. [11] designed and tested an evacuated tube solar collector and PCM
storage unit consisting of two evacuated tube solar collectors. The PCM storage unit
fabricated by means of two hollow concentric cylinders of aluminium. The inner and
outer diameters are 30.4 cm and 44.1 cm, respectively, with height of 42 cm. The
space between both the cylinders is filled with 45 kg Erythritol. This system was
able to cook two meals in a single day, noon meal and evening meal. However, the
quantity of the phase change material (Erythritol) used was huge.

From the literature, it is clear that the thermal energy stored in the box-type solar
cooker with the PCM is kept either in the space between two concentric cylinders or
below the absorber plate with some deepness in absorber plate for cooking pot. Also,
the performance of the Box-type solar cooker increases with the use of materials
having higher melting temperature (specifically above 100 °C). In the present work,
the design of the existing Box-type solar cooker has been modified. The Box-type
solar cooker available in the market has the opening on the top side. The glass frame
at the top is opened to keep the cooking pot on the absorber plate. It causes heat
loss from the top. Moreover, when the food is cooked in the pot the absorber plate
temperature is above 100 °C and inside air temperature is also high which can be
harmful to human skin of the operator. It may become more dangerous if some
amount of water spill out on the absorber plate during cooking.

In the present design, the topglass cover frame is fixed and awindow is providedon
the backside of the cooker for keeping the cooking pots on the absorber plate, which
prevents the energy loss from the top. Moreover, energy storage using Erythritol
(melting temperature 118 °C) is provided below the absorber plate for cooking during
evening time.

2 Proposed Design

The box-type solar cookers available in the market generally have 0.25 m2 aperture
area, generally designed according to the BIS STANDARD, part II of “Solar cooker-
Box-type-Specification Second Revision of IS 13429” [12]. These cookers are used
for cooking one meal during the day and don’t have any energy storage material.
Also, the available cookers in the market have the opening for keeping/taking out
the cooking pots is at the top. It causes heat loss from the top. Moreover, when the
food is cooked in the pot the absorber plate temperature is above 100 °C and inside
air temperature is also high which can be harmful to human skin of the operator. It
may become more dangerous if some amount of water spill out on the absorber plate
during cooking.

In the present design, the top glass cover has been fixed and a window is provided
at the backside of the cooker for keeping the cooking pots on the absorber plate, which
prevents the energy loss from the top. Apart from this modification, the second aim is
to store thermal energy by using phase changematerial and use this energy during the
late hour of the day. The selection of thematerial depends on themelting temperature,
the latent heat of fusion, density and other properties, for example, toxicity and cost
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of the PCM. For the purpose of cooking using a box-type solar cooker, the PCM
should have melting point above 100 °C. The phase change material; commercial-
grade Erythritol (C4H10O4) which is easily available in the Indian market at low cost
(Rs. 325/kg) has been selected. The feasibility of charging of PCM has been checked
and the quantity of PCM required is estimated. The calculation of heat losses during
the charging and discharging period has been carried out.

2.1 Description of the Proposed Box-Type Solar Cooker

The PCM-cooker is designed for 0.5 m2 aperture area. It consists of an absorber plate
and a PCM-tray, constructed of GI-sheet of 0.5 mm thickness. The absorber plate
and PCM-tray have an isosceles trapezoidal base. The height of the frontside of the
cooker, facing the sun, is kept low, whereas the height of the backside is kept high so
that the size of the opening is sufficient for keeping/taking out the pots. The frontside
and backside heights of the absorber plate are 10 cm and 22 cm, respectively, and
PCM-tray has 8.5 cm height. The PCM-tray is filled with a known quantity of heat
storage material, employed under the absorber plate. The sides and bottom of the
trays are encased in a box made of wood. The outer dimensions (length and width) of
the base of the wooden box are 81.5 cm and 80.7 cm, respectively. The heights of the
frontside (facing the sun) and backside are 27 cm and 41 cm, respectively. The space
provided between the PCM-tray and encasing is filled with glass wool to provide
thermal insulation. A double glass cover unit of glazing having length and width of
71.5 cm and 70 cm, respectively; is fitted in the wooden box at the top. A rectangular
window/opening of dimensions 26 cm and 13 cm width and height, respectively, is
provided at the backside of the cooker for keeping/taking out the cooking pots. A flat
reflector mirror is encased in a wooden frame which serves as a reflector. To reduce
the top heat loss during off-sunshine hours, the cooker is closed with reflector mirror
frame by putting it on the glass cover frame. Glass wool of 3 cm thickness is provided
between the wooden cover and the reflector mirror to further reduce the top heat loss
during off-sunshine hours. The cooking pots are cylindrical in shape and have flat
bases with 18 cm diameter and 7 cm in height. The cooking pots are provided with
tight-fitting flat covers. The absorber plate and cooking pots are painted black. A
secondary reflector is also used to increase incident solar radiation on the absorber
plate. The isometric view of the PCM-cooker designed is shown in Fig. 1 and the
backside view is shown in Fig. 2.
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Fig. 1 Isometric view of
PCM-cooker

Fig. 2 Backside window
view of PCM-cooker

2.2 Operation of Box-Type Solar Cooker with Phase Change
Material

During the charging period, the solar radiation incident on the box-type solar cooker
is transmitted through the double glass cover and reaches the absorber plate. The
beam radiation reflected by the reflector mirror is also transmitted through glass
cover and reaches the absorber plate. The solar radiation received on the absorber
plate is converted into thermal energy and raises the temperature of the interior of
the cooker. When there is no load on the absorber plate, a part of this thermal energy
is utilized to increase the temperature of the interior of the cooker plus the heat
supplied to the PCM and remaining energy lost to the surroundings. When there is
a load on the absorber plate one part of thermal energy is also supplied to the load.
As the temperature of the absorber plate increases the heat loss to the surrounding is
also increased. During the late hour of the day, there is no solar radiation available
and the cover of the cooker is closed (with reflector mirror). During this period only
PCM is the source of thermal energy in the cooker. During off-sunshine hour, a part
of the thermal energy supplied by PCM to the load, raise its temperature and a part
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of thermal energy is lost to the surrounding. After some time the load temperature
becomes equal to the PCM temperature, the energy loss to the ambient by the cooker
is the sum of the energy loss by the load and energy loss by the PCM.

2.3 Thermal Analysis of Proposed Design

The thermal performance of PCM-cooker is assessed in terms of charging-
discharging time. The time required for complete melting of PCM is taken as
charging time with initial temperature of PCM is equal to ambient temperature.
The discharging time is defined as the time required for the solidification of PCM
during off-sunshine.

A major part of the incidence solar energy is lost to the ambient specifically
when the cooker interior is at high temperature. For calculation of energy loss to the
ambient, the calculation of the overall heat loss coefficient is required. The overall
heat loss coefficient consists of two parts; one is the top heat loss coefficient and
the second side and bottom heat loss coefficient. During the charging period, there
is incidence solar radiation and the cover of the cooker is open. During discharging
period there is no solar radiation and the cover of the cooker is closed. So, top heat loss
coefficient has two cases. In charging mode, the top heat loss is from the absorber
plate to the surrounding through the glass cover. The top heat loss coefficient of
the cooker is calculated by using the analytical procedure proposed by Akhtar and
Mullick [13]. In discharging mode, the top heat loss coefficient is calculated by
applying energy balance between the absorber plate and first glass cover, first glass
cover to second glass cover, second glass cover to the wooden cover and from the
wooden cover to ambient. An iterative procedure is used for solving the heat balance
equations until the convergence is achieved. For fixed dimensions of the cooker and
a constant velocity of wind, the top heat loss coefficient is a function of the plate and
ambient temperature. The side heat loss coefficient and bottom heat loss coefficient
are calculated with the help of Fourier’s law of heat conduction. The overall heat loss
coefficient is the sum of top heat loss coefficient and side heat loss coefficient and
bottom heat loss coefficient. After calculation of the overall heat loss coefficient as a
function of absorber plate temperature, the time taken to charge the PCM, duration of
discharging and quantity of PCM required is calculated by applying energy balance
on the absorber plate.

The thermal analysis of cooker with 6 kg of Erythritol as phase change material,
considering the intensity of solar radiation as 700 W/m2 is shown in Table 1.

The above results show that it takes approximately 7 h to charge 6 kg PCM. And
it takes more than 3 h to solidify PCM along with heating the 4 kg of water up to
100 °C. Without load, complete PCM will solidify in more than 6 h.
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Table 1 Result of thermal
analysis of proposed design

Pre-charging time (ambient temperature to 118 °C) 1.05 h

Melting time (at 118 °C) 5.90 h

Charging time (pre-charging time +Melting time) 6.95 h

Total discharging time with load (4 kg of water) 3.23 h

Total discharging time without load 6.63 h

3 Experimental Setup and Instrumentation

The cooker was designed, fabricated and experiments were performed in the Depart-
ment of Mechanical Engineering, Aligarh Muslim University Aligarh, India. The
location of Aligarh city is (27.89° N, 78.08° E) and 178 m above mean sea level.
Experiments were performed during the month of January to April-2019.

The experimental setup consists of two box-type solar cookers. One cooker is
purchased from the market named as standard cooker, shown in Fig. 3. The second
cooker is developed in the lab integrated with energy storage material named as
PCM-cooker, shown in Fig. 4. Pyranometer (Kipp and Zonen CMP-11Secondary
standard) is used for the measurement of solar radiation and T-type thermocouples
with data-logger are used for measurement of temperatures.

Fig. 3 Standard cooker

Fig. 4 PCM-cooker
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Table 2 Dimension of
box-type solar cookers

Standard cooker PCM-cooker

Aperture area (m2) 0.25 0.5084

Reflector mirror
area (m2)

Primary 0.348 0.5476

Secondary N.A 0.7972

The standard cooker has only a primary mirror reflector and PCM-cooker has a
primary as well as secondary mirror reflector; both the cookers have black painted
absorber plate. The dimensions of both the cookers are shown in Table 2.

3.1 Experimental Procedure

The experiments were conducted for: (i) Comparison of PCM-cooker with standard
cooker and (ii) Performance evaluation of PCM-cooker.

3.1.1 Comparison of PCM-Cooker with Standard Cooker

In this test, PCM-cooker’s performance is compared with a standard cooker to
observed the effect of PCM used in the cooker. This test is carried out between
10:00 A.M. and 2:30 P.M. The test is carried out for no-load test and load test with
two continuous loads. In standard cooker load is 1.5 L of water and the PCM-cooker
load is 3 L of water in two and four pots, respectively.

3.1.2 Performance Evaluation of PCM-Cooker

The performance of PCM-cooker is evaluated with maximum load of 4 L of water.
This test is conducted from 10:00 to 20:00 h. In this test two loads are placed; one
in the morning which completed by the time of 13:00 h after that only charging is
carried out of the PCM up to 15:40 h after 15:40 h PCM-cooker is placed inside the
room and the second load is placed about 15:50 h and the test is carried out up to
20:00 h.
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Fig. 5 Variation of plate
temperature, ambient
temperature and solar
intensity with time of the day
in no-load test on
23-February-2019
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3.2 Experimental Result and Discussion

3.2.1 Comparison of Performance of PCM-Cooker with Standard
Cooker in No-Load Test

Figure 5 shows the variation of plate temperature, ambient temperature and intensity
of solar radiation with time of the day for standard cooker and PCM-cooker in no-
load test performed on 23-February-2019. The test starts at 9:33 h, the cover of the
cooker is closed at 14:32 h and cookers placed inside the room and test continue till
15:45 h.

From the experiment, it is observed that the absorber plate of standard cooker
attained maximum temperature, 152.5 °C, at 13:20 h and the absorber plate of PCM-
cooker attained maximum temperature, 145.1 °C, at 14:20 h.

3.2.2 Comparison of Performance of PCM-Cooker with Standard
Cooker in Load Test

Figure 6 shows the variation of plate temperature, water temperature and ambient
temperature with time of the day in two continuous loads test conducted on 26-
March-2019. The first load placed at 10:27 h in both the cookers. The loads on both
the cookers are replaced with the second load at 13:17 h after attained maximum
temperature. The test continues till second load in both the cookers attainedmaximum
temperature.

From the experiments, it is observed that in standard cooker the first load attained
maximum temperature, 96 °C, at 12:59 h. Then first load is replaced with second load
at 13:17 h and the second load attained maximum temperature, 94.2 °C, at 15:33 h.
In PCM-cooker first load attained maximum temperature, 95.9 °C, at 13:03 h, now
first load is replaced with second load at 13:17 h and second load attained maximum
temperature, 98.9 °C, at 15:33 h.
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Fig. 6 Variation of plate
temperature, load
temperature, ambient
temperature and solar
intensity for two continuous
load test on standard cooker
and PCM-cooker on
26-March-2019
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3.2.3 Performance of PCM-Cooker with Primary and Additional
Reflector Without Load

Figure 7 shows the variation of plate temperature and ambient temperature with time
of the day for PCM-cooker with additional reflector in no-load test performed on 01-
April-2019. The test started at 10:08 h, the cover of the cooker is closed at 15:47 h
and cooker placed inside the room. The observations are continued till 20:50 h.

From the experiment, it is observed that during charging mode the absorber plate
attained maximum temperature, 162.1 °C, at 12:26 h. During off-sunshine mode
the absorber plate temperature drop to 109.9 °C at 16:40 h, then the absorber plate
temperature starts increasing and attained 118.9 °C at 17:20 h.After that, the absorber
plate temperature continuously decreases and the test is concluded at 20:50 h with
absorber plate temperature of 90.0 °C.

Discussion on variation of plate temperature after solar radiation cut-off
When solar radiation is cut-off and the cooker is placed inside the room the

plate temperature falls below the melting temperature of PCM and after some time
plate temperature starts increasing and reach at melting temperature of PCM. This

Fig. 7 Variation of plate
temperature with time of the
day in no-load test on
PCM-cooker on
01-April-2019
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happened because when solar radiation is cut-off by closing its cover the overall heat
loss coefficient decreases to almost half.

During the charging mode of PCM-cooker the top heat loss is through top glass
covers to the atmosphere. This heat loss depends on the temperature difference
between glass temperature and ambient temperature. Due to heat balance between
two surfaces the heat loss from plate to inner glass is equal to heat loss from inner
glass to outer glass and this also equal to heat loss from top glass to atmosphere. After
solar radiation is cut-off by the closing cover, the heat loss from cooker is from outer
surface of the wooden cover to atmosphere, this heat loss depends on temperature
difference between temperature of wooden cover and atmosphere. And this heat loss
also depends on the temperature difference between plate and inner glass. Since heat
loss becomes almost half after closing the cover, the temperature difference between
plate and inner glass decreases after solar cut-off. Hence, the temperature of inner
glass increases. For this, some amount of heat is required. Also, the air medium
requires some amount of heat to increase its temperature. This heat is supplied by
the PCM. When the PCM starts supplying the heat, the temperature of PCM and the
plate temperature start decreasing. Since the heat is supplied by the upper layer of the
PCM adjacent to the absorber plate the top layer of PCM will initially solidify. As
the heat capacity of PCM in a solid-state is low, the plate temperature goes below the
melting point of PCM. Once equilibrium between plate and inner glass is achieved at
a lower temperature the layer of solid PCM below the absorber plate will start taking
heat from the liquid PCM below the solid layer of PCM. When solid layer gets heat
from liquid PCM, it also supplies heat to the plate and the plate temperature increases
and reaches themelting point of PCM. Thus, the absorber plate temperature increases
and equilibrium at a higher temperature (melting temperature of PCM) is achieved
and after that plate temperature starts decreasing gradually due to the continuous
heat loss.

3.2.4 Performance of PCM-Cooker with Primary and Additional
Reflector with Load

Figure 8 shows the variation of plate temperature, water temperature and ambient
temperature with time of the day with the use of additional reflector performed on
27-April-2019. The test is performed with two loads. The first load of 4 kg water kept
at 10:10 h in PCM-cooker, which is removed from the cooker after the maximum
temperature, is achieved at 12:51 h and then the cooker is left for charging of PCM.
The charging is continued till 15:43 h, then the cover is closed and the cooker is placed
inside the room. After that, the second load of 2 kg water is kept in the PCM-cooker
and observations are continued till 20:20 h.

From the experiment, it is observed that during chargingmode the first load of 4 kg
water attained maximum temperature, 97.1 °C, at 12:51 h, now first load is removed
from the cooker at 12:51 h. After charging of PCM, the cover of the cooker is closed
and placed inside the room. The second load of 2 kg water is placed at 15:51 h in the
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Fig. 8 Variation of plate
temperature, load
temperature and ambient
temperature with additional
reflectors with time of the
day in load test on
PCM-cooker on
27-April-2019
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PCM-cooker. The second load attained temperature, 89.7 °C, at 17:04 h. The test is
continued up to 20:20 h with load (water) temperature achieved is 70.1 °C.

Temperature of second load (during off-sunshine hours) in PCM-cooker at
different load conditions

The cooker is charged during the sunshine hours and then placed in the room
with the cover of the cooker in closed condition. The performance of the cooker
is evaluated in terms of the rise in temperature in different load conditions. The
variation of 2 and 4 kg of water on different days is shown in Fig. 9.

It can be seen from the plot that the temperatures achieved during off-sunshine
hours for 2 kg and 4 kg of water are 92 °C and 85 °C, respectively.

Fig. 9 Variation of load
temperature during
off-sunshine hours on
15-April, 20-April, 23-April,
and 27-April
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3.3 Cooking of Foods in Standard Cooker and PCM-Cooker

The experimental study shows that the first load placed in the PCM-cooker during
sunshine hour attained the boiling point of water, but when the second load is placed
in cooker it does not achieve boiling temperature ofwater. Themaximum temperature
achieved by the second load is 85.6 °C and 92.2 °C when the cooker is loaded with
full load (4 kg) and half load (2 kg), respectively. These results show that the second
load does not attain the boiling temperature of water, which creates doubt regarding
the cooking of the meal in the late hour of the day. A matter of curiosity, to clarify
this doubt the PCM-cooker is tested by cooking two meals on the same day.

On 29-April and 30-April load tests with food were performed by placing rice and
pulse in both the cookers. On 29-April 550 g load (100 g rice + 200 g water in one
pot and 50 g pulse+ 200 g water in the second pot) on the standard cooker and 1.1 kg
load (200 g rice+ 400 g water in one pot and 100 g pulse+ 400 g water in the second
pot) on PCM-cooker are placed at 10:00 h, which are prepared/cooked by 12:00 h.
After that PCM-cooker is left for charging up to 15:50 h. Then the charged cooker
is placed inside the room and then second meal of 1.1 kg is placed on PCM-cooker
before 16:00 h and we get well cooked and hot food around 19:30 h.

Similar test again conducted on 30-April with increased loads: 1.3 kg load (200 g
rice + 600 g water in one pot and 100 g pulse + 400 g water in the second pot) on
the standard cooker and 2.6 kg load (400 g rice+ 1200 g water in one pot and 200 g
pulse + 800 g water in the second pot) on PCM-cooker at 10:00 h, the food was
cooked by 12:40 h. Then the PCM-cooker is left for charging up to 15:50 h and after
charging the PCM-cooker is placed inside the room and then second meal 1.95 kg
load (300 g rice + 900 g water in one pot and 150 g pulse + 600 g water in the
second pot) is placed on PCM-cooker before 16:00 h and at 19:30 h well cooked and
hot food was ready.

4 Conclusions

On clear days with high intensity of incoming solar radiation, the absorber plate
temperature of the standard cooker is higher than the temperature of PCM-cooker.
This is due to the fact that when the absorber plate temperature of the PCM-cooker
reaches higher than the melting point of the phase change material, it transfers the
heat to the PCM and the rise in temperature is less. Although the overall efficiency
of both the cookers is approximately same, the standard cooker is unable to cook the
food in the late hours of the day. The cooker with phase change material can be used
for cooking the food during the daytime as well as during the late hours of the day.
The use of an additional (secondary) reflector during the charging time is beneficial
for cooking the foodwhen the solar radiation ismoderate. During off-sunshine hours,
the second load (second meal of the day) attains a temperature around 90 °C in the
PCM-cooker. As the cover of the cooker is closed during the off-sunshine hours, the
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heat loss decreases and the temperature drop is slow and the temperature of the load
is approximately 70 °C at 20:00 h. The cooking of rice and pulse is possible during
the off-sunshine hours of the day using the PCM-cooker.
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A Proposal for Harnessing an Alternative
Source of Renewable Energy

Nabanita Paul

1 Introduction

Renewable energy, as the name suggests, is obtained from special types of sources
which have high contributing nature and recovered into original state within a time
span comparable to human time scale. In the twenty-first century, civilization is
heading for a techno-savvy world, and to meet the burgeoning demands of the global
village, it requires an almost constant supply of huge amount of energy. The conven-
tional source of energy is primarily fossil fuel, which falls under non-renewable
category as its developing time is much beyond human life time. Nowadays, tech-
nology is built up to access energy from several available renewable energy resources.
Solar energy being a perennial source is considered as the best alternative source of
energy. Next comes the case of wind energy. From the dawn of civilization, these
energy sources made the planet worth for living. Energy being constant from the
beginning of creation, solar and wind energies were continuously flowing, but in
order to harness these energies, suitable engines are required. Using solar panel or
turbine, people brought those green energies at their control and applied ever-flowing
treasure according to their need. Nowadays, rooftop solar panels are connected to
electric grid and made our homes self-sufficient [1]. The grid-connected system
allows storage of energies for future use either on a daily basis or on interseasonal
duration. From the dawn of creation, wind is blowing along with its adhered energy
but intervention of turbine made people able to use this clean energy according to
their own needs. Mechanical energy associated with natural flow of water is accessed
as electric energy by installing suitable engines. These pollution-free green energies
are available until the sun shines, the wind blows, and the water flows. Thermal
energy residing inside earth’s interior as geothermal energy though less common is
also harnessed to avail electric energy. Temperature difference between the earth’s
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crust and interior allows the passage of thermal energy towards the earth’s surface.
Radioactive disintegration in the interior part of the earth liberates energy mostly
in the form of heat. This, when localized over a zone, is able to melt rocks nearby;
during volcanic eruption, molten mass comes out in the form of lava. At the present
age, drilling is done into volcano to access thermal energy of earth’s interior. Steams
coming from underground hot water resources are utilized for producing electricity
in geothermal power plant. In ocean thermal energy conversion (OTEC), the temper-
ature difference between surface of the ocean and deep inside the ocean is utilized in
a power plant for transforming thermal energy as electric energy. Almost three-fourth
of world is covered with ocean, so harnessing this energy has the potential to provide
maximum benefit. Landfill gas mainly contains methane, and this gas is obtained by
microbial decomposition of organic wastages [2]. In a landfill, once methane gas is
generated, it will be available for a prolonged period. Moving turbine within the flow
of this gas, electric generators are constructed. This saves the present world from
two dimensions. Along with mitigating demands of energy, it reduces green-house
gases from our environment. Burgeoning population dumped more garbage in land-
fill and induction of suitable engine assures steady supply of methane, which is a
main component of natural gas. In municipal solid-waste management, municipal
solid-waste management generators are introduced to open a new sector for devel-
oping a source of renewable energy and curbing potential environmental danger. In
short, basic target is spread to avail energy from all possible sources. Standing at this
crucial juncture, this article is tossing a plan which is supposed to offer little relief
to people in mitigating impending energy crisis.

2 Underlying Basis of the Proposal

Energy of strained molecule is a probable source of alternative energy. Reversible
photo-induced cyclization–decyclization reaction forms the underlying basis of the
current proposal [3]. Photochemical cyclization of two ethylene molecules by UV-B
radiation (310–320 nm) produces cyclobutane molecule. Cyclic dimer on irradiation
with 270–280 nm photon breaks up to reproduce ethylene [4] (Scheme 1).

Despite the bonds between all carbons of cyclobutane in saturated state, it is an
extremely strained molecule. During cyclization, orbitals have to undergo a wide
deformation from original orientation. In addition, overlap of orbitals takes place in
a very poor manner. All these together are responsible for developing an inherent

Scheme 1 Photo-induced cyclization-decyclization cycle
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strain in themolecule [5]. So cyclobutane has a natural tendency to breach connective
linkage between adjacent carbons in order to reproduce initial ethylene molecule.
This decyclization is also a photochemically feasible exothermic transformation [6].
Thermal energy liberated from strained molecule during the backward reaction is
likely to be utilized in storing for its convenient use. It is this reversibility of the
cyclization–decyclization process that appears as the essence of current proposal
and frames the basis of the renewable source of energy [7].

2.1 Materials and Arrangements

Material required to materialize the scheme is bioethylene which is likely to be
generated by catalytic dehydration of bioethanol. Bioethylene obtained fromcatalytic
dehydration of bioethanolwhen exposed to 310–320 nm radiation undergoes efficient
cyclic dimerization. Cyclobutane on exposure to photochemical excitation at 270–
280 nm promotes decyclization-producing precursor ethylene and releases consider-
able amount of energy in the form of heat. Technology should be devised to continue
the cycle of ethylene consumption and reproduction. Once a suitable technology is
introduced, it would possibly turn as an efficient machine. Bioethylene required to
materialize the scheme is planned to produce from biomass of ripened banana skin,
sugarcane, etc., and the device needed to set up to avail energy is costly. However,
one time installation would suffice the requirement.

2.2 Biofuel: an Alternative of Petrochemical Industry

With urban lifestyle, production of biofuel from biomass opens a new avenue for
production of energy. Recently in Punjab, biomass made from stubble of both
paddy and wheat crops shows a new dimension in developing new source of renew-
able energy [8]. Bioproduction of bioethanol from sugarcane, corn and cellulose-
based materials (lignocelluloses) is a challenging task for modern scientists to keep
the transportation system running. Yeast-catalysed fermentation process of sugar
obtained fromsugarcane ismaterializedwidely inBrazil for productionof bioethanol.
Leaves and wastages left after sugar extraction (bagasse) are used for heating and
other necessary actions. India being a high sugarcane-producing country has a possi-
bility of developing bioethanol production plant. At present, bioethylene plant in
Brazil and India produces ~ 0.3% of global ethylene capacity. However, United
States utilizes corn for producing bioethanol, ~ 63% of the global production. The
production cost of sugarcane-bioethylene in India is not very high—~USD 1200/t in
comparison with global average of petrochemical ethylene which is ~USD 1,100/t.
IndiaGlycols Limited, established in India in 1989, producesmajor bioethylene from
molasses. Bioethylene is considered as a green fuel since it reduces production of
40% greenhouse gases (GHG).
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2.3 Theoretical Estimation of Energy

Ethanol-to-ethylene (ETE) technology reports that one tonne bioethylene requires
1.74 tonnes of bioethanol and these conversion demands 1.6 GJ per tonne of
bioethylene [9].

2.4 Banana Peel and Bioethylene

Yellow skin of banana is enriched with ethylene. From the thrown banana peel,
one can easily extract bioethylene. People should be made aware of the potential of
banana skin, and policies should be introduced for proper disposal of garbage [10].

3 Results and Discussion

A scheme is planned to harness renewable energy, in which an arrangement is made
with two chambers made up of aluminium sheet. Side walls of the first tank are set
with many UV-B lamps, and these lamps are connected with solar panels. Two types
of UV lamps are set. One type would emit radiation near 310–320 nm range, while
another group of lamps would emit 270–280 nm radiation. Inner walls of top and
bottom layers are coatedwith black or navy blue colour and highly shielded. Through
the inlet of the first tank, bioethylene is fed. This arrangement is connected with a
thermo-electric generator (TEG) which converts thermal energy into electric energy.
Batteries are charged with this generated electricity and stored for future use.

3.1 Working Principle

Bioethylene is first exposed to irradiation with 310 nm photons coming from UV-B
lamps. These lamps are lighted using solar energy. Photochemically excited ethylene
initiates cyclic dimerization and produces cyclobutane [11]. A sensor is kept inside
the arrangement which allows 300 nm lamps glowing until ethylene concentration
is above a critical level. When the concentration falls below critical level, 300 nm
lamps get disconnected, but 275 nm lamps start glowing. This radiationwould initiate
breakage of cyclobutane [12]. Cyclobutane to ethylene conversion is exothermic.
Liberated heat is allowed to enter Seebeck generatorwhich transforms thermal energy
into electric energy, and it is utilized to charge different types of batteries for future
use. This procedure is runwith either a critical concentration of ethylene ormore than
this. Decyclization of cyclobutane though regenerate ethylene, yet with prolonged
use when concentration of ethylene falls below critical concentration, the machine
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would send amessage to user either by blinking indicator light or by producing typical
sound. Ethylene tank is refilled with required amount of starting materials for the
next spell of reaction. However, this plan would appear as an excellent technology if
UV-B radiations coming towards the earth’s surface be can be trapped for triggering
photo-induced reversible conversion [13].

3.2 Possible Application Sites

As a start-up phase, this technology is planned to employ for domestic purposes—
for running home appliances. Second phase can be applied on street light and small
sectors.Other than transportation, small private cars can use it for lightening and other
purposes. In the next phase, it is planned to charge inverters; the energy released is
stored inside battery for future use.

4 Conclusion

People engaged themselves in harnessing energy fromall possible sources to continue
the journey started from the dawn of civilization. Following same target, the current
proposal is awaiting the suitable technology to intervene so that it can touch the taste
of reality. The proposal discussed in the article talks about a schemewhich is likely to
offer energy for a prolonged period once the arrangement is materialized. Ethylene
is the main feedstock of the machine; if this raw material is targeted to acquire
from solid waste management sector, then the venture would provide dual impact on
society. Release from strained state is a premier target of any system. In ethylene–
cyclobutane conversion, as the latter breakdown its structure, releases energy which
must be stored and utilized on requirements like running small home appliances,
lightening small sectors, using water geyser and charging cell phone batteries. The
most advantageous fact associated with the current proposal is recycling of ethylene
during transformation. This specific feature would provide a special character to the
technology in harnessing renewable energy. Price required to implement the current
proposal would be expected to be high. But with initial investment on necessary
arrangement, it would run for a considerable length of time since the basis of the
technology is connected with a reversible reaction initiated by same agitating agency.
Introduction of this technology would curtail our dependency on fossil fuel. At this
moment, it is a sheer proposal but anticipated energy that it is likely to give in the
future is expected to be high. The article discussed a proposal which is supposed to
be a potent alternative energy resource, and hence, the current proposal offers a new
dimension to mitigate the cutting-edge problem of energy.

Acknowledgements The author is indebted to Dr. T K Dasgupta for his classroom lectures which
help in building the article.
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Energy-Efficient Cooling Scheme
of Power Transformer: An Innovative
Approach Using Solar and Waste Heat
Energy Technology

Tapash Kr. Das, Ayan Banik, Surajit Chattopadhyay, and Arabinda Das

1 Introduction

A transformer can be defined as the most integral and influential device in applied
power engineering. Power system optimization and reliability can be achieved by
maintaining the transformer in its normal working. Transformers are highly robust
and designed accordingly to work continuously under safe parameters. Transformers
serve as a tie-line between GENCO, TRANSCO, and DISCOMS. The transformer
is employed in different geographic locations and is exposed to vast temperature
variation. As a result, the maximum hotspot winding temperature of the transformer
reflects its standard aging limit. Continuous high temperature inside the transformer
may result in quick aging and often require replacement, which is uneconomical and
problematic.

2 Literature Survey

M.Sorgic et al. (2010) have studied and presented a case study on oil-directed cooling
of power transformers versus oil forced [1]. An overview of water-based lithium
bromide (LiBr) absorption cooling mechanism [2] has been introduced in (2002) by
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Castro et al. In (1995), Aphornratana et al. have executed a detail thermodynamic-
based evaluation associated with cycle absorption refrigeration system (VARCs)
[3]. Daikin Industries, Ltd. [4] in (2002) has successfully awarded by the Patent
Authority of United States to develop specially design refrigerating equipment using
air-coolant absorption technique, which proves a milestone for industrial application
of VAS. A double-effect air conditioner heater (DEACH) [5] has been developed by
De Vuono et al. A unique, comprehensive review work has been prepared by D.H.
Shroffet et al. (1985) on paper aging in power transformers [6]. Later, a detailed
report was presented on power transformer aging and life extension by Muhammad
Arshad et al. [7]. Lin Chaohui et al. (2017) have introduced a new method for aging
calculation and prediction of life span for oil-type power transformers [8]. Activation
energy tool has been invented to estimate lifetime for large rating transformer [9] by
P. V. Notingher et al. in (2011). M. K. C. Martin et al. have proposed all-new micro-
technology-based chemical heat pumps. Author in their previous work has studied
and analyzed different nature of PVmicrogrid under various physical conditions and
faults using a complex mathematical tool which includes FFT and DFT. Recently,
authors have been working on waste heat recovery technology and the application
of thin-film solar PV for a better tomorrow and to promote green energy [10–13].

3 Necessity of Cooling for Transformer

The method for cooling of transformers means keeping the generated temperature
within a safe limit. During different power flow stages, losses appear as heat and
dissipated. The losses in the form of heat energy increase proportionate with trans-
former loading. The factors that accelerate heat generation in the transformer are core
and load losses. The winding loss plays the most significant role in unwanted heat
generation as compared to other losses. Transformer operations lead to several faults,
i.e., internal and external faults. An internal fault is considered to be more severe
and complicated than any other fault. The basis of internal faults in a transformer is
due to overheating, which gives rise to acute faults, i.e., insulation breakdown, turn
to turn fault, phase-to-ground, and lastly earth fault.

3.1 Mathematical Form to Determine Transformer
Temperature Level

�t = (�PL/As)0.833 (1)

As stated in above equation,
Temperature rise in degree Celsius (°C) = �t.
Total losses in transformer/equivalent heat loss in mW = �PL.
Effective surface area of main tank in cm2 = As.
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Table 1 Conventional
transformer cooling
techniques

1. Air cooling (dry-type trans.)
• Air natural (AN)
• Air blast (AB)

1. Oil cooling
(oil-immersed trans.)
• Oil natural air natural
• Oil natural air forced
• Oil forced air natural
• Oil forced air forced

2. Oil and water cooling
• Oil natural water forced
(ONWF)

• Oil forced water forced
(OFWF)

2. Special cooling
• Vapor compression system
(VCS)
• Ammonia-based
refrigeration systems

4 Evolution in Transformer Cooling Techniques

In 1886, William Stanley built the first reliable commercial transformer prototype,
which had further been developed in the early 90s, and since then, several upgrada-
tions have been made till now [14]. The unwanted heat generated in the transformer
due to losses in core and windings inside the tank may result in the downfall of effi-
ciency. To minimize these losses, different cooling arrangements have been consid-
ered. Popular methods of cooling for utility transformers have been categorized in
accordance with coolant types:

• Air natural and forced cooling (ANFC).
• Air and oil cooling (AOC).
• Oil and water cooling (OWC).
• Special cooling (SC) (Table 1).

5 Design and Fabrication of the Proposed System

The very first concept of refrigeration had been started with the introduction of the
vapor ammonia system (VAS). With the upgradation of time, technological advance-
ment has developed many new refrigerating technologies, which further fails to
achieve sustainable goals. A modernized VAS system may prove beneficial in wide
aspects during this crisis hour, including domestic and large industrial applications.
The VAS stands superior over any other existing refrigeration system as thermal
power is being utilized, rather than conventional power sources. The compressor’s
role has totally been upgraded by a unit consisting of four major components: gener-
ator, ammonia-absorber, servo pump, and pressure release valve. The waste heat
of transformers has been employed for the heating up strong compound of aqua
NH3 within the specially featured generator. Throughout heat transferring action,
NH3 coolant has been forced out under heavy pressure and transformed as a weak
compound, i.e., aqua-NH3, into the generator. The analyzer has been built as an inte-
gral part of the generator and functioning to remove unwanted water particles, which
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have been further revised by a rectifier (dehydrator). On the contrary, a compound of
weak NH3 has allowed for returning into absorber under light pressure, after passing
through the pressure release valve. Then, under very high pressure, the generator’s
NH3 fumes have converted into droplets inside the condenser under excessive pres-
sure liquid NH3. The above solution needs to be passed through the expansion valve
to the evaporator for ample cooling. The chilled coolant has been circulated by the
servo pump all across the tank of the transformer through surrounded copper capil-
laries and completed cycle finally. Thermodynamic properties in each phase of the
cycle have varied on corresponding refrigerant flow rates and largely depend on
the input parameters. This cycle operates smoothly until smooth heat exchanging is
ensured. The above-discussed parameters are listed as follows:

Ta: Absorber temperature in Celsius (°C)
Tg: Generator temperature in Celsius (°C)
Tc: temp. within condenser in Celsius (°C)
Te: temp. inside the evaporator in Celsius (°C)
Qe: Refrigeration load in kilo-watt (kW)

In the above set, pressure drop in individual components is neglected to avoid
mathematical complexity. The theoretical coefficient of performance of vapor
absorption system (VAR) is (Fig. 1):

Theoretical COP = Tg − T c

Tg
× T e

T c − T e
(2)

An all-new transformer cooling system is introduced and developed with proper
implementation. Special emphasis has been given to design, and a complete outline
of the system is presented in a simplified manner. A thin-film PV solar module has
been used for secondary power generation, which helps to charge lithium-ion battery,

Fig. 1 Simplified layout of vapor absorption cycle (VAS)
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Fig. 2 Design and fabrication of proposed model

placed in the power pack with an additional specialized charge controller. Pumps
are employed for uniform circulation of the coolant through a dedicated copper duct
distributed over the power transformer’smain tank. Precision temperaturemonitoring
and protective devices have been incorporated within the power pack. A special
design valve has been used to regulate the coolant’s discharge rate based on the
temperature variation. Moreover, computer process control has been adopted by
using Arduino-based integrated thermal sensors for real-time data transfer to the
remote control room to achieve better monitoring. If something unusual happens,
it can be tripping the whole cooling system without disturbing the transformer’s
normal operation. It also helps synchronize bilateral operation between thin-film PV,
charging, and discharging of the lithium-ion battery as shown in Fig. 2.

6 Algorithm

• Generator:The liquefied ammonia solution presenting the generator is being
heated by the external source of heat, i.e., transformer waste heat.

• Analyzer:It is mounted over the generator to ensure proper healing to liquid
ammonia.

• Condenser:Refrigerant, i.e., liquefied ammonia solution, enters the condenser at
high pressure and temperature and gets condensed.

• Expansion Valve: It helps in the reduction of high temperature and pressure.
• Evaporator:Final cooling is achieved here; using a copper duct, the cooling is

further distributed over the transformer’s surface.
• Absorber:It consists of aweak refrigerant solution for the absorption of ammonia;

water has been used as an absorbent.
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7 Future Scope

Along with several global agencies, the United Nations have set their new vision or
objective to transform the world energy requirement in strategic partnership with the
government of various nations. The above-discussed technologyhas enormous poten-
tial for future implementation and toward the way of promoting sustainable develop-
ment and waste to energy conversion. It has been appraised that energy requirement
statistics indicating a peak in the graph and annually have been projected about 778
η-J and expected to be reached in the year 2035. These energy deficiencies can only
be fulfilled by emphasizing waste to energy and other green technologies. Waste heat
utilization using vapor absorption system (VAS) can be modified and implemented
in various sectors all over the globe [14].

• Power generation or cooling in automobiles using exhaust gas.
• Industrial waste heat utilization for achieving cooling in cold storage.
• Waste heat recovery of thermal power plant flue gas to achieve cooling in the

control room and cooling tower.
• Ice plants may utilize the waste heat from nearby industries in order to attain very

low cryogenic temperature.

7.1 Salient Features

• Moving part absent, i.e., no wear and tear with simple and compact construction.
• Silent operation and does not involve high initial cost and maintenance.
• Reduced vaporization pressure and temperature, i.e., low risk of an accident.
• Energy-efficient system thus load variation does not affect performance.
• Self-regulated system and Arduino kit helps in real-time monitoring of tempera-

ture
• As it does not require electric power, thus, power failure does not affect its

operation.

7.2 Future Challenges

• The system operator must have expertise and skilled in VAS.
• Large floor space area is required, and system cooling can be achieved slowly.
• The refrigerant used is lightly toxic in nature so adequate precaution needs to be

adopted.
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8 Conclusion

An exhaustive case study of the literature on vapor absorption systems (VAS) has
been carried out over a wide range of energy retreat mechanisms. With regard to
vapor ammonia cycles (VACs), it has been found that very few studies have often
been carried out on large capacity systems from design approaches and applications.
In order to improve the average life of transformers, it becomes necessary to ensure
an effective cooling system, which would be beneficial to maintain internal thermal
stability. Natural and forced cooling has insufficient capacity to deal with adverse
atmospheric conditions for higher rating transformers. In the above study, an attempt
has beenmade to introduce anddemonstrate an all-new transformer cooling technique
using vapor absorption system (VAS), powered by solar andwaste heat. The proposed
effective idea of cooling has entire control over the transformer winding temperature
within the safe limit so that it might not affection oil-paper insulation. The life span
of a large power transformer with normal operation consistency can be extended with
these optimized cooling arrangements. This unique system has enormous potential
which can be explored and utilized to promote system efficiency, including several
other dimensions like understanding ever-increasing power demand and environ-
mental restrictions. An Arduino-operated real-time data tracker and thermal sensors
havebeen incorporated tomonitor transformer thermic levels.Researchers are contin-
uing to bring the vapor absorption system in aportable hybrid form,with ultra-modern
energy utilization features over any other existing refrigeration and air conditioning
system.

Glossary
PV: Photovoltaics.
CPC: Computer process control.
VAS: Vapor ammonia system.
VCS: Vapor compression system.
ACR: Automatic compression system.
AIR: Advance industrial refrigeration.
VARC: Vapor absorption refrigeration cycles.
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Nomenclatures

Is solar insolation W/m2

Tw water temperature °C
Ta ambient temperature °C
Ts receiver surface temperature °C

Abbrevations

AC Activated Charcoal
CLC Cylindrical Light Copper
CPA Cylindrical Pressurised Aluminium
SBG Spherical Borosilicate Glass
TDS Total Dissolved Solids
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1 Introduction

According to the UN World Water Development Report, 3.7 billion people are
currently affected by drinking water scarcity. In 2050, this number could increase
up to 5.7 billion. For the people living in remote arid areas in countries like India,
no water purification devices are available at an affordable cost to supply potable
water [1]. It is estimated that up to 575,000 Indian villages alone face the problem
of brackish and contaminated water [2, 3]. Although the availability of freshwater is
much greater in Norway, the Norwegian industry consumes large volumes of fresh-
water: in 2017, Statoil used 14.8Mt freshwater; Norsk Hydro together with daughter
companies’ report used 57.3Mt even after 27% recycling [4, 5]. Major developments
in water purification technologies are needed in the current scenario at an affordable
price. The abundant solar radiation, the clean character of solar energy, the high
cost of fossil fuels and negative emission consequences of fossil fuel consumption,
along with large requirements for water desalination, are the key drivers of a strong
focus on the development of solar desalinator via this collaborative work. Among
various types of solar desalinators, the concentrating solar collectors are of most
interest as these can produce useful heat in medium- to high-temperature levels.
There are several studies been done in solar distillation using concentrating tech-
nology. Muraleedharan et al. [6] have designed and constructed a modified active
solar distillation system (MSDS) and have compared its performance parameterswith
a conventional solar still (CSS). The MSDS consists of a Fresnel lens concentrator
with an evacuated receiver tube and serpentine loop-type heat exchanger [6]. A solar
dish concentrator has been built with a simplified distillation system whose yield per
square metre provided sufficient drinking water to meet the daily needs of at least
two adults by Prado et al. [7]. A novel light concentration and direct heating solar
distillation device embedded underground are proposed by Zhu et al. [8]. They have
made a theoretical model of heat and mass transfer by which estimated theoretical
efficiency is up to 57%. An experimental device is also developed and tested by Zhu
et al. [8]. The process of photothermal evaporation in nanofluids is a promising appli-
cation in solar energetics. Ulset et al. [9] have established the process in nanofluids
with less expensive carbon black (CB) and iron oxide (IO) nanoparticles. They have
also developed an empirical model of photothermal steam generation. A solar dish
system was used for brackish water desalination under Iraqi condition by Chaichan
et al. [10]. In the storage tank paraffin wax was used as phase change materials, that
increased the system efficiency about 3 times than the without PCM storage. A theo-
retical and experimental study of a parabolic concentrator is done by El-Kassaby [11]
for sea water distillation. The effect of water flow rates on performance of apparatus
is investigated. A water desalination study was also performed by Gowtham et al.
[12] on a parabolic trough concentrator. The paraffin wax as latent heat storage mate-
rial was used and tested as energy storage material for better performance. Various
solar concentrator parameters are studied and effect of those are analysed by Rafeeu
and Kadira [13]. The effect of lauric acid as phase change material (PCM) on a solar
still was tested by Al-Hamadani and Shukla [14]. A considerable improvement in
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water yield is found in the study. A solar concentrator working with water as working
fluid produces steam. That steam can be primarily used for electricity generation or
steam cooking and after that can be condensed to get distil water. Hence, distilled
water can be treated as secondary output of a solar concentrator system. Considering
this, in the present work water distillation through a solar concentrator developed
at laboratory is tested. The effect of different receivers on the water yield is tested.
So far, the effect of different concentrations of activated charcoal on distilled water
output has not been studied, which is targeted in the present work. For this, an indoor
set-up is designed and experiments are conducted. The results of indoor testing may
be further confirmed using solar concentrator as extension of the present work.

2 Dish Solar Concentrator and Receivers

A prototype solar concentrator is developed in the University of Rajasthan, Jaipur,
India. The diameter of the dish is 121 cm, and depth is 20 cm. The paraboloid solar
dish is made up by joining thin GI sheets of triangular geometry to produce the
desired curvature. The dish is mounted via jack system on an iron shaft, resting
and turning on a bearing. The bearing is fitted into the quadruple iron stand which
has wheels for locomotion. The movable shaft is equipped with a disc-type gear
which receives motions from the stepper motor. The system is shown in Fig. 1.
The polymeric acrylic sheets are used as promising reflector material due to their
lightweight, flexibility, non-fragility and moderate-temperature performance in the
severe weather conditions. For water distillation, different types of receivers are
used: cylindrical light copper (CLC), cylindrical pressurized aluminium (CPA) and
spherical borosilicate glass (SBG); the dimensions are mentioned in Table 1.

3 Experimental Study

3.1 Set-up

On a number of days, the experimental studies have been conducted at the Solar
Energy Research Laboratory (SERL), University of Rajasthan, Jaipur (26.92°N,
75.87°E), on different types of receivers. During the experiments, the water tempera-
ture (Tw) and surface temperature (T s) are recorded by 85XX+Masibas data logger
(0.1 °C least count) in every 2-min interval (sensor type K) and weather parameters
(solar insolation (Is), ambient temperature (T a), wind speed, etc.) are measured by
weather station (Virtual Pvt. Ltd) installed at SERL.

The pH and total dissolved solids (TDS) of collected water samples are measured
by EcoTestr instruments. A glass condenser of length 30 cm and diameter 14 cm is
used for vapour/steam condensation. For steam flow, silicon pipe of (inner) diameter
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Fig. 1 Dish solar
concentrator and
experimental set-up

Table 1 Different types of receivers and their dimensions

Receiver
type

Height
(m)

Diameter
(m)

Base area
(m2)

Weight
(kg)

Capacity
(L)

Concentration
ratio

CLC 0.14 0.11 0.010 0.20 1.3 114

CPA 0.11 0.13 0.013 0.66 1.5 86

SBG - 0.13 0.013 0.19 1.0 86

1 cm is used. The cold water in condenser is circulated through an electric pump of
capacity 40 W.

The experimental arrangements are shown in Fig. 1 for CPA receiver. The system
is manually tracked as per the requirement during the experiment hours. In order to
test transparent receiver as distiller, some laboratory experiments are also conducted
with a conventional electric heater of capacity 1 kWh. The effect of ratio of activated
charcoal in water is tested.
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3.2 Thermal Profiles

In this paper, representative temperature profiles ofCPAandCLC receivers are shown
in Figs. 2 and 3, respectively. Experiment with both the receivers (CPA and CLC)
is carried out for 500 ml water distillation. First set of CPA experiment is started at

Fig. 2 Thermal profile of cylindrical pressurized aluminium (CPA) receiver on 27 May 2019 with
Indian Standard Time (IST) (T a and T s are ambient and surface temperatures, respectively, and Is
is solar insolation W/m2)

Fig. 3 Thermal profile of cylindrical light copper (CLC) receiver on 25 May 2019 with Indian
Standard Time (IST) (T a and Tb are ambient and water temperatures, respectively, and Is is solar
insolation W/m2)
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Fig. 4 Water temperature (Tw) with time in spherical borosilicate glass (SBG) receiver with AC
concentration 0%, 0.2%, 2% and 4%

10:10 IST, and second set is started at 12:00 IST. To increase distilled water yield,
an indoor study is also carried out with different ratios (0%, 0.2%, 2% and 4% of
activated charcoal (AC) with 500 ml water in SBG). This profile is shown in Fig. 4
(Table 2).

4 Results and Discussion

The surface temperature profile shown in Fig. 2 reveals that in the CPA receiver the
surface temperature remained high enough, and the maximum temperature is about
155 °C in first set. In second set, surface temperature reached around 158 °C in
15 min but due to insolation fall could not sustain further. In first set of experiment,
500 ml water distillation occurred in 1 h 40 min, while in second set this time
is 2 h 25 min due to sudden clouds and insolation (Is) falls between 12:05 and
01:20 IST (i.e. 25 min). The average insolation is about 865 W/m2, and collected
yield is 400 ml for first set; in second set, these values are 817 W/m2 and 430 ml,
respectively. The average collection of distilled water remained 275 ml/h. The TDS
and pH of collected sample are found to be 10 ppm and 6.5, respectively, while the
initial values were 300 ppm and 9.1, respectively. Figure 3 shows the temperature
profile of CLC receiver. The maximum temperature of water is about 90.8 °C. In
this experiment, 500 ml water distillation occurred in 3 h. The average insolation is
about 897.42 W/m2, and collected yield is 350 ml. The TDS and pH of collected
sample are found to be 10 ppm and 6.5, respectively, while the initial values were
400 ppm and 8.4, respectively. Figure 4 depicts that ratio of activated charcoal in
water plays a vital role in water distillation. For concentration ratio 0, 0.2% and 2%,
the inside temperature increases significantly, and time of distillation reduces. But,
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Table 3 Test results with variable concentration of activated charcoal (AC) in 500 ml water

AC % Water yield (ml) Power consumption (kW) pH TDS

0 330 1.43 7.4 10

0.2 225 1.30 6.5 10

2.0 330 1.20 4.9 20

4.0 360 1.37 4.0 70

for high concentration this increase in temperature is not observed in the initial testing
as infers from Fig. 4. Moreover, for highest concentration time consumption is also
remained higher than 2% concentration. These findings are also summarized in Table
3. This initial studywith activated charcoal (AC) indicates that an optimized ratiowill
reduce distillation time with an appropriate water yield. The outdoor experimental
study infers that under similar insolation conditions the performance of CPA receiver
is found better than CLC receiver. The thickness of CPA receiver is much than CLC
receiver, yet the rate of steam generation remained high in CPA due to pressurized
outlet point. Moreover, copper is a superior heat conductor than aluminium, yet
in the present study, the aluminium receiver showed better performance over the
copper one. It indicates that designing of receiver is utmost important including other
material aspects in solar concentrator. The indoor testing confirms that activated
charcoal increases the rate of steam generation and hence reduces time of water
distillation. This study also reveals that there exists an optimum concentration of AC
for distillation.

5 Conclusion

The abundant solar radiation, the clean character of solar energy, the high cost of
fossil fuels and negative emission consequences of fossil fuel consumption, along
with large requirements for water desalination, are the key drivers of a strong focus
on the development of solar desalinator. In the present study, a dish solar concentrator
developed at laboratory is tested for water distillation. For this purpose, two receivers
are tested. The distilled water yield in less time period is found higher for the cylin-
drical pressurized aluminium (CPA) receiver, while the weight of this receiver is
greater than the other cylindrical light copper (CLC) receiver. It may conclude that
over material and weight of a receiver designing is more crucial as per the application
of a solar concentrator. Some indoor tests on conventional electric heater to observe
the effect of activated charcoal on water distillation are also performed. These tests
confirm that with the less expensive material the distilled water yield rate can be
increased and an optimum value of concentration also exists to reduce distillation
time period.
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Floating Photovoltaic Plant in India:
Current Status and Future Prospect

Debajit Misra

1 Introduction

Rising power demand, rapid reduction of fossil fuels, increase of greenhouse gas
emission, etc. are the major concern in the development of renewable energy tech-
nology. At present times, concerned countries all around the world are focusing on
renewable energy technology for sustainable power generation, whereas the prime
attention is given on solar energy, particularly in solar PV technology. Solar PV
technology is being implemented in large scale compared to other renewable energy
technology, and this technology is now growing rapidly. However, installation of
solar PV requires enough land, which is, nowadays, very limited due to high popu-
lation growth. Solar PV plants usually require four to five times more land than
traditional power plants. In view of this, water surfaces are being utilized for power
generation. Water reservoir, canal, lake, etc. are being used where floated structures
are being placed on water surface to mount solar panels for generating electricity.

In India, FPV technology is a new and emerging concept. India is a place of huge
population. Land in India is scarce, and it hasmultiple uses like landwhich is used for
agriculture, for grazing, for industries and certain settlements. Land accusation is big
problem here. Further, for installation of land-based PV plant, places should be plain
and shadow free. Thus, in most of the cases, waste infertile lands are being used
but again to convert these wastelands into power plant, lots of effort are required
to convert these lands into making plain. Floating power plant on the other hand
does away with these difficulties. Floating PV technology could be a very promising
option as it requires water body, which is flat and even.

In regular (rooftop and land based) solar PV plant, one of the biggest adversary is
the dust accumulation of the solar panel. In case of FPVplant, dust accumulation does
not occur because it is placed on water body. Again, in India, most of the large-scale
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solar power plants exist in southern and western regions which receive high solar
radiation. Solar PV provides optimum power at a temperature of 25 °C, and there
is a constant relation between temperature and electrical efficiency. After 25 °C, in
every 1 °C rise of temperature, the efficiency of a solar panel decreases by almost
0.5% [1]. Thus, solar PV at high ambient temperature means that its efficiency has
been reduced by some extent. At present, we can get solar module in market with
maximum20%efficiency. Solar system inwater body has natural evaporative cooling
as water evaporates and cools the solar modules and keeps the temperature lower
than that of the surroundings. This can increase the efficiency of a floating solar plant
compared to the regular solar plant. Recently, India has decided to include solar and
wind power in hydropower projects to create combined source of renewable energy.
India hasmany lakes, largewater reservoirs and hydropower plants, and thus, floating
PV power generation can be an attractive alternative of renewable power generation
by utilizing the surface of water bodies.

2 FPV Technology

2.1 Major Components

Typically, floating PV system is almost same as regular PV system, except that the PV
panels and often inverters are fitted on a floating structure. The DC current generated
by PV modules is collected by combiner boxes and converted to AC current by
inverters. Generally, in small plants which are very close to shore, inverters can be
placed on land. Some extra arrangements are very much necessary for floating PV
system compared to regular PV system. The primary components of a floating PV
system are the following: (Fig. 1).

(i) Pontoon: For installation of floating PV plant, firstly, pontoon (floating struc-
ture) is constructed which easily and safely holds solar panels. It is a sturdy
structure which is placed on water surface carrying panels and other electrical
equipments.
It also provides safety fromwind velocity to a certain extent. Numerous hollow
lightweight plastic floats made of fibre-reinforced plastic (FRP), high-density
plastic (HDPE) or medium density plastic (MDPE) which are placed over the
floating structures to form a pontoon. PV panels are fitted on these pontoons
maintaining suitable inclination to receive highest possible solar radiation.

(ii) Mooring and anchoring system: The pontoon or floating structure is held
securely with mooring and anchoring system. With the help of this system,
floating structure can freely move or stay in a suitable position.

(iii) Waterproof cable and connector: All cables remain on water, and the cabling
is designed to be shock and waterproof.

(iv) PV system components: It includes PV panels, string inverter and other
electrical equipments which are essential for transmitting electricity.
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Fig. 1 Simplified schematic diagram of an FPV system

2.2 Benefits of FPV Plant

(i) Arable land can be conserved by using water body.
(ii) Unused water body can be converted into useful profitable renewable energy

generation area.
(iii) There is no land acquisition issue.
(iv) More power can be generated by increasing the efficiency of PV panel.
(v) Floating PV panels require low maintenance cost.
(vi) Cleaning process of PV panels is very easy.
(vii) Water is conserved by reducing evaporation.
(viii) Reduced water evaporation decreases the possibility of drought in the near

area.
(ix) Water clarity canbe improvedby reducing algae formationdue to the constant

shade on water surface.
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2.3 Challenges

FPV technology is in growing stage, and lots of researches and studies are required
to analyse its prospects and challenges ahead. Though it offers lots of advantages,
there may be following challenges which should be considered with great attention
before its implementation.

(i) As the FPV system design is complicated, its installation requiresmuchmore
investment cost and long payback period than the regular PV system.

(ii) As entire FPV system remains on water surface, moisture content can affect
on system components.

(iii) FPV plant is always prone to natural calamities like heavy wind, storm,
cyclone, flood and tsunami.

(iv) Securing profitability is a challenging task as per unit generation cost is more
than the regular PV plant.

(v) FPV system component’s life span and durability can be affected by stress
and vibration caused by water along with other environmental conditions.

(vi) Selected site’s water surface should be clean and dirt free else it can affect
the system.

(vii) The system installation in a sea is difficult.
(viii) Aquatic system’s biodiversity may be affected.

3 Global Scenarios

FPV technology was started in Europe, Japan, South Korea and the USA for research
purpose within the time periods from 2008 to 2014. The prime focus was to acquire
knowledge that how this technology could utilize for large-scale power generation.
Deployment of the global floating solar is growing very rapidly post 2014. According
to the report by World Bank, this growth is almost exponential. The reason behind
this growth is attributed to its vast expansion in South Asia, Europe and the USA.
The total capacity of installed FPV globally was 1097 MW by end of 2018 [2].

At present, Asia possess leading position in terms of FPV installation. The imple-
mentation of FPV plant in Japan is the highest (130.59 MW) in the world owing to
its dense population and low land availability. China, South Korea, Taiwan and India
are the others major countries in Asia. Recently, Singapore, Malaysia, Indonesia,
Vietnam and Bangladesh prepare plan to develop FPV plant. In Europe UK, France,
Italy, the Netherlands, Belgium and Portugal are the major countries who are imple-
menting FPV plants. Presently, world’s largest FPV plant is situated in China on 86
hectare water body, and its capacity is 40 MW [3]. This plant was commissioned
in the year 2017. In October 2019, France opened 17 MW FPV plant on 17 hectare
water reservoir for electrifying 4733 households [4]. It is Europe’s largest floating
solar plant. In the same time, USA opened 4.4. MW FPV plant in Sayreville, New
Jersey, the largest in North America [5]. In South America, Brazil, Chile andMexico
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are investing on FPV plant. Brazil had just 305 KW FPV plant on Goias agricultural
firm [2]. Presently, one 1.01 MW plant has been completed on the São Francisco
river [6]. South Africa built continents first FPV plant in 2019, which was 60 KW
in capacity and located at Marlenique fruit farm in Western Cape [7]. Ivory Coast
also sets target for implementation of FPV plant. Australia soon launches their first
floating plant in Jamestown, and it serves power for wastewater treatment facility.

4 FPV Plant in India

4.1 Present Status

In India, the concept of floating PV system was first initiated by Tata Power in 2011
with a small pilot project, and then, in 2012, a second pilot project was developed
on the banks of the Sabarmati River in the state of Gujarat.

In 2014, India’s first 10 KW floating PV plant was installed by Vikram-
solar at Rajarhat in Kolkata [8]. This project was developed under supervision of
Arka Renewable Energy College in Kolkata and New Town Kolkata Development
Authority. The PV system comprises of 40 polycrystalline modules with 250 Wp
each. The plant can produce more than 14 MWh power in a year (Fig. 2).

India’s second floating PV plant was installed at Banasura sagar reservoir in
January 2016 at Wayanad, Kerela. It spreaded on 111.5 m2 water surface. The plant
was built on hollow concrete platform which could carry 4500 tonnes load. In late
2017, it became the India’s first large floating PV plant bearing 500 kWp capacity
covering 1.25 acres of water surface. The PV plant comprises of 1938 solar modules
which have been installed on 18 hollow ferro-cement floaters. The plant can generate
7.5 lakh units of power annually (Fig. 3).

Fig. 2 10 KW FPV plant at Rajarhat in Kolkata [8]
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Fig. 3 500 KW FPV plant at Wayanad in Kerala [9]

In 2017, NTPC installed 100 kWp floating PV plant at Kayamkulam in Kerala, on
the adjacent lake of NTPC’s Rajiv Gandhi Combined Cycle Power Plant (RGCCPP)
[10]. The systemwas installed at 0.32 acre water surface by Swelect Energy Systems
Ltd., Chennai with support from NETRA and NTPC within a very short time of
22 days (Fig. 4).

In July 2016,ChandigarhRenewalEnergy andScience andTechnologyPromotion
Society (CREST) installed a 10 KW floating PV plant at Dhanas lake. Yellow 2 Gen
Power, a Gurgaon-based company has completed this project aiming at solar power
generation cum lake water aeration through fountains to improve the oxygen levels
in the lake. The floating plant has been set up with 34 modules each of 300 W with
dual axes tracking technology to get maximum solar insolation. The plant has been
built on a platform that consists a large outer ring that floats on water (Fig. 5).

The Bhurbandha village, which is located at the Morigaon district Assam, has not
been connected to the grid up to 2016. In 2017, 10.5 KW floating PV plant was built

Fig. 4 100 KW FPV plant at Kayamkulam, Kerala [10]
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Fig. 5 10 KW FPV plant in Chandigarh [11]

to supply electricity to the villagers. This project was implemented by Quant Solar
technology in association with Assam Energy Development Agency (AEDA). It is
the first floating PV plant in North-Eastern region of India. In this FPV plant, the PV
panels were fitted over bamboo platform with the help of metallic rods and floating
surfaces (Fig. 6).

Currently, Greater Visakhapatnam Smart City Corporation Limited (GVSCCL)
has initiated country’s largest floating PVplant of 2MWcapacity on theMudasarlova
reservoir in Visakhapatnam. The PV plant has been built over 20 acres area (Fig. 7).

Thermal power plant management authority Vidarbha Industries Private Limited
(VIPL) atButibori,Nagpur set up 4.8KWfloating solar PVplantwhich is an initiative
of carbon-free green energy. The plant has 16 solar modules of 300Wp each (Fig. 8).

Fig. 6 10.5 KW FPV plant in Assam [12]
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Fig. 7 2 MW FPV plant in Visakhapatnam [13]

Fig. 8 4.8 KW FPV plant in Nagpur [14]

Indian Oil Corporation Ltd. (IOCL) developed grid-connected 100 kWp fixed tilt
FPV Plant at Panipat in Haryana [11]. The power plant was a floating structure that
supports multiple arrays of solar PV modules. The plant is housed in a raw water
reservoir (RWH), located in the Naphtha Cracker unit of IOCL (Fig. 9).

4.2 Projects Under Development

In 2018, India has earned the fifth position in the world in the capacity of installation
of solar power [15]. Solar Energy Corporation India Limited (SECI) reported that
India set a big target in the development of floating solar plant in the states like
Andhra Pradesh, Uttar Pradesh, Gujarat, Kerala and Rajasthan and is moving rapidly
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Fig. 9 100 KW FPV plant at Panipat in Haryana [11]

to achieve this target. Those targets have become operational or are going through
various developmental stages. Following are the projects in the country which are
still under construction.

(i) NHPC is working to develop a 50 MW floating solar plant using a 350 acre
water body at West Kallada in Kerala.

(ii) The Shapoorji Pallonji Group in collaboration with the Solar Energy Corpo-
ration of India (SECI) is initiating to develop a 50 MW plant which is a part
of the proposed 150 MW floating solar power plant planned at Rihand Dam,
Sonbhadra district, Uttar Pradesh.

(iii) National Thermal Power Corporation (NTPC) has taken initiative for the
development of 25 MW floating solar PV project at NTPC Simhadri in
Andhra Pradesh.

(iv) NTPC has also commissioned for development of 1MWfloating solar power
plant on Kawas Reservoir in Aditya Nagar, Surat in Gujarat.

(v) Maharashtra State Electricity Distribution Company Ltd. (MSEDCL) has
just started for the development of 1 GW of floating solar plant in the Ujjani
Dam in Solapur district of Maharashtra.

(vi) InGujarat, the government-ownedSardar SarovarNarmadaNigam (SSNNL)
has started to build a 100 MW canal-top solar power project atop the branch
canals of river Narmada. It would cover nearly 40-km canal.

(vii) Hindustan Zinc, a group firm of the Vedanta Group, has almost completed
their 1 MW floating solar power plant at Ghosunda Dam, near Chittorgarh,
Rajasthan. The solar plant could be able to supply annually 1993 MWh of
energy.

(viii) NHDC, a joint venture between NHPC and Madhya Pradesh State Govern-
ment, has started to set up a 25 MW of floating solar plant on the
Omkareshwar reservoir in Khandwa district of Madhya Pradesh.
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(ix) NHPC has been working to develop 40 MW of floating capacity at the
Chiplima hydropower facility in Odisha.

4.3 Recent Projects Proposal

Recently, ten floating solar projects proposal has been launchedwith capacity ranging
from100KWto1GW.WorldBank, through itsCleanTechnologyFund, has financed
up to 10 MW for the development of some of these projects. The German Develop-
ment Bank (KfW) is funding for the development of two projects of total capacity
of 40 MW. The project proposals are listed below:

(i) In 2018, NTPC planned to expand their power generation capacity by grid-
connected floating solar at its Rajiv Gandhi Combined Cycle Power Plant
(RGCCPP) Kayamkulam in the southern state of Kerala. A tender was
released of 70 MW capacity.

(ii) BHEL is constructing a 25MWfloating solar power plant at NTPC Simhadri
Super Thermal Power Station in Deepanjalinagar, 40 km from Visakhap-
atnam. Once completed, this floating solar power plant would be the largest
in Andhra Pradesh.

(iii) NHPC plans to set up a 600 MW floating solar cum hydroelectric project in
the Satara district of Maharashtra.

(iv) In September 2019, the Bihar Renewable Energy Development Agency
(BREDA) released tender inviting bidders to develop two floating solar PV
power projects. One 2MWproject will be developed on private water bodies
and another 2 MW to be developed on a government-owned water body.

(v) Solar Energy Corporation of India Ltd. (SECI) invites online bids for
100MWfloating solar power plant at the reservoir of Getalsud Dam, Ranchi,
Jharkhand and 50 MW floating solar power plant at the reservoir of Dhurwa
Dam, Ranchi, Jharkhand.

(vi) In 2019, government released a project proposal to develop 1GW floating
solar plant on India’s largest reservoir, the Indira Sagar Dam in Madhya
Pradesh.

(vii) In January 2020, SECI requests for selection (RfS) for setting up a 4 MW
grid-connected floating solar PV power project at Kalpong dam, Diglipur,
North Andaman.

(viii) A tender has been accorded for 100 MW floating solar PV project at
Ramagundam in Telangana.

(ix) In 2020, SECI has sent a proposal to State Government of Odisha for
developing 500 MW FPV plant at the Hirakud reservoir.

(x) 100KW floating PV plant is still under process at Loktak Lake in Manipur,
which is the largest fresh water lake in North-East India. The project
for installation has been commissioned by Manipur Renewable Energy
Development Agency (MANIREDA).
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5 Future Prospect

India is in the third position in theWorld after China and the USA in terms of number
of Dams. National Register of Large Dam (NRLD) reported that India has 5264
dams with an area of approximately 1.4 million hectares and 437 dams which are
under construction. Again, according to Reservoir Fisheries of India, it has 56 large
reservoirs covering 1,140,268 hectares, 180 medium reservoirs covering 527,541
hectares and 19,134 small reservoirs covering 1,485,557 hectares areas. Besides
these, India has countless water bodies. Thus, India could utilize few portions of
those water sources in the development of the huge hubs for FPV projects.

Currently, floating solar plants in the world acquire within 10–25% area of the
water body. Thus, there is no major impact on aquatic habitats. The location of the
plant should be selected according to the depth of the water body so that it keeps
floatingwhenwater level falls during summer. To evaluate power generation capacity
of 35 large water reservoirs in India, 10% area of water body has been considered.
Again, it has been considered that 1 KW floating plant requires 40 m2 area of water
surface [13]. Indian large water reservoirs, lakes and reservoirs adjacent to dams are
considered here for evaluation [16–18]. In this evaluation, only large water body,
whose area is equal to 100 km2 or above, has been taken under consideration. It is
also considered that 1750 L/m2/year of water could be saved due to reduction in
evaporation, and the yearly saving of water has been calculated accordingly [19]
(Table 1).

It is found that by utilizing FPV plants on 35 large water reservoirs, India poten-
tially can generate 38.88 GW power. Besides this, it has the ability to save 2730
billion litres of water in every year. Normally, for coal-based thermal power plant,
if G10 category coal is used having calorific value of 2615 kcal/KWh, 4528 tonnes
coal would require generating 1 MW power per annum [20]. Thus, for the present
case to generate 38.88 GW, 176.04 megatonnes coal could be saved yearly. Also, its
equivalent greenhouse gas emission could be reduced in every year.

6 Conclusion and Remarks

It may be concluded that FPV system is a very effective renewable power generation
system in the current scenario when fossil fuel is constantly reducing. This system,
unlike the regular PV systems, is an eco-friendly power generation system for its
efficiency in reducing water evaporation rate and thus helping in water conservation.
It also can solve the persistent problem of land availability for installation of solar
PV. Though its initial cost is higher than the regular PV system, a floating PV system
generates almost 25%more power compared to the regular PV system. Its application
can also be possible in aquaculture farms and effluent treatment centres, especially
in remote areas which are not connected to the power grid. With proper govern-
ment support and public awareness, the FPV technology could make a revolutionary



230 D. Misra

Table 1 Energy potential and water saving using FPV plant of major lakes, reservoirs and dams in
India

Name Reservoir area
(km2)

Location Potential (GW) Water saving
(mL/year)

Vembanad lake 2033 Kerala 5.08 355,775

Chilika lake 1165 Odisha 2.91 203,875

Indira Sagar 913.4 Madhya Pradesh 2.28 159,845

Shivsagar lake 891.78 Maharastra 2.22 156,060

Hirakud dam 743 Odisha 1.85 130,025

Gandhi Sagar dam 723 Madhya Pradesh 1.8 126,525

Getalsud dam 717 Jharkhand 1.79 125,475

Idukki dam 649.3 Kerala 1.62 113,626

Srisailam dam 616.4 Andhra Pradesh 1.54 107,870

Polavaram dam 600 Andhra Pradesh 1.5 105,000

Rihand dam 468 Uttar Pradesh 1.17 81,900

Sriram Sagar 450.82 Telengana 1.12 78,892

Pulicat lake 450 Andhra Pradesh 1.12 78,750

Tungabhadra dam 378 Karnataka 0.94 66,150

Sardar Sarovar 375.3 Gujarat 0.93 65,676

Jayakwadi dam 350 Maharastra 0.87 61,250

Ujjani dam 337 Maharastra 0.84 58,975

Linganamakki
dam

316.65 Karnataka 0.79 55,413

Loktak lake 287 Manipur 0.71 50,225

Nagarjun Sagar 284.9 Andhra Pradesh 0.71 49,856

Bargi dam 267.97 Madhya Pradesh 0.66 46,894

Pong dam 260 Himachal Pradesh 0.65 45,500

Almatti dam 242.3 Karnataka 0.6 42,401

Maharana Pratap
Sagar

240 Himachal Pradesh 0.6 42,000

Tawa reservoir 225 Madhya Pradesh 0.56 39,375

Somasila 221.28 Andhra Pradesh 0.55 38,724

Bisalpur dam 218.36 Rajasthan 0.54 38,213

Somasila dam 212.28 Andhra Pradesh 0.53 37,149

Ranapratap Sagar 198.3 Rajasthan 0.49 34,701

Bhakra dam 168.35 Himachal Pradesh 0.42 29,460

Mettur dam 153.46 Tamil Nadu 0.38 26,854

Kangsabati 124.32 West Bengal 0.31 21,756

Bhadra dam 112.5 Karnataka 0.28 19,686

Indravati 110 Odisha 0.27 19,250

(continued)
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Table 1 (continued)

Name Reservoir area
(km2)

Location Potential (GW) Water saving
(mL/year)

Kolab dam 100 Odisha 0.25 17,500

change in renewable power generation in India. Recently, Indian cabinet addressed
a long pending concern, The Dam Safety Bill, 2019, which could ensure safety to
the currently existing dams and could pave the way for many more FPV projects
in India. SECI, a government undertaking organization, took the responsibility for
implementing the FPV projects in India. The organization has developed schemes
‘Expression of Interest’ (EoI) all over the country. The main feature of EoI is to
understand the viability of developing large-scale FPV plant and to encourage the
developers to develop FPV plants. The organization has addressed the government’s
intentions and objectives in front of the developers.

Owing to the large investment of the FPV projects, financial support is needed
fromgovernment or private sectors. In India, as the concept of FPV technology is new,
finding skilled workforce could be a problem. So, proper training programmes are
necessary in the utilization of human resource to drive the project efficiently. Since
it is a new technology, there is no historical evidence to acquire knowledge about the
impact of water on PV system for long-term application. For large-scale installation,
building public awareness is needed through seminar and workshop. In India, lots
of research and development are required, and better financial infrastructure and
manufacturing facilities are needed to develop large-scale projects. Again, in remote
places, adequate transmission network is required. India is capable to manage above-
mentioned challenges to make a huge FPV power hub in coming future.
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Friction Coefficient Analysis
of Nano-crystalline TiO2-Added Alumina
Ceramics

Partha Haldar, Tapas Kumar Bhattacharya, and Nipu Modak

1 Introduction

Economic manufacturing of excellent quality product is one of the main targets of
research in material science. Generally, some new materials are fabricated in the
laboratory; then, the characterization and further testing are done. So as a result,
huge experimentation is required before successfully commercialization of a product,
and the process is associated with time and cost. Now, if a predictive algorithm is
designed which is trained on the basis of some experimental data and can predict
the other required parameters, then it will surely cause reduction of time and cost of
experimentation.

Al2O3-based ceramics are becoming popular asmechanical moving contact mate-
rials which motivate intensive research in understanding of their wear behavior [1].
They are used as parts of rockets, jet engines, gas turbines, heat shields for space vehi-
cles, fusion reactors, heat treatment furnaces [2, 3], cutting tools [4], etc. As newer
advanced ceramics are coming in themarket rapidly, so evaluation of their coefficient
of friction (COF) with respect to other counter body is one of the prime concerns for
practicing engineers before they are tested in a tribometer. As a result, researchers are
trying to develop theoretical models to predict the COF of newer materials. Variation
in wear behavior is reported by researchers by addition of various secondary phases
in alumina like zirconia [5], SiC [6], CuO [7–12] and TiO2 [13, 14]. To understand
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the wear behavior and tribological application of a material, an important factor is
the COF. Recently, we have studied [15] the reciprocating frictional behavior of
nano-crystalline TiO2 addition in alumina ceramics and found that with increase in
TiO2 weight percentage in alumina (up to 4 wt.%), the COF reduces for any constant
sliding frequency and normal load. In this work, we added 0, 0.5, 1, 2 and 4 wt.%
of titania in to alumina and fabricated the briquettes for testing under a recipro-
cating tribotester. It was pointed out that with increase in sliding frequency keeping
a constant normal load, the COF increases. Similarly, with increase in normal load,
keeping a constant reciprocating frequency, the COF increases. The whole tribotest
was done under certain level of experimentation like, when the normal load was
varied as 300, 500, 700 and 1000 gmf, then the reciprocating frequency was kept
constant at 30 Hz; whereas when the sliding frequency was varied as 15, 30, 45 and
60 Hz, then the normal load was kept constant at 500 gmf. These experimental COF
values are taken to make the curve fitting, and the resulting curve tries to predict
the weight percentage of TiO2 required in pure alumina system to obtain a specified
COF under some known sliding frequency and normal load. To validate the results
in this work, we have fabricated another two types of batches of sintered sample with
1.5 and 3 wt.% of TiO2 added alumina ceramics. Prediction of COF of any ceramic
material by some computational work is still a gray area of research.

Therefore, the main objective of this work is to: Determine the weight percentage
of TiO2 required in pure alumina system to obtain a specifiedCOFunder some known
sliding frequency and normal load.

2 Materials and Methodology

2.1 Materials

Reactive alumina (Al2O3) is from M/S Alcoa; chemical grade titanium (IV)
isopropoxide (Ti[OCH(CH3)2]4), citric acid (C6H8O7) and ethylene glycol (C2H6O2)
(all of these precursors are 99.9% pure) from M/S Merck are purchased and used
without further purification.

2.2 Synthesis of Nano-crystalline TiO2Powder

Citric acid and titanium (IV) isopropoxide are mixed first in stoichiometric ratio, and
an aqueous solution is made to synthesis TiO2 powder. The solution is then heated
at about 60 °C until complete dissolution takes place. Ethylene glycol is then added
under constant stirring with the same volume proportion and heated at about 80°C
until gelation occurs. After that, the gel is dried at 120 °C for 24 h in a drier. Finally,
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the dried material is ground in an agate mortar and heat treated at 800 °C for 3 h in
a muffle furnace for proper crystallization.

2.3 Densification

1.5 and 3 wt.% of nano-crystalline TiO2 powder are mixed in alumina, and a slurry is
made, and also the batches are marked as T1.5 and T3, respectively. Next, the slurry
is dried in a drier at 110 °C for 24 h. The densification study is conducted on 13 mm
diameter and 3.8 mm high briquette which are formed in a uniaxial hydraulic press
under pressure of 100MPa with 2 min dwell time. 6 wt.% polyvinyl alcohol solution
is used as binder. Briquette after drying at 110 °C for 24 h is subjected to sinter at
1600 °C for 2 h soaking at the peak temperature followed by normal furnace cooling.

2.4 Tribological Testing

The dry friction test on the T1.5 and T3 samples is conducted in a reciprocating
friction tester (TR-282, DUCUM, India). The counter surface used is a spherical
Si3N4 ball. The samples and the counter surface are cleaned properly before starting
the test. The tribotester records the real-time COF value generated due to the motion
in the interface in each second. The test duration for each case is 10 min. Two set
of experimental scheme is adopted. In the first set, the normal load of 0.5 kgf and
sliding time of 10 min are kept constant, and the sliding frequency is varied as 15,
30, 45 and 60 Hz. In the second set, the sliding frequency of 30 Hz and sliding time
of 10 min are kept constant, and the normal load is varied as 0.3, 0.5, 0.7 and 1 kgf.

3 Results and Discussion

TiO2 addition in alumina ceramics reduces the COF, and it is strong function of
sliding frequency and normal load. As stated in the introduction section that in our
previous work [15], we have recorded the COF values of T0, T0.5, T1, T2 and T4
materials under two set of experimental scheme as stated in the tribological testing
section. Figure 1 indicates that the effect of sliding frequency on COF is more than
the normal load.



236 P. Haldar et al.

Fig. 1 Variation of coefficient of friction with respect to weight percentage of TiO2

3.1 Computation of Frictional Coefficient in Relation
with Sliding Frequency and Normal Load

The discrete stableCOFvalues for sintered samples are used to form smooth curves in
MATLAB following the best fit topology. Minimum root mean square error (RMSE)
has been adopted as the governing criteria for the selection of curve among the
several variants available. The COF values have been tested with different curve
fitting methods, e.g., polynomial fit, used with second order, exponential fit with first
and second order, smoothing spline, Weibull fit and cubic spline fit methods, out
of which cubic spline fit produced the minimum RMSE and hence selected for the
proposed work. The detailed flowchart of algorithm for this computational work is
shown in Fig. 2. The experimental COF data are plotted inMATLABusing the best fit
curve techniques in two separate models in which sliding frequency and the normal
load are given independently as the abscissa and COF values are kept as the ordinate
in both the cases. This process is carried out for each of the sintered samples varying
in addition level of TiO2, hence forming five sets of independent curves in each of
the models. In each case, the four experimental data points corresponding to one
particular sample have been joined using the predicted COF values obtained from
the cubic spline analysis for the intermediate abscissa values, thus simulating the
predicted COF values over the entire experimental span of either sliding frequency
or the normal load to form a smooth curve. The smooth plot using the cubic spline
fit method with COF and sliding frequency is shown in Fig. 3, and the similar plot
between COF and normal load is shown in Fig. 4.
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Fig. 2 Flowchart of the predictive algorithm

Fig. 3 MATLAB generated cubic spline fitted plot between COF and sliding frequency
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Fig. 4 MATLAB generated cubic spline fitted plot between COF and normal load

In order to validate the proposed algorithm, two different samples have been
prepared with different addition level of TiO2 in alumina other than that used for
designing the curve fitting analysis. The prepared samples are tested with same
sliding frequency and normal load which were used for designing the algorithm, and
the COF values are recorded. The experimentally obtained data are separated to form
two sets; the first set comprising of sliding frequency and corresponding COF and the
second one with normal load and the COF, to feed into the two different curve fitting
models, respectively, to compute the predicted weight percentage independently.
These values are verified with the original addition level of the samples to carry out
validation of the proposed scheme.

3.2 Validation of the Proposed Algorithm

The flowchart of algorithm for the validation is shown in Fig. 5. The proposed
algorithm is validated using experimental results as shown in Tables 1 and 2. For
validation, two separate batches are preparedwith 1.5 and 3wt.%of titania in alumina
following the steps as discussed in the densification section, and the samples are
labeled as T1.5 and T3, respectively. Table 1 shows the results obtained from the
experimental setupwhere T1.5 and T3 are tested under variable frequency conditions
of 15, 30, 45 and 60 Hz, and the COF values are recorded. The same frequencies are
tested using the proposed algorithm which gave the weight percentage of addition
level of TiO2 in alumina very close to 1.5 and 3, respectively, which are included
in Table 1. It is also noteworthy to mention that a maximum error of +4.43% is
observed for cubic spline fit. Similar experiment with the same pair of samples has
been carried out with variable normal loading of 0.3, 0.5, 0.7 and 1 kgf which gave a
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Fig. 5 Algorithm for validation of the proposed work

set of COF values (see Table 2). While testing with the proposed algorithm, weight
percentage very close to 1.5 and 3 is obtained with a maximum error of −2.56% in
case of cubic spline fit, thus validating the algorithm both with respect to variable
frequency as well as variable normal loading conditions. The errors generated due to
use of other curve fitting algorithm like polynomial of order two, smoothing spline,
exponential of order one and two, Weibull fit are also shown in Tables 1 and 2. The
error values lying with in ±5.00% are shown in bold format, and it can be observed
that no other curve fitting techniques fit well for this data set except the cubic spline.
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4 Conclusions

The following inferences are drawn from the above study.

• COF of TiO2 system is directly proportional to sliding frequency, normal load
and inversely proportional to weight percent of titania addition.

• For the discrete stable COF values obtained from experimentation, minimum
RMSE governing criteria refers cubic spline fit method.

• The prediction the cubic spline fit behaveswell for this system and has amaximum
error of +4.43%.

If such kind of prediction is used for similar kind of work, then it will result
in huge saving in terms of raw material, research time, and in turn, the cost of the
product to the customers will reduce.
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Thermal and Rheological Behaviour
of a Wax Based Binder and an Alumina
Feedstock for Micro-PIM Application

S. K. Tanbir Islam, Sudip K. Samanta, Aditya K. Lohar, Santanu Das,
and Asish Bandyopadhyay

1 Introduction

Powder injection moulding (PIM) draws significant attention in the field of near-net-
shape manufacturing processes form the early 90s of the twentieth century. Micro-
PIM (μ-PIM) is the miniaturised form of conventional PIM having four similar steps
namely mixing, injection, debinding and sintering [1, 2]. It becomes cost-effective
when mass production is the prime concern for complex micro-components [3–5].
At first, the metal or ceramic powder is mixed with thermoplastic polymers known
as a binder. Often mixing is done with the help of a sigma blade mixture or twin-
screw extruder. Effects of different mixing processes and homogeneity of feedstock
(a mixture of binder and powder) were studied by several researchers [6–8]. Injection
stage that provides the shape to the feedstock is one of the prime research areas in the
powder injection moulding process. In this stage, the feedstock is heated to a certain
temperature to melt the binder that offers enough fluidity to the feedstock. Then the
melt is injected into the mould cavity by applying pressure [9]. Liu et al. [6] gave
their attention to develop a 316L feedstock for the micro-PIM application. Powder
size, particle size distribution and surface roughness were found to have affected
the final product. Sometimes, the critical aspect ratio of the micro-mould was found
to affect complete filling of the mould cavity during an injection [10]. However,
the low viscosity of the binder system is desirable at a moulding temperature along
with good green strength after moulding. On the other hand, the binder should be
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removed completely without deforming the product during debinding stage. Effects
of different binder compositions onmould feeling and final product were also studied
[11]. To get quality, micro-component with good surface finish, characterizing the
powder and the binder become unavoidable part of the PIM process [12].

Fine powder particles are required to achieve a detailed structure. Effects of
powder particle size in micro-injection moulding were studied by some of the
researchers [13, 14] in terms of mouldable viscosity. Their findings revealed that
fine particles did have high surface contact to the binder and at the same time, it
increased the chance of particle to particle contact. As a result, feedstock having fine
particles was observed to show higher viscosity rather than feedstock having a coarse
one.

Besides viscosity, thermal characteristic is equally important for a successful
injection moulding. Thermal characterization provides the melting and degradation
point of the feedstock and as well as thermal conductivity. Based on this thermal
character, the injection temperature, the debinding and sintering cycle was set up
[15]. The thermal debinding process was reported to affect the surface roughness of
the PIM product [16, 17]. Sintering temperature, time, heating rate and sometimes
environment were reported to affect product strength and surface finish to some
extent [18–20]. Nowadays, flow simulation of the injection stage has been largely
popularised to predict the process parameters that help to avoid defects like a short
shot, wrinkle, powder-binder separation, etc. [21]. It is very important to provide
thermal and rheological properties to get a realistic output from the flow simulation.

In the present investigation, a new binder combining paraffin wax (PW) and low-
density polyethylene (LDPE) is designed and it is mixed with alumina powder to
prepare a feedstock for micro-PIM. The alumina powder is characterized by particle
shape, size and distribution. The thermal and rheological character of the binder
and the prepared feedstock are studied independently. Some basic process parame-
ters of the µ-powder injection moulding are predicted from the characterized data,
particularly for this powder binder combination.

2 Materials Used

In the present work, thermally reactive alumina (Al2O3) powder (Make: Almatis
Alumina Priv. Ltd, Kolkata) is chosen for its low sintering temperature and fine
particle size. The chemical composition (as per the manufacturer’s datasheet) of the
alumina powder is shown in Table 1. The alumina powder is characterized by particle
shape and size distribution. A two-dimensional image of the alumina powder is taken
by FESEM (Make: ZEISS, Model: Sigma HD) to measure the shape factor (SF), as
shown in Fig. 1.

The ImageJ software is used to measure the area and perimeters of the alumina
particles and shape factor is calculated using a relation as shown in Eq. 1.

SF = (
4π A/P2) (1)
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Table 1 Chemical
composition of the alumina
powder

Compound Weight %

Na2O 0.08

Fe2O3 0.02

SiO2 0.03

CaO 0.02

MgO 0.07

Al2O3 Balance

Fig. 1 FESEM image of the alumina powder

Here, A and P represent area and perimeter of the alumina particles, respectively.
The average calculated SF of the said alumina powder is 0.828.

On the other hand, the particle size distribution of the said powder is measured
using laser diffraction spectrometry (LDS)method and the results obtained are shown
in Table 2.

A binder is designed combining paraffin wax (Make: Acros Organics, Germany)
and low-density polyethylene (Make: Goonvean Fibres, UK) in a volume ratio of
65:35, respectively. From the manufacturer’s datasheet, it is found that the PW
and LDPE have the same density of 0.91 g/cm3 at room temperature and their
corresponding melting points are 60 °C and 90 °C, respectively.
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Table 2 The tabular form of
particle size distributions of
the alumina powder

Percentile Size (µm)

10.0 0.391

20.0 0.431

30.0 0.470

40.0 0.503

50.0 0.534

60.0 0.557

70.0 0.606

80.0 0.656

90.0 0.758

95.0 0.994

3 Experimental Procedure

It is important to find out the critical powder loading of a feedstock to justify the
suitable powder binder ratio to be chosen. The critical powder loading is measured
by comparing the theoretical and measured density of the feedstock. Here, the
powder and binder are mixed using a sigma blade mixer at a temperature of 393 K
(120 °C). The powder loading is increased step by step and corresponding densities
are measured. Comparing the theoretical and experimental density, it is found that
critical powder loading for the present powder binder combination is 49 vol. %, as
shown in Fig. 2. So, a feedstock having a powder loading of 45 vol. % (<49 vol. %) is
prepared and abbreviated as A-45. Further thermal and rheological characterization
of the binder and the alumina feedstock (A-45) are carried out individually.

First, the point of thermal degradation of the feedstock is figured out using a Ther-
mogravimetry analyser (Make: Perkin Elmer, USA) at a heating rate of 10 °C/min.
The weight of the sample is monitored continuously during the experiment to find
the weight loss with the increasing temperature.

On the other hand, a Differential Scanning Calorimetry (Make: Perkin Elmer,
USA) is used to find the melting and solidification temperature of the binder as well
as of the feedstock. In this case, heat flow is measured with temperature variation
while heating and cooling rate of 10 °C/min is maintained precisely. In the present
work, thermal diffusivity is measured using a thermal analyser (Make: NETZSCH,
Model: LFA 467) and thermal conductivity is calculated from the diffusivity data.
The sample is placed inside a temperature-controlled chamber on an aluminium
crucible having a diameter of 12.6 mm. The chamber temperature is raised to the
desired test temperature and thermal diffusivity is measured using a flashlight source
method.

Another vital part of the binder and feedstock characterization is a rheological
study. Here, a rotational rheometer (Make: Anton Paar, Model: MCR501) having
a parallel plate (diameter 15 mm) arrangement is used to carry out the rheological
experiment. The gap between the two plates is maintained at 0.1mm and temperature
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Fig. 2 Critical solid loading of the said powder binder combination

is controlled precisely by a furnace chamber during the rheological tests. The gap
between the plates is intentionally reduced to increase the achievable shear rate
considering a thumb rule. That thumb rule says that the gap should be at least ten
times the largest particle size of the powder of a particle suspended fluid [22].

4 Results and Discussion

Analysis of the test results is essential to understand thematerial behaviour in various
real-life situations. In this section, the thermal and rheology data are analysed to
explain the physics behind the material behaviour. Some predictions are made to set
up different process parameters (i.e. injection pressure and temperature, debinding
and sintering cycle) for a successful powder injection moulding.

4.1 Thermogravimetry Analysis (TGA)

The sample weight with respect to temperature is plotted from the TG analysis of
the feedstock (A-45), as shown in Fig. 3. It is found that the feedstock starts losing
weight just above 466 K (193 °C) due to the degradation of the PW. Then the rate of
degradation increases and becomes maximum near 575 K (302 °C). The assumption
can be made that the PW and LDPE both degrade rapidly at this temperature. Above
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Fig. 3 Thermogravimetry Analysis (TGA) curve of feedstock A-45

642K (369 °C), weight loss rate slows downwhile it becomes horizontal above 751K
(478 °C). It signifies that there are no binder ingredients left to degrade above 751 K.
The weight percentage of the binder in the said feedstock A-45 is around 22.12%
of the feedstock weight. The zone wise weight percentage loss of the feedstock is
shown in Fig. 3 and commutatively 97.5% of the binder is removed above 478 °C.
From this analysis, it can be concluded that the thermal debinding should be done
above 751 K to remove the binder completely. On the other side, the injection should
be done at a considerably lower temperature than the degradation point of the PW
that is 466 K.

4.2 Differential Scanning Calorimetry (DSC)

A Differential Scanning Calorimetry (DSC) analysis of the binder and feedstock
A-45 is carried out individually. The heat flow curve with respect to temperature of
the binder is shown in Fig. 4a. Two endothermic peaks are found at 336.21 K and
365.52 K during heating of the binder due to melting of PW and LDPE, respectively.
In the case of powder injection moulding, the cooling curve is more important as
the solidification of the binder occurs after mould filling. Two exothermic peaks
are found on the cooling curve of the binder at 357.22 and 334.31 K due to the
solidification of the binder ingredients. It is observed that melting and solidification
points of LDPE and PW are not the same. Solidification points are shifted to a lower
temperature than the melting points.
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Fig. 4 DSC curve of (a) Binder and (b) Feedstock A-45

On the other side, a similar curve is plotted from the DSC results of the feedstock,
as shown in Fig. 4b. In this case, the binder ingredients get melted and solidified and
the powder remains as it is. That is why the A-45 feedstock shows two endothermic
and two exothermic peaks just like the binder. Presence of alumina powder shifted the
melting and solidification temperature of the binder ingredients to a lower tempera-
ture than the pure binder. Melting and solidification temperature of the PW in A-45
feedstock are 335.84 K and 333.48 K while it is 361.25 K and 356 K for LDPE,
respectively.

4.3 Specific Heat (Cp) and Latent Heat of Solidification

Specific heat and latent heat sometimes play a vital role in solidification of an injected
component. Here, the specific heat of solidification is evaluated from the DSC anal-
ysis and plotted against temperature. Specific heat curves for solidification of the
binder and A-45 feedstock are shown in Fig. 5. In the present work, the area of the
peaks on the specific heat curve is measured which gives the latent heat of solidifica-
tion of the respective materials. Then themeasured area is divided by the temperature
range of solidification to get the averageCp of the correspondingmaterials. The calcu-
lated latent heat of solidification of the binder is 91,659.91 J/kg, whereas it is only
16,990.36 J/kg for the feedstock. The calculated average specific heat of the binder
system and feedstock A-45 are 91,659.91/(364.3–327.05) = 2460.669 J/(K-kg) and
16,990.36/(364.8–327.45) = 454.896 J/(K-kg), respectively.
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Fig. 5 Specific heat curve during solidification of the (a) Binder and (b) Feedstock A-45

4.4 Thermal Diffusivity and Conductivity

Thermal diffusivity is measured at a wide range of temperatures (150–45 °C) to cover
the transmission of binder from the liquid state to solid-state, as shown in Fig. 6. First,
the temperature is raised to 150 °C to start measuring thermal diffusivity. Thermal
conductivity is calculated using a simple relation as shown in Eq. 2.

λ(T ) = α(T ).ρ(T ).Cp(T ) (2)

where, T , λ, α, ρ andCp denote temperature, thermal conductivity, thermal diffu-
sivity, density, and specific heat respectively. Here, density and specific heat are taken

Fig. 6 The plot of the binder’s thermal diffusivity and conductivity with respect to temperature
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as constant to make the calculation of thermal conductivity simple. Results show that
the thermal diffusivity of the binder gradually increases with a temperature drop and
it suddenly drops at 328K.On the other hand, it is found that the thermal conductivity
does not vary significantly up to 338 K and it follows the trend of thermal diffusivity
below 338 K.

4.5 Rheology of Binder

The degradation point of the binder is already known from the TG analysis as
discussed above. Here, all the rheology tests are carried out below the degrada-
tion point of the binder. Isothermal tests are carried out at different temperatures to
incorporate the effect of temperature on flow behaviour.

The controlled shear rate method is adopted to increase the shear rate from 10
to 10,000/s logarithmically (6 points/decade) and the corresponding viscosity of the
binder is measured. The Fig. 7a shows the plot of the binder viscosity with respect
to the shear rate at three different temperatures of 373, 383 and 393 K.

Experimental curves are well fitted with a modified Cross model and temperature
dependency is incorporated into the expression [23]. A generalised expression for
the modified Cross model is shown in Eq. 3 and curve fitting parameters are given
in Table 3.

η(γ̇ , T ) = η0

1+ C(η0γ̇ )1−n (3)

where,

η0 = B.Exp
(
Tb

/
T

)

Fig. 7 Flow behaviour of the binder at (a) Liquid condition and (b) Semi-solid condition
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Table 3 Curve fitting parameters of the liquid binder (at 373, 383 and 393 K)

Shear rate (s−1)

100 1000 2150 3170 4630 6790 10,000

B 3.83E −05 2.15E−05 5.17E−06 6.05E−06 5.18E−06 1.87E−07 1.27E−06

Tb 5077.831 5081.504 5290.669 5295.124 5334.049 6268.908 5744.492

p 11.00199 5.235006 2.643666 3.228898 3.150257 1.149856 3.517997

q −0.00246 −0.00193 −0.00373 −0.00452 −0.00487 −0.00278 −0.00787

n 0.9931 0.9658 0.9349 0.9293 0.9161 0.7631 0.8434

R2 0.9995 0.9921 0.9799 0.9685 0.9543 0.9561 0.8176

C = p + qT

Here, feedstock viscosity, zero-shear-rate viscosity, shear rate and power-law
index are denoted asη,η0, γ̇ and n respectively.B,C and Tb are curve fitting constants
and the temperature in absolute scale is represented by.The temperature change incor-
porates some changes in viscosity as observed from Fig. 7a. In the present case, the
fitting constant C is replaced by a linear temperature-dependent equation to fit the
experimental data simultaneously. The intercept and coefficient of the linear equation
are p andq, respectively. It is found that shear-thinning behaviour of the binder is
not significant in this temperature range. The power-law index at the low shear rate
(100/s) is 0.9931 whereas it is 0.9116 at 4630/s shear rate. However, a sharp drop of
the power-law index (from 0.9116 to 0.7631) is observed at 6790/s may be due to
migration of fluid from the test region. So, the curve fitting parameter up to 4630/s
can be considered for mould filling simulation in future work.

Similar kind of rheological experiment is carried out at two different temperatures
in the binder’s solidification (mushy zone) range and the result is shown in Fig. 7b.
Experimental results arewell fittedwith the samemodifiedCrossmodel asmentioned
above in Eq. 3 and the curve fitting parameters are shown in Table 4. However, a
close look at Table 4 reveals that there is a comparatively larger change in powder law
index (from 0.3202 to 0.3160) that is occurred above 4650/s shear rate. It signifies

Table 4 Curve fitting parameters of the semi-solid binder (at 357 and 359 K)

Shear rate (s−1)

100 1000 2160 3170 4650 6810 10,000

B 1.28E −
06

1.50E −06 1.55E −06 1.58E −06 1.62E −06 1.78E −06 2.17E −06

Tb 10,480.82 10,507.89 10,510.99 10,513.77 10,521.18 10,527.75 10,536.75

p −178.053 −178.028 −178.026 −178.026 −178.026 −178.026 −178.026

q 0.499399 0.499395 0.499394 0.499392 0.499391 0.499389 0.499380

n 0.3235 0.3231 0.3221 0.3214 0.3202 0.3160 0.3089

R2 0.9886 0.9841 0.9839 0.9836 0.9832 0.9800 0.9725
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that the particle might migrate towards edges of the parallel plate above 4650/s shear
rate. This particle migration due to centrifugal force on the suspended particle can
be explained by slip phenomenon [22]. The migration of the suspended fluid can be
overcome to some extent using a serrated/ rough plate instead of a smooth parallel
plate.

In the present study, rheology data up to 4650/s shear rate is accepted to model
the flow behaviour of the binder. It is found that there is a significant difference
in power-law index between the liquid zone (about 0.9116) and mushy or semi-
solid zone (about 0.3202) of the said binder. This difference signifies that the binder
viscosity is highly dependent on the shear rate at the mushy zone relative to the fully
liquid condition.

4.6 Rheology of Feedstock

The rheological characterization of the said feedstock A-45 is done in a similar
manner as described above at two different temperatures (145 and 155 °C) and the
results are plotted in Fig. 8. In this case, the same modified Cross model fits the flow
curves with a coefficient of determination above 0.98 up to 3170/s shear rate. The
curve fitted results up to 3170/s shear rate are shown in Table 5. The power law index
(0.436505) indicates a strong shear thinning nature of the feedstock.

Fig. 8 Flow behaviour of the feedstock A-45 at two different temperatures
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Table 5 Curve fitting parameters of the feedstock A-45 at 3170/s shear rate

Curve fitting parameters

B Tb p q n R2

0.9886 0.9841 0.9839 0.9836 0.9832 0.9800

Fig. 9 Optical microscopic image of micro-channels out of alumina feedstock (a) Green and (b)
Sintered

4.7 Component Development

Theprepared feedstockA-45 is injected into amicro channelledmould using an injec-
tionmouldingmachine (Make: BabyPlast,Model: 10/6p). The injection pressure and
temperature are set to 70 bar and 140 °C respectively. After that, the micro-channel
specimens are thermally debound at 500 °C for 3 h and sintered at 1540 °C for
30 min. Optical images of the green and sintered micro-channels are shown in Fig. 9.
An Optical microscope is used to capture those images at 10×magnification and the
distance between the peaks is measured in it. The distance between two peaks in the
green part is around 186 µm (avg.) and it shrinks to 150 µm (avg.) after sintering.
After sintering, the sample density of 3.813 g/cm3 is achieved which is 97.40% of
the actual powder density. A satisfactory level of shape retention is observed in the
sintered component.

5 Conclusion

Each step of the micro powder injection moulding process is quite challenging to
develop a defect-free product. In the present work, a binder system is designed to
prepare an alumina feedstock and they are characterized by means of thermal and
rheology analysis. DSC analysis shows that the binder will be completely melted
down above 92 °C while TG analysis shows the degradation point (193 °C) of the
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feedstock. So, it can be predicted that the injection temperature will be set in between
92 to 193 °C.TGanalysis shows complete removal of the binder is possible by thermal
debinding above 478 °C. Thermal conductivity of the binder remains constant above
90 °C and it shows peaks on solidification temperature of PW and LDPE. On the
other hand, the binder and feedstock A-45 show a temperature-dependent shear
thinning behaviour in rheology analysis. A modified-Cross model fits the rheology
data of the binder as well as the feedstock with a satisfactory level of coefficient
of determination. Latent heat and specific heat of the binder and the feedstock are
calculated considering that the characterized data can be used for simulation in the
futurework.Themicro-channel sample is injected, debound and sintered successfully
with the prepared feedstock.
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Alumina Based Cutting Tools—A Review

Sourav Mondal, Rajashi Chatterjee, and Partha Haldar

1 Introduction

Ceramic materials used in cutting tools today are based either on alumina (Al2O3)
or silicon nitride (Si3N4). Alumina based cutting tools (ACT) are extensively used
as the benchmark for its abundance, cheapness and excellent structural properties
[1]. ACT exhibits spectacular mechanical and structural properties, as these can
provide long tool life and can carry out machining in hard and tough work pieces
like stainless and hardened steel. Its physical properties can be enhanced by various
toughening methods like fiber toughening or transformation toughening. Evidently,
the machining of most of the complex and hard materials is done through alumina-
ceramics and cubic boron nitrides which resembles high hardness at high tempera-
ture, chemical stability and its resistance to wearing. There are various advantages
associated with using ACT, as it can work out with complex and hard shapes and
giving quality surface finish even in tough situations. Various improvements can be
made in its tool properties like resistivity to thermal shock and wearing, increased
fracture strength and hardness etc. ACT has been found to substitute grinding opera-
tions in finishing part of steels, with the help of machining [2]. Machining is carried
out between tool and work piece leading to intense abrasion, adhesion and diffusion
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over the specific section of the cutting tool. Various wear processing such as abra-
sion, adhesion and plastic deformation is significantly seen in alumina based cutting
tools. The history of machining with alumina ceramic was found way back in 1905,
in Germany [3]; whereas use of sintered form of alumina based ceramic for cutting
tool was first found in Britian, in 1913 [4]. In 1950s, mixed Al-ceramic products
were used for the very first time in metal cutting as these require specific mechanical
property which a random ceramic product doesn’t possess [5]. The wearing process
is though regarded as a complex processes as this operates through several wear
mechanisms. These mechanisms depends upon different factors such as the type of
cutting tool chosen, type of work piece used and several other things [6]. It has been
found over the years that, these alumina based cutting tools are more resistant to
wearing than other products like cemented carbide and associated equipments.

In the next sections, some initial developments and improvements are discussed.
Further, overall characteristics ofACTs in various kinds ofwork-pieces are discussed.
Later on ACTs in machining of specific steel and alloy based work-pieces have been
dealt, along with some important conclusions.

2 Some Initial Breakthroughs and Development

After the initial development in 1920s, whenBritain andGermany laid the foundation
of ACTs in the field of cutting tools as it slowly grew over the years. The earliest
development occurred around 1950s when the concept of mixed ceramics came
into existence [7], then in 1960s concept of fabrication was introduced for which
carbides were used as additives [5]. In 1970s alumina–zirconia cutting tools became
important because of its toughness and resistant to thermal shock, around in 1980s
alumina reinforced silicon carbide whiskers entered the competition [8]. Since then,
it took over the entire arena because of its better internal strength, shock resistance,
toughness etc.

In order to make a more clear comparison between the earlier used ACT and
today’s ACT let’s consider some parameters: cutting speed (V ), depth of cut (d) and
feed (f ).

Jianxin et al. [9] in 1997, studied the wear mechanisms in machining of hardened
steel and nickel oriented alloy; Inconel 718. Vmax for steel was 200 m/min and Vmax

for Inconel was 250m/min with f = 0.15 mm/rev and dmax = 2.1 mm for both. These
are way better than the performance of ACT used in 70 s, when Vmax of steel barely
crossed 170 m/min. The feed value here represents the supremacy of today’s ACT as
compared to that of earlier (about 0.09). Hence, this cutting tool is recommended for
finishing operation in today’s world. Brandt [10] presented some data on the flank
and crater wear of ACT in machining steel (Vmax = 450 m/min, f = 0.30 mm/rev,
d = 2.0 mm). It was observed that the addition of TiC to alumina increased the
rate of rake wear. Today, technological advancements in the form of reinforcements
and several coatings have been made which enhanced the internal strength, fracture
toughness and other important parameters in ACTs. In a nutshell; ACT came a long
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way through its development over the years and is capable of more improvement in
terms of its speed, feed and depth of cut in the coming days. The detailed study of
several ACTs and its performance is discussed in the next points, including a vivid
comparison of the performance of then and now.

2.1 Machining of Alumina-Boron Carbide (Composite)
Cutting Tool

Jung et al. [11] studied performance of alumina-boron carbide cutting tool insert on
S15C steel with Vmax = 205 m/min, f = 0.2 mm/rev, d = 0.5 mm and diameter of
work-piece was 120 mm. This composite cutting tool showed higher micro-hardness
and toughness than pure Al2O3 because of the reduced grain growth due to B4C
particles. The fracture toughness was about 4.2 MPa m1/2.

2.2 Machining Detail of Silicon-Carbide Whisker Reinforced
Cutting Tool

Kumar et al. [12] studied cutting performance of whisker reinforced alumina cutting
tool and Ti[C, N] mixed alumina cutting tool. The study was conducted in dry envi-
ronment for about 15 min without the involvement of cutting fluid. The advantages
of using these tools are that the hard materials with complicated shape and sizes are
machined in a single step; also better quality of grinding with improved finishing of
the surface can be gained by turning of much strong work pieces.

Schneider [13] stated that machining of hard materials is more often done by
ceramics and cubic boron nitrides because of the hardness of their material, ability
to resist wearing, superior stability and hot hardness at high temperature. From the
various results obtained it is concluded that ceramic cutting tools can increase the
metal removal at a much higher rate than those of the conventional tools. Most of
these tools further got incorporated with alumina, and so born the concept of alumina
based ceramic cutting toolswhich then spread all over; and got evolved over the years.

Narutaki et al. [14] concluded that while machining Inconel 718, SiC whisker
reinforced ACTs showed good performance as compared to mixed ACTs during
notch wear. After the experiments, it was found that these ACTs exhibits better
performance in overall wear resistance than Ti[C, N] mixed ACTs on machining
martensitic stainless steel.
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2.3 Machining Detail of Zirconia Toughened ACT

Senthil et al. [12] conducted machining performance test on samework piece, but the
tool was zirconia toughened ACT having particle and whisker reinforcement. They
found that the performance of Ti[C, N] ACT is better than zirconia toughened ACT
with respect to surface finish. Excellent strength and fracture toughness of zirconia
is due to tetragonal to monoclinic phase transformation. Mondal et al. [15] examined
the performance of the developed zirconia toughened alumina cutting tool, during
machining of low and medium strength carbon steel and concluded that ceramic
composite cutting tool is having low power consumption with good mechanical
properties. Hard steel along with cast iron machined by ZTA based ACTs give result
better than plain ceramics as it has improved the strength toughness. These features
are responsible for its widespread application.

2.4 Machining Details of ACTs on Ultra High Strength Steel

Wang et al. [16] found important results on machining very high strength steel with
mixed alumina-composite (Al2O3 + TiC + TiN). They reported ACTs are better
choice for turning operation rather than other cutting tools, he also concluded turning
at 300 m/min. or above gave comparatively longer tool life.

According to Barry and Brine [17] hard machining can offer several advantages
over the traditionally carried out grinding or turning processes. In other cases it
has been found that machining of steels which contains Ca mixed oxide can lead
to a reaction between the oxide layer and alumina phase, resulting in tool wear in
many cases. Recently, many experiments claimed that addition of the secondary
phase multi-sized particles into the matrix of Al2O3 ceramic was a great method to
improve both flexural strength and fracture toughness.

Blinov et al. [18] found that titanium carbide and TiN addition in alumina can
restrict the growingupof aluminagrain, andhence can improve the fracture toughness
of the ACTs and hence chosen for machining of such high strength steel. These tools
are mostly used to cut very high-strength steels at relatively low cutting speeds (less
than 100 m/min).

3 Performance of Some Important ACTs

After particular review of the performances of the individual ACTs along with the
respective work-pieces, let’s now compare their performance as per the years they
were performed (Please refer Table 1). Some conclusions drawn here are:

It can be seen from [11, 16, 19] that reinforcements and coating have effectively
enhanced the strength of the cutting tool materials. This happened because B4C
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particles enhanced themicro-hardness and decreased the grain size of the composites.
From [9, 12, 20, 21]; it is observed that addition of TiN and TiC have enhanced the
wear resistance and tool life of materials over the years. It is because of the reason
that carbide and nitride, even after being used as low speed cutting tools; gave better
surface finish with better tool life. In [22]; hot pressing of TiC based ACTs are being
observed and found to have increased the flexural strength of tool. This is because of
the chemical affinity between the work-piece and cutting tool; which gets activated
at high temperatures. References [12, 23] shows, grain growth of alumina can be
controlled by addition of SiC in the tool. This is because, at higher temperatures
solubility of SiC on the metal increases which restricts the grain growth.

As, it can be seen from [11, 16, 19]; over the years whisker reinforced ACTs are
found more promising as they can operate at very high speeds and can give a better
surface finish. This is due to the reduced flank and notch wear, even at high speed;
along with better tool life.

4 Performance on Specifically Steel Work-Pieces

Over the years, several types of steelwork-pieces havebeen chosen to perform turning
and drilling operation, the cutting details is shown in Table 2. Some conclusions
drawn here are:

From [33, 35], it is observed that ZTA can perform operations in steel based
work-pieces, both in high and low speed effectively. This is because of the physical
parameters of the work piece, which leads to change in cutting speed according to the
strength. Better surface finish shows, it is capable of carrying out operations at both
low and high speed. References [36, 37] shows, molybdenum oxide as additives can
increase strength and work-life of the tool; whereas Young’s modulus is decreased
with the high Mo-oxide content. This is because Mo addition acts as a second phase,
which enhances the strength of the tool material. Mo-oxide is also responsible for
the special lubricating properties of the tool. Mo-oxide at 15 wt.% condition shows
good lubricating properties in dry conditions.

From [33, 38, 39], it can be seen that the wear rate decreases with the increase
in concentration of alumina. This is due to alumina’s chemical properties, which is
responsible for crack and wear resistance of the tool. References [38–40] shows high
cutting speed in machining of steels results; increase in flank wears but decrease
in surface roughness. This is because flank wear is the most dominant of the other
wears when cutting speed is higher than 250 m/min whereas; high speed cutting can
give a better surface finishing, reducing the chances of roughness.

In general silver and molybdenum led ACTs are better than ZTA in terms of
thermal conductivity. From [39] it can be seen, in turning of 42HRC steel with coated
ACTs; tool wear rate increases smoothly. This is because alumina powder was doped
with MgO to prevent abnormal tool wear and grain growth of the material.
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5 Performance on Specific Alloy Based Materials

Various turning operations have been carried out, in these vast range of alloy mate-
rials. The cutting details along with the year in which they were performed is shown
here (Please refer Table 1). Some conclusions drawn here are:

From [25], the rate of tool wear can be determined by alloy carbide content of
the work material and by the effect of temperature. This is because temperature is
an important parameter for determining rate of wearing, and the wearing of tool is
dependent on carbide content; as more carbide corresponds to less wearing and vice-
versa. From [20], it was concluded that if the hardness of work-piece material made
up to 70HRC, flank wear can be reduced. This is because flank wear is dependent
on the hardness and density of the material, above 70 HRC the tool shows specific
resistance towearing; asmore hardness corresponds to less flankwear and vice versa.
From [27], it can be concluded that for aerospace materials and nickel-based alloys,
cutting speeds usually ranges from 30 to 100 m/min. This is because the cutting
speed depends on the material of the work-piece; some prominent machining parts
involves cutting speed of 100 m/min. whereas some can be as less as 30 m/min,
depending on the characteristic of the work piece material.

According to [19, 22, 31, 32]; ACTs are suitable for using at very high speed
during machining. After the introduction of sialon, Inconel 718 can be machined
using whisker reinforced ACT at very high speed. This is because, machining at high
speed leads to maximum chances of notch and flank wear, this wearing tendency is
resisted by whisker reinforcement of the tool. From [29]; it was observed that during
machining of nickel based super alloys, notch wear is obtained at low cutting speed.
It is because, in case of alloys; this wearing is usually seen at very high speed
(300 m/min. or more); in case of nickel based super alloys, this wear was also seen
at as low as 25 m/min.

According to [9], developments in ACTs have been made by refining of
microstructures and improving manufacturing processes, toughening processes such
as whisker toughening and transformation toughening. It is because of these tough-
ening processes, the fractural strength of these ACTs, improved over the years, as
the conventional ones having high brittleness possessed very low fractural strength.
Hence, the quality of ACT in terms of strength was improved. From [22, 23] it is
observed that in turning of hard steels Al2O3/TiB2/SiC tool exhibited lower flank
wear resistance than that of the Al2O3/TiB2. This is due to the presence of SiC in the
former one, which restrained the flank wear even at high cutting speed.

6 Modern Fabrication and Coating

Coating is an important procedure to improve the surface strength; the materials used
for coating are tungsten and titanium carbide powders having grain size the range of
0.65–1 µm. To obtain a good coating result the grain of the carbide powders should
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be clean and free from aggregation [42]. For this, the carbide powders are cleaned
and then made finer and then added into the alumina sol. After that, when these are
completelymixedwith the sol, the powder needs to be coated with the sol of alumina.
This will lead to a formation of uniform stagnant layer, and the whole process can
be termed as fabrication. The coating can be removed by heating and drying inside a
vacuum chamber, then crushed and screened to separate the powder. Interestingly, it
has been found that low concentration of the alumina sol will result to thin layer of
formation, and high concentration encountered the problem of aggregate formation
[43]. The best thickness is achieved at a stage whenmaximumwidth can be managed
without aggregation. The standard concentration used for this purpose is around 0.6
Molar with TiC powder. The fracture toughness, hardness and internal strength of
these tool materials have been tested and compared with other tool materials and is
found to be better than them.

The coating has improved several factors like Vicker’s hardness, fracture tough-
ness and tool life. In cases of machining ultra high strength steels; coated cemented
carbide and ACTs are mainly used as they give high cutting temperature, low tool
duration, improved cutting force even at very low speeds [44]. The wear resistances
of these coated ACTs are found to be better than that of uncoated tools; the cutting
speeds of coated tools for machining high strength materials can be kept even below
140 m/min, if required [45]. It is also regarded as one of the main working fields in
future, as it does not affect the chemical strength and structure of the material but
provides a physical strength of envelope to resist the surface deformation. Hence, it
is concluded that alumina based cutting tools have shown better promising results
in terms of strength and machining performance after coating, as compared to other
cutting tools.

7 Conclusions

The development of alumina as a cutting tool material for last forty years is shown
here, and it is still expanding.They are themost promising cuttingmaterials in twenty-
first Century. The researchers are trying to improve the machining performance of
monolithic alumina with the introduction of coating, formation of nano-composites,
altering the microstructures etc. Researchers are also trying to improve the fracture
toughness of alumina since till date it ismuch lower than conventionalmaterials.After
going through all these prospects and developments of various alumina based cutting
tools, it can be seen the progress took place both in forms of reinforcements as well
as coating and surface oriented developments. These not only improved the surface
strength but also the internal strength factors like fracture toughness and hardness.
Hence, we conclude these cutting tools, specifically oriented with alumina have
significantly went under various developments in the past; an extensive development
and experimentation is going on in the present and these provides a promising future
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in the field of cutting tool and related industries. In near future, development and
use of alumina based cutting tools will become increasingly important as high-speed
cutting tools.
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Deposition of Duplex and Multilayer
Electroless Ni–P/Ni–B Coating and Study
of Their Wear Resistance

Palash Biswas, Suman Kalyan Das, and Prasanta Sahoo

1 Introduction

Electroless Nickel coating was initially developed by Brenner and Riddell [1]. Elec-
troless deposition technique doesn’t require electricity during deposition process.
Electroless deposition method has experienced more popularity for industrial appli-
cations due to excellent tribological, electrical, mechanical and physical properties
[2]. Producing homogeneous coatings with electroless deposition is possible which
also exhibits high-quality adhesion on different substrate materials. Basically, elec-
troless depositionmethod is carried out by a chemical reduction process. Here, reduc-
tion ofmetal ions occurs through autocatalytic way from aqueous solution containing
source of metal ion, a reducing agent, stabilizers and operating in a specific pH value
and temperature [3]. Electroless processes allow producing very uniform homoge-
neous coatings. Properties of the developed coating, deposition rate and structural
nature predominantly depend on plating bath conditions and composition. During
the deposition period, every parameter plays a specific role for the development of
microstructure. Bath load and temperature is an effective parameter for higher depo-
sition rate [4]. Electroless Ni–B-based coatings have better mechanical and tribolog-
ical performance depending on the coating thickness while Ni–P coating provides
the best corrosion resistance [5].

To increase corrosion resistance, alloying element like Zn, Mo, Cu, etc. [6–8] is
added to electroless Ni–P and Ni–B deposits. However, researchers have also paid
considerable attention to duplex Ni–P/Ni–B coating as well as multilayer coating
deposition which combines the best of the mechanical and tribological properties of
the individual deposits [9]. Wear rate is very low in the duplex coatings [10]. The
present work involves with preparation of duplex Ni–B/Ni–P coating and multilayer
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Ni–B/Ni–P coatings as given in Table 3, using dual bath technique. These coatings
are also evaluated for their tribological (likewear resistance, friction) andmechanical
performance (micro-hardness).

2 Experimental Procedure

2.1 Sample Preparation and Coating Deposition

Multilayer EN coatings deposited on mild steel substrate of 15 mm× 15 mm dimen-
sion and thickness of 2 mm (used for characterization) and cylindrical specimens
of diameter of 6 mm and length 30 mm (for tribological test). All the surface of
specimens was ground by 400 grade emery paper. To remove foreign materials and
rust, the coatings are degreased using soap water and acetone. Deionized water is
employed for rinsing the samples at each intermediate step. Finally, pickling treat-
ment was performed for the samples using 50% HCl for 10 min. Ni–B coating bath
is prepared with deposition conditions as given in Table 1 [11]. Before immersing
into electroless bath, the specimens are activated by dipping into palladium chloride
solution at 55 °C. For the duplex coatings, the specimens were first immersed into the
Ni–B bath for inner layer of deposition for two-hour duration. For the source of nickel
ions Nickel chloride is used and sodium borohydride (NaBH4) is used as a reducing
agent for the alkaline bath. As complexing agent, ethylenediamine (C2H8N2) is used
and lead nitrate Pb (NO3)2 acts as a stabilizer. NaoH is used as buffering agent. In
the meantime, electroless Ni–P coating bath is made ready for further deposition as
the outer layer, whose main constituents include deposition condition presented in
Table 2 [12]. For the multilayer coatings, four successive layers of the Ni–B and
Ni–P coatings (Coating C) are deposited for an hour and then altered [10]. Double
bath technique is used to acquire desired coating thickness. An electronic heater cum
stirrer is used to monitor the pH value of the solution, time by time with the help of a
digital pH metre. After 4 hours of deposition, samples are again rinsed in deionized
water.

Table 1 Electroless Ni–B
bath and deposition condition
[11]

S. No. Component and condition Quantity

1 Nickel chloride (g/l) 20

2 Sodium borohydride (g/l) 0.8

3 Ethylenediamine (g/l) 59

4 Lead nitrate (g/l) 0.0145

5 Sodium hydroxide (g/l) 40

6 pH 12.5

7 Temperature (°C) 90 ± 2
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Table 2 Electroless Ni–P bath and deposition condition [12]

S. No. Component and condition Quantity

1 Nickel–chloride (g/l) 25

2 Nickel–sulphate (g/l) 25

3 Sodium–hypophosphite (g/l) 24

4 Sodium–succinate (g/l) 12

5 Temperature (°C) 90 ± 2

6 pH 12.5

Table 3 Coating developed and their nomenclature

Coating types Coating composition Nomenclature

Duplex Ni–B/Ni–P (Ni–B inner layer and Ni–P outer layer) coating Coating A

Ni–P/Ni–B (Ni–P inner layer and Ni–B outer layer) coating Coating B

Multilayer Ni–B/Ni–P/Ni–B/Ni–P(4layers of alternate Ni–B and Ni–P)
coating

Coating C

Ni–P/Ni–B/Ni–P/Ni–B (4layers of alternate NiP and NiB)
coating

Coating D

2.2 Hardness Measurement of Multilayer EN Coating

In the current study, micro-hardness test of samples is carried out in a Vickers tester
(UHL-VMHT) with indentation load 100 g-f at 25 µm/s for dwell time of 15 s. A
square-baseddiamond indenter is used for indentationof the samples.The indentation
size is measured employing an optical microscope. Lower value of indentation load
is chosen due to low coating thickness. Three repeated values are recorded and the
average value is reported.

2.3 Tribological Test of Multilayer EN Coating

The friction and wear tests are performed on the coated samples in dry condition
with 40% humidity and at an ambient temperature 32 °C in tribo-tester apparatus
(pin-on-disc TR-20LE-CHM-400, Ducom, India). ASTM standard G99 provides the
guidelines regarding the tests.With the help of holder, a developed duplex electroless
Ni–P/Ni–B coated pin having a length of 30 mm and diameter of 6 mm is placed
stationary on a rotating disc. The counter face disc is prepared of hardened steel so
that it suffers negligiblewear. The track diameter and the speed are fixed at 60mmand
50 RPM, respectively [13]. The sliding distance is fixed at 94,200 mm. Winducom
2010 is the software that records and displays the COF.K = V /(S× F) is the relation
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Table 4 Deposition coating
types and hardness values

Sl No Deposition coating types Hardness values

1 Coating A 797 (HV0.1)

2 Coating B 852 (HV0.1)

3 Coating C 620 (HV0.1)

4 Coating D 1007 (HV0.1)

which is used to calculate the wear rate where K, S, F and V are wear rate, sliding
distance (m), normal load (N), and wear volume (mm3), respectively.

2.4 Microstructural Study

SEM (Scanning Electron Microscope—JSM 6360, JEOL, Japan) is employed to
study the surface characteristics of the developed coatings.

For the preparation of cross-section, first the samples are cut by hacksaw and
ground with different grades of emery paper up to 2400 grit. Finally, for the mirror
finish, polishing with diamond paste was done in a polishing machine and etched
with 10% nitral solution.

3 Results and Discussion

3.1 Microstructure

Surface morphology of multilayer Electroless nickel coating reveal nodular structure
as shown in Fig. 1. The coating sample is free from any impurity. Appeared nodule
size in the deposited sample has radii between 10 µm and 15 µm. The surface of the
substrate appears to be homogeneous and also free from pores.

3.2 Hardness Characterization of Multilayer Electroless
Nickel Coating

Electroless nickel coatings are renowned for high hardness and the multilayer nickel
coating is found to have improved hardness values. Coating B is found to have better
hardness than coatingA in as-deposited condition as shown in Fig. 2. Coating B hard-
ness values have been raised by 7% from coating A due to microcrystalline deposit
with lower phosphorous content. Coating C less hard than coating A. Hardness value
has been decreased by nearly 28%.
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Fig. 1 a Coating types A. b Coating types B. c Coating types C. d Coating types D

Fig. 2 Hardness values with
various types of coatings

3.3 Friction Performance

Multilayer electroless nickel coatings friction performance is inherently smooth.
Coefficient of friction (COF) plot for various types of coating is given in Fig. 3. COF
of coating A is higher compared to all other coatings due to smoother surface. For
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Fig. 3 Micro-hardness tester

coating B, COF reduces significantly by 24% with respect to coating A. COF for
multilayer (Coating C) is also reduced by 10% with respect to A. Coefficient of fric-
tion forCoatingD (multilayerNi–P/Ni–B) is lesser than duplex coatingB. The reduc-
tion rate of COF is almost around 26%. The maximum COF is observed for duplex
Ni–B/Ni–P for polycrystalline materials. The grain size affects the performance of
friction.

The minimum COF of Coating D (multilayer Ni–P/Ni–B) has been displayed in
Fig. 4 which was near about (0.484 grain size). Other factors, i.e. development of
different phases, distribution of phases, etc. have influence over the friction behaviour
of the coatings.

3.4 Wear Behaviour

Wear tests carried out for different types of coated samples are displayed in Fig. 5.
The maximum wear rate is found for coating A due to the presence of Ni–B coating
in the outer layer. Wear rate is minorly low for coating B where the outer layer is
Ni–P. The minimum wear and higher hardness were observed in coating D. Figure 2
and Fig. 5 shows higher hardness and lower wear rate for multilayer Ni–P/Ni–B
coating and shows good correlation.
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Fig. 4 Coefficient of friction
with various types of
coatings

Fig. 5 Wear rate with
different types of coating

4 Conclusion

(i) The present study reveals that it is possible to prepare electroless duplex Ni–
P/Ni–B and multilayer Ni–P/Ni–B coatings by sequentially dipping into the
previously prepared two coating baths. Ni–P solution seems to decompose
minorly due to fluctuation of temperature. Ni–B bath is found to be much
more stable without bath decomposition for a period of 2 h.
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(ii) From microstructural view it was observed that nickel duplex coatings reveal
uniform coatings and good compatibility is found between the layers with
respect to nodular formation and grain boundary.

(iii) High wear resistance is achieved in coating D in comparison with others.
Comparing the two types of multilayer coatings, the higher resistance to wear
was observed for Ni–B as the outer layer and lower wear resistance for Ni–P
as an outer layer. For the duplex coating Ni–B/Ni–P, wear resistance is higher
than the duplex Ni–P/Ni–B coating.

(iv) The hardness of coating C is lowest compared to all types of coatings. It also
reveals that hardness values are lower for coating A. The maximum value of
hardness was found for multilayer Ni–P/Ni–B. The multilayer coating D is
themost effective coatings among all the types of coatings on the performance
of hardness and wear resistance.
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Effect of Process Parameters on Force
Trends During Friction Stir Welding
of AISI-316L Pipes

Suresh Gain, Suman Kalyan Das, Dipankar Sanyal, and Sanjib Acharyya

1 Introduction

Friction stir welding (FSW) is a solid-state joining process developed by Thomas
et al. in the year 1991 at The Welding Institute (TWI, UK). FSW process enables
the advantages of solid-state joining for fabrication of continuous linear and circular
weld. This process leads to lower residual stress [1] in comparison to fusion welding
since the process is done at solid state. FSW is considered to be the most signifi-
cant development in metal joining process in the last two decades. This is a green
technology due to its energy efficiency and environment friendliness.

Stainless steel is the most useful structural material used in marine industry,
nuclear, and aviation [2] industries due to its superior corrosion resistance. Austenitic
stainless steels are mostly used because of their higher tensile strength, corrosion
resistance, and higher creep strength [3, 4]. AISI-316L is the second most used
grade of austenitic stainless steel. The microstructure and mechanical properties of
friction stir welded AISI-316L steel [5] joints were studied, and it was observed that
the weld zones were free frommacro defects. Friction stir welding was performed on
4 mm thick 316 austenitic stainless steel plate with 1100 rpm tool rotational speed
and 8 mm/min transverse speed. It was seen that tensile strength increases 104%
compared to base metal with 37% elongation [6].

Aydin [7] successfully carried out FSW of X80 API-grade pipe-line steel with a
thickness of 11 mm by PCBN tool with rotating and traverse speeds of 350 rpm and
127 mm/min, respectively, and partial penetration mode using a depth-controlled
process. Meran et al. [8] produced defect-free weld by FSW technique on 304
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austenitic stainless steel with 40–100 mm/min traveling speed and constant rota-
tional speed of 1000 rpm. Li et al. [9] conducted their FSW study on 2.4 mm thick
sheet at a fixed transverse speed of 100 mm/min and two rotational speeds of 300
and 400 rpm for super austenitic stainless steel S32654. They found that lower rpm
yielded better results. FSW experiment was carried out by Kumar et al. [10] on 316L
grade steel byW tool doped with 1%La2O3 and 11 kN vertical force. Liu and Nelson
[11] used PCBN tool for joining 12.5 mm thick plates of 304L stainless steel with
8 kN axial force. A number of studies [12–14] have been published which focused
on identifying the process parameters for welding austenitic stainless steel welded
joint by friction stir welding technique. But pipe welding by friction stir welding
has remained mostly unaddressed due to the special arrangement required for the
process. This provides the motivation for the present study.

2 Experimental Procedure

The as-received machined AISI-316L austenitic stainless steel pipe (ID 259 mm
and OD 272 mm) of 6.5 mm thickness has been welded by friction stir welding
technique. The presence of 17.4% chromium provides corrosion resistance which
makes the steel sometimes referred to as marine-grade stainless steel. The chemical
composition of the as-received AISI-316L austenitic stainless steel pipe is given in
Table 1.

A Research Machine 1A-0.7 with a programmable rotary turntable from Bond
Technologies, USA was used for joining of AISI-316L pipe by friction stir welding.
The machine is capable of applying a maximum torque of 186 Nm about the spindle
axis Z, which is considered positive vertically downward. The maximum Z-force
of 67 kN and maximum X-force (lateral direction) of 22.25 kN can also be applied
by the machine. Following the null setting, the welding is initiated by moving the
PCBN coated rotating tool vertically downward, so that the tool pin plunges slowly
into the pipes symmetrically about the welding line for the pipe pair until reasonable
contact between tool shoulder and the pipes is established. During engagement of
the tool, the downward feeds were given in air for 3 mm at 20 mm/min feed rate,
into the material for 6 mm at 10 mm/min feed rate and 1 s dwell. For extracting the
tool, an upward feed was provided for 9 mm at 50 mm/min feed rate. The pin and the
shoulder rotation produce friction heat that together with the forging pressure from
the tool accomplish the welding. The pipes held over a mandrel are given rotation
about X direction so as to set a desired linear welding speed along Y direction or
the welding line. Different process parameters like, welding speed, spindle speed,

Table 1 Chemical composition of AISI-316L austenitic stainless steel

Element C Mn Si S P Cr Ni Mo

Wt% 0.023 1.85 0.48 0.018 0.024 17.4 10.42 2.14
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a

b

Fig. 1 Friction stir welding of AISI316L pipe a pipe welding in progress, b 360o pipe weldment

and plunge depth have been set before start of the welding. The machine does not
have any provision to provide any tilt to the tool. Friction stir welding of AISI-316L
pipe under position control mode is shown in Fig. 1. Position control mode was
used to maintain constant depth of penetration for the tool. A cooling arrangement
for circulating coolants to prevent overheating of the tool and the mandrel has been
employed. Friction stir welding has been done at different set of welding parameters
as given in Table 2.

3 Results and Discussion

Welding temperature is the most significant parameter during friction stir welding.
The temperature increases mainly with friction heating between the tool shoulder
and the workpiece as well as on the residence time of the tool near the welding zone
dictated by the spindle rpm. Hence, the friction heating increases with increase in
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Table 2 Values of FSW parameters used in the present study

Set no Tool rotational speed/spindle
speed (RPM)

Welding speed (mm/min) Tool penetration (mm)

Set 1 300 100 6

Set 2 325 100 6

Set 3 350 100 6

Set 4 400 100 6

Set 5 400 50 6

the spindle rpm and the Z-force, whereas decreases with the welding speed. The
tool coating may fail at higher rotational speed, as high RPM generates high amount
of heat. Hence, it has been decided to carry out some trial experiments depicted in
Figs. 2, 3, 4, and 5 with spindle speed of 300 rpm, 325 rpm, 350 rpm, and 400 rpm
and a welding speed of 100 mm/min. A result of 400 rpm and 50 mm/min has also
been included in Fig. 6. In Figs. 2, 3, 4, 5, and 6, the zones of tool engagement,
welding and extraction are shown separated by vertical dashed lines.

Figures 2, 3, 4, 5, and 6 show that the average engagement length achieved in
all the cases is seen to be very near to 5.65 mm. Of course, the welding depth is
expected to be greater than the engagement depth. The vertical force (Z-force) and
the spindle torque can be seen to approach their peak values, as the tool engagement
increases, reflected in the figures through increase in Z-depth. Thereafter, the force
and the torque become nearly steady as the process moves over to the welding zone.
Clearly, the horizontal forces (X-force and Y-force) start developing as soon as the
welding begins. These appear to be much lower than the Z-force. The lateral force
along X direction could be a scribed due to the advancing and retreating nature of
the pipe motion across the welding line with respect to the tool rotation.

Fig. 2 Welding of SS316L pipe under position control at 300 rpm, 100 mm/min, 6 mm depth. a X,
Y, and Z-forces. b spindle torque, Z-depth
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Fig. 3 Welding of SS316L pipe under position control at 325 rpm, 100 mm/min, 6 mm depth. a X,
Y, and Z-forces. b spindle torque, Z-depth

Fig. 4 Welding of SS316L pipe under position control at 350 rpm, 100 mm/min, 6 mm depth. a X,
Y, and Z-forces. b spindle torque, Z-depth

For the combination of 300 rpm spindle speed and 100 mm/min welding speed,
theZ-force achieved is 22.46 kN at the start ofwelding zone and 22.75 kNobserved at
the end of welding (Fig. 2). Spindle torques of 82.51 N m and 65.16 N m are noticed
at the start and end of the welding zone, respectively (Fig. 2b). The X-force values
perceive−0.51 kN,−6.69 kN, respectively, at start and end of welding zone. The Y-
force varies from−2.00 kN to−5.96 kNwithinwelding zone (Fig. 2). A good surface
quality welding achieved visually at these parameter combinations. Here, observed
two peaks of the vertical force in Fig. 2a could be due to well separated events of
attaining the maximum Z-depth and the onset of the mandrel rotation overcoming
the static friction. The first one may be due to force acting on the tool pin on reaching
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Fig. 5 Welding of SS316L pipe under position control at 400 rpm, 100 mm/min, 6 mm depth. a X,
Y, and Z-forces. b Spindle torque, Z-depth

Fig. 6 Welding of SS316L pipe under position control at 400 rpm, 50 mm/min, 6 mm depth. a X,
Y, and Z-forces. b spindle torque, Z-depth

depth of penetration, and the second peak may be for shoulder contact with the
workpiece.

For 325 rpm and 100mm/min combination the vertical force lies between 31.9 kN
to 44.35 kN in the welding zone (Fig. 3). The spindle torque varies from 127.2 N m
to 84.96 N m, which is significantly higher than the previous set of parameters (Set1
in Table 2). At the start and end of the welding zone, the X-forces are, respectively,−
0.20 kN and−10.10 kN, and the Y-forces are, respectively,−0.99 kN and−2.3 4kN.

The vertical force is approximately similar (43.5 kN at welding start) for the
combination of parameters 350 rpm, 100 mm/min and 400 rpm, 100 mm/min. It
has been noticed that X-force, Y-force, Z-force, and spindle torque plots are almost
identical for these two set of parameters (Figs. 4 and 5).
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For welding of 400 rpm, 50 mm/min the vertical force recorded is 36.9 kN at the
start of welding zone. This is greater than first set of parameters (Fig. 2), but lowers
than the following three sets (Set 2, Set 3 and Set 4) of parameters (Figs. 3, 4 and 5).
Nowelding defect has been observed during the welding of 400 rpm and 50mm/min.

The forces and the torque recorded during the welding process are compared with
the help of bar charts in Fig. 7. Nearly, steady values of forces and torque are reported
in the charts. The lateral force X is found to increase with increase in spindle speed
upto 350 RPM and then falls (Fig. 7a). The force Y along the welding line does
not show any prominent trend (Fig. 7b). However, the vertical Z-force (Fig. 7c) and
spindle torque (Fig. 7d) show to possess a definite correlation with spindle speed as
long as the welding speed do not vary. Under the same welding speed, both of force
and the torques increase with increase in spindle speed from 300 to 325 rpm beyond
which it fallsmarginallywith increase in the spindle speed. This correlated decrement
could be attributed to the softening of the material due to high heat generation from

Fig. 7 Bar chart comparing the forces at position control mode. a X-force. bY-force. c Z-force.
dspindle torque
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increased friction (due to increased Z-force). However, more investigation in this
regard is planned in the future work based on microstructural analysis. Based on the
outcomes of the present work, it can be suggested that carrying out welding under a
force of about 30 kN would yield visually good weldments.

4 Conclusions

In the present study, the variations of the tool forces and spindle torque with welding
parameters during friction stir welding of SS316L pipe under position control mode
have been investigated. The forces and the torque recorded for different parameter
combinations display similar trends in different zones, namely the tool engagement,
welding process, and tool extraction. However, it is seen that the forces and torque
vary with different parameter combinations. For all the parameter combinations, the
steady value of vertical force in the welding zone is observed to be between 23 and
29 kN and the steady value of the spindle torque between 64 and 84 N m. Vertical
Z-force and spindle speed increases with increase in the spindle speed. However,
above 325 rpm, both decreases which may be due to softening of the material due to
increased friction heating.
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Finite Element Modeling of TIG Arcing
Process and Its Validation on AISI 4340
Structural Steel Plate

Sudhir Kumar, Deepak Sharma, and Kaushal Kumar

1 Introduction

Considering the rapidly growing world, a faster and better approach is required in
every sector of the industry includingwelding and surfacemodification. TIGwelding
is a widely used industrial process that is used for joining the materials as well as for
surface treatment to enhance the surface properties [1–7]. To incorporate the correct
use of TIGwelding for such industrial applications, the selection of parameters plays
a very critical role because the primary failure starts from the welded joint. This
failure is because of the improper fusion or unwanted residual stresses caused due to
the selection of inappropriate parameters. While in the case of surface treatment, the
formation of the desired phase on the surface is the major concern which depends on
the cooling rate and this itself can be controlled by choosing the correct parameters
[8, 9]. Therefore, a better approach is required to predict the welding parameters for
which Finite Element (FE) modeling is an effective technique to predict and analyze
the welding residual stresses, weld bead geometry, and thermal cycle [10–14].

Mathematical modeling is generally used to explain the effect of thermal cycle on
the residual stress, weld pool geometry, and distortion within the structure [15, 16].
However, thesemathematicalmodels require some constants which can be calculated
through experiments. Therefore, to simplify and avoid experimental processes, FEM
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models using different tools like ANSYS, ABAQUS, SWS WELD, etc. are used to
find the bead geometry along with thermal cycle and residual stresses.

The welding simulation requires two analyses: thermal and structural analysis.
For welding simulation, the mesh should be fine enough to accommodate the high
thermal gradients developed (in time and space) during the transient heat analysis
phase and at the same time, it should be able to solve the plastic-structural phase
of the problem. The use of computers reduces the time for welding simulation and
makes it possible to perform the 3D simulation of welding by using the fine mesh
required for accurate analyses [17, 18]. The present study is motivated towards the
understanding and implementation of the heat flux mechanism of the TIG welding
process on ANSYS to find the temperature and residual stresses at various locations
and also to calculate the thermal cycle and weld isotherm.

2 Analytical Modelling

Amodel named as double ellipsoidal moving heat source was considered by Rosen-
thal in 1941, the mathematical representation and solution will be proposed by
Nguyen et al. (1999) as shown in Fig. 1, the temperature profile was measured
at a point by using the following equation, and get closer results [19]:

Fig. 1 The double ellipsoidal heat source for an arc
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where a= thermal diffusivity (a= k/ρ c); c= specific heat; k = thermal conductivity;
ρ = mass density; t, t ′ = time. The Parameters for Double-ellipsoidal 3-D moving
power source has been taken using calculated weld pool geometry (ah, bh, Chf ,
Chb and η = 0.7) and the material properties were assumed to be uniform with
Temperature. A computer program is written to plot transient temperature curves
with variation in welding speed and current.

3 Experimental

The AISI 4340 steel plate with dimensions 150 mm × 70 mm × 10 mm was consid-
ered as base material with composition as shown in Table 1. Autogenous (without
filler) Arcing was done on the AISI 4340 steel plate by using different arcing param-
eters, as mentioned in Table 2. A 3.2 mm electrode was used for TIG arcing with a
Argon flow rate of 15 l/min.

A macroscopic view (width and the depth of penetration) of the welded cross-
section of the sample has been shown in Fig. 2. The thermal profile of the weld
bead was measured by 0.25 mm diameter of the thermocouple. The placement of

Table 1 Chemical Composition of AISI 4340 steel

C Ni Cr Mo Mn Si P S Fe

0.39 1.68 0.64 0.15 0.67 0.22 0.017 0.014 Rest

Table 2 Input parameters for
TIG arcing

Arc velocity (m/min) Current (A) Voltage (V)

0.1 70 10.5 ± 1.0

100

130

160

190
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Fig. 2 Typical appearance of cross section of bead on plate at different welding current (i) 70 A,
(ii) 100 A, (iii) 130 A, (iv) 160 A, (v) 190 A, (vi) 220 A

Fig. 3 Typical view of thermocouple position to measure thermal cycle

the thermocouple as shown in Fig. 3 to measure the thermal cycle in weld bead. The
Hole Drill Method [20] was used to assess the residual stresses of the sample.

For the FE model, the material properties (temperature-dependent) i.e. density,
specific heat, thermal conductivity, and enthalpy are shown in Table 3, which was
taken from ASM Handbook [21] and a handbook [22].

4 Results and Discussion

4.1 Process of Modeling and Analyzing Problem

The thermo-mechanical analysis of TIG arcing was performed using two different
software/tools. Firstly, a 3Dmodel with dimensions 150mm× 70mm× 10mmwas
created using CATIA, as shown in Fig. 4. This model was subsequently imported into
the Ansys software for generating and optimizing the number of nodes and elements
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Table 3 AISI 4340 steel thermal material properties

Temperature (K) Density (kg/m3) Specific heat
(J/kg K)

Thermal
conductivity
(W/mK)

Enthalpy (J/m3)

273 7870 345 44.5 9.76E+08

373 7868 369.6 44.1 1.05E+09

473 7862 396.1 43.6 1.35E+09

573 7859 422.2 43.0 1.75E+09

673 7855 444.9 42.3 2.16E+09

773 7854 471.3 41.7 2.59E+09

873 7851 494.8 40.4 3.03E+09

973 7850 521.7 36.9 3.48E+09

1073 7850 544.3 34.5 3.94E+09

1173 7850 570.2 32.0 4.41E+09

1273 7850 595.8 32.0 4.90E+09

1373 7847 620.1 32.0 5.40E+09

1473 7846 565.0 32.0 5.93E+09

1573 7844 525.9 32.0 6.49E+09

1673 7842 519.8 32.0 7.09E+09

1774 7841 519.8 32.0 7.21E+09

Fig. 4 Model of the plate in
CATIA

on the substrate model, also called the meshing of the model. During meshing, the
primary consideration was to generate a finer mesh near the welding region. The
minimum size of the element was kept as 1.5 mm × 0.5833 mm × 0.653 mm at
the center of the plate. The size of these elements was decided by making different
mesh size element programs and results were correlatedwith the experimental results
such that it will be optimized based on the accuracy of results and should be less
time-consuming. The final finite elemental model was associated with 43,032 nodes
and 51,146 elements.
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For thermal—structure couple field analysis, we used a SOLID 5 element type.
This type of element is generally used to solve the three-dimensional problem
of magnetic, thermal, electric, piezoelectric, and structure. Besides, the SOLID5
element supports a couple field analyses. The ANSYS program where used non-
linear equations for the model. Following assumptions were taken into consideration
while solving the equations:

• There is no effect on the thermal distribution of parts during welding due to the
displacement of parts.

• Material properties, which are dependent on temperature, were taken till liquid
phase temperature.

• Conduction and convection effects are considered. Radiation effects are neglected.
• Autogenous TIG methodologies for a bead on the plate are modeled.
• Element Birth and death procedure is used.
• A coupled field analysis (Thermal + structural) model is used (Fig. 5).

4.2 Validation of Model

The validation of a welding process can be possible by two considerations: (i)
Thermal validation (ii) weld isotherm (bead width and depth of penetration)
validation. In view of that following validation is done.

4.2.1 Thermal Validation

At a given arcing parameter such as arcing current, voltage, and travel speed as 130
A, 10.9 V, and 0.1 m/min, respectively. The temperature profile obtained from the
FE model and experiment in the fusion zone (FZ) and heat affected zone (HAZ) is
shown in Fig. 6. Figure shows the approximate similar profile in the analytical and
experimental result. It was also analyzed that the FZ and HAZ temperature reached
in the order of 1700 K and 1300 K respectively. Hence validation from Fig. 6 gives
a clear indication that the thermal profile obtained from the FE model matches with
the thermal profile obtained experimentally.

The thermal profile at a different location in the transverse direction of thewelding
direction was determined by the FE model as shown in Fig. 7. The distance is calcu-
lated from theweld centre linewhich is considered as reference line. The temperature
at point 1.1667 mm away from the centerline was found to be the order of 2300 K
that means, it lies in the fusion zone and the temperature at point 1.75 mmwas found
to be 1610 K so it is adjacent to the fusion line followed by the thermal cycle in the
base material.
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Fig. 5 Simulation procedure
of welding in ANSYS

4.2.2 Weld Isotherm Validation

This validation was done by considering of weld bead profile with the thermal profile
of the model. Figure 8 shows the weld bead profile obtained from experimentally
and from FEmodel at a voltage of 10.5± 1.0 V and speed of 0.1 m/min, and welding
current varies from 70 to 220 A with an interval of 30 A. From Fig. 8, it can be said
that the weld bead profiles are approximately the same in the FE model as compare
with the experimental result.

Further movement of three-dimensional heat source has been studied as shown
in Fig. 9. Figure shows the temperatures at different steps during welding such as
temperature distribution at 1.8, 9, 18, 18.72, 27, 36, 45, 54, 63, 72, 81, and 90 s of
arc welding. Temperature is varying from 1774 K to approximately 3000 K in the
FZ and HAZ temperature was 1000–1774 K. It was given a quite similar movement
as it happened in the actual welding process.
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Fig. 6 Thermal cycle obtained from the FE model and experimental

Fig. 7 Temperature profile at a different point along the transverse direction of the weld

4.3 Residual Stresses

The residual stress in the longitudinal and transverse direction of the weld was calcu-
lated by the hole drill method at the center of the plate which is lying in the center
of the weld bead as shown in Fig. 10a. At a given arcing current, voltage, and
speed as 130 A, 10.9 V, and 0.1 m/min respectively, the residual stresses are shown
in Fig. 10b, which also includes the residual stress obtained by the FE method.
Figure 10b depicts that the transverse stresses are tensile stress of 200 MPa at the
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Fig. 8 Comparison of bead width and depth of penetration by using experimental and FE model

top surface and followed by the compressive stress (from 250 to 50 MPa) but the
transverse stresses are complete tensile nature up to 1.4 mm depth.

To predict the amount and nature of internal stresses, the model consists of a non-
linear mechanical analysis along with thermal analysis. The output of the thermal
profile will be considered as the input for mechanical properties. In the model, it was
assumed that the edge of the plate in the longitudinal direction will be clamped and
fixed.

At given parameters of welding current, voltage, and speed as 130 A, 10.9 V, and
0.1 m/min respectively for FE model, the residual stresses were developed on the top
and bottom surfacing of the sample after TIGwelding process is showing in Figs. 11,
12, and 13. Residual stress of x-direction (σ x) as shown in Fig. 11a, b on the top and
bottom surface where stable zone stresses vary in the range of 76MPa (compressive)
to 273 MPa (tensile). Figure 12a, b shows the y-direction stresses (σ y) of the top
and bottom surface where stresses vary in the range of 258.8 MPa (compressive) to
175.5 MPa (tensile). Similarly, the z-direction of residual stresses varies in the range
of 206 MPa (compressive) to 64.2 MPa (compressive) as shown in Fig. 13a, b.
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Fig. 9 Movement of TIG arc in FE model after every 9 s during the process

Fig. 10 Residual stress analysis a strain gauge, b residual stresses at given arcing parameter
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Fig. 11 Stresses in X-direction (σ x)

Fig. 12 Stresses in Y-direction (σ y)

Fig. 13 Stresses in Z-direction (σ z)

5 Conclusion

The three-dimensional FEmodel using birth and death element procedure in ANSYS
has been created for autogenousTIGwelding process onAISI 4340 steel. The thermal
cycle obtained by the FE model has the same nature as an experimentally measured
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thermal cycle with an accuracy of average variation 5± 1%which means that the FE
model has the correct representation of the TIG welding process. Further model is
again validated in terms of weld bead profile with the experimental result. The main
feature of the model which makes it unique is flexibility and independence from any
empirical parameter. Themodel can bewidely applicable to othermaterials. Residual
stresses analysis can be done by this model to find stress in X, Y, and Z direction
(σ x, σ y and σ z). A hole drill method has been analyzed and it confirms the stress is
in a similar range with the FE model in the weld zone.
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Studies of Lip Profiles
for Micro-Indentation of a Frictionless
Rigid Wedge into a Semi-Infinite Plate
by Numerical Slip-Line Field Techniques
and Finite Element Analysis

Arup K. Biswas, Santanu Das, and Sanjoy Das

1 Introduction

Slip-lines are the network of hypothetical lines along the direction of flow of
maximum shear stress. This network consists of mainly two families of orthogonal
lines viz. α-lines and β-lines. Slip-line field constitutes an important part in plastic
deformation analysis of ductile materials as the ductile materials fail by shear along
the direction of maximum shear stress. With this type of analysis, the pressures,
forces, strains and the velocity of flow of material can be determined for any type
of plastic deformation process. The present problem of wedge indentation to ductile
material with the help of slip-line field was first initiated by Hill et al. in 1947 [1].
Later, it finds many developments over the decades.

The previous researchers in this field considered that the profile of the lip to be
linear. The works of Grunzweiz et al. [2], 1954, Dugdale, 1954 [3], Locket, 1963
[6] and Johnson et al. [4], 1964 are noteworthy in this field. The first numerical
implementation of this problem was reported by Dodd et al. [5] in 1973. Later,
Chitkara and Butt, 1992 [8] had given a detailed formulation of producing slip-
line field network numerically. Multhearn [7] was the first researcher to show first
experimentally that during wedge indentation, the lip might be of nonlinear nature.
Biswas et al. [9–12]worked extensively on this problem and showed that the nature of
lip profile is nonlinear and is function of semi-apex angle of the cone and the friction
parameter of the mating surfaces. Biswas et al. also proposed the new numerical
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scheme of this problem considering parabolic profile of the lip with the help of
slip-line field theory.

The present work mainly concentrates on the profile of lip that is formed during
wedge indentation around the wedge.

2 Finite Element Analyses (FEA) of the Problem

Finite element analysis (FEA) is a mathematical tool by which varieties of complex
problems related to engineering can be solved. When differential equations and the
boundary conditions are known but the exact solution is difficult to find out, and
the FEA approach is preferred as it solves differential equations numerically. The
present problem is nonlinear FEA problem as it involves two types of nonlinearity
one material, and the other is contact. For this problem, semi-infinite block is taken.
Semi-infinite means the block length should be such that the deformation process
may not affect the overall length of the block. The block and the indenter are meshed
with an average mesh size of 0.5 μ as shown in Fig. 1. The block material is
mild steel with elastic modulus value 200 GPa and Poisson’s ratio 0.33. The wedge
material is diamond with elastic modulus value of 1400 GPa and Poisson’s ratio of
0.33. The present problem is solved by using commercial package ANSYS Release-
19 version. The wedge is given a 1.5 μ downward displacement for each semi-apex
angle. The semi-apex angles are 10°, 20°, 30°, 40°, 45°, 50°, 60°, 70° and 80°. Some
typical FEA results for deformation are shown in Figs. 2, 3 and 4.

Figures 2, 3 and 4 show the deformation plots when the semi-apex angle of the
wedge are 10°, 45° and 80°, respectively. Figures clearly show the bulged out lip
around the wedge. Figures also ensure that with the increase of the wedge angle, the
nonlinearity of the lip gradually decreases. When the semi-apex angle of the wedge
is small, the ease of indentation is more. The Y-component of velocity is more than
X-component of velocity. With the increase of semi-apex angle, the X-component
of velocity is more as for the same depth of indentation, the deformed material gets
more surface area to push thematerial in rightward direction. The uneven distribution
of velocity component gives rise to formation of parabolic lip. In later section, the

Fig. 1 Typical meshing of semi-infinite block and the rigid wedge
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Fig. 2 Total deformation for μ = 0.0 for rigid indentation with a cone of 10° semi-apex angle into
mild steel block

Fig. 3 Total deformation plots forμ= 0.0 for rigid indentation with a cone of 45° semi-apex angle
into mild steel block

Fig. 4 Total deformation for μ = 0.0 for rigid indentation with a cone of 80° semi-apex angle into
mild steel block

lip profiles for different angles are analysed with the help of slip-line field theory.
Table 1 shows the normal force required for indenting wedge up to depth of 1.5 μ

for varying wedge angles. The force values in table show that with the increase of
semi-apex angle of wedge, the force is more, and it is exponential in the zone of high
wedge angle. For the same depth of indentation, with increasing semi-apex angle,
more volume is displaced. Hence, the plastic deformation work is more, and the force
values are more.
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Table 1 Values of normal and tangential forces in wedge indentation by FEA

Cone angle (°) Coefficient of
friction

Maximum normal
force (μN)

Minimum normal
force (μN)

Average normal
force values (μN)

10 0.0 82.0 705.0 390

20 0.0 341 2416 1980

30 0.0 780 6753 1500

40 0.0 1328 13,045 7200

45 0.0 2867 22,823 12,850

50 0.0 3429 33,929 18,680

60 0.0 7145 67,388 37,266

70 0.0 40,125 255,440 147,700

3 Slip-Line Field (SLF) Analysis of the Problem

As it is discussed in introduction section, the slip-line field network is composed of
two families of orthogonal lines viz. α-lines and β-lines. Figure 5 shows a typical
slip-line field network for wedge indentation problem considering lip is linear. Figure
shows that it has three distinctive zones. The mathematical procedure and numerical
schemes for producing this slip-line field have been discussed in detail by the work of
Biswas et al. [9–12]. The present problem considers the lip to be nonlinear. But, the
generation of slip-line becomes difficult for small values of semi-apex angles when
nonlinear lip is considered. To overcome the difficulty, Biswas et al. [10] proposed
a new hybrid approach. Figure 6 shows the approach of producing hybrid parabolic
SLF network. The most outer SLF is pure parabolic profile, and the most interior
SLF is pure linear profiles. The intermediate SLF is hybrid parabolic SLF which is
actually the interpolated data of two extreme SLFs with weghted parameters.

Figure 7 depicts the hybrid parabolic SLF for 30° semi-apex angle of the wedge.
Figure 8 shows the velocity distribution associatedwith the SLF shown in Fig. 7. As it
was discussed in previous section that uneven distribution of velocity field gives rise
to formation of parabolic lip generation. Table 2 shows the normal force value found
from SLF theory for indentation up to a depth of 1.5 μ. The force values obtained

Fig. 5 Typically generated
slip-line field for straight lip
for 30° wedge angle



Title Suppressed Due to Excessive Length 307

Fig. 6 Typical formation of hybrid parabolic slip-line field for straight lip for 30° wedge angle

Fig. 7 Hybrid parabolic slip-line field for straight lip for 30° wedge angle

Fig. 8 Velocity distribution of deformed material for 30° wedge angle

from FEA are closer to that with SLF theory, though at high semi-apex angle, the
force value found from FEA is more. The trend of force values is the same for SLF
and FEA, both are increasing with the increase of semi-apex angle of the wedge.
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Table 2 Values of normal
forces in wedge indentation
by SLF theory

Cone angle (°) Coefficient of friction Normal force (μN)

10 0.0 348

20 0.0 910

30 0.0 1870

40 0.0 2850

45 0.0 12,760

50 0.0 17,800

60 0.0 28,400

70 0.0 54,000

80 0.0 88,400

4 Results and Discussion

Figures 9 and 10 show the variation of lip profiles obtained from FEA analysis for
different values of semi-apex angles when the mating surfaces are smooth that means
coefficient of friction, μ = 0.0. The associated equations of the lips are shown in
figures. The degree of nonlinearity is actually given by value of coefficient of x2 in
equation. From analysis, it is clear that the coefficient of x2 is the maximum at 20°
value of semi-apex angle. The values gradually decrease with increase of semi-apex
angle values. It is nearly negligible at high values of semi-apex angle which means
that at those values, the lips are nearly linear.

Figures 11 and 12 show the variation of lip profiles obtained from SLF analysis.
λ is the angle made by zone-III with wedge as shown in Fig. 5. This angular value
actually determines the coefficient of friction in between mating surface. When the
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Fig. 9 Nature of lip profiles for smooth surfaces (μ = 0.0) for indentation of a rigid cone with 10,
20, 30 and 40° to a mild steel block
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Fig. 11 Variation of lip for different semi-apex angle of wedge for λ = 45°

surfaces are smooth, the value of λ is 45°. The value of coefficient of x2 is maximum
at 40° value of semi-apex angle. This difference is due to the formation of hybrid
parabolic lip below the semi-apex angle value of 45°. Above this, pure parabolic SLF
formation is possible. The trends of decrement of values of coefficient of x2 remain
the same as that with FEA analysis.

The difference between the FEA and SLF analysis is that the nonlinear lip is
automatically generated in case of FEA analysis, and in case of SLF, the lips are
considered to be parabolic, and then SLFs are generated. In SLF analysis, the apex
of the parabolic profile is set such that it always lies on the free surface or on the X-
axis. But, analysis of curves obtained using FEA depicts that the apex of the parabola
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Fig. 12 Variation of lip for different semi-apex angle of wedge for λ = 45°

may not positioned at X-axis. Hence, there are some differences which appeared in
analyses of profiles with FEA and SLF results.

5 Conclusion

From finite element results, it is clear that the lip produced during wedge indenta-
tion is nonlinear in nature. The degree of nonlinearity gradually decreases with the
increase of wedge angle. Taking this consideration of formation of parabolic lip, the
slip-line filed network for wedge indentation is developed accordingly. The normal
force values tend to show good matching. Therefore, the proposition of considering
parabolic lip instead of linear lip is established in case of wedge indentation to ductile
materials.
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Numerical Simulation of Welding
for Residual Stress Prediction of Low
Carbon Steel

Sagnik Choudhury, Debasish Biswas, and Santanu Das

1 Introduction

The origin of welding can be traced back to the Bronze Age. Methods of welding
continued to evolve and by the end of the nineteenth century, gas welding, arc
welding, and resistance welding became prevalent means of permanently joining
twometallic materials. The history of simulation of heat and mechanical behavior by
finite element during welding dates back to 1970s. Residual stresses and distortions
in welding structures can render detrimental impacts on them.

Teng et al. [1] presumed thermo-mechanical behaviour for welded objects. Many
of the researchers published works on transient heat transfer analysis [2–6]. And
within few years, a new tool of coupled thermo-mechanical analysis brought the
revolution in numerical analysis of welding [3–6]. There are many published works
on the design of heat source model [7–10].

Uncoupled thermal and structural analysis has been simulated in the present work.
The simulation is carried out inANSYS17 software using 3-Dfinite elementmethod.
A 3-D model has been developed using CAD software. The whole 3-D object has
beenmeshed and divided into small elements or nodes. Different meshing techniques
and sizes have been used to check mess independency. And the model is first solved
in transient structural to get thermal profile and then the data is fed into static struc-
tural model to analyze the structural behavior of the weld. Element birth and death
technique has been implemented to simulate the addition of filler material during
welding.
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2 Modeling of Transient Heat Flow

Formulation of finite elements has the greatest capacity to analyze and deal with
complicated geometry in a nonlinear way.

T (x, y, z, t) = Ni (x, y, z) ∗ T1(t) (1)

where, Ni are basic units that depend only on the type of components and their size
and shape, Ti are the nodal temperature values.

The temperature profile can be evaluated directly from the following equation:

[
∂T

∂x
,
∂T

∂y
,
∂T

∂z

]
=

[
∂Ni

∂x
Ti ,

∂Ni

∂y
Ti ,

∂Ni

∂z
Ti

]
(2)

2.1 Heat Sources Used in Simulation

Rykalins [11] did extensive research on welding heat sources. His works are the
authentic source for the study of heat source. The flux of heat source ranges from 105

to 2 × 105 kJ/mm2. The sources which are very concentrated like electron plasma,
the energy density can reach up to 1010 kJ/mm2 or even higher values. From different
measurement techniques, it can be confirmed that mostly all stationary heat sources
follow Gaussian power distribution. Lawson and Kerr [12] did extensive research
on the effectiveness and accuracy of different heat sources in welding simulation.
They established the fact that all heat sources were not being same. Rosenthal [13]
suggested various practical heat sourcemodels. These included few one-dimensional
models like a very small point line heating source and few two-dimensional heat
sources like rectangular heat source and circular heat source. The model is shown in
Fig. 1was used in earliermodels to predict temperature profile in aweld but theywere
not accurate in doing so. Boundary conditions and thermal properties were taken as
fixed values, the effects of convective heat transfer and radiative heat transfer were
not accounted for.

The effectiveness of the model used for welding simulation is directly dependent
on external heat source geometry. Themost important factor for choosing heat source
or designing it is to accurately predict the temperature distributions [14].

The time consumed during the simulation can be reduced by using 3d solid and
shell elements. The elements are concentrated along the weld centre line and it gets
less dense as we move away from the centreline [15].

Here,

T (ε, y, z) = T0 + Q

2εk
exp

(vε

2λ

){ ∞∑
n=−∞

1

Rn
exp

(
vRn

2λ

)}
(3.1)
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Fig. 1 A heat source in transit along the x-axis [13]

Rn =
√

ε2 + y2 + (z + 2ng)2 (3.2)

ε = x − vt (3.3)

3 Problem Description and Simulating Details

The model is first solved in transient structural system to get thermal profile and then
the data is fed into static structural model to get the desired results.

The present simulation deals with certain assumptions, they are:

1. Themovement of the plates during the procedure does not affect the temperature
distributions of the plates themselves.

2. The material properties of metals are described till the liquid phase.
3. Heat loss by convection and radiation are considered.

A 3-D solid 90 type element has been implemented for the simulation of thermal
model. The solid 90 is a tetrahedral element having 20 nodes, each having a single
degree of freedom. In this analysis, surface heat flux model has been considered. The
moving surface heat source along the weld centerline has been considered to describe
the heat source. The speed of the moving heat source depends on welding speed. The
model has about 28,000 elements, 5136 nodes, and 300 load steps. The welding
part has been completed in the first 20 load steps and the rest of the remaining load
steps have been used to complete the weld thermal cycle. The effects of convection,
radiation, and conduction have been incorporated into the simulation. Two different
values of film coefficient have been considered to account for forced convection



316 S. Choudhury et al.

effects due to the flow of inert gas and to incorporate cooling due to combined
effects of radiation and convection.

The temperature-dependent properties ofmaterial have been used here. The values
of all the properties of material are taken from standard sources and research papers.
The filler material properties for the plates, thermal properties, mechanical proper-
ties, and the properties of Heat Affected Zone (HAZ) are assumed to be the same.
The plasticity model to simulate the residual stress is von Misses rate-independent
isotropic bilinear hardening system.

The heat input has been modeled through surface flux following Gaussian heat
distribution profile. The reason for using Gaussian distribution is that it is very accu-
rate in predicting the temperature profile during thermal analysis. The heat source is
moved from one face to another face during each load step, emulating the movement
of a welding torch during welding. The amount of heat input is given as follows:

Q = η
U I

v
(4)

Here, U and I are arc voltage and current respectively, ŋ is the efficiency of the
welding arc and v is the traverse speed ofwelding heat source. The current used in this
analysis is 180A, the voltage 24 V. Welding heat source speed has been considered
as 5 mm (sec)−1, while the arc efficiency of the process as 85%.

3.1 Element Birth and Death Technique

In this analysis, element birth and death technique has been implemented to simulate
the addition of filler material during welding. In this method, the element is not
killed or deleted; rather it multiplies the stiffness with very small value in the order
of 10−6. During simulation of thermal model, the elements along the weld centreline
are killed or deactivated at the beginning. They are activated or born later according
to the movement of heat source, at the desired time.

3.2 Meshing

Meshing is an important tool for solving any problems using FEM. The use of
meshing divides the model into small elements and nodes. The governing equations
are solved for each nodes and elements. The final result has been given by summing
up all the individuals results from the nodes. The index (density, method, distortion,
jacobian) of meshing governs the accuracy of the solution. The type of elements
formed in the meshing, i.e., hexahedral, tetrahedral, etc. also affects the accuracy
of the solution. Due to the movement of heat flux along the weld centre line, high
temperature and stress gradients are concentrated near the centre line. Adaptive
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Fig. 2 Meshed model used in the analysis

meshing techniques have been implemented in the FEMmodel to increase the density
of mesh in both sides near the weld centre line. The moving heat source is simulated
by applying heat flux as surface flux at each time step. The meshed model is shown
in Fig. 2.

The meshing method used here is multi-zone. It is a patch-independent meshing
method which increases the accuracy of solution and also reduces the CPU time
needed to solve the simulation. The elements formed in this meshing are a tetrahedral
solid with twenty nodes. The elements are so chosen to support the use of Element
Birth and Death technique.

4 Results and Discussion

In the present analysis, a moving heat source has been developed and its effect on
temperature distribution, residual stress distribution, and angular distortion of steel
specimen (ASTM 36) have been studied along with the effect of different values of
convective film coefficient on stress distribution. 2-D Gaussian surface flux has been
used for moving heat sources. The Gaussian heat flux model has been chosen for its
simplicity in analysis and also provides accurate results in predicting thermal profiles
in welding simulations. Four different models are solved by varying the convective
film coefficient. The values of film coefficient considered are 35 , 100 , 150 , and
500 W/m2 °C.
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4.1 Temperature Distributions

The movement of the heat source causes temperature distribution in the weldment.
The temperature profile generated in welding is directly proportional to parameters
like welding speed, arc efficiency, weld current, weld voltage, and thickness of the
plate. The factors like conduction, convection, radiation also play a significant part
in determining the temperature profile in welding. Temperature profile for different
time steps in transient model have been figurized in Fig. 3a–c.

4.2 Cooling Curve

The cooling curves by varying the value of convective film coefficient h have been
shown in Fig. 4a-d. The cooling curve is generated by probing the centre of the plate.
The probing tool was selected and put on a surface in the middle of the plate. The
moving heat source was active for 20 s and then the weld was allowed to cool to
ambient temperature; the thermal cycle ends at about 300 s. The cooling curve is
observed and plotted for 1000 s. The rate of cooling is directly proportional to the
conductivity of the material used, coefficient of radiation, and the convective film
coefficient. Both the conduction and the convection effect have been considered here.

Figure 3a-c show the temperature profile in the centre of the plate. As the heat
source moves towards the centre of the plate, temperature rises due to conduction
heat transfer effect. It reaches the maximum when the heat source is directly at
the centre. Then as the heat source moves away, heat is lost due to convection and
radiation effect. The plate cools down rapidly first, and then the process becomes
gradual. This can be explained as the heat lost due to convection is proportional to
the temperature gradient, the temperature gradient at the beginning of the welding
is quite low, and then it increases very quickly and reaches a maximum value as
the heat source starts moving and imparting heat energy to the work piece. The
heat quickly spreads throughout the model due to the conductivity of the material,
and after the heat source is withdrawn i.e., as the welding process is finished, the
temperature gradient starts falling and the heat starts dissipating and the work-piece
starts cooling down.

4.3 Residual Stress

The non-uniform cooling and contraction of weld material introduced residual stress
in the weldment. The failure of certain welds can be attributed to residual stress. In
the present analysis, residual stresses are produced due to the movement of the heat
flux, which causes non-uniform expansion and contraction of the weld material. The
workpiece is clamped in eight outer vertices, and the clamping of workpiece also
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Fig. 3 a Temperature distributions after t = 5 s, b Temperature distribution after t = 10 s,
c Temperature distributions after t = 20 s
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has significant effect on the distribution of residual stress in the weldment. Residual
stresses are calculated and plotted by solving the thermal model. The data from the
thermal profile is taken and fed into the mechanical model. The mechanical model
is solved using modified Newton–Raphson method to eliminate non-linerities.

Fig. 4 a Cooling Curve for h = 35 W/m2 °C, b Cooling Curve for h = 100 W/m2 °C, c Cooling
curve for h = 150 W/m2 °C, d Cooling Curve for h = 500 W/m2 °C
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Fig. 4 (continued)

4.4 Equivalent Stress

The equivalent (Von Mises) stresses are predicted after structural analyses of the
welded plates. The meshing of the mechanical model is done differently other than
that in the thermalmodel. The element type used inmeshing of themechanical model
is solid 185. The solid 185 has plasticity, large strain, and deflection capabilities. The
solid 185 is compatible with coupling solution and supports isotropic hardening.
The accuracy of the results was increased by taking large number of substeps in the
modeling.
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It can be clearly seen that themagnitude of stress decreases with the distance away
from the weld centerline. The reason for this can be attributed to the fact that the weld
centerline is the region with most heat concentration resulting in strong yielding and
is the last region to cool to ambient temperature, giving other regions sufficient time
to cool and shrink early. This results inmismatching strains and plastic deformations.
Hence, as one moves towards the weld centerline, the stress keeps on increasing and
reaches its maximum value along the centerline.

FromFig. 5b, c it can be shown that for h = 100 and h = 150, there is no significant
difference between the stress profile. It can be attributed to the fact that for small
change in the value of convective heat transfer coefficient there is no significant
change in cooling rate of the weldment.

5 Conclusions

Uncoupled thermal and structural analysis has been performed in the present work.
From the analysis, it can be concluded that

1. Conduction heat transfer effect rises with temperature as heat source moves
towards the centre of the plate and becomes maximum when the heat source is
directly at the centre.

2. Amaximumvalue of 684.79MPa has been observed for h = 150W/m2 °C. This
can be explained as the plate cools it tries to retain its original shape, but due to
clamping of the weldment cannot do so and as a result, the region which cools
earlier exerts pressure on the regionwhich cools slowly and causesmismatching
strains.

3. Relatively low value of convective heat transfer coefficient implies that heat
rejection rate due to convection and radiation is very low and hence, some time
has been taken by the plate to get cooled and as a result, large amount of stresses
are developed.

4. The least value of equivalent stress has been obtained for h = 500 W/m2 °C.
The reason for this can be explained as due to the high value of convective heat
transfer coefficient, heat rejection rate of the plate increases and hence, the plate
cools quickly not giving enough time for the development of stress. It can be
viewed as the fact of a higher flow rate of gas helps in faster cooling of the weld
zone and hence, reduces the equivalent stress in welding.

5. The use of element birth and death technique does not significantly affect the
temperature profile because of the low thickness of the plate compared to the
length. The heat transfer by conduction occurs fast and the temperature gradient
decreases quickly.
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Fig. 5 a Equivalent stress for h = 35 W/m2 °C, b Equivalent stress for h = 100 W/m2 °C,
c Equivalent stress for h = 150 W/m2 °C, d Equivalent stress for h = 500 W/m2 °C
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Fig. 5 (continued)
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Numerical Simulation and Study
of Solidification Process During Casting
Using FLUENT

Dipanjan Dey

1 Introduction

In order to simulate the filling up process, the various complex factors such as compu-
tational fluid dynamics (CFD), methods of numerical simulation and heat transfer
need to be considered and the feasibility of using FEM to model casting process is
already studied [1–4]. FEM also provides a better solution for solving complicated
manufacturing problems such as these and is also useful for research at a lower cost,
also giving consistent results [5]. The estimation of solidification timewhich depends
upon the solidification rate of the material is one of the very important factors and
is studied here. While the long pouring time that is slow pouring rate can lead to
problems such as cold shut, air entrapment, reoxidation of the metal, lump formation
or starting of solidification prior to filling up the mould cavity, etc.; short pouring
time is normally advised for casting. However, if the pouring rate is too fast, there
are risks of sand inclusions, erosion of the mould wall or even breaking of the mould
structure altogether. Therefore, there is a necessity to formmodels so as to determine
the range at which the pouring must be done apart from other design considerations,
prior to the actual casting.

2 Methodology

In industry, the pouring time for casting processes is recorded and can be generally
expressed as
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T p = k
√
W (1)

where

W is the weight of the casting,
k is a constant dependent on the material and
Tp is the pouring time.

The standard transport (model) equations are used for getting the turbulence
kinetic energy

∂

∂t
(ρk) + ∂

∂xi
(ρkui ) = ∂

∂x j

[(
μ + μt

σk

)
∂k

∂x j

]

+ Gk + Gb − ρε − YM + Sk (2)

∂

∂t
(ρε) + ∂

∂xi
(ρεui ) = ∂

∂x j

[(
μ + μt

σε

)
∂ε

∂x j

]

+ C1ε
ε

k
(Gk + C3εGb) − C2ερ

ε2

k
+ Sε (3)

where Gk and Gb denote the production of turbulent kinetic energy due to the mean
velocity gradients and buoyancy, respectively,

C1ε, C2ε, and C3ε are constants,
σk and σε are the turbulent Prandtl numbers for k and ε, respectively. Sk and Sε

are user-defined source terms.
The turbulent (eddy) viscosity,

μt = ρCμ

k2

ε
(4)

here, Cμ is constant (Table 1).
Energy equations used are shown in the following equations:
Since enthalpy,

H = h + �H, (5)

Table 1 Values of model
constant

C1ε 1.44

C2ε 1.92

Cμ 0.99

σ k 1.0

σε 1.3

coe f 0.1
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Fig. 1 Schematic diagram
of the casting process

where �H is latent heat and sensible enthalpy h,

h = href + T∫
T ref

CpdT (6)

where href = Reference enthalpy,
T ref Reference Temperature,
cp = Specific heat at constant pressure
For solidification and melting problems, the energy equation used is [5],

∂

∂T
(ρH) + ∇.

(
ρ

⇀

vH
)

= ∇.(k∇T ) + S (7)

where
H is enthalpy,
p is density,
⇀

v is the fluid velocity
S = source term
Here, we have used a permanent mould made of steel, and pure aluminium is

selected as the casting material. Figure 1 shows the schematic diagram of the casting
process. However, in order to reduce the complexity that comes with analysis of a
3D model, a 2D cross-section is considered to reduce the size of the model. The
solidification rate, strain rate and temperature variation were studied.

3 Geometry of the Model and Mesh Parameters

The wall material is steel and the thickness of the wall is 0.01 m. The pouring of
the molten aluminium at the inlet or runner was done under both the conditions of
velocity inlet at 0.01 m/s and also made to fill up the mould using gravity. The model
geometry used for the study was pouring in the direction of gravity, unlike a model
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Fig. 2 2D geometry of the
casting

where anti-gravity filling [1, 4] or side filling was explored [2] in previous works.
Themeshwas refined continuously until an element size of 0.1 mm2 was used, which
gave approximately correct results (Fig. 2).

4 Simulation

Here, the simulation of the casting process using a 3D model was done using
FLUENT solver available in ANSYS package. The heat transfer model was care-
fully studied and the boundary conditions were selected so as to replicate the actual
environment in which the casting takes place. Solidification model, energy equation
and volume of fluid models were used. The turbulent model was used in this study
and the viscosity model selected was k epsilon-2. For the casting material, phase
change material was defined under the fluid material, and accordingly, the properties
of liquid aluminium were provided. The initial temperature of the liquid at the inlet
was 1000 K and the ambient temperature was given 300 K.

5 Results

The total solidification time was found to be 148.56 s and the total time taken by the
solid to reach the ambient temp was found to be 1049.56 s.

Figure 3 shows the variation of solidification of the metal with time. The contours
of solidification are shown in time scales of 10 s, 20 s, 60 s, 90 s and 150 s. Figure 4
and Fig. 5 show, respectively, the strain rates and temperature contours within the
same time frames.
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Fig. 3 Contours of solidification (liquid fraction) at time a 10 s, b 20 s, c 60 s, d 90 s and e 150 s

Fig. 4 Strain rate at time a 10 s, b 20 s, c 60 s and d 90 s
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Fig. 5 Temperature at time a 10 s, b 20 s, c 60 s, d 90 s and e 150 s

6 Conclusion

In this study, we arrive at the following conclusions:

• The solidification rates can be successfully predicted using the FEM method in
the FLUENT solver.

• The material property needs to be a phase change material for the simulation of
the casting process to take place successfully.

• The standard model and settings used can be refined to predict further the pouring
time, the grain structure with a finer mesh, riser designs, etc.

• Further exploration and scope for research can be the simulation of casting with
differentmould properties and castmaterials alongwith an analysis of the different
types of casting methods in industry practice.
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Numerical Simulation and Study
of the Effects of Machining Parameters
Under Dry Turning Conditions

Dipanjan Dey and Nripen Mondal

1 Introduction

The turning operation is regarded as one of the most basic machining operations
in industry practice. The tool life, tool wear rate, cutting temperature and power
consumption by the machine are the major factors which are looked upon in order
to increase the efficiency of the machining process. For reduction and optimisation
of the cutting temperature and tool wear rates, different types of methodology such
as the use of various types of cooling systems like flood cooling, minimum quantity
lubrication (MQL) and liquid CO2 are used to reduce the cutting temperature [1–3].
However, due to various reasons such as degradation of the machining environment
quality, cost and affordability and unable to be reused again, dry turning condition is
preferable in most circumstances [4]. The emerging field of research in this respect is
to develop the tool geometry such that the temperature generated during machining
operation is optimised [5, 6]. It can be shown that with the development of the carbide
cutting tool insert geometry, the machining process can be made more efficient [7,
8]. In this study, we have developed a finite element model and analysed the cutting
temperature and load in the turning process under dry condition.
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Fig. 1 Schematic diagram
of turning operation using a
cutting insert

Table 1 Process conditions Ambient temperature (°C) 20

Convection coefficient (N/s/mm/°C) 0.02

Shear friction factor 0.6

Heat transfer coefficient (N/s/mm/°C) 45

2 Finite Element Modelling

2.1 Process Setup and Controls

Finite element models have become very popular recently for its use in turning
processes, especially for orthogonal turning process [9–13]. Here, the simulation of
the turning process is carried out using Deform 3D software. The process involves
the input of the machining parameters, initial environmental conditions, positioning
of the tool, assigning the material of the tool and workpiece, mesh formation, setting
up of the boundary conditions and defining the equations. The tool material used for
the purpose is uncoated tungsten carbide (WC), and workpiece material is selected
as AISI-1013 for machining. The software allows the user to import the required tool
as CAD files, its material properties and define workpiece properties or to use the
tool library. Figure 1 shows the schematic diagram of the turning operation where a
cutting insert is used.

The initial process conditions are shown in Table 1.

2.2 Tool and Workpiece Setup

The tool insert can be positioned as per the user’s choice. The tool holder can be
loaded from the library or imported externally. The properties of tool holder required
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Table 2 Tool geometry IC (mm) 12.7

T (mm) 4.7625

R (mm) 0.79375

B (mm) 3.08864

H (mm) 5.1562

are as follows—side cutting angle, back rake angle and side rake angle which in this
case are −3, −5 and −5, respectively. The tool geometry is shown in Table 2.

2.3 Mesh Generation

The mesh generation needs to be determined carefully as finer mesh will result in
more number of elements and thus greater accuracy. During the actual running of the
simulation, there is the deformation of the material, and thus, every time remeshing
is done by the software. Eulerian meshing or Lagrangian meshing is employed for
this purpose. At this step, the number of elements was increased gradually so that
the mesh can be made more suitable for greater accuracy of the results. The number
of mesh elements for the tool insert, after which there was consistency found in the
results was 45,000. For the workpiece sample used, the number of elements in the
mesh was 30,000. Figure 2 shows the mesh generated for tool and workpiece before
and after chip formation.

Table 3 shows the tool and workpiece meshing conditions used for this study. The
boundary conditions include velocity at the x, y and z directions and heat exchange
with the environment.

2.4 Simulation Controls and Database Generation

The initial number of simulation steps given was 10,000, and step increment to save
was given 25.

Models that are commonly used for instantaneous tool wear calculation are the
Archard model (Eq. 1) or the Usui model (Eq. 2).

w =
∫

K
pavb

Hc
dt (1)

w =
∫

apV e−b/T dt (2)

where w = wear volume
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Fig. 2 a Simulatedmodel of tool,bmesh generated for tool,mesh forworkpiece c beforemachining
and d after chip formation

Table 3 Tool and workpiece
conditions

Tool material Tungsten carbide (WC)

Workpiece material AISI1013

Tool temperature (°C) 20

Number of elements for tool mesh
generation

45,000

Size ratio 4

Workpiece type Plastic

Workpiece temperature (°C) 20

The diameter of the workpiece (mm) 20

Number of elements for workpiece
mesh generation

30,000

Size ratio 7

P = interface pressure;
v = sliding velocity;
H = hardness of tool material;
T = interface temperature (in degrees absolute);
a, b, c and K are experimentally calibrated coefficients.
Here, we have used the Usui model (Eq. 2) for tool wear calculation with the tool

wear parameters a = 1e-05 and b = 1000.
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The last step of the pre-processor step is where the database is generated followed
by the simulation.

3 Results and Data Interpretation

The results for the temperature generated at the workpiece, tool and interface regions
with the variation of the cutting velocity were noted. The temperature increases as
the cutting velocity increases. Figures 3 and 4 show the effects obtained for cutting
velocities 40, 50 and 60 m/min in maximum temperature versus time plots.

Fig. 3 Temperature generated inworkpiece versus time graph for different values of cutting velocity

Fig. 4 Temperature generated in tool versus time graph for different values of cutting velocity
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Fig. 5 Load prediction curves for the z load with the depth of cut a 0.12 mm, b 0.3 mm, c 4.8 mm
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Also as the simulation results were noted, this time with variation of depth of cut,
the tool and workpiece temperature values show increment with increasing values
of depth of cut which matches with the expected theory. Figure 6 shows the mate-
rial deformation, chip formation temperature generation and heat distribution at the
interface.

Different studies show that the prediction of tool wear [14, 15], analysis of the
residual stress [16], surface roughness and tool life [17], etc. can be successfully
done using similar FEM methods.

Now, the load prediction curves for the z load are shown in Fig. 5.

4 Conclusions

The results that were obtained during this study show that the FEManalysis can prove
beneficial as it can successfully give the following information based on calculations
and user-defined models:

• Show the different relations and relative dependence between the machining and
response parameters during machining,

• Help define tool geometry and its development according to user-defined models
so that the efficiency of the cutting tool andmachining operation can be increased,

• Calculate the temperature generated at the tool and workpiece and show the
possible heat distribution,

• Calculate the load, stress, strain and damage caused,
• Show the possible tool wear, tool life and also other response parameters,
• The basic model developed can be used for the optimisation of the temperature

and tool wear and thus reduce power consumption,
• Find out the difference in the efficiency of turning operations under different

cooling conditions, i.e. in dry turning or application of different types of coolants.

Thus, modelling and simulation models can help in determining the machining
conditions, and based upon the results obtained, the desired optimum condition can
be determined prior to the actual machining process.

Also, numerical simulation provides a further scope of research and development
in areas such as

(a) Design and modelling of tool to reduce tool wear and power consumption,
(b) Determine new numerical models for tool wear,
(c) Study of chip formation and its geometry,
(d) Determine models to calculate heat generation and its effects that agree with

the experimental results,
(e) Study the effects of machining under various cooling environments.

Selection and analysis of the proper set of tool and workpiece material suitable
for maximum efficiency in turning.
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Fig. 6 a Settings of the turning operation in FEA, b temperature generated at the workpiece during
machining, c material deformation and chip formation, d tool temperature and e heat distribution
due to wear at the interface
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SteelChain—Blockchain-Based
Transparent Supply Chain Framework
for the Steel Industry

Sreemana Datta and Parichay Bhattacharjee

1 Introduction

One of the foremost challenges the steel industry is facing is rising operational
costs due to inefficiencies in the supply chain. Steel manufacturing is a complex
and extremely labor-intensive process. Multiple stages of the production and supply
processes bring about a unique complexity in the supply chain. Every year, countless
stakeholders across the global logistics chain have to depend on a complex system
including fleet of cargo vehicles over land, air, and seas to transfer almost 92 billion
tons of goods physically. It has been estimated that by the year 2023, the value
of the global logistics industry will stand at $15.5 trillion approximately [1]. The
present disintegrated and localized brackets in operation demand processes that are
pragmatic and prudent. The solutions need to lay supreme importance to ease of use
and the staggering volumes in the supply chain industry call for shifting to digital
counterparts of presently manual processes. SteelChain aims to offer a pragmatic
solution to the problem.

The remainder of this paper is structured as follows: Sect. 2 presents a brief
overview and benefits of Blockchain Technology; Sect. 3 focuses on the present
scenario of the steel industry supply chain and its shortcomings. Section 4 enumerates
the challenges and motivation. Section 5 details about the SteelChain framework
elaborating each level of the SteelChain protocol suite; Sect. 6 concludes this work
and provides an outlook on the future scope of work in related fields.
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2 Blockchain Technology

ABlockchain can be understood as a cryptographically linked chain of digital blocks
that contains the records of transactions. The data is secured by the blocks in the
blockchain [8]. It is difficult for hackers or intruders to alter the data of blockchain
as all the blocks are connected to each other and are updated continuously. In
typical blockchain architecture, every individual node maintains a local copy of the
blockchain. Thus, there are multiple nodes in the network that are connected with
each other, and are maintaining a local copy of the global data sheet. The distributed
ledger is made up of blocks of data that are chained together with Cryptography that
makes it almost impossible to modify once something is recorded [9]. Blockchain
technology thus ensures that the information contained in the blocks remains decen-
tralized, yet unreplicated thereby forming an enhanced manifestation of the internet
we use [5]. The benefits of blockchain have been used in this work to design a
transparent supply chain for the steel industry.

3 Benefits Offered by Blockchain Technology [5]

1. Data Immutability
2. Greater Transparency.
3. Enhanced Security.
4. Traceability is updated.
5. Low costs compared to similar technologies.

3.1 Blockchain Architecture [5, 15]

A Block consists of two components: Block Header and List of Transactions. The
header of a block connects the transactions; any change in any transaction will even-
tually result in the Block Header getting changed. For the remaining blocks, each
block header is linked to its preceding block’s header, thereby forming a ‘chain’.
Block header contains the metadata about a block (Fig. 1).



SteelChain—Blockchain-Based Transparent Supply Chain … 345

           Node i-1                          Node i                             Node i+1 

Block 
Header 

Block 
Header 

Parent 
Block Hash 

Parent 
Block Hash 

Tx Tx Tx TxTx

Transaction Counter 

Block 
Header 

Tx

Parent 
Block Hash 

Transaction Counter 

Tx Tx Tx

Transaction Counter 

Fig. 1 Blockchain architecture [15]

4 Present Scenario of the Steel Industry Supply Chain

4.1 Global Supply Chain Scenario

As on date, the entire system of global logistics depends entirely on manual, inef-
ficient, and repetitive cycles which can be affected human mistakes and fraudu-
lent intrusions. Apart from incurring huge costs on companies owing to repetitive
processing, any breakdown in the present scheme results in a failure to transfer items
including critical medicines which has serious implications on mankind. Another
parameter exercising stress on costly assets is friction which affects more than 160
million road vehicles, 92,000 sea cargo vessels, and 700,000 miles of rail transport
[2]. Recent developments in this field have been proposed by companies such as
SAP [11], Oracle [10] and SalesForce. They have proposed cloud-based techniques
to improve activities such as freight management, physical transfer handling, opti-
mizing costs, data analysis, and generating reports. A common shortfall of each
of these methods is their inability to address the manual parameter in the process,
which is affected by friction and deficiency of mutual faith. Carrying agents do not
believe middlemen because they do not provide any clarity in freight details and
related costs. Shipping authorities consider carriers as options, transacting with the
cheapest ones. Broking agents and carrying parties often fight over claim settlements
during a damaged delivery. These things contribute to shrinking profits [3], increasing
operational costs and diminishing driver supplies [4].

4.2 Present Steel Industry Supply Chain

Steel manufacturing industry possesses a critical and complex supply chain which is
both vulnerable to human errors and even has the potential to claim human lives as it
consists of stages where the material being handled and transferred involves molten
metal at temperatures above 1500 °C [12]. As a part of our research, we studied the
supply chain of Steel Authority of India Limited’s Integrated Steel Plant at Bokaro
Steel City, India. The Bokaro Steel Plant situated in Jharkhand is an integrated steel
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Fig. 2 Steel industry supply chain (example: bokaro steel plant)

plant having a 4.5 MTPA capacity [13]. It manufactures finished cold rolled steel
from constituent raw materials within a single facility. It manufactures Hot Rolled,
Cold Rolled and Galvanized Plates, Sheets, and Coils.

The supply chain of the plant is depicted in Fig. 2 as follows.

5 Shortcomings in the Present System

At present, there is practically no physical tracking of an entity until it reaches the
mills zone in the form of a coil. Even in the mills zone, at each stage, the same
coil gets newly renumbered and every stakeholder in the value chain performs this
re-nomenclature to suit his own application. On the other hand, the customer has no
idea of his order status until the consignment has been dispatched. En-route tracking
is done with a different set of parameters which were not related to the production
process. Unique identifiers at various stages such as Heat Numbers (in BF or SMS),
Slab Numbers (in SM or HSM), HR Coil Numbers (in HRCF or CRM), CR Coil
Numbers (in CRM), Consignment Numbers (during transport) are not related to one
another. This engenders ambiguity in the system and necessitates repetitive data
processing of the same item. For example, after a customer places an order, he has
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no idea at what stage of the manufacturing process his present order currently is;
whether it is still in the ‘heat’ stage, casting stage, or has assumed an identity as a
hot or cold rolled coil. It is only after the coil is dispatched, that the customer gets
hold of a Tracking ID to trace the consignment. This process is entirely dependent
on the carriers and varies from case to case. There is no standardized procedure to
bring transparency to the system. This necessitates the development of an end-to-end
communication system which is easy to implement and universal in appeal.

6 Motivation

Stakeholders at various levels of the supply chain in the steel industry operate on
quaint and decentralized techniques. This leads to

i. Destitute Conveyance
ii. Constrained Visibility
iii. Lack of Transparency
iv. Repetition in Data Processing
v. Higher Costs
vi. Risk to health of Man, Machines
vii. Hazards to Ecosystem.

7 SteelChain Framework

In order to resolve the pertinent issues affecting the steel industry supply chain at
both Intra-Plant, and Inter-Plant levels, the SteelChain Framework is proposed. It
aims to bring about simplicity, transparency and reduce redundancy in the existing
systems. It efficiently extracts the benefits of theBlockchainTechnology and creates a
robust, standardized, and easy to use system of tracking and delivering consignments
pertaining to the steel industry. This may be extended to other industries bringing
about minor modifications in the implementation. SteelChain ensures immaculate
delivery of data throughout the steel industry value chain allowing stakeholders at a
particular level access to authentic data based on the validation performed and their
authorization permissive.

7.1 SteelChain Protocol Suite

The SteelChain protocol suite is given in Fig. 3 as follows.
The SteelChain Protocol Suite is designed to implement the SteelChain Protocol

as a connected stack. Each level in the protocol suite performs a specific task. The
Physical level resides at the bottom of the stack and houses all the information related
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• Contains all relevant data and metadata of a coil.
• Houses information about who-accesses-what and to what extent.
• Contains data related to inspection during transit, custom clearanace

requirements and hashes to the coil data
• Stores all access control permissions on an underlying blockchain
• Ensures proper authentication and validation to various stakeholders

and maintains immutability of coil data.

Physical 
Level

• Ensures that valid users access authentic data
• Allows access to perform CRUD operations as per preset validation

rules and access control algorithms.
• Verifies using Asymmetric Key Encryption Technique to ensure

only desired stakeholders have access to coil data.
• Validation is done based on Blockchain's Consensus process and

verifying Proof-of-Work.

Validation 
Level

• Provides Cross-Platform Connectivity to systems not working on
SteelChain protocol to communicate with the system.

• Facilitates communication between Physical and Validation Levels

• Stores, unifies and standardizes the following Data:
• Legacy Information Data: Bills, Challans, POs, Certificates etc.
• Realtime Coil Data: Location, Coil Details, Delivery Timeline etc.
• Coil Quality Report: Updated Inspection Data after each stage
• Traffic & Logistics Data: GPS data, Vehicle Tracking Data etc.
• Transactional Data: Financial Tokens for fees etc. with escrow

facility for deferred payment and LD calculations
• Instant Messages: Transit related Notifications and Updates

Communic-
ation Level

• Provides connection for various activities in SteelChain
• Gives Plug and Play access to Third Party Applications
• Consists of the following toolkits:

• Transaction Toolkit: To connect to Payment Servers, accept 
payments, maintain accounts and recordkeeping. 

• Messaging Toolkit: To provide Event Triggered Notifications
• Data Analysis Toolkit: To connect with Analytics frameworks
• Reporting Toolkit: To connect with reporting engines for 

generation of customized reports specific to coil/consignment.
• Integration Toolkit: To interact with IoT Frameworks, provide 

backward integration with legacy systems.

Connection 
Level

• Human-Machine Interface for accessing various levels of the 
SteelChain Protocol

• Platformwise implementation to support mobile and standalone 
devices

• Abstraction from implementation complexities.

User Access 
Level

Fig. 3 .



SteelChain—Blockchain-Based Transparent Supply Chain … 349

to a particular coil/rod/consignment. It also ensures integrity of the data by updating it
in a decentralized ledger; the underlying blockchain. The Validation level allows for
data modification and views by authenticated stakeholders through the blockchain
consensus process using Proof-of-Work [14] technique. The communication level
ensures that the Physical and Validation levels are connected. It transacts on detailed
and specific data of each entity. The Connection level provides connector toolkits
for plug and play access to the SteelChain framework. The User Access Level sits at
the top of the stack and ensures that data is presented constantly, immediately, and
continuously to all the stakeholders of the steel industry supply chain. The SteelChain
protocol suite serves as a generic framework for the steel industry and is independent
of implementation or platform restrictions.

8 Conclusion

The SteelChain Protocol Suite works atop an underlying blockchain to maintaining
integrity and authenticity of a coil data and its consignment counterpart. Information
attached to a coil remains constant throughout the value chain and is maintained by
the SteelChain Protocol Suite. The information can assume a multitude of formats,
including documents, coil tracking details, sensor parameters, and even geographical
tracking data. For each coil, these voluminous data is banked on a database and the
transaction is mined on the underlying blockchain. This saves much of the storage
overheads and yet extracting the immutability offered by blockchain technology
using the cryptographic transactional hash to bind togetherwith the data. This ensures
exactness and prevents tampering of the data which remains constant throughout the
supply chain.

9 Future Scope and Research Challenges

As a future scope, it is envisaged to generalize the SteelChain framework for diverse
industries beyond the metals and mining fields. We wish to perform a detailed anal-
ysis and refine the algorithm by reducing complexity and enhancing universality in
implementation. We also plan to extend the framework utilizing popular blockchain
manifestations such as BitCoin [6] and Ethererum [7] and undertake a comparative
analysis in order to further reduce implementation costs and overheads.

Another crucial challenge to be addressed in the future scope is integrating the
SteelChain framework with different IoT applications in fulfillment of Industry 4.0
requirements. This would open up an end-to-end information exchange protocol
which may be universally implemented and even support future developments in the
field of Industrial IoT.
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Table 1 Table of
abbreviations

Abbreviation Meaning

TX Transaction

MTPA Million tonnes per annum

AUS Australia

NZ New Zealand

SMS Steel melting shop

HSM Hot strip mill

CRM Cold rolling mill

HRCF Hot rolled coil finishing section

HR Hot rolled

CR Cold rolled

GP Galvanized plain

GC Galvanized corrugated

Appendix

See Table 1.
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Multi-objective Optimization of CNC
Drilling Parameters on Machining
of HcHcr Steel Using Taguchi’s
Technique and Grey Relational Analysis

Sandeep Kumar, Jagadish, and Amitava Ray

1 Introduction

The high carbon high chromium steel (HcHcr) is widely used in manufacturing
of tool, die and mould for manufacturing and production industry which exhibits
outstanding abrasion, good dimensional stability, hardenability, wear resistance hot
hardness and high compressive strength to endure cyclic and compressive loads
applied on the punches and dies during operation [1].

Amongst all machining operation in manufacturing and production industry,
drilling is most useful method to producing cylindrical hole for riveting and fastening
structural assembles [2].

Drilling ismaterial removalmachining process inwhichmulti-point tools are used
to remove the undesired material and produce desired holes and drilling process is
recognized as major machining process that approximately 50–70% production time
is used; therefore, it is require a specialized technique to achieved optimal drilling
conditions for productive drilling that interpreted as efficient material removal in
drilling and quality drilling represents satisfactory product attributes as preferred
and desired by customers [3–6]. Hence, CNC drilling machine is extremely used in
manufacturing industry for material removal operations with the various twist drill
bits and the material removal process in drilling involve fracture, plastic deformation
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of work material, impact on work material continuously and intermittently, multi-
contact point and friction force between work material and twist drill bits which
induced error such as delamination, roundness error, interlaminar crack propaga-
tion, surface roughness, splintering, swelling and burrs height must have affect the
performance characteristics of drilling. Delamination is a most important concern
in drilling of the holes that need to be minimizing the size of delamination zone
which correlated with thrust force develops during drilling process. Thus, there are
no damages occur below the critical thrust force [7–9]. Hence the response char-
acteristics like delamination, thrust force, torque, interlaminar crack propagation,
surface roughness, splintering, swelling and burrs height fibre pullout of materials,
thermal damages, power consumption, holes circularity and holes diametric error
are extensively influenced by process parameter like spindle speeds, feed rates, drill
bit diameters, temperature, tool point geometry and others condition and parame-
ters. In other hand several researchers worked carried out on thrust force, material
removal rate, torque, surface roughness, thermal damages, holes circularity and holes
diametric errors and correlated various process parameters of drilling to produced
delamination [10–14] such as the investigation of affects of the drilling parameters
like spindle speed, interface temperature, feed rate, drill bit geometry and drilling
conditions on quality of holes and drilling tool life [15]; the influence of spindle
speed on machining of CFRP [16]; the investigation of effect of processing variable
on CNC drilling damage of CFRP [17]; the investigation of effects of drilling process
parameters like spindle speed, feed rate, drill bit geometry tool wear rate and drill bit
material on response parameters of composite materials such as delamination and
surface roughness [18–22]; the effect of drill diameter, and feed rate on machining
force of composites laminates[23]; the analysis of the feed rate, cutting speed(CS)
and drill-material on thrust force and delamination of CFRP composites laminates
[24]; the investigation of CS, feed rate and drill diameters on delamination of CFRP
Composite [25]; the effect of spindle speed and feed rate on material damage mecha-
nism such as delamination, SR, fibres pulling or pullout, thermal damages, circularity
of holes, and holes diameter errors of woven composites [26]; the investigation of
effect ofCNCdrilling process parameter such as spindle speed(SS), and feed rate(FR)
on thrust force, torque and delamination that occurs at entrances and exits of drills
bit in CNC machining composite in different fraction of fibre volume [27]; analysis
and optimization of CNC drilling process parameters like drill bit diameters feed,
drilling speed, slurry concentration on surface finish and material removal of AISI
D3steel using HSS drill bit [28]; investigation and optimization of CNC drilling
process variables on drilling thrust force, and power consumption of mild steel [29];
the investigation of machining parameters on SR of AISI B1113 using M2 HSS
drill [30]; the study of CNC drilling process parameters on response parameters of
AISI 304 steel [31]. However, none of the researchers in past literature have been
worked on drilling of HcHcr Steel to determine the effects of CNC drilling process
parameters like point angles, spindle speeds, feed rates and drill bit diameters on
performance parameters.
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Table 1 Composition of
HcHcr

%C %Si %Mn %Cr

1.83 0.25 0.61 12.45

Additionally, To reduced damage or drilling error, get a desire drill holes quality
and improve the performance characteristics, the selection of optimal drilling control-
lable factors are a vital assignment that influence directly or indirectly the perfor-
mance characteristics which directly affects the efficiency and quality of drilling.
Hence a careful selection of optimal drilling parameters is essential to improve
the response characteristics for drilling of HcHcr. While several researchers have
used various optimizations methods to optimized drilling process parameters during
drilling of different materials such as Taguchi method on drilling of OHNS [32];
Taguchi’s with grey relational analysis on drilling of GFRP composites [33]; Arti-
ficial neural network and genetics algorithm on drilling of CFRP laminates [34];
ANOVA and grey relational analysis on drilling of SS316 [35]; regression anal-
ysis on drilling of Al 2024 Alloy [36]; RSM-based Taguchi’s method on drilling
of composites material[37], Taguchi’s with grey relational analysis on drilling of
MMCAl-TiBr2 [38]; on the other hand none of research works are found in past
on analysis and optimization of CNC drilling process parameters on HcHcr steel
with single objective Taguchi’s optimization method and grey relational analysis
method(GRA).

The objective of present paper is estimation of optimal combination of CNC
drilling process parameters and its significance reduce the response parameters like
surface roughness (SR) and delamination using single objective optimization of
Taguchi’s method and multi-objective optimization grey relational analysis method
on HcHcr with point angles, spindle speeds, drill bit diameters and feed rates as input
process parameters.

2 Methods and Material

2.1 Work Material

In the present investigation, HcHcr of dimension 20 mm x 30 mm × 10 mm is used
as work materials. The chemical composition and properties of work material are
illustrated in Tables 1 and 2 respectably.

2.2 Design of Experiment

Taguchi’s method is a useful statistical tool for experimental design, and estimation
of the outcome of drilling parameters on performance parameters. In the present
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Table 2 Properties of HcHcr

Density
(Kg/m3)

Melting
point (°C)

Hardness Poisson
ratio

Elastic
modulus
(GPa)

Thermal
expansion
(°C)

Thermal
conductiv
ity
(W/m–K)

7.7 × 1000 1421 62 0.27–0.3 190–210 10.4 × 10–6 392

Table 3 Drilling process parameter and their levels

Input parameter Symbols Units Level-1 Level-2 Level-3

point angle (A) θ Degree 118 127 136

spindle speed (D) N Rpm 900 1800 2700

Feed rate (C) f mm/min 80 120 160

Drill diameter (D) d mm 8 10 12

Helix angle Φ 30° 30° 30°

Leap angle (Ψ ) Ψ 7°–10° 7°–10° 7°–10°

Shank type Cylindrical

Tool material HSS

Coolant Cut60EP

work, the experimental design has performed using Taguchi’s design of experiment
with L27 Orthogonal array. Since all drilling inputs process parameters considered
for investigation are varied at three levels as shown in Table 3 and other parameters
consider being constant [39, 40].

Hence, Taguchi’s suggested to obtain the experimental response data by using
L27-OA, and investigate the response characteristics from the experimental data to
find the optimal drilling input process variables. Finally, L27 recorded the twenty-
seven trail conditions with input drilling parameters, and output responses are shown
in Table 4.

2.3 Taguchi’s Optimization Method

The optimization of drilling process parameters is important step in Taguchi’s tech-
nique used to obtain the high quality of performance characteristics with no raising
the cost, and it is suitable for optimization single response characteristics. Taguchi
suggested S/N ratios that are the logarithmic function of desired objectives for opti-
mization where signal represents desired value and noise represent undesired value.
The levels of factor at which the higher S/N ratios are the optimal parametric setting
of CNC drilling machining process parameters [41]. The signal-to-noise ratios of
response performance thrust, surface roughness and diametric error are calculated
using Eq. (1) that transformed the experimental results into S/N ratios are desired to
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Table 5 Mean S/N ratio of
surface roughness

Input parameters Level-1 Level-2 Level-3

Point angle (A) − 3.8555 − 4.1099 − 3.82931

Spindle speed (B) − 4.4134 − 3.9481 − 3.43318

Feed rate(C) − 3.6909 − 3.7040 − 4.39970

Drill diameter (D) − 4.0660 − 3.5380 − 4.19025

Table 6 Mean S/N ratio for
delamination

Input parameters Level-1 Level-2 Level-3

Point angle (A) 0.8695 1.0501 1.0693

Spindle speed (B) 0.4255 1.0296 1.5337

Feed rate (C) 1.1844 1.1624 0.6421

Drill diameter (D) 0.8677 0.9903 1.1309

be minimized the performance parameters that are shown in Table 4, thus lower the
better characteristic is used to determine the S/N ratios.

ith trails (i = 1, 2, 3, …, m; j = 1, 2, 3, …, p) are dissimilar for different type of
response characteristics and are represented as

ηi j = −10 log(
1

n

n∑

i=1

(yi j)2 (1)

The process of calculation of the main effects of all factors is called as analysis of
mean (ANOM) and effects of factor levels are deviation from the total mean response
parameters. The mean value of multi S/N ratios for SR, and delamination for four
factors and three levels are shown in Tables 5 and 6 respectably.

FromFig. 1 the optimumdrillingparameters thatwouldyield theminimumsurface
finish is achieved at 136° point angle (A3); 2700 RPM spindle speed (B3); 80mm/min
feed rate (C1) and 10 mm drill diameter (D2), i.e., A3B3C1D2.

Fig. 1 Main effect plots on means of SN ratios for surface roughness
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Fig. 2 Main effect plots on means of S/N ratio for delamination

From Fig. 2 the optimum drilling parameters that would yield the delamination
are obtained at 136° point angle (A3); 2700 RPM spindle speed (B3); 80 mm/min
feed rate (C1) and 10 mm drill diameter (D3), i.e., A3B3C1D3.

2.4 Grey Relational Analysis(GRA)

Grey system concept is suitable technique to solve and optimize the machining
process parameters which are associated with various response parameters [42,
43]. In GRA method, the multi-response optimization problem is transferred into
single response optimization problem with GRA, and determine the grey relational
grades(GRG) values are tabulated in Table 7. The Various steps are used in GRA as
follow:

1. Step-1. Grey relational normalization: normalize the observed value of response
parameters between 0 and 1.

2. Step-2. Grey relational gathering: The grey relational gathering values are deter-
mined from grey normalized value that are calculated with required response
characteristics. While all response parameters can be optimizing for minimum
value and lower, the better characteristics are used to get the minimum surface
roughness and delamination respectably.

3. Step-3. Determination of grey relational coefficients: the grey coefficient is
calculated to signify the correlation between the desired values and actual value.

4. Step-4. Calculation of grey relational grade(GRG): average value of all grey
coefficients is known as overall grey relational grade.

5. Step-5. Select the optimal levels
6. Step-6. Perform the confirmation experiments

From Fig. 3 that is main effect plots on means of GRG values for SR, and delami-
nation the optimum drilling parameters level that would be yield minimized surface



Multi-objective Optimization of CNC Drilling … 361

Table 7 Grey relational grade values of response parameter

Exp.
No

GR normalize value GR gathering values GR coefficient GRG

SR Delamination SR Delamination SR Delamination

1 0.2553 0.8959 0.7447 0.1041 0.4017 0.8277 0.6876

2 0.7023 0.8319 0.2977 0.1681 0.6268 0.7484 0.5441

3 0.6220 0.5362 0.3780 0.4638 0.5695 0.5188 0.7346

4 0.4346 1.0000 0.5654 0.0000 0.4693 1.0000 0.5140

5 0.4487 0.5949 0.5513 0.4051 0.4756 0.5524 0.3920

6 0.0000 0.3904 1.0000 0.6096 0.3333 0.4506 0.9061

7 0.9436 0.9527 0.0564 0.0473 0.8986 0.9135 0.5352

8 0.6719 0.4285 0.3281 0.5715 0.6038 0.4666 0.3875

9 0.2710 0.1415 0.7290 0.8585 0.4068 0.3681 0.7979

10 0.7671 0.9527 0.2329 0.0473 0.6822 0.9136 0.5301

11 0.5706 0.5428 0.4294 0.4572 0.5380 0.5223 0.5242

12 0.6220 0.4560 0.3780 0.5440 0.5695 0.4789 0.7255

13 0.7263 0.8786 0.2737 0.1214 0.6463 0.8047 0.5509

14 0.5962 0.5884 0.4038 0.4116 0.5532 0.5485 0.3389

15 0.0092 0.0400 0.9908 0.9600 0.3354 0.3425 0.8023

16 0.8245 0.9216 0.1755 0.0784 0.7402 0.8645 0.4887

17 0.5704 0.3623 0.4296 0.6377 0.5379 0.4395 0.4352

18 0.5443 0.0597 0.4557 0.9403 0.5232 0.3471 0.6613

19 0.8133 0.6590 0.1867 0.3410 0.7281 0.5945 0.4545

20 0.1824 0.5559 0.8176 0.4441 0.3795 0.5296 0.4793

21 0.5443 0.3517 0.4557 0.6484 0.5232 0.4354 0.7309

22 0.5173 0.9753 0.4827 0.0247 0.5088 0.9530 0.5186

23 0.3768 0.6554 0.6232 0.3446 0.4452 0.5920 0.3506

24 0.1411 0.0000 0.8589 1.0000 0.3679 0.3333 0.9322

25 1.0000 0.9216 0.0000 0.0784 1.0000 0.8645 0.4811

26 0.5509 0.3517 0.4491 0.6483 0.5268 0.4354 0.3794

27 0.1324 0.2284 0.8676 0.7716 0.3656 0.3932 0.6147

and delamination simultaneously are obtained at 118° point angle (A1); 900 RPM
spindle speed (B1); 120 mm/min feed rate (C3) and 12 mm drill diameter (D3), i.e.,
A1B1C3D3.
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Fig. 3 Main effect plot on mean grey relational grade

2.5 Analysis of Variance (ANOVA)

Analysis of variance (ANOVA) is statistical tool use to study the significant effects
of drilling process parameters on response parameters. Based on analysis of vari-
ance, the relative significance of drilling process parameter by means of reference
to output parameters are studied to find out more accurate optimal combinations of
drilling parameter andANOVAestablished the comparative importance ofmachining
parameters in termsof percentage contribution. This analysis of variance is performed
which is based on S/N ratios to determine the contribution of CNC drilling process
parameter. ANOVA is required to determine errors of variance in the drilling to
estimate the effects the drilling process factor with highest percentage contribution
ranked highest significance in analysis and have important effect to control the whole
performance characteristics, and result of analysis of variance of surface roughness in
Table 9 that represents drilling parameters spindle speed most significant parameters
influencing process parameters subsequently feed, drill diameter and point angle.
From the results, analysis of variance spindle speed has highest contribution about
42.296% and feed rate about 28.930%.

The analysis of variance results of delamination in Table 10 that represents drilling
parameters spindle speed most significant process parameter subsequently feed rate,
drill diameter, and point angle. From the results, analysis of variance spindle speed
has highest contribution about 64.4247% and feed rate about 19.832%.

The analysis of variance results of grey grade values in Table 11 that represents
drilling parameters spindle speed most significant parameters influencing process
parameters subsequently feed rate, drill diameter, and point angle. From the result,
analysis of variance spindle speed has highest contribution about 60.095% and feed
rate about 26.94%.
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3 Result and Discussion

Multi-objective response parameters like SR and delamination are determined in
this investigation. The observed experiment of SR and delamination is revealed in
Table 4. Taguchi’s method is used to understand the experimental observation based
on S/N ratios and higher values of mean S/N ratios are optimal parametric combi-
nations and GRA is used to optimize the multi-objective performence parameters,
and it is required to minimize SR, and delamination. Hence, lower the best type of
characteristics has been suggested.

The analysis of means of S/N ratio for SR in Table 5 is used to find out optimal
parametric combination of CNC drilling process parameters to minimized surface
roughness (SR), and the higher values of means of S/N ratios are optimal levels in
various levels of process parameters. Hence in this study optimum drilling process
parameters are 136° point angle (A3); 2700 RPM spindle speed (B3); 80 mm/min
feed rate (C1) and 10 mm drill diameter (D2), i.e., A3B3C1D2. Similarly, the analysis
of means of S/N ratios for delamination in Table 6 is used to determine optimal
parametric combination of CNC drilling process parameters to minimized delam-
ination and the higher value of means of S/N ratios are optimal levels in various
levels of process parameters. Hence in this study optimal drilling process parameters
are 136° point angle (A3); 2700 RPM spindle speed (B3); 80 mm/min feed rate (C1)
and 10 mm drill diameter (D3), i.e., A3B3C1D3. These combinations of parametric
setting are used to achieve minimum delamination. The analysis of means of grey
relational grade for multi-objective response like delamination and surface rough-
ness in Table 8 are used to find out optimal parametric combination of CNC drilling
process parameters to minimized SR, and delamination. The higher values of means
of GRG values are optimal levels in various levels of process parameters. hence in
this study optimal drilling process parameters are 118° point angle (A1); 900 RPM
spindle speed (B1); 120 mm/min feed rate (C3), and 12 mm drill diameter (D3), i.e.,
A1B1C3D3.

The ANOVA is used to determine the % contribution of all drilling process
parameters on multi-objective and most significance drilling parameters.

The results of analysis of variance (ANOVA) for surface roughness in Table 9
that represents drilling parameters spindle speed most significant parameters influ-
encing process parameters subsequently feed, drill diameter and point angle. From
the results, analysis of variance spindle speed has highest contribution about 42.296%
and feed rate about 28.930%.

Table 8 Means of grey
relational grade(GRG) values

Process parameters Level-1 Level-2 Level-3

Point angle (A) 0.5906 0.5770 0.5542

Spindle speed (B) 0.7672 0.5289 0.4256

Feed rate (C) 0.5178 0.4953 0.7088

Drill diameter (D) 0.5882 0.5395 0.5941
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Table 9 Results of ANOVA for surface roughness

Process parameters Sum of square DoF Mean of square Fval %Contribution

Point angle (A) 0.4880 2 0.244 0.8171 4.770

Spindle speed (B) 4.3265 2 2.16325 7.2446 42.296

Feed rate (C) 2.9593 2 1.47965 4.9552 28.930

Drill diameter (D) 2.1575 2 1.07875 3.6126 21.090

Error 0.2986 18 0.01659 2.9190

Total 10.229

Table 10 Results of ANOVA for delamination

Process parameters Sum of square DOF Mean of square Fval %contributions

Point angle (A) 0.2185 2 0.10925 0.1326 2.5399

Spindle speed (B) 5.5422 2 2.7711 3.3650 64.4247

Feed rate (C) 1.7061 2 0.85305 1.0358 19.832

Drill diameter (D) 0.3123 2 0.15615 0.1896 3.6300

Error 0.8235 18 0.04575 9.5726

Total 8.6026

Table 11 Results of ANOVA grey relational grade(GRG) values

Process parameters Sum of square Dof Mean of square Fval % contribution

Point angle (A) 0.00609 2 0.003045 0.031 0.6624

Spindle speed (B) 0.55246 2 0.27623 5.735 60.095

Feed rate (C) 0.24768 2 0.12384 2.571 26.940

Drill diameter (D) 0.01676 2 0.00838 0.087 1.8231

Error 0.09632 18 0.00535 10.477

Total 0.91931

The analysis of variance results for delamination in Table 10 that represents
drilling parameters spindle speed most significant process parameters subsequently
feed rate, drill diameter, and point angle. From the results, analysis of variance spindle
speed has highest contribution about 64.4247% and feed rate about 19.832%.

The results of ANOVA for multi-response parameters like surface roughness and
delamination in Table 11 that represents drilling parameters spindle speed most
significant parameters influencing response parameters followed by feed rate, drill
diameters and point angle. From the results, spindle speed has highest contribution
about 60.095%, and feed rate about 26.94%.
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4 Conclusion

In this analysis of performance of CNC drilling on high carbon, high chromium steel
has been analysed for surface roughness and delamination. The main conclusion of
present research are as follows:

• Taguchi’s based grey relational optimization method is used to find out the key
effects, influencing factors and optimal drilling conditions to obtained the better
response parameters.

• The optimal parametric combination of drilling process parameters obtained using
Taguchi’s technique are 136° point angle (A3); 2700RPM spindle speed (B3);
80 mm/min feed rate (C1) and 10 mm drill diameter (D2), i.e., A3B3C1D2 for
surface roughness and 136° point angle (A3); 2700 RPM spindle speed (B3);
80 mm/min feed rate (C1) and 10 mm drill diameter (D3), i.e., A3B3C1D3 for
delamination.

• ANOVA results for surface roughness show that drilling parameters spindle speed
most influencing process parameter subsequently feed rate, drill diameters and
point angle and spindle speed has maximum contribution about 42.296% and feed
rate about 28.930%.

• ANOVA results for delamination shows that spindle speed most influencing
parameters subsequently feed rate, drill diameters and point angle and spindle
speed has maximum contribution about 64.4247% and feed rate about 19.832%.

• The optimal parametric combinations of drilling process parameters obtained
using grey relational multi-objective optimization are 118° point angle (A1); 900
RPM spindle speed (B1); 120 mm/min feed rate (C3) and 12 mm drill diameter
(D3), i.e., A1B1C3D3.• ANOVA results for GRA show that the spindle speed ismost significant parameter
that influencing response parameter subsequently feed rate, drill diameters, and
point angle. From the ANOVA results, spindle speed has highest contribution
about 60.095% and feed rate about 26.94%.
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Supplier Selection Problem by Applying
Additive Ratio Assessment (ARAS)
Methodology

Shankha Shubhra Goswami , Dhiren Kumar Behera ,
and Soupayan Mitra

1 Introduction

In this highly competitive market [1], proper selection of suppliers plays an impor-
tant role in industries. The most effective supplier selection [2] is one of the most
important factors behind the success of every manufacturing firm [1]. day by day
more attention is given to the suppliers and logistics management related problems
by the industrial concern [1] just to improve the product quality and to enables JIT
manufacturing [3]. Themarket demand and the customers satisfaction depend largely
on the quality and the delivery time of the raw materials. The most important thing is
the price at which the companies sold their products in the market, mostly depends
on the price and availabilities of the raw materials at which the suppliers supply it
to the industries. So, it can be concluded from the present market strategies that the
selection of an efficient supplier [4] helps to improve the business policies as well as
to improve the product quality and efficiency of manufacturing.

Venkata Rao [5] performed an analysis on supplier selection problem by using
TOPSIS [6] methodology in 2007 based on five criteria. Venkata Rao [5] found
out the weightages of the criteria’s by using AHP [7, 8] process and proposed the
possible ranking of the alternatives by TOPSIS method. The same problem was
carried forward by Madic et al. [1] in 2014 by implementing COPRAS [9–11]
method, using the same weightages, and a new ranking of the alternatives was given.
Madic et al. [1] found out that the results do not show much difference between the
COPRAS and TOPSIS method. Table 6 shows that the first three and the last prefer-
ence of the supplier are exactly the same for both methodologies, although there are
some changes in the ranking of middle-order alternatives [1].
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Hence, there is a scope to analyze the same problem by introducing other
MCDMmethods [12, 13] and compare the results with the outcomes of the previous
researchers. The same problem is examined by performing additive ratio assessment
(ARAS) method [14, 15], using the same weightages determined by Venkata Rao [5]
through AHP analysis. All the three outcome results by TOPSIS [16, 17], COPRAS
[10] and ARAS [14] methodologies are compared and a final ranking order is also
proposed by combining the three-ordering hierarchy as shown in Table 7.

2 Literature Review

In the last few years, supplier selection have become a trending subject in the field of
decision making and since then several researchers analyzed several supplier selec-
tion problems considering different conflicting criteria [18, 19] by using different
types of MCDM tools. Various optimization techniques have been developed and
proposed for the selection process and several literatures have beenmade considering
COPRAS, ARAS, and TOPSIS.

Bayazit [20] adopted ANP for the supplier selection problems. Simunovic et al.
[21] uses AHP process for the selection of suppliers. Venkata Rao [4] has developed
a paper that uses AHP and genetic algorithm methods for vendor selection in the
supply chain. Shyur and Shih [22] presented a combined MCDM model of ANP
and TOPSIS for solving strategic vendor selection problem. Kumar and Roy [23]
uses the hybrid approach of AHP and ANN for vendor selection. Kwang et al.
[24] proposed a combined strategy of scoring method with fuzzy expert systems
for vendor assessment. Stevic [10] presented a supplier selection analysis by using
COPRAS method where the weightages are found out by using AHP. Ho et al. [25]
gives an extensive literature review onMCDM approaches for selection and supplier
evaluation.

The above literature presented that different researchers adopted differentMCDM
tools for supplier selection problem but the applications of COPRAS, ARAS, and
TOPSIS method is not limited to only these field of area. Kaklauskas et al. [26]
applied COPRAS method for the renovation and design of buildings. Das et al.
[27] uses the integrated COPRAS and fuzzy AHP methodology to measure relative
performance of IITs. Andruskevicius [28] selected the best contractor by this method
and Kaklauskas et al. [29] also used this method to evaluate contractors for windows
replacement. Chatterjee andChakraborty [30] selected the gearmaterial usingARAS
and COPRASmethodology. Esbouei and Ghadikolaei [31] uses an integrated hybrid
approach of ARAS with FAHP for evaluating the financial performance and again
later on, Ghadikolaei and Esbouei [32] incorporated fuzzy ARAS with FAHP for
evaluating the same. Dadelo et al. [33] adopted ARAS method for the personnel
selection. Streimikiene and Balezantis [34] have done the sustainability assessment
by applying ARAS and TOPSIS method in Lithuania. Ertugrul and Karakasoglu
[35] used TOPSIS and FAHP to assess the efficiency of Turkish cement companies.
Degdeviren et al. [36] introduced methods of AHP and TOPSIS in military services
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for weapon selection. Simsek et al. [37] followed a Taguchi-based TOPSIS approach
for maximizing the mixing proportions of high-strength self-compacting concrete.
Srikrishna et al. [38] applied TOPSIS technique for new car selection by analyzing
under five different criteria. Secme et al. [39] performed an evaluation in Turkish
banking sector using AHP and TOPSIS under fuzzy environment.

The above literature indicates that many researchers have implemented various
MCDM tools for the supplier selection process and applied these three approaches
in a wide variety of applications. However, an attempt is being made to incorporate
the newly developed ARAS method with the supplier selection process to choose
the right efficient supplier, since very few works have been recorded and the ARAS
method has very limited applications in the transport and logistics field.

3 Materials and Methods

This section includes all the discussions and calculation details about ARASmethod.
The method was firstly developed by Zavadkas and Turkis [14] in 2010 and refined
since then. This paper presents the supplier selection problem under five different
conflicting criteria by ARAS method which was initially examined by Liu et al. [3]
and Madic et al. [1] using DEA and COPRAS methodology. The steps of ARAS are
as follows [11].

3.1 Additive Ratio Assessment (ARAS)

Step 1: Create a decision (evaluation) matrix X having n numbers of criteria’s and
m numbers of alternatives as shown by Eq. 1.

X = [
xi j

]
m×n =

⎡

⎢⎢
⎣

x11
x21
. . .

xm1

x12
x22
. . .

xm2

. . .

. . .

. . .

. . .

x1n
x2n
. . .

xmn

⎤

⎥⎥
⎦ (1)

where, xij is the performance value of the ith alternative and jth criteria. i = 1, 2,
3…., m; j = 1, 2, 3….,n.

Step 2: The decision matrix is normalized using Eqs. 2 and 4 based on the nature of
the criteria. For beneficial criteria, the normalization is done by using Eq. 2.

Ni j = xi j∑m
i=1 xi j

(2)
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where, Nij is the normalized value of ith alternative and jth criteria. i = 1, 2, 3….,
m; j = 1, 2, 3…., n. Normalization of the non-beneficial (or cost) criteria is done in
two stages as shown by Eqs. 3 and 4.

x∗
i j = 1

xi j
(3)

Ni j = x∗
i j∑m

i=1 x
∗
i j

(4)

For normalizing the non-beneficial criteria, the reciprocal of all the elements is
found out by using Eq. 3 and further, the normalization is done by using Eq. 4.

Step 3: Find out the weighted normalized matrix W as shown in Eq. 5 by
multiplying each column with their respective criteria weights by using Eq. 6.

W = [
di j

]
m×n =

⎡

⎢
⎢
⎣

d11
d21
. . .

dm1

d12
d22
. . .

dm2

. . .

. . .

. . .

. . .

d1n
d2n
. . .

dmn

⎤

⎥
⎥
⎦ (5)

di j = Ni j × wj (6)

where, dij andNij are theweighted normalized values and the normalized values of the
ith alternatives and jth criteria and wj is the weightages of the criterias respectively.
i = 1, 2, 3…., m; j = 1, 2, 3…., n.

Step 4: Determine the optimality value (Si) for each alternative by using Eq. 7.

Si =
n∑

j=1

di j (7)

where, i = 1, 2, 3…., m; j = 1, 2, 3…., n
Step 5:The degree of utility (Ui) is determined for each alternative by using Eq. 8.

Ui = Si
S0

(8)

where, S0 is the optimality value of the optimal alternative. The relative efficiency
of each alternative with respect to the best alternative [40] is judged by this utility
function (Ui) and this utility function value ranges from 0 to 100%. The alternative
with the highest utility function is termed as the best alternatives [14] and ranking
have been made in ascending order based on these utility values [11].
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3.2 Experimental Details and Research Analysis

This section consists of the research methodology and all the calculation details step
by step. The supplier selection problem is taken from Liu et al. [3] which was solved
by using DEA method and later, Venkata Rao [5] and Madic et al. [1] adopted the
same problem and analyzed by using TOPSIS and COPRAS methodology using the
weightages determined by Venkata Rao [5] through AHP analysis. There are five
criteria’s and 18 suppliers are considered for this analysis and the weightages of all
the criteria are determined byAHPmethod in [5]which is as follows:wprice = 0.1361,
wquality = 0.4829, wdelivery performance = 0.2591, wdistance = 0.0438 and wsupply variety =
0.0782. Now proceeding with the same decision matrix [1] according to Eq. 1 as
shown in Table 1. The suppliers are denoted by S1, S2, S3….., S18.

In Table 1 above, A0 values are the most desirable values for each and every
criterion. For example, in case of price criteria the minimum value is desirable so 80
is themost minimum value in the price column so it is taken asA0 value, similarly for
quality, maximum value is desirable so the max value i.e., 100 is taken as A0 value.

Table 1 Evaluation matrix

Goal Min Max Max Min Max

Suppliers Price ($) Quality (%) Delivery
performance (%)

Distance (Miles) Supply variety

A0 80 100 100 238 53

S1 100 100 90 249 2

S2 100 99.79 80 643 13

S3 100 100 90 714 3

S4 100 100 90 1809 3

S5 100 99.83 90 238 24

S6 100 96.59 90 241 28

S7 100 100 85 1404 1

S8 100 100 97 984 24

S9 100 99.91 90 641 11

S10 100 97.54 100 588 53

S11 100 99.95 95 241 10

S12 100 99.85 98 567 7

S13 100 99.97 90 567 19

S14 100 91.89 90 967 12

S15 80 99.99 95 635 33

S16 100 100 95 795 2

S17 80 99.99 95 689 34

S18 100 99.36 85 913 9

(Source Madic et al. [1])
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The optimum performance values [11] and the goal for every criterion is shown in
Table 1 above.

The evaluation matrix is shown in Table 1 are normalized by using Eq. 2 for bene-
ficial criteria and by using Eqs. 3 and 4 for non-beneficial criteria. Here, in this case,
quality, delivery performance, and supply variety are the beneficial criteria whose
larger values are desired whereas, price and distance are the cost (non-beneficial)
criteria whose smaller values are desired. The normalization matrix is shown in
Table 2.

Table 3 shows the weighted normalized decision matrix according to Eq. 5 where
the weighted values in each cell are calculated by multiplying the criteria weightages
with each of the elements of Table 2 of their respective column by using Eq. 6. All
the elements in each row are summed up to find out the optimality function values
of each and every alternative by using Eq. 7 as shown in Table 3. The sum values
are shown in Table 3 is nothing but the optimality values of the alternatives where
0.0659 is the optimality value of the optimal alternative which is denoted by S0. The

Table 2 Normalization of the evaluation matrix

Weights 0.1361 0.4829 0.2591 0.0438 0.0782

Suppliers Price ($) Quality (%) Delivery
performance (%)

Distance (Miles) Supply variety

A0 0.0633 0.0531 0.0573 0.1073 0.1554

S1 0.0506 0.0531 0.0516 0.1026 0.0059

S2 0.0506 0.0529 0.0458 0.0397 0.0381

S3 0.0506 0.0531 0.0516 0.0358 0.0088

S4 0.0506 0.0531 0.0516 0.0141 0.0088

S5 0.0506 0.0530 0.0516 0.1073 0.0704

S6 0.0506 0.0513 0.0516 0.1060 0.0821

S7 0.0506 0.0531 0.0487 0.0182 0.0029

S8 0.0506 0.0531 0.0556 0.0260 0.0704

S9 0.0506 0.0530 0.0516 0.0398 0.0323

S10 0.0506 0.0518 0.0573 0.0434 0.1554

S11 0.0506 0.0530 0.0544 0.1060 0.0293

S12 0.0506 0.0530 0.0562 0.0450 0.0205

S13 0.0506 0.0530 0.0516 0.0450 0.0557

S14 0.0506 0.0488 0.0516 0.0264 0.0352

S15 0.0633 0.0531 0.0544 0.0402 0.0968

S16 0.0506 0.0531 0.0544 0.0321 0.0059

S17 0.0633 0.0531 0.0544 0.0371 0.0997

S18 0.0506 0.0527 0.0487 0.0280 0.0264

(Source Author himself)
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Table 3 Weighted normalized evaluation matrix

Suppliers Price ($) Quality (%) Delivery
performance
(%)

Distance
(Miles)

Supply variety Sum

A0 0.0086 0.0256 0.0148 0.0047 0.0122 0.0659

S1 0.0069 0.0256 0.0134 0.0045 0.0005 0.0508

S2 0.0069 0.0256 0.0119 0.0017 0.0030 0.0491

S3 0.0069 0.0256 0.0134 0.0016 0.0007 0.0481

S4 0.0069 0.0256 0.0134 0.0006 0.0007 0.0472

S5 0.0069 0.0256 0.0134 0.0047 0.0055 0.0560

S6 0.0069 0.0247 0.0134 0.0046 0.0064 0.0561

S7 0.0069 0.0256 0.0126 0.0008 0.0002 0.0462

S8 0.0069 0.0256 0.0144 0.0011 0.0055 0.0536

S9 0.0069 0.0256 0.0134 0.0017 0.0025 0.0501

S10 0.0069 0.0250 0.0148 0.0019 0.0122 0.0608

S11 0.0069 0.0256 0.0141 0.0046 0.0023 0.0535

S12 0.0069 0.0256 0.0146 0.0020 0.0016 0.0506

S13 0.0069 0.0256 0.0134 0.0020 0.0044 0.0522

S14 0.0069 0.0235 0.0134 0.0012 0.0028 0.0477

S15 0.0086 0.0256 0.0141 0.0018 0.0076 0.0577

S16 0.0069 0.0256 0.0141 0.0014 0.0005 0.0485

S17 0.0086 0.0256 0.0141 0.0016 0.0078 0.0578

S18 0.0069 0.0255 0.0126 0.0012 0.0021 0.0483

(Source Author himself)

last step is to find out the degree of utility (Ui) by using Eq. 8. The degree of utility
is found out for every alternative and shown in Table 4.

4 Result and Discussion

The utility values (Ui) for every alternative are calculated and depicted in Table 4.
From the Table 4 it can be clearly seen that the degree of utility is highest for supplier
10 with 92.19% followed by supplier 17 and supplier 15 with 87.60 and 87.46%,
respectively. Now, arranging the supplier in ascending order according to the utility
values and giving a preference ranking order of the suppliers. Table 5 below shows
the ranking order of the suppliers.

Hence, the preference order of the suppliers from best to worst can be given as
follows:
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Table 4 Degree of utility of
the alternatives

Suppliers Si Ui %

A0 0.0659 1 100

S1 0.0508 0.7708 77.08

S2 0.0491 0.7440 74.40

S3 0.0481 0.7299 72.99

S4 0.0472 0.7156 71.56

S5 0.0560 0.8498 84.98

S6 0.0561 0.8503 85.03

S7 0.0462 0.7001 70.01

S8 0.0536 0.8122 81.22

S9 0.0501 0.7601 76.01

S10 0.0608 0.9219 92.19

S11 0.0535 0.8120 81.20

S12 0.0506 0.7674 76.74

S13 0.0522 0.7916 79.16

S14 0.0477 0.7235 72.35

S15 0.0577 0.8746 87.46

S16 0.0485 0.7353 73.53

S17 0.0578 0.8760 87.60

S18 0.0483 0.7319 73.19

(Source Author himself)

S10 > S17 > S15 > S6 > S5 > S8 > S11 > S13 > S1 >

S12 > S9 > S2 > S16 > S18 > S3 > S14 > S4 > S7

4.1 Comparisons with Other Researchers Work

The outcome ranking order presented by Venkata Rao [5] by analyzing through
TOPSIS methodology is as follows:

S10 > S17 > S15 > S6 > S5 > S8 > S13 > S11 > S12 >

S9 > S2 > S1 > S16 > S14 > S3 > S18 > S4 > S7

Similarly, the ranking order proposed by Madic et al. [1] by implementing
COPRAS methodology is as follows:

S10 > S17 > S15 > S8 > S6 > S5 > S13 > S11 > S12 >
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Table 5 Preference ranking
order of the suppliers

Supplier Utility values (Ui) Ranking

S10 92.19 1

S17 87.60 2

S15 87.46 3

S6 85.03 4

S5 84.98 5

S8 81.22 6

S11 81.20 7

S13 79.16 8

S1 77.08 9

S12 76.74 10

S9 76.01 11

S2 74.40 12

S16 73.53 13

S18 73.19 14

S3 72.99 15

S14 72.35 16

S4 71.56 17

S7 70.01 18

(Source Author himself)

S9 > S2 > S18 > S16 > S14 > S3 > S4 > S1 > S7

The preference ranking order of the suppliers by the three methods are compared
in Table 6 and also shown graphically in Fig. 1

From Table 6 it is observed that the suppliers in the first, second, third and the last
position are exactly same in all the three cases. Supplier 10 is coming out to be the
best efficient supplier followed by supplier 17 and supplier 15 whereas, supplier 7 is
the most inefficient supplier by all three methods. However, there is a bit alteration
in ranking of the middle-order alternatives [1]. The ranking of the suppliers by all
the three methods are also compared graphically which is shown in Fig. 1 and a
modified final ranking of the suppliers is also proposed by combining all the three
ranking hierarchical order which is shown in Table 7.

A modified final ranking of the suppliers is proposed which is shown in the above
Table 7. Now the question arises how the final ranking has been made by combining
these three orders of preferences. Let’s explain it clearly, the first three and the last
position must have supplier 10, 17, 15, and 7, respectively since all the three methods
are giving the same supplier rating, now supplier 6 and supplier 5 are allotted in the
4th position and 5th position since twomethods are giving the same results. Likewise,
the suppliers are allotted in the positionwhich are given by at least two of themethods.
Now the confusion arises while allotting the 12th position and the 16th position since
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Table 6 Comparisons of the
ranking order

Ranking By TOPSIS By COPRAS By ARAS

1 S10 S10 S10

2 S17 S17 S17

3 S15 S15 S15

4 S6 S8 S6

5 S5 S6 S5

6 S8 S5 S8

7 S13 S13 S11

8 S11 S11 S13

9 S12 S12 S1

10 S9 S9 S12

11 S2 S2 S9

12 S1 S18 S2

13 S16 S16 S16

14 S14 S14 S18

15 S3 S3 S3

16 S18 S4 S14

17 S4 S1 S4

18 S7 S7 S7

(Source Venkata Rao [5], Madic et al. [1] and Author himself)

Fig. 1 Ranking order comparisons of TOPSIS, COPRAS and ARAS ( SourceMadic et al. [1] and
Author himself)
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Table 7 Modified final ranking of the suppliers

Ranking By TOPSIS By COPRAS By ARAS Final ranking

1 S10 S10 S10 S10

2 S17 S17 S17 S17

3 S15 S15 S15 S15

4 S6 S8 S6 S6

5 S5 S6 S5 S5

6 S8 S5 S8 S8

7 S13 S13 S11 S13

8 S11 S11 S13 S11

9 S12 S12 S1 S12

10 S9 S9 S12 S9

11 S2 S2 S9 S2

12 S1 S18 S2 S1

13 S16 S16 S16 S16

14 S14 S14 S18 S14

15 S3 S3 S3 S3

16 S18 S4 S14 S18

17 S4 S1 S4 S4

18 S7 S7 S7 S7

(Source Venkata Rao [5], Madic et al. [1] and Author himself)

three different suppliers are proposed by the three different methods, for this case
Copeland and Borda voting rule [41] is followed for allotting these two positions.
However, both the voting rule are giving the same results that supplier 1 must come
ahead of supplier 18, so supplier 1 is allotted in position 12 and supplier 18 is allotted
in position 16 respectively, thus giving the final order ranking of the suppliers which
is shown in Table 7.

5 Conclusion

From the above analysis, it is concluded that supplier 10 is the most efficient supplier
followed by supplier 17 and supplier 15 based on the five criteria considered for this
analysis. In addition to these, other criteria’s e.g., lead time, behavior of the supplier,
etc. can also be considered to make the selection process more precise and accurate.
It can also be concluded that the outcome results from the TOPSIS methodology is
more accurate since the final ranking is exactly same as the ranking obtained from
TOPSIS as shown in Table 7.
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The same MCDM approaches can be applied to other decision-making areas,
e.g., waste management, green energy, water management, etc., and the same issue
of supplier selection can be expanded by embedding other decision-making tools
such as SAW, VIKOR, ELECTRE, PROMETHEE, etc.
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Green Business in Blue Economy:
Quality Management and Development
of Innovative Products

Nataliia Kraus, Kateryna Kraus, and Valerii Osetskyi

1 Introduction

Ukraine ranked 60th in Global and Digital Competitiveness Rankings IMD-2017 [1,
2] of the International Institute for Management Development (IMD).

However, in digital competitiveness ranking for the implementation and study of
digital technologies that are transformative in government practice, business models
and society as awhole,Ukraine is in the last positions alongside Indonesia,Mongolia,
Peru and Venezuela. Innovation has become a major factor in the success of states
and businesses today.

Countries and corporations seeking to become world economic leaders are
investing heavily in research and development, new manufacturing and quality
management. Among the countries that invest the largest share of their GDP in
research and development (R&D), South Korea leads by a large margin of 4.3%
and Israel of 4.1%. Japan invests 3.6% of GDP, Austria, Germany and Switzer-
land—about 3%. Whereas, by comparison, Ukraine invests only 0.2% of its already
insignificant GDP in scientific development.

In terms of money in R&D investment, in purchasing power parity, the absolute
leader is the US—$ 480 billion and China—$ 371 billion a year. For comparison, in
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Ukraine—$ 2.5 billion. Expenditure on R&D 1000 corporations, the world’s largest
R&D investor, increased 3.2% in 2017 to $ 702 billion.

In 2017, the Government of Ukraine presented a National Report on “Sustainable
Development Goals: Ukraine” [3], which set the benchmarks for achieving them.
However, there are now many concepts that are based on utility estimates such as
energy, water, waste management, transportation and complicate long-term smart
community planning.

The European Strategy for Intellectual, Sustainable and Inclusive Development
by 2020 [4] has declared the achievement of objectives as a common interest
on the basis of three complementary economic policy priorities: smart growth
(economic development based on knowledge and innovation); sustainable devel-
opment (promoting a more resource-saving, green and competitive economy); inclu-
sive growth (stimulating the employment economy, ensuring social and territorial
cohesion).

2 Green Business

2.1 The Essence of Implementing Green Business

Valuable in the scientific sense of the study of green entrepreneurship are scientific
works and practical achievements of such well-known scientists as Gryunwald [5],
Merts et al. [6], Shchulst. The theory concerning the future modern development
of the economy, the so-called “blue economy” theory, by a scientist economist, a
member of the Roman Club of G. Pauli, deserves due attention.

Economists from Ukraine are also actively involved in research and development
in thefield of doingbusiness [7],which seeks to combine environmental concerns, fair
treatment of employees and economic success and the issues of quality management
of environmental business. Among them are the names of V. Heits, V. Galasyuk,
A. Grytsenko, O. Lanovenko, O. Ostapishyna, I. Yurinova. But at the same time,
there are a number of pressing issues of type:

• The particularities of problems and riskmanagement at the various stages of green
business in blue economy;

• Previous recommendations regarding the control and quality management of
green production at the stage of its growth;

• Ranking of the most promising green business ideas that allow us to join green
market and lay the foundations for the development of blue economy in Ukraine
remains poorly understood.

The purpose of the article is to study the features of green business in blue
economy. Presentation of the core of VI-th and VII-th technological structures that
lay foundations for the establishment of green business in blue economy.



Green Business in Blue Economy: Quality Management … 385

Finding out the specificities of problems and risk management in the various
stages of green business in blue economy. Substantiation and disclosure of previous
recommendations regarding the control and quality management of green production
at the stage of its growth.

Green business (sustainable business) or circular (non-exhaustive) business is an
activity that has minimal adverse impact on the global or local environment, society
or economy—a business that seeks to combine environmental, equitable treatment
and economic success [8]. Most green companies have progressive environmental
principles and policies on human issues. A business is generally considered green if
it meets the following four criteria:

• Is guided by the principle of “circulation” in making all its business decisions;
• Supplies environmental goods or services that replace the demand for non-

environmental goods or services [9];
• “Greener” than typical competitors;
• Has long been committed to environmental standards.

The Brundtland Commission [10] emphasized that the understanding of inex-
haustibility rests on three pillars: people, the planet and profit. Circular business in
its content aims to balance these three factors, using circular production and distri-
bution in order to influence the environment, economic development and society
[11].

In general, all types of businesses affect circulation in the context of world market
and our planet in some sense. The development of a circular principle in business can
be significant for the buyer, the investor, and it is also environmentally friendly. The
circular business must meet the needs of the buyer and be environmentally friendly.

A scientist economist, a member of the Roman Club G. Pauli put forward his
theory about the future of the latest economic development, the so-called blue
economy theory. Her content was revealed in her research paper entitled “Blue
Economy: 10 Years, 100 Innovations, 100 Million Jobs”.

In her research, the scientist is devoted to the aspects of becoming an innovative
economy in the context of the transition of society to sustainable environmentally
sound development. G. Pauli argues that economic development and the restoration
of environmental balance must be interrelated processes [12].

2.2 Blue Economy

The author has found innovative solutions to the pressing problems of humanity.
G. Pauli’s scientific postulate is that “there is nothing superfluous in nature”, so the
rational use of resources at every stage of humanity’s economic activity is a necessary
condition for humanity’s competitiveness.

“Blue economy” demonstrates how many environmental and environmental
degradation problems can be avoided through the conservation of material resources
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and the adaptation of production processes to the laws of nature. G. Pauli gives exam-
ples of the interrelationship between nature and economy and points to the ways of
harmonious environmental and economic development of society.

Based on the existing concept of green business, which is based on the principle of
“circulation” and theory, regarding the future modern development of the economy,
the so-called blue economy theory, it can be stated that their implementation in
practice pursues the same goal, namely: a consistent and reasonable combination
of economic and environmental development on a circular basis in business with
complete satisfaction of the customer’s needs.

For these reasons, we consider it appropriate to present the core of VI and VII
technological frameworks that lay foundations for green business formation in blue
economy, which are presented in Table 1.

Regarding the functions performed by green business, most of them relate to all
possible lines of business. For example, setting prices for goods and services sold,
conducting research and development work and creating innovative goods, methods
and technologies, creating new jobs.

2.3 Problems of Green Business in Blue Economy

Functions specific only to green business entities include: meeting public needs
for environmentally friendly products, protecting the environment, minimizing
environmental-destructive environmental impacts, shaping the environmental aware-
ness of society and its environmental culture, and preserving natural capital. It is
the fulfilment of these functions that distinguishes green business in blue economy,
among other areas of activity.

It should be noted that the functions that are inherent in all areas of activity in the
green business are manifested in a more environmentally rational way. For example,
an efficient use of resources not only minimizes the amount of their use, but also
is based on the choice of those resources, and the use of which will have the least
possible environmental impact [8].

Specific features of problems and risk management at the various stages of green
business in blue economy are presented in Table 2.

2.4 Green Products in Blue Economy

Previous recommendations regarding the control and quality management of green
production at the stage of its growth are presented in Table 3. The forms of manifes-
tation of green production today are: eco-company; direct green entrepreneurship;
production of environmental goods and services.

The first form of green production is the introduction of environmental manage-
ment, which is mainly related to the administrative regulation of the enterprises in
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Table 1 Core of VI and VII technological structures that lay for green business in blue economy
[15, p. 57 and own experience]

Direction Problems solved Possible implementation
options

Characteristics of VI technological way

Non-traditional energy Reducing the burden on the
environment, saving natural
resources

Hydrogen energy, synthetic
fuel, solar energy converters,
closed-loop nuclear power
plants, fast reactors, vortex heat
generators

Information systems Globalization of the world
economy through partnership

Bioenergy, optics,
quantum-vacuum computers,
artificial intelligence, torsion
communication systems

Biotechnology A new level of well-being Water purification, seafood
desalination, modified
agro-culture, disease treatment,
cloning

Transport Environmental safety, speed,
efficiency

Underwater superliners, string
transport, electric vehicles,
aerospace transport systems

Ecology Sustainable development Waste-free and closed
technological “circuits”

Materials Durability, safety, reliability,
efficiency

Nanotechnology, amorphous
metals, memory materials,
high-temperature
superconductivity, torsional
materials processing
technologies

Characteristics of VII technological way

Cognitive and socio-human
technologies. The main
production factor is creative
intelligence

“World vacuum control”. New
forms of life on the planet.
Constructing a new social
reality

Fusion technologies,
psi-technologies (advances in
modern psychology that
include new tools for human
management), bioenergy,
technologies related to morality
and responsibility. This way is
realized by means of hyper
intelligence, hyper knowledge,
hyper information, hyper
communication. “Subconscious
and mind games”. It is
projected that there are five
cognitive technologies:
neuroimaging, cognotropic
drugs, cognitive assistants,
brain-machine interfaces and
artificial sensory organs
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Table 2 Characteristic features of problems and risk management at different stages of green
business in blue economy [16, p. 102–104; 10]

Possible life-cycle options “green business
(WB)—innovation market (RI)—new products
(NP)”

Preliminary diagnosis for questions major
problems and risks of GB

1 2

1. WB growth is the embryonic state of RI—the
technical idea of creating an NP

The problem is related to the need for rapid
implementation of the technical idea and the
emergence of NP in RI. The most significant
risk is the mismatch of the expected and
actual consumer response to the NP

2. WB growth—crystallization of
RI—technical idea of creation of state of
emergency

The problem is the same, but time is limited.
Main risks are events that can slow down the
process of RI production (counterparties,
internal inconsistencies)

3. WB growth—RI growth—technical idea of
creating an NP

The problem is the same, but the time resource
is almost exhausted. Main risks are the same

4. WB growth—RI saturation—technical idea
of creating a NP

Technical idea was “late”

5. WB growth—RI maturity—technical idea of
creating a NP

6. WB growth—decline of RI—technical idea
of creation of state of emergency

7. ST growth—embryonic state of
RI—development of NP

There are no visible problems. There is a
good chance for the successful development
of the ST in the future. Main risk is the
mismatch of the expected and actual
consumer response to the NP

8. WB growth—crystallization of
RI—development of NP

There are no visible problems. However, the
time resource for RI output is limited. Main
risk is the same + events that can slow down
the output of RI (counterparties, internal
discrepancies)

9. WB growth—RI growth—NP development Main problem is the limited time resource for
the NP to enter RI. Main risks are the same

10. WB growth—RI saturation—NP
development

Development is “late”. It is obvious that there
are problems in management: marketing
“sleeping”, organization of the basic
processes “limping”. Main risk is the
deterioration of financial condition

11. WB growth—RI maturity—NP
development

12. WB growth—decline of RI—development
of NP

13. ST growth—embryonic state of RI—exit of
NP to RI

Has a chance for successful development of
the WB in the future. Main risk is the
mismatch of the expected and actual
consumer response to the NP

14. WB growth—crystallization of RI—output
of NP on RI

(continued)
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Table 2 (continued)

Possible life-cycle options “green business
(WB)—innovation market (RI)—new products
(NP)”

Preliminary diagnosis for questions major
problems and risks of GB

15. WB growth—RI growth—NP output to RI Unbeatable/wonderful! There are no
problems. Of paramount importance are the
risks of an internal nature: will the company
“drive” such rapid/rapid growth?

16. WB growth—RI saturation—NP output at
RI

Exit to RI NP “a little late”. Underestimation
of management. Difficulties with the financial
state of the ST are possible

17. WB growth—RI maturity—NP output to RI The same, but financial problems can be more
serious

18. WB growth—decline of RI—exit of NP on
RI

The exit of the NP at RI was too late. Obvious
problems in management and marketing.
Financial losses can be critical to the ST

19. WB growth—crystallization RI—sales
growth of innovation

The situation is quite promising for the WB.
Main problem is to maintain a position in the
emerging market. Main risks are actions by
competitors

20. WB growth—RI growth—NP sales growth Fantastic situation! The problem is to save it.
Risks of internal character are most clearly
seen: in the part of the analysis of trends of
development of RI, as well as the organization
of the basic processes of ST

21. WB growth—RI saturation—stable sale of
NP

There are no obvious problems. Main risk is
the financial loss that can occur if the ST
“hangs” on RI with “old” product

22. WB growth—RI maturity—stability of NP
sales

The problem is the limited time available for
“production upgrades”. Most important are
marketing risks as well as risks related to
reorganization of internal processes

the country. As a result, the enterprise contributes to the reduction of environmental
pollution, but as a rule, not at will, but in accordance with the requirements of laws
and regulations or regulations of world organizations.

The peculiarity of the second form of green production is that, in addition to
minimizing the harmful environmental externalities from production activities, the
enterprise has managers and employees forming an ecological consciousness, which
is based on providing environmental needs not only for the modern generation,
but also for creating favourable living conditions for the future by minimizing the
environmental impact of production over the long term.

The third form of green production is manifested when the company, at its own
discretion, switches to energy-efficient, environmentally friendly technologies for the
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Table 3 Previous recommendations regarding the control and quality management of green
production at the stage of its growth [16, p. 102–104; 11]

Possible options for the life-stage ratio “green
production (DR)—innovation market
(RI)—new products (NP)”

Previous recommendations

1 2

1. WB growth is the embryonic state of
RI—the technical idea of creating an NP

Develop a rigorous timetable of activities to
ensure a rapid and efficient transition from a
technical idea to a serial issue of an NP. Clearly
motivate managers to implement the plan in
terms of time and quality

2. WB growth—crystallization of
RI—technical idea of creation of state of
emergency

3. WB Growth—RI growth—technical idea
of Creating an NP

Mobilize all resources for organizing activities
to bring the NP to RI

4. WB growth—RI saturation—technical idea
of creating a NP

Use a technical idea for a second product that
addresses the needs of a more promising sector
of RI (second market niche)5. WB growth—RI maturity—technical idea

of creating a NP

6. WB growth—decline of RI—technical idea
of creation of state of emergency

7. ST growth—embryonic state of
RI—development of NP

Perform continuous analysis of the state of RI.
Develop the programme for the fastest and most
effective product promotion

8. WB growth—crystallization of
RI—development of NP

Develop a timetable for activities that provide a
quick and effective transition from product
development to production. Clearly motivate
managers to implement the plan

9. WB growth—RI growth—NP development Mobilize all resources to accelerate the exit of
the NP in RI

10. WB growth—RI saturation—NP
development

Use the development for a second NP focused
on the needs of a more promising sector of RI
(other market niche). Reorganize the main
processes

11. WB growth—RI maturity—NP
development

12. WB growth—decline of
RI—development of NP

13. ST growth—embryonic state of RI—exit
of NP to RI

Continuous monitoring of the consumer
response to the state of emergency and the state
of RI. Develop a programme for the fastest and
most effective promotion of NP

14. WB growth—crystallization of
RI—output of NP on RI

15. WB growth—RI growth—NP output to RI Analyse and refine basic processes. Pay more
attention to discipline, responsibilities and
responsibilities

16. WB growth—RI saturation—NP output at
RI

17. WB growth—RI maturity—NP output to
RI

The same NP + modified to more promising
sectors RI (other niche market)

(continued)
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Table 3 (continued)

Possible options for the life-stage ratio “green
production (DR)—innovation market
(RI)—new products (NP)”

Previous recommendations

18. WB growth—decline of RI—exit of NP
on RI

Reorganize the management system and main
processes of the EE. Modify NP for a more
promising sector of RI (other market niche)

19. WB growth—crystallization RI—sales
growth of innovation

To carry out constant analysis of the state of RI,
and especially, the actions of competitors.
Ensure the readiness of the EE (in terms of
organizing major processes) for its potential
growth

20. WB growth—RI growth—NP sales
growth

Constantly analyse the state of RI. Ensure that
the VP is ready to move to another product line
or to another sector (niche) of RI

21. WB growth—RI saturation—stable sale
of NP

Develop a production upgrade programme:
move to another product line or to other sectors
(niches) of RI

22. WB growth—RI maturity—stability of
NP sales

Implement the production upgrade programme

production of goods and services and promotes environmental improvements through
the use in the process of activity of methods and raw materials that minimize the
environmental-destructive impact on the environment and lead to improved living
conditions [13].

Green technologies are production processes that are nature-friendly and produce
a product that meets high quality standards. For example, the largest vehicle compa-
nies have turned their attention to hybrid and electric cars, ecotires and ecogasoline,
which are still in high demand today. One should not ignore the fact that in these
areas there is an active cooperation between business and science.

Scientists from different universities in the world are opening up new opportuni-
ties in the use of solar panels, growing organic crops and creating an “eco-culture”
[14]. Rating of the most promising green business ideas that allow you to join the
environmental market and a basis for the formation of a blue economy in Ukraine is
presented in Table 4.

3 Conclusions

Key features of the future patterns of development of the blue economy in Ukraine
should be:

• Institutional order of the cluster structure based on innovative hubs;
• Direct communication between its members;
• A collective way of creating innovation;
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Table 4 Rating of the most promising green business ideas that allow you to join the green market
and lay the foundations for becoming a blue economy in Ukraine (compiled by authors based on
source 16)

Green business idea of green direction The content and overall characteristics of green
business idea that underlies blue economy

Eco-consulting services Ideal for those who are well versed in green technology.
Companies operating in the sector provide
environmental expertise for residential buildings, office
space, and are developing options for improving
eco-equipment, ranging from energy-efficient
technologies to waste management programmes. In
order to gain the trust of potential clients, you need to
get a certificate, better international, that allows such
activities

Bicycle repair This service is in dire demand in a number of CIS
countries. Not only the desire to preserve the
environment, but also more rational arguments (high
prices for gasoline, endless traffic jams and accidents)
make citizens abandon cars. In addition, having ridden a
bicycle about ten kilometres away, you do not have to
go to the fitness room, so you can save money and burn
calories, which will not be unnecessary. For these
reasons, there is a need to open bicycle repair centres

Cleaning of ventilation systems Provides services that improve the energy efficiency of
buildings. The fact is that dust and other small particles
in any case enter the ventilation systems, but you can
get rid of them. This may come in handy for a company
that will show you how to save money on gas and
electricity. Potential clients can certainly be allergy
sufferers: they are always willing to pay a lot of money
just to get rid of the allergens

Growing vegetables and fruits This industry clearly demonstrates the desire of many to
eat properly, favouring those fruits and vegetables
offered not by large companies but by small farms. It is
important that there are certificates that confirm that no
chemicals were used when growing the crops. You
should also be prepared for the approval of such
activities to be agreed with the local authorities

Release of organic cosmetics A real hit in today’s market. Nowadays, girls and
women are striving not only to be beautiful, using a
huge amount of products every day, but also to want
cosmetics to be safe for the skin. At the same time, most
beauties simply do not have the time to prepare their
own scrub or balm, so it is much easier to buy the
finished product

Furniture restoration A service that is not cheap but is of interest to many.
The content of the service is to “revive” old furniture,
which may have been inherited from grandparents and
which are just so easy to say goodbye to

(continued)



Green Business in Blue Economy: Quality Management … 393

Table 4 (continued)

Green business idea of green direction The content and overall characteristics of green
business idea that underlies blue economy

Eco-cleaning of the house Actual service for people who are constantly employed.
Cleaning up with clean, non-chemical cleaners is a
difficult job, but it is essential for families with small
children or allergic family members

• An effectively functioning harmonization institute;
• Structure of production of V and VI technological structures.

The strategic priorities for the development of green production of innovative
type in the course of R&D include: development of new technologies of energy
transportation, introduction of resource-saving technologies,modernization of power
plants and technological updating of the agro-industrial complex, high-tech updating
of machine and instrument making, systematic modernization of health care.
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1 Introduction

Flowshop scheduling problem has great importance in manufacturing systems,
production planning to maintain the quality as well as quantity [1]. In flowshop,
scheduling a continuous flow of jobs is fed following the same route. The global
optimal solution is not possible to find so such problems are known as NP-Hard
problem [2]. In permutation flowshop, scheduling problem (PFSP) the final sequence
of all jobs remains same for all the machines. PFSP has extensive application in
several industries such as steel and iron production, pharmaceutical, food processing
and automobile industries and many different fields in real life [3]. In solving PFSPs,
minimization of makespan is one of the exoteric and most important objectives [4].
Makespan is the time interval between the starting of the first operation in the first
machine and the completion of the last operation in the last machine, i.e. maximum
total flow time. Makespan is commonly studied in literature as minimization of
the total completion time, for example Chakraborty and Laha [5]; Dong et al. [6];
Kalcynski andKamburowski [7]; Rad et al. [8]; Ribas, Companys, andTort-Martorell
[9].

PFSPs are majorly of three different types [10]. The first kind of PFSP is the preci-
sion category, applicable for very small-scale problem since they have high computa-
tional complexity and use large memory. For execution of such algorithm, enumera-
tion method, cutting plane method, branch and boundmethod [11], etc. are used. The
second category uses constructive algorithms, e.g. algorithms used by Gupta et al.
[12], Nawaz-Enscore-Ham (NEH) algorithm [13], Rajendran et al. [14], Johnson
et al. [15], Palmer [16], Campleu-Dudek-Smith [17] and so on. The third one is the
metaheuristic algorithms. They do not follow strict rules and deterministic process.
They aremore flexible and universal compared to deterministic algorithms in number
ofmovements in their searches.With the help of some nature inspired and other accu-
mulated work experiences by human beings, metaheuristic is sketched. For example,
use of genetic algorithm (GA) [18–20], simulated annealing (SA) algorithms [21, 22]
etc. to solve schedulingproblems.To solve bigger problems, researchers have focused
on heuristics. On the basis of dispatching rule heuristic algorithms are constructive
and improvement heuristics. In case of constructive heuristics through the list of
unscheduled jobs, a series of passes of the jobs is maintained. During each pass, one
or more jobs are selected and then it is added to that schedule. Once a sequence is
prepared, it remains fixed i.e. cannot be altered. Nawaz et al. (NEH) heuristic [13] is
commonly regarded as the most effective constructive heuristic. It is a core heuristic
for most of the scheduling problems and was mainly proposed for the PFSPs for
minimization of makespan. Three stochastic versions were proposed by Laha et al.
based on the ideas from the NEH algorithm of Nawaz et al. [13] and simulated
annealing (SA) of Kirkpatrick et al. [23] are H1, H2, H3 [5]. Framinan and Leisten
proposed an heuristic [24]. In the heuristic procedure proposed by Nawaz et al. [13]
to optimize the partial schedules this mechanism is used. Further, a modification
of this heuristic was made by Laha and Sarin [25]. This modification enhances the
performance of the previous heuristic significantly. Sometimes ties occur for NEH
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heuristic during the initial ordering of jobs as well as during the choosing of the best
or optimal partial sequence among the sequences which have the same makespan.
For this, two tie-breaking rules called NEHMSWG and NEHMinS-PS are proposed
by Rajendran et al. [26]. On the other hand, in case of improvement heuristics, it is
started with an existing solution and after that it will apply some tricks to improve
the result [27].

In this paper, we focus on PFSP. The main claim of the paper is to minimization
of makespan. The two assumptions of PFSP are as follow: (i) Same priority of
importance in all jobs. (ii) Uninterrupted operations and one machine can perform
one operation at a time.

Consider a small two machines two job problem. The processing times are given:

Job Machine 1 Machine 2

J1 10 2

J2 5 7

The makspan for the sequence 1–2 is 22. For the 1st job, the weightage in 1st

machine is greater than 2nd.
Now, considering the processing times are well distributed for 1st job.

Job Machine 1 Machine 2

J1 6 6

J2 5 7

The makespan is for the same sequence is 19, i.e. reduced. In our work, we apply
this strategy, i.e. a well-distributed machining time in all machines. It is obvious that
if processing times are large then the corresponding machines will be occupied by
the job. Hence, it will delay the completion. If the processing times are nearly same,
then all machines will be occupied for nearly same time. In the previously worked
algorithms by the researchers, they are not focused on well-distributed processing
times. Here, on considering this a significant improvement is obtained on the results.

2 A Description of Flowshop Scheduling

In flowshop scheduling system the n jobs, denoted as {J1, J2, J3, . . . , Jn}. Each job is
processed under m machines {M, M2, M3, . . . , Mm} where the J th operation needs
to be processed by J th machine and each machine can process only one operation
at a time interval without preemption. After completing J operation at J th machine
then it only go to the next (J + 1)th machine.
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3 General Notation and Problem Description
of Permutation Flowshop Scheduling

The mathematical model of PFSP is described as follow:

(1) tp(j, i) denotes the time required to process the job i on machine j
(2) tc (j, i) denotes the completion or execution time of job i on machine j.

{π1, π2, π3, . . . , πn!} referred to all possible sequence of n jobs (a total n! is
possible).

(3) The completion time of a sequence πi is represented as C(πi )

For j = 1, 2, . . . ,m and i = 1, 2, . . . , n.

tc(M1, J1) = tp(M1, J1)
tc
(
Mj , J1

) = tc
(
Mj−1, J1

) + tp
(
Mj , J1

)

tc(M1, Ji ) = tc(M1, Ji−1) + tp(M1, Ji )
...

∴ tc
(
Mj , Ji

) = max
{
tc
(
Mj−1, Ji

)
, tc

(
Mj , Ji−1

)} + tp
(
Mj , Ji

)

Now, the makespan is defined as the completion time of the last job, tc(Mm, Jn)
of the sequence.

Therefore, for each sequence (πi ) = tc(Mm, Jn).
Among all πi for a specific i, C(πi ) is minimum.

4 Proposed Algorithm

The flowchart of the proposed constructive heuristic is given in Fig. 1.

5 Performance Evaluations

The proposed heuristic is compared against three most efficient constructive heuris-
tics. These are: (a) the modified Framinan and Leisten [25], hereinafter referred to
as FLM. (b) The stochastic method, H1 proposed by Chakraborty et al. [5] and (c)
NEH with 2nd tie braking rule NEHMinS-PS (here it has been referred as NEH1)
[26].

All the standard reference algorithms (FLM, H1, NEH1) and the proposed
heuristic were coded in C programming language and executed on a AMD Turion,
3 GB, 1.90 GHz PC. The quality of the solution is judged by the generated makespan
by an algorithm (smaller makespan means better result). Here, two phases of exper-
iment are taken to compare the performances of the heuristics. Small In the first
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Fig. 1 Flowchart of the proposed constructive heuristic

phase, small-size problems with n = 6, 7, and 8, and m = 5, 10, 15, 20 and 25 are
taken. The second phase, n = 10, 20, 30 and 40, and m = 5, 10, 15, 20 and 25 are
considered. For each set of jobs and machines 20 instances are chosen. Therefore,
300 problems are considered in first phase and 400 problems in second phase. To
generate the problem dataset, uniform random discrete distribution of numbers from
1 to 99 are selected.

To evaluate the performance of the coded algorithms, percentage relative error
(PRE) and number of optimal or best solutions for a particular problem set are
calculated.

The Percentage Relative Error is given by,
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PRE =

(makespan by a respective
heuristic− optimal makespan(or)
best upper bound on the makespan)

optimalmakespan(or)
best upper bound on the makespan

× 100

For small-size problem, complete enumeration by constituting the optimal
makespan from all possible values is taken in order to find PRE. In the second
phase, the optimal solution is taken as the best upper bound on makespan generated
by all heuristics.

To compute the experiment, we take three processes in heuristic.

(i) Proposed Heuristic1 (PH1): Here, standard deviation(SD) is used to sort the
jobs initially. For each job, the SD of all processing times are calculated. Then
for each job, processing times are divided by corresponding SD.

(ii) Proposed Heuristic2 (PH2): Here, the mean of processing time of each job
is calculated. Next, for each job, all processing times are divided by the
corresponding mean.

(iii) Proposed Heuristic3 (PH3): SD and Mean both are calculated for each job.
Then we take a ratio x = 0.3 × standard deviation + 0.7 × Mean. Then the
processing times are divided by x for the corresponding job.

The comparative PRE for the small-sized and large-sized problems are shown
in Tables 1 and 2, respectively. For each combination of job and machine set, 20

Table 1 Comparison of heuristics for small problems with respect to PRE (n = 6, 7 and 8)

m Instances FLM NEH1 H1 PH1 PH2 PH3

6 5 20 0.2051 0.2326 0.1922 0.1078 0.0990 0.0958

10 20 0.2313 0.2475 0.2821 0.0945 0.1296 0.1213

15 20 0.1668 0.1748 0.1745 0.0750 0.0772 0.0871

20 20 0.4032 0.4537 0.4840 0.3557 0.3313 0.3554

25 20 0.1361 0.1405 0.1748 0.0875 0.0720 0.0902

7 5 20 0.2536 0.3577 0.1891 0.1150 0.1156 0.1215

10 20 0.1995 0.2067 0.2078 0.0933 0.1098 0.0998

15 20 0.1760 0.2011 0.2395 0.0898 0.0805 0.0964

20 20 0.1693 0.1819 0.1929 0.1019 0.1040 0.1042

25 20 0.1482 0.1514 0.1556 0.0938 0.1011 0.0970

8 5 20 0.2757 0.2677 0.2208 0.1499 0.1267 0.1283

10 20 0.2166 0.2481 0.3272 0.1310 0.1241 0.1286

15 20 0.2113 0.2293 0.3092 0.1047 0.1121 0.0961

20 20 0.1585 0.1769 0.2379 0.0908 0.1071 0.0988

25 20 0.1619 0.1665 0.1313 0.1069 0.1028 0.1008
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Table 2 Comparison of heuristics for large problems with respect to PRE (n = 10, 20, 30 and 40)

m Instances FLM NEH1 H1 PH1 PH2 PH3

10 5 20 0.1252 0.1623 0.0920 0.0168 0.0295 0.0247

10 20 0.1231 0.1201 0.0780 0.0305 0.0230 0.0374

15 20 0.1069 0.1289 0.0815 0.0199 0.0233 0.0219

20 20 0.0716 0.0726 0.0426 0.0180 0.0184 0.0201

25 20 0.0869 0.0878 0.0711 0.0246 0.0186 0.0155

20 5 20 0.1619 0.1179 0.0766 0.0110 0.0158 0.0105

10 20 0.1449 0.1505 0.0884 0.0341 0.0278 0.0192

15 20 0.0871 0.1114 0.0562 0.0180 0.0183 0.0269

20 20 0.1035 0.1010 0.0687 0.0056 0.0216 0.0124

25 20 0.0802 0.0982 0.0556 0.0188 0.0258 0.0139

30 5 20 0.1555 0.0988 0.0770 0.0187 0.0068 0.0052

10 20 0.1081 0.1058 0.0759 0.0127 0.0364 0.0168

15 20 0.1076 0.1223 0.0815 0.0262 0.0115 0.0234

20 20 0.0840 0.0996 0.0677 0.0190 0.0197 0.0127

25 20 0.0959 0.1119 0.0692 0.0158 0.0230 0.0239

40 5 20 0.1666 0.1141 0.0773 0.0131 0.0032 0.0130

10 20 0.1534 0.1379 0.0985 0.0343 0.0157 0.0104

15 20 0.1058 0.1132 0.0745 0.0182 0.0157 0.0182

20 20 0.0890 0.0943 0.0586 0.0093 0.0152 0.0081

25 20 0.0816 0.1013 0.0590 0.0118 0.0159 0.0118

instances are selected and evaluate the PRE for each heuristic. Out of these PRE
values which are less is the best solution and are marked bold in the table. The result
shows that the proposed heuristic performs better than the existing standard reference
algorithms.

From Tables 3 and 4, it is evident that, in case of small-sized problem, the number
of optimal solution out of 300 problems are 0, 0, 1, 8, 5, 7 for FLM, NEH1, H1, PH1,
PH2 and PH3, respectively. For large-sized problems, these are 1, 3, 22, 147, 151,
167 respectively out of 400 problem set. For large-sized problem, the normalized
version of the heuristic performs significantly well among all heuristics.

6 Time Complexity

The time complexity of FLM heuristic is O(n4m) [25] and NEH1 is O(n2m) [26]. In
case of proposed heuristic initially the jobs are shorted using bubble sort in order to
the sum of processing times up to (m − 1)th machines. It takes order O(n2) times.
The complexity is associated with generating the best partial sequence. Then the
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Table 3 Number of problems in favour of optimal solution for small problems (n = 6, 7 and 8)

m Instances FLM NEH1 H1 PH1 PH2 PH3

6 5 20 0 0 0 1 2 2

10 20 0 0 0 1 0 1

15 20 0 0 0 3 1 2

20 20 0 0 0 0 0 0

25 20 0 0 1 0 0 1

7 5 20 0 0 0 0 0 0

10 20 0 0 0 1 1 0

15 20 0 0 0 2 1 1

20 20 0 0 0 0 0 0

25 20 0 0 0 0 0 0

8 5 20 0 0 0 0 0 0

10 20 0 0 0 0 0 0

15 20 0 0 0 0 0 0

20 20 0 0 0 0 0 0

25 20 0 0 0 0 0 0

Sum 300 0 0 1 8 5 7

processing times of the remaining jobs are subtracting performing an order of O(nm)
work, which is performed for n = 3 to njobs. So, the overall order is O(n·nm + n2),
i.e. O(n2m). This is significantly lesser than FLM.

7 Conclusions

Here, a new heuristic for permutation flowshop scheduling problems has been
proposed and compared with some existing standard algorithm with an objective
of minimization of the makspan. Specifically, we have compared the new algorithm
with three existing algorithms with two size of problems. The proposed algorithm
has consistently shown better computational result for both the large and small-sized
problem with respect to others. For the large-sized problem, it works much better.
The computational complexity of the proposed algorithm is also less than the existing
standards.
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Table 4 Number of problems in favour of the best solution for large problems (n = 10, 20, 30 and
40)

m Instances FLM NEH1 H1 PH1 PH2 PH3

10 5 20 1 0 1 11 14 13

10 20 1 1 1 12 8 9

15 20 2 0 1 13 9 12

20 20 0 1 4 10 8 8

25 20 0 0 0 11 12 8

20 5 20 0 2 4 10 10 10

10 20 0 0 5 9 8 11

15 20 0 0 1 11 11 8

20 20 0 0 0 9 17 13

25 20 0 0 1 10 9 12

30 5 20 0 1 3 13 9 13

10 20 0 0 1 7 11 14

15 20 0 0 0 14 8 9

20 20 1 0 0 10 7 11

25 20 0 0 1 8 10 9

40 5 20 0 0 1 14 12 10

10 20 0 0 2 8 5 11

15 20 0 0 0 11 12 12

20 20 0 0 3 6 10 11

25 20 0 0 0 7 12 13

Sum 400 1 3 22 147 151 167
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