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Preface

The emerging transport solutions are emerging recently which fundamentally change
our urban mobility modes and associated modelling paradigm for both single-modal
transport and multi-modal transport, both private transport and public transport, both
land transport and maritime transport, both passenger transport and freight transport.
This is mainly attributed to the research and development in telecoms, vehicular
and control technologies which make it possible for individualized high-resolution
data, disruptive transport modes and the coupling and consolidation of all relevant
systems such as electricity grid, communications systems, transport systems, emer-
gency management systems and others. In order to bridge the gaps among different
disciplines that have all contributed to the area of urban transport, the fourth interna-
tional symposium of smart transport systems (KES STS 2021) is held in June 2021,
similar to last year amidst the coronavirus pandemic, to provide a communication
and collaborative platform among scholars in the broad area of smart transport. Last
year, we were yet to know when this will end and can only say “together we can beat
this with unity”. As of now, with the fast deployment of vaccine and sharp decrease
of cases in all parts of the world, we are confident that we are finally seeing the light
at the end of the tunnel, and we can have a real conference in 2022 to physically
meet with each other and share research findings and thoughts.

For the year 2020, 17 papers were accepted in the areas of public transport, travel
behaviours, maritime transport, drones, intelligent transport, traffic engineering oper-
ations, connected and automated vehicles, multi-modal transport, pandemic mitiga-
tion, driving behaviours and traffic safety. Two papers are in the area of maritime
transport, discussing port shore power and seafarer change at seaports. Two papers
are related to new observations using drones and Internet of things. Surprisingly, five
papers (30%) are focused on public transit electrification, covering topics of optimal
routing, scheduling, charging design, energy consumption prediction and pandemic
influence. Three papers are in the area of traditional traffic engineering, one for
weather impact, one for sustainability analysis and the last one for travel time relia-
bility. The last five papers are focused on travel behaviour, driving behaviour, public
awareness, collision warning system and cooperative control of connected and auto-
mated vehicles. These papers were rigorously peer-reviewed by at least two indepen-
dent assessors and one editorial member. We establish a dialogue between assessors
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and authors in the progress of improving these papers. Participants and authors are
mainly scholars and practitioners from Norway, Sweden, Austria, Canada, China,
Australia, New Zealand and the USA.

Goteborg, Sweden Xiaobo Qu
Shanghai, China Lu Zhen
Shoreham-by-sea, UK Robert J. Howlett

Shoreham-by-sea, UK Lakhmi C. Jain
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Check for
updates

Yu Guo, Yiwei Wu, Wei Wang, and Shuaian Wang

Abstract Inshipping industry, ships typically use their auxiliary engines to generate
electrical power for lighting, ventilation and other on-board equipment and as a result
emit harmful gases and particles at berth. Using shore power to power ships is a way
to reduce the emissions and realize the objective of green port when ships dock at
ports. But how to allocate ships to shore power is unresolved. Therefore, this paper
aims to determine the allocation of shore power to maximize shore power usage
and thus reduce air emissions when ship berth at the ports. An integer programming
model for shore power allocation problem is proposed and it is validated by numerical
experiments.

Keywords Shipping industry + Shore power - Air emissions * Green port - At berth

1 Introduction

With the development of international trade, shipping becomes more and more impor-
tant, accounting for more than 90% of the total international transportation [1]. It
links countries and regions, connects producers, dealers and consumers around the
world, and also makes the production and consumption world-wide.

In shipping industry, there are two main types of marine transportation opera-
tions: liner transportation (traversing regular routes on fixed schedules) and tramp
transportation (not having fixed schedule or port of calls but available at short notice
to transport cargo from port to port). Over 95% of world shipping is powered by
diesel that causes serious environment pollution by emitting harmful gas (SOx and
NOx) and particles (PM10 and PM2.5) [2]. When ships dock at ports, diesel power
is used to maintain on-board activities, generating emissions ten times greater than
those from the ports’ operation [3]. These emissions have a negative impact on port
city residents, especially sensitive groups such as children and the elderly, as these
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emissions can penetrate into the lungs, leading to cardiovascular disease, lung cancer
and asthma [4].

Sulphur Emission Control Area and Nitrogen Oxide Emission Control Area under
the management of International Maritime organization (IMO) aim to reduce SOx and
NOx emissions from shipping. Shipping companies have to take measures to reduce
emissions. One potential measure is shore power, a technology that use onshore
electricity rather than diesel to power the system of ships when ships dock at ports,
reducing exhaust emissions at ports. However, there is an important factor related
to the application of shore power: power capacity, which directly determines how
many ships can be charged simultaneously. Suppose a large number of ships arrive
at port at the same time, leading to a high demand for shore power. How to allocate
shore power to the berthed ships equipped with shore power system under the limited
shore power supply is the main issue of this paper.

2 Literature Review

IMO requires to reduce emissions and achieve green port. Shore power can meet
requirements when the ships are docked at the ports. Thus, shore power has the
potential to be widely used in the future. For example, China already built 616 shore
power ports in 2018 and plans to build another 171 shore power ports in 2020 [1].

The investment of shore power is high. Thus, some studies of shore power have
focused on economy benefits. In Safaga port, Seddiek et al. [5] has proved high-
speed crafts (Alkahera) with shore power supply could save 49.03% of per year cost
compared with shipborne auxiliary. Wang et al. [6] calculated the cost effectiveness
of onshore power and compared the results to the cost effectiveness of using fuel.
Santander et al. [ 7] researched the potential benefit of Spanish ports. Li [8] calculated
pay-back period and analyzed related influence factors (such as service charge, power
price and maintenance cost), giving suggestion that Electricity Board of China shall
further reduce shore power price.

Some studies have focused on specific port(s) and discuss the actual environmental
benefits. Theodoros [9] analyzed the implementation of shore power and found that
the environmental benefits are significant. Chang and Wang [10] concluded that
CO; emissions could be reduced to 57.16% by using shore power technology. The
quantitative calculations used by Tseng and Pilcher [11] provided that implementing
shore power in the Port of Kaohsiung would have environmental benefits in the future.
Vaishnav et al. [12] showed that air quality would benefit per year if one-fourth to
two-thirds of the ships that berth at the US ports used shore power supply.

Most of the current studies about shore power focus on economy and environ-
mental benefits. However, there are very few articles on operational optimization of
shore power system, such as shore power allocation, which could greatly influence
total amount of shore power used and thus the amount of air emissions. There-
fore, how to allocate shore power under the limited shore power supply is an urgent
problem to be studies, which is the main topic of this paper.
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3 Model Formulation

‘We consider a port equipped with several shore power sockets and providing P power
(kW) to ships. Port managers plan the shore power allocation for the next planning
horizon at the end of the current one with the hope to maximize shore power usage
for berthed ships equipped with shore power in order to effectively reduce at-berth
emission. The planning horizon is discretized into units of A hours (e.g., A = 0.5).
A set V of ships equipped with shore power dwell at berth in the port during a set T’
of time periods. Each ship v € V arrives at the port at the beginning time period a,
and leaves the port at the beginning time period b,,. We denote by p, the power (kW)
required by ship v using shore power at berth. As seafarers have to connect sockets
with electrical equipment in order to use shore power, frequent connecting to and
disconnecting from shore power create extra work for seafarers on board and are not
conducive to equipment maintenance. Hence, we denote by #,, minimum required
time of using shore power if ship v is connected to shore power in order to ensure that
the ship is not constantly connected to and disconnected from shore power. Besides,
different seafarers have different proficiency in operating shore power on and off. For
example, some specialized seafarers may need as little as half an hour to connect a
ship to shore power or disconnect a ship from shore power, while unskilled seafarers
may need two or three hours to complete the operation. We use w, to represent the
time required for having the berthed ship v plug into/off the shore power.

This study proposes an integer programming (IP) model to optimally determine
shore power allocation during the planning horizon in order to maximize the total
amount of shore power (kW h) used by all berthed ships. Maximizing the usage
amount of shore power means minimizing the amount of fuel consumed and mini-
mizing the emissions of air pollutants and greenhouse gases. Before introducing the
objective and constraints considered in this study, we list the notation used in this
paper as follows.

Indices and sets:

V  set of berthed ships equipped with shore power, v =1, 2, ..., IVI;
T  set of time periods of the planning horizon, t =1, 2, ..., IT;

Parameters:

P total power (kW) that the port can provide;

a, time period (A) at the beginning of which ship v arrives at the port;

b,  time period (A) at the beginning of which ship v leaves the port;

py,  power (kW) required by ship v using shore power at berth;

u,  minimum required time (A) of using shore power if ship v is connected to shore
power;

w, time (A) required for having the berthed ship v plug into/off shore power;

A duration (h) of one time period;

Decision variables:
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o,; Dbinary, set to one if and only if berthed ship v uses shore power during the ith
time period, and zero otherwise;

B,  binary, set to one if and only if berthed ship v uses shore power at berth, and
zero otherwise.

Based on the above definitions of indices, sets, parameters and variables, we
formulate an IP model as follow:

[M1] Maximize Z = Z Z APyt (1)
veV teT
st. Y puay <P VieT )
veV

Yoz upy eV 3)

teT
Bo>ay VeV, teT 4)
Y e —an| =2 Yoev 5

te{l,2,...,|T|-1}

o,y €{0,1} YVveV, teT (6)

o,y =0 YveV, te{l,2,...,a,+w, — 1,by, —w, +1,...,T} @)

B, e{0,1} YveV. (8)

Objective function (1) maximizes the total amount of shore power used (kW h),
which can be calculated by multiplying the power and shore power using time of all
ships. Because the planning horizon is discretized into units of A hours, the time of
using shore power can be calculated by ZIET Aa,,. Constraints (2) ensure that the
sum of power used by all ships at any given time does not exceed the total power that
the port can provide. Constraints (3) ensure that once the ship is connected to shore
power, the shore power using time should not be less than the minimum required time
of using shore power. Constraints (4) introduce the relationship between the variable
B, and the variable «,,. Constraints (5) ensure that when ships use shore power, they
need to use shore power continuously rather than connect to shore power several
times. Constraints (6)—(8) define the domains of decision variables. Constraints (7)
also imply that the ship cannot use shore power when connecting to and disconnecting
from the shore power system.
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4 Computational Experiments

In order to evaluate the proposed model, we perform several computational experi-
ments on a PC (Intel Core i7; Memory, 16 GB). The mathematical model proposed
in this study was coded in C* and implemented in CPLEX 12.5.1.

4.1 Experimental Setting

We first summarize the setting of our parameter values. The planning horizon of
shore power allocation is one day (24 h). The value of A is set to 0.5 h. Hence, the
planning horizon studied in this paper has 48 time periods. We set the values of a,
and b, to follow the uniform distribution over the first 24 time periods and the last 24
time periods, respectively. The average value of u,, is set to 5 h (i.e., 10 time periods),
which is consistent with related works [6]. The average value of w, is set to 0.5 h
(i.e., 1 time period), which is basically the same with realistic examples [13]. The
average value of p, is set to 1000 kW, which is line with Guangdong News [14].
Chu [15] shows the total power that the Suzhou port can provide is 70,800 kW, and
there are three port areas in Suzhou. Therefore, we set the value of P to 23,600 kW.

4.2 Performance of the Model

A number of numerical experiments over instances with different number of berthed
ships were carried out to validate the proposed model. Table 1 lists the results provided
by CPLEX directly. In Table 1, ‘Obj’ represents the objective function values of the
model solved by CPLEX directly, which are the total amount of shore power used (kW
h), and ‘“Time’ represents the CPU running time. We find that the CPU running time
increases with the instance scale. Besides, although the objective function value of
the model increases with the instance scale, the rate of the increase is obviously much

Table 1 Results provided by

CPLEX directly Case ID Obj Time (s)
Case 1 (10) 86,390 1
Case 2 (20) 208,719 3
Case 3 (30) 334,480 4
Case 4 (40) 377,524 23
Case 5 (50) 425,641 340
Case 6 (60) 440,341 1448

Note In ‘Case ID’, the numbers in brackets denote the numbers of
berthed ships
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slower from Case 3. This result is as expected because the port provides shore power
to a maximum of about 23 (23,600 = 1000 & 23) berthed ships at any point. This
means that increasing the number of berthed ships does not always mean increasing
the amount of shore power used because of the total power limit.

5 Conclusion

Air pollutions emitted by ships when docking at ports are of particular concern.
Shore power permits berthed ships to shut down their auxiliary generators, providing
alocally emission-free solution by shifting the energy generation to the shore supply.
This study aims to determine the allocation of shore power to maximize the shore
power usage, reducing air emissions when ship dock at ports. An integer program-
ming (IP) model is proposed to allocate shore power during the planning horizon
and this model is validated by numerical examples. Results show that the amount
of shore power used does not increase with the increasing number of berthed ships
because of the total power limit.

Future research work should concentrate on calculating the efficiency of shore
power usage, the amount of emissions reduced at berth, the cost and benefits of
allocating shore power as well as the total power demand required by the berthed
ships based on ship calls information.

Acknowledgements This research is supported by the Research Grants Council of the Hong Kong
Special Administrative Region, China (Project number 15201718).
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Security Analysis Using Deep Learning m
in IoT and Intelligent Transport System i

Gwanggil Jeon and Abdellah Chehri

Abstract Cloud computing is an embryonic and vast field. It is cost effective, flex-
ible and customized solution provided to customers according to their needs. Due
to cloud computing customers need of having their own data centers storages and
services became truncated. Cloud service providers serves customers with infras-
tructure, storages, security, computation resources and fault rectifications. Due to the
customized and flexible in nature cloud computing created many security concerns
meanwhile security is the first requirement of customer. Storages, infrastructure, soft-
ware and network need security measures. In this paper we deliver different defense
techniques by using which cloud computing infrastructure could be made secure.
It includes different protocols, encryption techniques, and hardware and software
solutions for different level of security.

Keywords ITS - Security analysis -+ Communication model -+ DDoS

1 Introduction

Cloud computing is an embryonic and enormous field of computer science, which
helps in achieving effectiveness and efficiency in working capacity or handling of
organizations data and IT infrastructures. Cloud computing increased the capabilities
of IT infrastructure due to its low-cost solutions and scalability. Information tech-
nology companies are now maintaining the cloud computing systems/ data centers.
These service providers have made different data centers and providing facilities
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like computational resources, storages, security, faults rectification and server main-
tenance etc. Big companies are now shifting their IT infrastructure to cloud technolo-
gies. On the other hand, new companies are now not building their own data centers.
On contrary, they are using cloud computing technology and focusing on their core
business instead of maintaining data centers.

Companies like Amazon, Oracle, Microsoft and IBM etc. has developed cloud
computing systems. Cloud computing uses virtualization technology in which service
providers make virtual machines on physicals servers which helps in operating any
software and services demanded by user/customer. Customers are much concern
about security and privacy of their data because all data will travel to the user using the
network from data centers and vice versa. Data can be lost accidentally, deliberately
disclosed by any employee and modified by some attacker or other tenants [1].
“Cloud computing security is the major concerns when shared resources, access
control, privacy and identity management needs” [2]. Security can be achieved or
maintained on cloud storage, cloud infrastructure, cloud software and cloud network.

“The increment in the adoption of cloud computing and the market maturity is
growing steadily because the service providers ensure the complex security level,
compliance and regulatory. In part this growth, the cloud services will deliver the
increased flexibility and cost savings” [3].

This paper will explain the cloud computing architecture, cloud computing chal-
lenges and security. Market maturity and low-cost solution are only can be achieved
until or unless security measures are taken. Trusted Third Party and cryptography
will be discussed to ensure the availability, confidentiality and integrity (CIA Triad).
Moreover, enhancement solution for cloud computing system security may also be
discussed. Internet of things (IoT) is a system of interconnected devices like vehicles,
home appliances and other things immerse with electronics, sensors, software’s and
other devices can enable these objects to communicate and share information and
data between them.

The internet of things allows people and different things to be communicated any
time anywhere any place using any network any path and any service [1, 2].

The IoT allow the objects to be sensed or controlled with network infrastructure.
This new way of connectivity is going whole laptops and smart phones. It’s going
towards connected cars smart homes connected wearables, smart cities and connected
healthcare basically a connected life. Recent technological advances in electronics
have enabled the deployment of all kind of small size devices of sensing, computing,
storage and power capabilities, which has led to be opportunity of utilizing any object
as a smart and communicating for this purpose of unlimited number of applications,
but at the same time that security and confidentiality requirements are met [3-5].

Every device that uses electricity gathering data and connected to the internet
what’s could go wrong? The security and privacy issues surrounding are so huge.

As with the increased technology of IoT applications and devices cyber-attacks
will also be higher and more serious threads to security and privacy than ever before
[6-8].

The large amount [oT devices used in industry, military and other key areas public
and national security. E.g. on 21 Oct 2016 a multiple distributed denial of service
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(DDoS) attacks systems operated by Domain name System of several websites such
as GitHub, Twitter and others. This attack just executed through a botnet consisting
a large number of IoT devices including printers, IP cameras, gateways and baby
monitors etc. [9-11].

This study shows general survey of all the security issues along with all possi-
bilities of IoT architectures. This paper tells us about security requirements and
challenges that are usually faced in IoT implementations and security threats and
expected solutions on each layer of IoT architecture to make these technologies
secure and universal. According to statistics website Statista [5], the number of
connected devices around the world will productively, increase from 20.35 billion in
2017 to 75.44 billion in 2025. International Data Corporation (IDC) [6] has predicted
a 17.0% compound annual growth rate (CAGR) in IoT spending from $698.6 billion
in 2015 to nearly $1.3 trillion in 2019, there seems to be a consensus that the impact
of IoT technologies is substantial and growing. According to Gartner report in 2020
connected devices across all technologies will reach to 20.0 Billion [5, 6].

Tahir et al. provide an IC Matric base solution for IoT security the IC Matric
was earlier describe in [12] and redesign for health care solution in [13]. IC Matric
technology is known segregated in to health care environment has proceeded towards
debugging and inscription that allow the electronic devices save and secure use. It
also provides error free transmission of data between the devices. Liu et al. provide
the principle of biological immune system for the security of IoT [14] this system has
a role model for building IoT security. This proposed solution has five links one is
security thread detection, danger computation, security defense strategy formulation,
security responses and security defense. All these links are related with the data of
IoT security.

Zhou and Chao provide solution of security critical traffic management scheme.
The novel media aware traffic security architecture (MSTA) meat the security
information requirement for multimedia communication and services in the IoT
environment [15].

The insert solution is used for the existing architecture multimedia security [ 16]. In
this session the author proposed the solution and challenges for multimedia security
in wide networks.

Lassa dos Santos et al. introduced the architecture to enable devices that use
data gram transport layer security (DTLS) with authentication to communicate with
internet devices [17]. This security architecture for IoT is based on third party device
which is called internet of things security support provider (IoTSSP) and to main
functions for brooder router: (ii) the optimal hand shaking delegation (ii) the transfer
of section.

Kothmayr et al. proposed the use of hardware to enable security in devices [18].
The main thought of author to use the trusted platform modules added in each device.
Also, this architecture provides message integrity, confidentiality and authentication
and un expensive energy solution, end to end latency and memory overhead, that’s
make it suitable security solution for IoT [19].
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The composition of the paper will be like this, Sect. 2 will describe the cloud
computing architecture and then Sect. 3 will be comprised of cloud computing
security solutions. Section 4 will cover the conclusion of this paper.

2 Cloud Computing Architecture

Security of Perception Layer Supplies, for example, RFID peruses, sensors, portals,
GPS and different gadgets require to be secured proficiently. OWASP has recognized
poor physical security in the best 10 IoT vulnerabilities. The initial step is to guarantee
that lone approved individuals can approach touchy information created by physical
items that is the reason a physical personality and access administration strategy
should be characterized. Validation and approval necessities from IoT are fulfilled
in this comparable form.

Information accumulation is an imperative issue for this layer.

The second heading is picture information gathering, to utilize security in pictures
as picture pressure, and CRC. Cryptographic preparing is one of the principle errands
in security components for sensor information on IoT. These activities that are
regularly utilized as a part of request to ensure security of information incorporate
encryption and unscrambling, key and hash age, and sign and confirm hashes.

Risk Assessment is an essential of IoT security which decides the degree of the
potential danger and the hazard related with an IoT framework. The yield of this
procedure recognizes suitable controls for decreasing or wiping out hazard amid
the hazard alleviation process. Various associations have created rules for directing
danger evaluation, for example, the U.S. National Institute of Standards and Tech-
nology (NIST). The International Standards Organization (ISO) and the International
Electro technical Commission (IEC).

The wired security sub-layer is worried about devices, which speak with different
gadgets on the IoT framework utilizing wired channels. Basic security strategies are
connected in wired sort systems are firewalls and Intrusion Prevention System (IPS).
On the off chance that the system has firewall or IPS, it can assess arrange packet
profoundly that are foreordained towards the goal. In any case, existing IoT has no
capacity as far as bundle investigation and packet sifting. There is a progressing
research on this issue where security analysts endeavor to outline a low asset hungry
firewall for IoT to give the capacity of packet review.

Security of Support and Application Layers contains two sub-layers. In one
sublayer, there are local applications and related middleware functions which should
be secured with various techniques. For example, intelligent transportation systems
can use encryption techniques, while smart home/smart metering systems uses
steganography techniques. The second sublayer corresponds to national applications
and their security systems, ensuring that sent and received data are secure. Therefore,
various security techniques are applied in these systems based on the scope of each
system such as authentication, authorization, access control list, selective disclosure,
intrusion detection, firewall, and antivirus.
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Cloud Deployment Models
Cloud Service Models
Cloud Security

Storage Infrastructure Network

Cloud Components

Virtualization Multi-tenancy Cloud Network

Fig. 1 Education cloud computing architecture

According to NIST, Cloud computing “is a model for allowing ubiquitous, conve-
nient, and on-demand network access to a number of configured computing resources
(e.g. networks, server, storage, application, and services) that can be rapidly provi-
sioned and released with minimal management effort or service provider interac-
tion”. Cloud computing comprises of deployment models, service models, security
and some basic components. Cloud computing architecture is presented in Fig. 1.

2.1 Cloud Deployment Model

Cloud technology can be implemented in four models i.e. Public, Private, Hybrid
and Community model. They can be elaborated by the following Fig. 2.

Public Cloud: A public cloud represents the cloud hosting and owned by the service
provider whereby the client and resource provider have service level agreement”.
Public cloud services are provided by Sun, Microsoft, IBM, Google, VMware and
Amazon. That platform provides a generalized computing environment which is
publically and easily available for public to use. This type is less secure than other
types of cloud.

Private Cloud: Private cloud is used solely by one business, organization or one
customer that may be operated by a third party or by organization itself. Private
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Fig. 2 Deployment model
of cloud technology

Public

Hybrid

Community Private

cloud provides better security at larger cost. “The St. Andrews Cloud Computing Co-
laboratory and Concur Technologies are illustration associations that have a private
cloud”.

Community Cloud: Community cloud is the shared infrastructure by an organiza-
tion with others having the same requirements or interests like same security polices,
task and agreements. This type of cloud may be maintained, controlled, operated
and handle by third party. Siemens provides the facility if community cloud. “The
cloud infrastructure of community cloud is shared and owned by different organi-
zations such as research groups, together with work of companies and government
organizations”.

Hybrid Cloud: Hybrid cloud is designed by the fusion of two or more deployment
models of cloud which may be private, public or community. Above mentioned Fig. 2
also shows the overlapped area with other deployment models. In the hybrid cloud
could be freely overseen yet applications and information would be permitted to
move over the cloud. This is the much secure, customize and flexible type of cloud.

2.2 Cloud Services Model

Cloud architecture provides set of services/set of resources for clients according to
the user requirements. There are three types of services emerged till now i.e. laaS,
Paas, and SaaS.

1. Infrastructure as a Service (IaaS): Service provider of cloud offers its infras-
tructure with the provision of storage, physical servers, network, processing and
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2.3

computational resources to the customers. Customer can use infrastructure for
installation and running their own applications. Amazon Web Services are the
noticeable example which uses [aaS model.

Platform as a Service (PaaS): “Provides the capability to deploy onto the cloud
infrastructure, consumer created applications, produced using set of program-
ming languages and tools that are supported by the PaaS provider.” Examples
of PaaS are Microsoft Azure and Google App engine.

Software as a Service (SaaS): Cloud provider offers its customers, applications
running and installed on cloud computing infrastructure using the web browser.
“The consumers do not have control or figure out how to the underlying frame-
work including system, servers, network, operating systems, storage, or even
individual application capacities, with the conceivable exemption of constrained
client particular application setup settings”.

Cloud Security

Storage Security: End user requires its data should be secure from attacks
of third party and employees of service provider of cloud. “Privacy of the
data should be maintained and remain available if the cloud provider is not
available. Storage security concerns about data sanitization, cryptography,
data-Remanence, data leakage, snooping of data availability and malware”.
Infrastructure Security: Infrastructure of cloud may be the combination of
physical and virtual infrastructures, which may be trusted by each party. “The
attestation of the third party is not enough for the critical business process.
It’s absolutely essential for the organization to be able to verify business
requirements that the underlying infrastructure is secure”.

Software Security: Protection of applications or software running on cloud
is also an important requirement of clients from internal and external threats.
Cloud software will be developed under standard SDLC in which measures are
taken against risks and threats. “It is important to define the security process and
policies about the software that enables the business instead of introducing other
risk and it poses challenges for the customers and the cloud provider. Software
security can be handled or defeat by implementing bugs, design flaws, buffer
overflow, error handling agreements”.

Network Security: Cloud service provider is responsible to provide the security
to its network that the data should move to and from client on a secure channel.
There is another responsibility of service provider that only valid traffic can use
its network and block malicious traffic [20-23].
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3 Cloud Computing Security Solutions

According to the analysis of work done in the field of cloud computing, we found
the following security solutions also transcribed in Table 1.

3.1 Storage Security

e AES: AES encryption is the fastest method that has the flexibility and scalability
and it is easily implemented. On the other hand, the required memory for AES
algorithm is less than the Blowfish algorithm. AES algorithm has a very high
security level because the 128, 192 or 256-bit key are used in this algorithm.
It shows Enhancement of Cloud Computing Security with Secure Data Storage
using AES and resistance against a variety of attacks such as square attack, key
attack, key recovery attack and differential attack. Therefore, AES algorithm is a
highly secure encryption method” [8].

e RRNS: Using the RRNS (Redundant Residue Number System), this approach
consists of splitting a file in different residue-segments, encrypt and upload them
in different providers. The advantage of such an approach is twofold. A user can
retrieve his/her file even if a provider is not temporarily or permanently available.
On the other hand, providers cannot access the files stored within them [9].

e RDIC: RCID is an Identity-based remote data integrity check protocol which
provides “completeness, security against a malicious server (soundness), and
privacy against the TPA (perfect data privacy) to the cloud storage” [10].

e TPA: or Third-Party Auditor is an expertise and authorized client and used for
auditing purpose. It helps to increase data storage correctness in cloud and used for
data verification. Third party auditor detects data modification using hash code”

[8].

3.2 Infrastructure Security

e SDN: SDN gives another and dynamic system design for cloud computing, the
great feature of SDN make it simpler to identify and respond DDoS assaults in
cloud computing. SDN controllers recognize unusual traffic, screen malicious

Table 1 Cloud computing security analysis

Cloud Security Storage Infrastructure Software Network
Defense techniques |« AES [8] ¢ SDN [11] * Traffic monitoring « IDS [15]
* RRNS [9] |* Zero-day [13]  IPS [15]

e RDIC [10] | Threat detection [12] | * Cloud resilience
* TPA [8] managers [14]
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packet, or authenticate source IP address. “It is in favor of the community to
study how to make full use of SDN’s advantages to defeat DDoS attacks and how
to prevent SDN itself becoming a victim of DDoS attacks in cloud computing
environments” [11].

e Zero Day threat Detection: This treat should be the motive of security protection
team. Threats rises gradually in reference [12] author said “To build an accurate
protection system on the basis of monitoring cloud behavior we must carefully
select the critical objects in the cloud that are targets for hackers and can lead to
useful monitoring results”.

3.3 Software Security

e Traffic Monitoring: Traffic monitoring of the network should be done which
provides network forensics analysis, anomaly detection and application identifi-
cation other than network management tasks. Sometimes IPSs don’t have access
of end-user devices. They work on network layer such as routers and switches to
provide indicators. In regard, they can provide counter solutions [13].

e CRMs: CRMs stand for Cloud Resilience Managers. “The detection system
should be capable of gathering and analysing data at the network component
level through the deployment of network CRMs” [14].

3.4 Network Security

e IDS: Intrusion Detection System (IDS) examines the packet header and payload
to compare it with any anomalies found in comparison with the normal traffic.
This is in contrast to a firewall which filters the network traffic by examining the
packet headers flowing through the network ports. For anomalous traffic, an IDS
attempts to identify the pattern against common threats, and alerts the network
administrator” [15].

e [PS: Intrusion Prevention System (IPS) works just like an IDS, however it may
also reject the packets or terminate the connection. Since the backbone of a cloud-
based platform is usually a high-speed network, it must be protected by a fully
auto mated intrusion detection/prevention system” [15].

4 Conclusion

In this paper we discussed different security solution for cloud computing at different
levels. At storage and network level data needs a great encryption and authentication.
AES and RDIC can be implemented. However, at application level different network



18 G. Jeon and A. Chehri

traffic monitoring, Cloud Resilience Managers and IDS/IPS can be installed for
blocking unauthorized traffic and finding anomalies and malwares.

These methodologies may achieve the security demand of customers. Internet
has made our life easier and efficient, with the help of internet we can communicate
with each other at a large level. Through internet we can made social relationship
in a professional way. IoT is required to incorporate propelled advances level of
correspondence, organizing, distributed computing, detecting and activation, and
make ready for important applications in a collection of regions, which will influence
numerous parts of individuals’ lives and achieve numerous accommodations. By the
by, given the huge number of associated gadgets that are conceivably defenseless,
exceedingly remarkable dangers rise around the issues of security, protection, and
administration in IoT. This study centers around the security issues and difficulties
of IoT, presents a review of exceptional IoT security arrangements, and exhibits a
portion of the open difficulties in this field. Because of page constraints we are not
ready to display the subtle elements of the considerable number of points of interest,
however the expanded form of this paper will cover nitty gritty clarification of each
research issue and future research directions.

References

1. Mushtaq, M.F, et al.: Cloud computing environment and security challenges: a review. Int. J.
Adv. Comput. Sci. Appl. 8(10), 183-195 (2017)

2. Gou, Z., Yamaguchi, S., Gupta, B.: Analysis of various security issues and challenges in cloud
computing environment: a survey. In: Identity Theft: Breakthroughs in Research and Practice.
2017, IGI Global. pp. 221-247

3. Wilson, P.: Positive perspectives on cloud security. Inf. Secur. Tech. Rep. 16(3—4), 97-101
(2011)

4. Mell, P, Grance, T.: The NIST definition of cloud computing (2011)

5. Modi, C., etal.: A survey on security issues and solutions at different layers of Cloud computing.
J. Supercomput. 63(2), 561-592 (2013)

6. Puthal, D., et al.: Cloud computing features, issues, and challenges: a big picture. In: 2015
International Conference on Computational Intelligence and Networks (CINE), 2015

7. Singh, S., Jeong, Y.-S., Park, J.H.: A survey on cloud computing security: issues, threats, and
solutions. J. Netw. Comput. Appl. 75, 200-222 (2016)

8. Shimbre, N., Deshpande, P.: Enhancing distributed data storage security for cloud computing
using TPA and AES algorithm. In: Computing Communication Control and Automation
(ICCUBEA), 2015

9. Celesti, A., et al.: Adding long-term availability, obfuscation, and encryption to multi-cloud
storage systems. J. Netw. Comput. Appl. 59, 208-218 (2016)

10. Yu, Y, etal.: Identity-based remote data integrity checking with perfect data privacy preserving
for cloud storage. IEEE Trans. Inf. Forensics Secur. 12(4), 767-778 (2017)

11. Yan, Q., et al.: Software-defined networking (SDN) and distributed denial of service (DDoS)
attacks in cloud computing environments: a survey, some research issues, and challenges. IEEE
Commun. Surv. Tutor. 18(1), 602-622 (2016)

12. Ibrahim, A.S., Hamlyn-Harris, J., Grundy, J.: Emerging security challenges of cloud virtual
infrastructure. arXiv preprint arXiv:1612.09059 (2016)

13. Ahmad, I, et al.: Security in software defined networks: a survey. IEEE Commun. Surv. Tutor.
17(4), 2317-2346 (2015)


http://arxiv.org/abs/1612.09059

Security Analysis Using Deep Learning in IoT and Intelligent ... 19

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Watson, M.R., et al.: Malware detection in cloud computing infrastructures. IEEE Trans.
Dependable Secure Comput. 13(2), 192-205 (2016)

Khan, M.A.: A survey of security issues for cloud computing. J. Netw. Comput. Appl. 71,
11-29 (2016)

Zhou, L., Chao, H.C.: Multimedia traffic security architecture for the internet of things. IEEE
Network 25(3), 35-40 (2011)

Lassa dos Santos, G., Guimardes, V.T., da Cunha Rodrigues, G., Granville, L.Z., Tarouco,
L.M.R.: A DTLS-based security architecture for the Internet of Things. In: 2015 IEEE
Symposium on Computers and Communication (ISCC), Larnaca, 2015, pp. 809-815
Kothmayr, T., Schmitt, C., Hu, W., Briinig, M., Carle, G.: DTLS based security and two-way
authentication for the Internet of Things. Ad Hoc Networks 11(8), 2710-2723 (2013)

Leo, M., Battisti, F., Carli, M., Neri, A.: A federated architecture approach for Internet of
Things security. In: 2014 Euro Med Telco Conference (EMTC), Naples, 2014, pp. 1-5
Lazrag, H., Chehri, A., Saadane, R., Rahmani, M.D.: A blockchain-based approach for optimal
and secure routing in wireless sensor networks and IoT. In: 2019 15th International Conference
on Signal-Image Technology & Internet-Based Systems (SITIS), Sorrento, Italy, 2019, pp. 411-
415. https://doi.org/10.1109/SITIS.2019.00072

Lazrag, H., Chehri, A., Saadane, R., Rahmani, M.D.: Efficient and secure routing protocol
based on Blockchain approach for wireless sensor networks. Concurr. Comput. Pract. Exper.
e6144 (2020). https://doi.org/10.1002/cpe.6144

Chehri, A., Mouftah, H.: Localization for vehicular ad hoc network and autonomous vehicles,
are we done yet? In: Connected and Autonomous Vehicles in Smart Cities. CRC Press, Taylor
& Francis Group (2020)

Chehri, A., Mouftah, H.: An empirical link-quality analysis for wireless sensor networks.
In: 2012 International Conference on Computing, Networking and Communications (ICNC),
Maui, HI, pp. 164-169 (2012). https://doi.org/10.1109/ICCNC.2012.6167403


https://doi.org/10.1109/SITIS.2019.00072
https://doi.org/10.1002/cpe.6144
https://doi.org/10.1109/ICCNC.2012.6167403

Drone-Based Image Processing m
for Construction Site Safety, L
Transportation, and Progress

Management

Wen Yi and Xiaobo Qu

Abstract Construction plays a pivotal role in securing prosperity in many coun-
tries through the deployment of new infrastructure, as the need to deliver higher-
quality products more efficiently and safely is stronger than ever. Current construc-
tion management primarily relies on human assessment due to lack of automated
project data collection, communication or distribution of important information, and
is often reactive to accidents, inefficiencies, and progress delays. This study will
tackle these problems by developing a methodological framework on automated
tracking, inspection, and monitoring to increase accessibility, efficiency and safety
to improve infrastructure project delivery, which integrates cost-effective unmanned
aerial vehicles (UAVs, or drones) data collection, real-time analysis and segmentation
of UAV visual data, and proactive dynamic planning.

1 Introduction

Construction plays a pivotal role in securing prosperity in many countries through
the deployment of new infrastructure, as the need to deliver higher-quality products
more efficiently and safely is stronger than ever. Current construction management
primarily relies on human assessment due to lack of automated project data collection,
communication or distribution of important information, and is often reactive to
accidents, inefficiencies, and progress delays. This study will tackle these problems
by developing a methodological framework on automated tracking, inspection, and
monitoring to increase accessibility, efficiency and safety to improve infrastructure
project delivery, which integrates cost-effective unmanned aerial vehicles (UAVs, or
drones) data collection, real-time analysis and segmentation of UAV visual data, and
proactive dynamic planning.
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Fig.1 The methodological framework

UAVs have been applied in various kinds of infrastructure projects (e.g., airports,
railways, bridges, roads) [1, 2] and adopted as a tool for construction progress moni-
toring [2], safety inspection [3], earthwork surveying [4], and energy audit [5]. These
applications, however, were restricted to UAV-based visual data collection methods,
overlooking the need for heavy manual post-flight data processing, therefore failing
to provide tangible and proactive solutions to the issues related to human intervention.
While UAV-based data collection is beneficial, disruptive transformation will only
be achieved through full automation of processes. Previous attempts were successful
in providing proof-of-concept UAV applications aided by imaging processing algo-
rithms for semi-autonomous and asynchronous inspection of existing infrastructure
[6, 7]. However, fully automated UAV-assisted monitoring of ongoing infrastructure
projects (based on synchronous data-processing) poses several challenges and has
yet to be achieved [8]. Computer vision and image processing algorithms provide an
opportunity to overcome the need for manual post-flight data processing and analysis.

This paper will develop a methodological framework that aims to transform the
construction management of infrastructure projects by providing a fully automated
platform that requires no human intervention to achieve real-time continuous moni-
toring and control of construction processes, without human intervention, to boost
the construction sector’s productivity. The framework is shown in Fig. 1. We will
focus on three aspects: construction safety, transportation in construction sites, and
construction progress management.

2 Construction Safety

The construction industry is full of hazards due to the heights of objects and workers
and due to moving machines and construction materials. To protect construction
workers from being harmed by the hazards, they are mandated to wear a number
of personal protective equipment (PPE), for example, safety helmets, spectacles,
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headphones, gloves, and footwear. However, wearing these PPEs is usually uncom-
fortable for workers. For instance, it is hot to wear helmets and gloves in the summer
months and workers cannot chat freely with co-workers when wearing headphones.
As a result, research shows that a number of construction workers violate the safety
rules regarding wearing PPEs.

To address the problem, in our methodological framework, one or several drones
will be deployed, depending on the size of the construction site, to monitor the
workers in the site. The drone will fly along a path that covers all the workers in the
site. Of course, a worker (or a group of workers) may be covered multiple times,
depending on their historical records of violations and on their job natures. Along
the path, the drone will take a number of photos or a video. If there is 4G, 5G, or Wifi
data connection, then the photos and videos can be transmitted to a central server in
real time. Otherwise, the photos or video can be manually copied to a central server
when the drone returns to its depot.

Since there will be a large number (e.g., over 1000) of photos or a long video (e.g.,
several hours) to process every day, it will be too time-consuming and thereby impos-
sible to identify the workers who violate the safety rules in a manual manner. Given
the advancement of image processing techniques using deep learning, in our method-
ological framework, image processing techniques will be employed to achieve this
target efficiently and at a low cost. Specially, the image processing will consist of
several tasks: (i) Identify the workers in each image; (ii) Identify the PPEs in each
image; and (iii) Associate each PPE to a worker. Note that these three tasks are
generally standard ones in image processing. What we need to do is to manually
label several thousand images and use these images to train a deep learning model.
The deep learning model can be trained using transfer learning method, that is, the
structure and many parameters in the model are set to be the same as the ones in a
well-trained model for other problems (e.g., for identifying whether an image is the
photo of a cat) and only a small subset of parameters is trained using our data set.

Once the image processing algorithm alarms that in a particular image, a worker
has a high chance of violating the safety rules, the site manager will manually check
the image and draw a conclusion. If yes, the manager should immediately call the
worker and ask him/her to correct the problem.

3 Transportation in Construction Sites

Construction materials and construction waste must be transported on a construction
site. Using drone-based image processing techniques, we can better management the
transportation of materials and waste.
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3.1 Automatic Identification of Transportation Requirement

The construction materials (e.g., sand) are stored on site. Due to limited space in the
site, once the amount of material is low, a new batch (usually a new truckload) of
material should be ordered. However, the consumption of construction materials is
uncertain and when to place a new order is often decided based on experience or
on physical inspection of the site. Using drone-based image processing techniques,
the amount of remaining material can be automatically calculated. Consequently, the
construction manager can be alerted when the amount of material is low.

Similarly, due to limited site space, the construction waste should be transported to
city dumping sites many times during the construction process. Knowing the quantity
of waste is important for manger to decide when to call a truck to transport away the
waste. Drone-based image processing techniques can achieve this target.

3.2 Identification of Inefficient or Unsafe Route
of Transportation Machines

The transportation machines in a construction site, e.g., a tractor, travels on the site.
The drivers of the transportation machines may not be familiar with the layout of
the site and hence drives along a path that is not the shortest or that poses hazards
to others or the driver him/herself. Using drone-based image processing techniques,
we can identify the path used by the driver and hence alert the site manager if the
path is not the shortest or poses safety concerns.

3.3 Congestion Management on a Construction Site

When a large number of transportation machines work in a construction site, the
site can be very congested. Because of the difference in user equilibrium and system
optimum traffic assignment, it can be expected that by shifting the paths of some trans-
portation machines, the overall transportation time of the machines can be reduced.
Using drone-based image processing techniques, we can identify the path and travel
time of each transportation machine and then use nonlinear programming [9-13] to
plan the paths of the machines, so that the total transportation time is minimized.

4 Construction Progress Management

Construction progress is an important factor that determines the supply of construc-
tion materials, the scheduling of manpower, and interference to make sure the project
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is completed on time. The construction progress is complex for a large project because
many activities are carried out simultaneously. For instance, the installation of walls
is done 50%, but the installation of the windows is done 60%, what is the overall
progress of the project?

Our methodological framework aims to address the problem in this way. First, the
construction project will be divided into a number of tasks, e.g., installation of walls,
installation of the windows. Then, drones will be used to fly over the site and take
photos/a video. The images will be processed to identify the progress of each task.
Using information from building information modeling (BIM) and historical project
records, we will calculate an overall progress metric. We can calculate multiple
progress metrics, for instance, the progress of building 1, or the progress of wall
installation. These metrics can be used by site managers to better manage the site.

5 Future Research Opportunities

The above-mentioned methodological framework should be implemented while
considering all the details in the future. For example, the selection of drones, and
selection of image processing algorithms, the integration of data and construc-
tion domain knowledge, and the use of data in optimization models [14]. The full
implementation of the framework can bring in significant cost savings, efficiency
improvement, and carbon emission reduction.
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Abstract Challenged by the effects of the COVID-19 pandemic, public transport
is suffering from low ridership and staggering economic losses. One of the factors
which triggered such losses was the lack of preparedness among governments and
public transport providers. The losses can be minimized if the passenger count can
be predicted with a higher accuracy and the public transport provision adapted to the
demand in real time. The present paper explores the use of a novel machine learning
algorithm, namely Regression Tsetlin Machine, in using historical passenger trans-
port data from the current COVID-19 pandemic and pre-pandemic period, combined
with a calendar of pandemic-related events (e.g. daily number of new cases and
deaths, restrictive measures for pandemic containment), to forecast public transport
patronage variations in a pandemic scenario. Results show that the Regression Tsetlin
Machine has the best accuracy of forecasts when compared to four other models usu-
ally employed in the public transport forecasting field. We also observed variations
of the prediction accuracy in relation to the period of the pandemic in which the
trained models are applied. The underlying reasons for the relative passenger count
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1 Introduction

1.1 The World-wide Situation

The spread of the COVID-19 virus has shed new light on the way urban societies react
to pandemic situations. In this new reality, public transport (PT) has an ambivalent
character: maintaining the continuation of critical services (hospitals, supermarkets
etc.) and being a potential high contamination risk environment due to the typical
enclosed and crowded travel conditions. The significant patronage losses triggered
by the societal reaction to the pandemic and slow recovery process in ridership point
in the direction of a lingering fear of contagion for the population and the need for
preparedness for similar future events.

1.2 Case Study of Agder

The region of Agder (approx. 300 000 inhabitants, 80% concentrated in the coastal
area) in southern Norway is used as a case study in the present research due to the
following reasons: (1) data availability-Agder Kollektivtrafikk AS (AKT), the PT
provider in Agder, has granted access to the passenger loads and delays data for their
PT lines; (2) replicability-national and international replication potential for spatial
and population features; (3) choice of bus line 100-limitation of scope for the model
development and initial testing.

1.3 Motivation of Present Research

The likelihood of future pandemics is impossible to predict, but their negative effect
on urban mobility is certain, with PT providers struggling to compensate for stagger-
ing income losses and market share reduction. Therefore, it is essential to use data
from current pandemics in order to prepare the PT network for similar future events
by using forecasting models.

A promising way to identify patterns in lockdown effects on the PT network is to
employ machine learning (ML) algorithms in analyzing big data sets for forecasting
purposes. In this study, we use the Regression Tsetlin Machine (RTM) [1], a variant
of the binary Tsetlin Machine (TM) [2], to predict the variation in PT ridership in
pandemic scenarios for viruses that are transmitted in a similar way to COVID-19.
The main advantage of using TMs is the competitive accuracy of predictions, despite
the fact that they are made of interpretable rule-based classifiers, memory footprint,
and inference speed.
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The RTM has been previously used to predict e.g. the dengue incidences in the
Philippines [3]. Abeyrathna et al. in [4—6], discussed the interpretability of the binary
TM on distinct applications. In our study, this algorithm is applied for the first time to
the transport domain, where we predict the PT ridership variation during the pandemic
period providing evidence on the interpretability of the TM based approach through
generating rules, which can be used for travel behavior predictions in future pandemic
scenarios. The results show immediate application potential for PT providers who
could use the model for adapting their PT provision to the actual market demand,
especially in the case of regional and national lockdowns.

2 State of the Art

2.1 Role of Public Transport in a Pandemic

Browne et al. [7] studied the relationship between the spread of respiratory viruses
and PT, revealing that the duration of travel and seating proximity influences the
risk of infection for ground transport. In terms of patronage, a study of the 2002/03
SARS pandemic [8] showed that reported new cases caused immediate losses in
the underground ridership, even with no lockdown in place (“fresh fear””) [9]. When
studying European mobility data, Santamaria et al. [10] found that “confinement
measures explain up to 90% of the mobility patterns”.

2.2 Machine Learning in Public Transport Research

Currently, applications of ML in PT research are popular in the domains of:

e Travel mode choice modeling-analyzing user data to accurately predict mode
choice. Previous research indicates ML models, i.e. random forest or different
artificial neural nets, as the best performers in the field [11-13].

e Travel demand modelling and forecasting-models such as Autoregressive Inte-
grated Moving Average, dynamic Partial Adjustment Model have been used by
Chi-Hong et al. [14] to predict PT demand. Mozolin et al. used neural networks
(NN) for trip distribution forecasting [15]. Koushik et al. discuss that the results
of applying NN for travel demand models are not in favour of NN due to the
“black-box” effect [16].

e Forecasting passenger flows-Toque et al. used gated recurrent unit and recurrent
NN for short term prediction of passenger flows, comparing the results with the
ones of Random Forest and long-term forecasting models [17]. Wei and Chen
employed the empirical mode decomposition and NN [18] for the same purpose.
Toque et al. extended their previous study to long-term forecasting as well [19].
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2.3 Machine Learning in the COVID-19 Pandemic

In a 2020 review, Lalmuanawma et al. conclude that “the ongoing development in
Al and ML has significantly improved treatment, medication, screening, prediction,
forecasting, contact tracing, and drug/vaccine development process for the Covid-
19 pandemic and reduced the human intervention in medical practice. However,
most of the models are not deployed enough to show their real-world operation”
[20]. Another example is predicting the number of new cases for COVID-19 [21].
A recent interpretable ML algorithm, the Regression Tsetlin Machine based mobile
application, has been developed for the same purpose [22].

3 Methodology

In this section, we will briefly introduce the theory of the ML algorithm employed
in this study, the data set used, the data pre-processing approach, and the model
validation technique. Figure 1 presents the diagram of the planned work-flow.
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Fig. 1 Method concept
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3.1 The Regression Tsetlin Machine Algorithm

The RTM is a variation of TMs and a novel approach to interpretable non-linear
regression [ 1]. The RTM takes o propositional input features, i.e., X = [x{, x2, X3, ...,
X,,] and sends them along with their negations (collectively called literals), i.e.,
X' = [X1, X2, X3, ..., Xo, X1, TX2, TX3, ..., TX,] to each of the clauses, ¢;, j =
1,2,3, ..., m. Each clause comprises of a team of Tsetlin Automata (TAs) which
decides the composition of the clause. Individual TAs attached to each literal decide
to include or exclude their corresponding literals in the clause. The clause then com-
putes the conjunction of only the included literals in the clause. By carefully guiding
these TAs to make correct decisions as a team, individual clauses recognize the
sub-patterns in data.

Once a sub-pattern is recognized by a clause, the clause outputs 1. The resulting
sum of the individual clause outputs is then mapped into a continuous value between
0 and Yyax, Where Jiax is the maximum training output.

During the training phase, the predicted daily passenger count, y, is compared
against the actual passenger count output, y. Depending on whether y (predicted
value) is higher or lower than y, the individual clauses are systematically guided to
reduce the prediction error.

3.2 Data Set

The dataset was compiled from various sources:

e passenger count data for bus Line 100, made available by AKT. The data was
collected internally by AKT using Automated Passenger Counting (APC). In our
dataset we used aggregated daily values for Line 100.

e daily number of newly registered COVID-19 cases and deaths in the world (data
sourced from www.ourworldindata.org), Norway and Agder (data sourced from
the National Institute of Public Health in Norway).

e school holiday schedule in Agder, available at www.publicholidays.no.

e restrictive and relaxation measures imposed nationally in Norway in relation to
the COVID-19 pandemic containment strategy. The data was collected from the
official websites of various Norwegian ministries.

3.3 Features, Predictions, and Data Preprocessing

What we expect in this study is to train the RTM algorithm using historical PT
ridership data from bus line 100 and the calendar of pandemic related events to
predict the PT daily ridership variation in future pandemic situations. The model
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requires the input of different features to be able to estimate the future passenger
count for a similar situation.

In our case, the passenger count, PC of day d for the bus line 100, PC(d) is
predicted using the previous day passenger count, PC(d — 1) previous year-same-
day passenger count of bus line 100, PC(d — 365), previous day passenger count
of the Agder province, PC4(d — 1), previous year-same-day passenger count of the
Agder province, PC4(d — 365), number of new corona cases of day d — 1 world-
wide, NCC,,(d — 1) number of corona cases of day d — 1 in Agder, CC4(d — 1),
number of corona cases of day d — 1 in Norway, CCy(d — 1), number of corona
cases of day d — 1 worldwide, CC,,(d — 1), number of corona deaths of day d — 1 in
Agder, CD4(d — 1), number of corona deaths of day d — 1in Norway, CDy(d — 1),
number of corona deaths of day d — 1 worldwide, C D,,(d — 1), holiday information
related to day d, and different pandemic related measures related to day d. In the
first phase of preprocessing, the non-numerical features (e.g. pandemic measures)
are encoded to numerical values without losing the true meaning of the feature. In
the second phase, the complete set of numerical features are binarized as the RTM
accepts only binary form features. For feature binarization, we use the thresholding
approach proposed in [3].

3.4 Training and Validation

The RTM model is trained on different training samples by varying the day d between
1 January 2020 and day ¢. In this study we focus on medium-term prediction of
passenger count: up to two weeks. Hence, once the model has been trained on the
data from 1 January 2020 to day #, this model is used to predict the passenger count
for the days from ¢ 4 1 to t + 14.

However, for real-life situations, predictions of passenger count for the above days
have to be made based on the predictions of PC(d — 1), PC4, CCy, CCy, NCCy,
CCy,,CDy,CDy, CD,, and pandemic related measures. For instance, to predict the
passenger count of day # + 7, PC(¢t + 7) the model will require the feature values
of some of the features of day ¢ 4+ 6, which are not available by day ¢. Hence, we use
simple moving average approach to predict those input features and then send them
to the model to make predictions for the future.

The pandemic related measures also have to be estimated to make prediction for
the next two weeks. Since numerical analysis can not be used to estimate the future
pandemic related measures, we consider three cases where we assume that, for the
next 14 days (1) no pandemic measure is taken, (2) one restrictive pandemic measure
is taken, and (3) two restrictive pandemic measures are taken. For cases (2) and (3),
the day of the measure is randomly selected. Considering the above conditions, the
RTM is used to make two predictions: Case 1 and Case 2. For Case 1, the RTM is
trained on data from 1/1/2020 to 9/15/2020 and predictions made for 9/16/2020 to
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9/29/2020. For Case 2, the RTM is trained on the data from 1/1/2020 to 10/8/2020 and
predictions made for 10/9/2020 to 10/22/2020. We will further present the accuracy
values of the predictions.

4 Results and Discussion

The performance of the RTM in relation to the above experiment is measured in terms
of the mean absolute error (MAE) between actual and predicted passenger counts.
We also contrast the performance of the RTM with a classic statistical model, Mov-
ing Average (MA), and three other widely used machine learning models: Random
Forest (RF), Regression Trees (RT), and Support Vector Machine (SVM). Their
performance on Cases 1 and 2 is summarized in Tables 1 and 2.

Regardless of the number of measures used in testing, the RTM obtains the low-
est MAE in both cases. On average, RT exhibits second best performance, closely
followed by RF, while SVM and MA struggle to make competitive predictions. The
data shows that the error is higher for the Case 1 testing (Figs. 2 and 3). Figure 2 also
shows that all machine learning models barely recognize the ridership reduction in
the weekends.

A possible reason for the above observation could be the lesser number of training
samples the Case 1 has compared to Case 2, as Case 1 consists of 259 training sample
while Case 2 contains 282. In our case, the missing samples in Case 1 are highly
important since this seems to be the period where the impact of the second pandemic
wave starts to be visible on the ridership of Line 100.

Table 1 MAE between actual and predicted passenger counts (testing for Case 1)

Method
RTM RF RT SVM MA
No. of 0 338.41 376.82 370.76 490.78 495.88
measures
337.81 375.50 370.62 490.79 495.88
2 337.13 37541 354.74 490.80 495.88

Table 2 MAE between actual and predicted passenger counts (testing for Case 2)

Method
RTM RF RT SVM MA
No. of 0 192.48 217.66 193.75 401.13 445.64
measures
1 187.16 237.29 193.08 401.10 445.64
2 186.89 234.26 192.79 401.09 445.64
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Fig. 3 Actual versus predicted passenger count for the testing in Case 2

Since the drastic pandemic control measures in the first wave had been different
in relation to the number of new daily cases in Norway, the available 259 training
samples did not provide enough similar samples for the ML training in this situation.
In the lockdown period of the first wave (March-April), the passenger count difference
between weekdays and weekends is much smaller than for the two cases analyzed.
Therefore, in Case 1 the ML models predict similar patterns to the lockdown period,
with smaller passenger count differences between weekdays and weekends. For Case
2, the models learn to recognize the differences with better accuracy due to the
increased number of training samples. Another possible reason could be the predicted
input data for the testing period. For Case 1 the predicted values have been mainly
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derived from data previous to the second pandemic wave. For Case 2 the data used
for predictions is already overlapping the second pandemic wave, hence containing
more realistic values as testing inputs than in Case 1.

A crucial result of the study is generating applicable rules for ridership variation
predictions by interpreting the logical outputs given by the TM results. Hence, we
changed the output in our dataset from regression to categorical and then applied
the binary TM on it. The output is categorized as “positive trend” with a passenger
count higher than the average of last 14 days, and “negative trend” otherwise. This
way the clauses in the TM identify the reasons for positive and negative trends.

Using a similar approach to the ones in [4—6], we identify the reasons for a positive
trend using the complete set of features as,

IFCDs(d —1) <7390AND CDy(d — 1) <9AND PC(d — 365) > 2220 AND
PC(d —1) >955AND PCs(d — 1) > 6908 AND PC4(d — 365) > 39401 AND
day d is NOT a holiday AND Days to enforce a measure < 5 AND day d is a week
day THEN a positive trend.

Similarly, the reasons for a negative trend is identified as,

IF PC(d —365) < 1997AND PC4(d — 365) < 33703 AND No pandemic control
relaxation measures taken AND No public transport restrictive measures taken AND
day d is a weekend day THEN a negative trend.

Using the above rule, the correct trend can be predicted with an accuracy of over
86%.

The next step is to remove the number of cases and deaths worldwide, and the
historical ridership data from the features set and re-run the model. The resulting
rule generated from the remaining features still predicts the trend with an accuracy
close to 85%. Thus, the reasons for a positive trend using the filtered set of features
are identified as,

IF CCn(d — 1) < 100 AND the number of days after a positive announcement
< 38 AND day d is a week day THEN a positive trend.

Similarly, the reasons for a negative trend is identified as,

IF day d is a weekend day THEN a negative trend.

5 Conclusions and Future Research

Our research concentrates on the application of RTM on forecasting ridership varia-
tion in PT in the specific conditions of a pandemic where the virus spreads similarly
to COVID-19. The results in Tables 1 and 2 show that RTM obtains the lowest mean
absolute error for forecasting the variation in PT ridership in comparison to all other
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ML models tested (RF, RT, SVM, MA). Evidence on the interpretability of the TM
is also given, allowing for the formulation of forecasting rules.

Therefore, the method presents good potential for supporting PT providers and
decision makers in their response to pandemic scenarios that affect PT ridership.
Enabling continuous learning by implementing current data on patronage, timetable
alterations and local restrictions, allows for high accuracy ridership variation fore-
casting which can foster a real-time adaptation of PT provision. This approach could
help minimise financial and patronage losses for PT providers and public authorities
in the events of severe patronage reductions, such as lockdowns.

When discussing the accuracy of prediction, we observe variations in relation
to the period of the pandemic for which simulations are being run. For the second
wave, the accuracy of the prediction depends on how far within the second wave the
simulation is being run. It may be necessary to correct the data in future pandemic
scenarios (i.e. correct input data set to train model on similar number of daily cases)
to ensure accuracy.

From the generated rules, we observe that only marking a pandemic control mea-
sure as positive or negative does not correctly estimate the impact strength of the
measure itself. Therefore, further research is necessary on this topic.
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Travel Time Reliability Analysis )
of Arterial Road Based on Burr Creck o
Distribution

Yixiao Lu and Fujian Wang

Abstract Travel time distribution has been widely used to characterize the arterial
road traffic conditions and help to analyze travel time reliability. Based on automatic
number plate recognition (ANPR) data, this paper studies the travel time distribu-
tion and reliability of urban arterial roads and analyzes the relationship between the
number of intersections and travel time characteristics. Firstly, the ANPR data is fitted
by Burr distribution, and conducted the goodness-of-fit tests. Then, the coefficient
of variation, buffer index and planning time index are used as reliability evaluation
indexes to evaluate the travel time reliability. The results indicate that Burr distri-
bution has a high acceptance rate. With the increase of the number of intersections,
the route travel time distribution tends to a stable unimodal distribution, and the
goodness of fit of Burr distribution increases, and the values of the three reliability
evaluation indexes decrease, indicating that the travel time fluctuation decreases and
the reliability increases.

Keywords Burr distribution - Travel time reliability + Signalized intersection

1 Introduction

Travel time distribution and its reliability have been widely used to evaluate the traffic
operation condition and transportation network performance. From the perspective of
managers, the analysis of travel time is an important basis to support traffic planning,
design and management policy-making. As for travelers, acquiring information about
travel time could be useful when making travel plans, choosing departure time and
planning travel routes.

On the study of travel time distribution, the initial view was that normal distri-
bution was appropriate. Later, Wardrop [1] proposed that travel time obeyed skew
distribution. Herman and Lam [2] analyzed the travel time data of urban arterial
roads in Detroit, found that there was obvious deviation in travel time, and proposed
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Gamma distribution and lognormal distribution to express the variability of travel
time. Richardson and Taylor [3] collected and analyzed the travel time data of main
roads in Melbourne, and observed that the travel time variability can be expressed
by lognormal distribution. Taylor et al. [4] analyzed the travel time data of two main
roads in Adelaide, and found that Burr distribution can better represent the travel
time variability than lognormal distribution, and Burr distribution also provides a
computational advantage for the use of percentage-based reliability evaluation index.
Susilawati [5] subsequently showed that Burr distribution can fit most of the observed
travel time variability data. Zhen [6] analyzed the travel time distribution in different
periods, different weeks, different locations and different weather conditions, and
the results showed that Burr distribution can better describe the travel time.

The traffic flow of urban road is more complex, affected by signalized intersec-
tions, entrances and exits, crossing pedestrians and other factors, showing multi peak
characteristics. Compared with normal distribution and lognormal distribution, some
studies show [7-9] that the bimodal probability distribution model can better reflect
the travel time and speed characteristics of urban interrupted flow. Taylor and susi-
lawati [10] verified that the arterial travel time is correspond to bimodal distribution.
However, they further found that the bimodal probability of travel time distribu-
tion decreases when the short links are merged into a long single route under the
same signal control system, and the bimodal phenomenon will be broken up. Luo
[11] proposed that the multi peak state in short periods and the unimodal state in
long periods may coexist. Similarly, Liu [12] found through data fitting that with
the increase of distance and the number of intersections, the bimodal distribution
phenomena weakened, and the impact of red light delay on travel time distribution
decreased.

Travel time reliability evaluation index is a measurement of reliability analysis,
which has important practical significance for managers and travelers. Standard devi-
ation and coefficient of variation are commonly used to describe travel time reliability
[13]. At the same time, some studies [14] pointed out that percentile values can be
used as reliability measures, such as 90th or 95th percentile values, and indicators
calculated based on percentile values, such as buffer index, skewness and width of
travel time. Most of the mathematical expressions of the above indexes are based on
percentiles can also be used as travel time reliability measures.

Based on the ANRP data in Xiaoshan District of Hangzhou, this paper studies
the distribution characteristics of arterial road travel time by using Burr distribution.
Considering that the percentile value of Burr distribution is easy to calculate, the
coefficient of variation, buffer index and planned time index are selected as the
reliability index for reliability analysis. Furthermore, the relationship between the
number of intersections in the road and the travel time characteristics of arterial road
is analyzed.
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2 Data Description

2.1 Data Source

Electronic police cameras are installed at signalized intersections in Xiaoshan District
of Hangzhou, which can collect information such as vehicle license plates and the
time of passing through the stop line. The correct rate of recognizing the complete
license plate is more than 95%, and the detection time can be accurate to seconds [15],
therefore, the information can be the data basis of the research. Through license plate
number matching method, the travel time of vehicles passing through two continuous
intersections can be calculated, and the travel time of vehicles on the target road can
be obtained.

The electronic police camera is generally set at about 20 m upstream of the stop
line at the entrance of signalized intersection to capture the video information of
vehicles passing through the stop line. Therefore, in this study, the link travel time
refers to the running time of vehicles from the stop line of upstream intersection to
the stop line of downstream intersection.

This study selects a signal coordinated control route in Xiaoshan District: from
the intersection of Shixin road and Jianshe fourth road to the intersection of Shixin
road and Bengjing Avenue. The route includes 8 signalized intersections with a total
length of 4.4 km (Fig. 1).

Fig.1 Schematic diagram
of intersection location and
number
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Table 1 Link statistical information

Link number | Link length (m) | Sample size | Mean (s) | Median (s) | Standard deviation
Al-A2 758 12,857 93.42 73 40.51
A2-A3 352 17,776 50.15 33 74.58
A3-A4 581 7911 83.28 79 42.07
A4-A5 994 5736 112.26 105 67.69
A5-A6 741 10,466 81.76 66 45.06
A6-A7 521 15,549 63.31 47 41.43
A7-A8 396 14,218 67.33 50 48.95

2.2 Basic Statistics of Link Travel Time

Based on the ANPR data of South to North traffic flow at the morning peak in March
2019, calculate the link length, the sample size, the travel time mean, median and
standard deviation value of each link, as shown in Table 1.

3 Travel Time Distribution Fitting

3.1 Burr Distribution

Burr distribution is widely used in medicine, engineering, finance and insurance.
Susilawati [10] applied Burr distribution to travel time distribution fitting, and found
that its fitting effect was better than Gamma distribution and Weibull distribution.
The expressions of probability density function and cumulative distribution function
of 3-parameter Burr (type XII) distribution are as follows [16]:

fxla, e, k) = ck(x/a) " (1 + (x/a)¢)~*FD 1)
Fx,c,k)=1-—(1+ (x/a)c)—k )

where, a is the scale parameter, k is the shape parameter, which is used to describe
the shape change of the curve, and c is the position parameter, which is used to
describe the position change of the curve, especially the position of the peak value
of the curve.

The mean of Burr distribution is calculated as follows:

F(k=)r(1+7)

=E(X)=ak
mean X)=« Fkt D)
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where, I" is Gamma function, the functional form is (t) = 0+°°
The standard deviation calculation formula is as follows:
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The percentile can be obtained from the cumulative distribution function:

xp=ay(1—p)i—1 (5)

3.2 Distribution Fitting Results and Parameters Estimation

There are eight signalized intersections in the selected arterial road, in order to study
the influence of the number of intersections on the travel time characteristics, taking
intersection Al, A2, A3, A4, A5 and A6 as the origin respectively, the route travel
time data with different number of intersections are selected, so there are 26 groups
of route travel time data with different number of intersections.

Burr distribution is used to fit the link and route travel time data, and goodness
of fit test is conducted. The decision value H = 0 means to accept the hypothesis of
passing the test; H = 1 means to reject the hypothesis of passing the test. Then the
maximum likelihood estimation method is used to estimate the parameters of Burr
distribution. The results are shown in Table 2.

According to the fitting results of Burr distribution, at the 5% significance level,
18 groups of data pass the goodness of fit test, and the acceptance rate is 69.23%.
Burr distribution is rejected by most of the travel time data of the route with less
number of intersections or short length, and all single link travel time distributions
rejected Burr distribution. This is because when the number of intersections is less,
the delay caused by intersection signal control has a great impact on the travel time.
At this time, the travel time distribution presents a bimodal phenomenon or even multi
peak phenomenon, and multi-mode distribution can be tested better than unimodal
distribution. With the increase of the number of intersections, the travel time tends to
a stable unimodal distribution, and the goodness of fit of Burr distribution increases,
and Burr distribution can better describe the characteristics of high peak and right
deviation of travel time distribution.

Figure 2 shows the fitting diagram of travel time distribution of route with different
number of intersections. It can be found that, with the increase of the number of
intersections and the length of route, the travel time data has obvious characteristics
of long right tail, while Burr distribution can better describe the characteristics of
high peak value and right deviation of data.
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Table 2 Parameter estimation and goodness of fit test results of Burr distribution

Route | Number of Route | Burr distribution Burr distribution parameter
origin | intersections |length estimation
H P a c k

Al 2 758 1 0.0 67.915 7.1787 0.4377
3 1110 1 0.0 122.26 9.8972 0.2541
4 1691 0 0.0723 | 254.535 5.76273 | 0.8295
5 2685 0 0.2574 |324.88 6.0446 0.7311
6 3426 0 0.6568 |363.185 8.4868 0.5294
7 3947 0 0.6185 |351.434 —9.4581 2.6283

A2 2 352 1 0.0 43.715 13.4785 0.1360
3 933 0 0.1207 |172.146 4.2058 0.8437
4 1927 0 0.3079 | 206.181 5.6217 0.5635
5 2668 0 0.9324 |271.136 8.2778 0.4252
6 3189 0 0.1248 |349.458 7.1275 0.6146
7 3585 0 0.4203 |396.897 7.5122 0.4844

A3 2 581 1 0.0148 |120.357 2.9643 2.3292
3 1575 0 0.3399 |126.459 5.5024 0.6108
4 2316 0 0.5243 |189.223 8.6877 0.4203
5 2837 0 0.6234 | 266.853 7.9622 0.5074
6 3233 0 0.5418 |354.783 7.1240 0.6375

A4 2 994 1 0.0 55.7272 4.3358 0.7713
3 1735 0 0.0907 |106.842 11.0711 0.3012
4 2256 0 0.4550 | 154.255 19.0948 0.1530
5 2652 0 0.5108 |211.728 26.0105 0.0932

AS 2 741 1 0.0 39.4249 11.6059 0.1712
3 1262 1 0.0 166.115 4.2120 1.4123
4 1658 0 0.1740 |220.461 4.9294 1.2217

A6 2 521 1 0.0 38.8604 12.3952 0.1438
3 917 0 0.0906 |237.751 2.9992 2.1857

4 Travel Time Reliability

4.1 Travel Time Reliability Index

The evaluation indexes of travel time reliability include skewness (A%eW) coefficient
of variation (CV), buffer index (BI), travel time index (TTI), planning time index
(PD), etc. Because Burr distribution is flexible in mathematics, it is easy to calculate
its percentile value, so this paper selects the coefficient of variation, buffer index and
planning time index as the reliability evaluation index to calculate, the calculation
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Fig. 2 Burr distribution fitting diagram for different number of intersections

formula is as follows:

kD= r(+)

cv=? - SiST s
LP(=Hra+?) P(k=r(+7)
\/azk Tkt (o‘k Fk+1) )
% — tsos 2017k — 1 — /27F — 1
By — [o5% —I50% _ a\/ 0 v )
150% N2k — 1
t959% J201/k — 1
ppo e _ N )

115% c (%)1//{ -1

According to the Burr distribution parameters obtained by the maximum likeli-
hood method and Eqs. (6)—(8), the reliability indexes are calculated. The results are
shown in Table 3.

According to the calculation results of reliability indexes, in the six groups of
data, the reliability indexes show a similar trend. With the increase of the number
of intersections and the length of route, the coefficient of variation, buffer index and
planning time index show a downward trend, indicating that the reliability increases.
The reason is analyzed: when vehicles pass through a single link, they are vulnerable
to the influence of intersection signal control, especially in the morning peak period,
red light waiting time may account for a large proportion of travel time. The BI
values of single link travel time are greater than 1 or even 2, and the PI value are
greater than 3, which indicates that the travel time is extremely unreliable, so the
travel time reliability of a single link is least reliable. When the road length is longer
than 3 km, BI will be less than 1 or 0.5, PI will be less than 2 or 2.5, indicating that
the travel time is slightly unreliable, compared with single link, the reliability degree
increases.
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Table 3 Calculation results of reliability index

Route origin | Number of intersections | Length of route | CV BI PI
Al 2 758 0.5009 | 1.1482 |2.8997
3 1110 0.7490 | 1.5153 |3.3278
4 1691 0.4520 |0.7781 |2.4291
5 2685 0.4413 | 0.8209 |2.4723
6 3426 0.3455 |0.7318 |2.1967
7 3947 0.3028 0.2992 | 1.6003
A2 2 352 0.7051 1.5134 | 3.8179
3 933 0.5980 | 1.1808 |3.3389
4 1927 0.5535 1.1978 | 3.1258
5 2668 04114 09747 |2.5686
6 3189 0.3940 |0.7850 |2.3407
7 3585 04190 |0.9520 |2.5738
A3 2 581 0.6048 09782 |3.3572
3 1575 0.5299 | 1.1260 |3.0219
4 2316 0.3872  |0.9252 |2.4762
5 2837 0.3773 |0.8341 |2.3714
6 3233 0.3610 | 0.7567 |2.0977
A4 2 994 0.6085 1.2351 | 3.4056
3 1735 0.3979 | 1.0138 |2.5310
4 2256 0.5010 | 1.2005 |2.6966
5 2652 0.4701 1.5853 | 3.2417
A5 2 741 0.7355 1.1911 3.3409
3 1262 0.5457 | 0.7889 |2.6454
4 1658 0.5006 |0.7055 |2.3982
A6 2 521 0.8094 | 1.6412 |4.0581
3 917 0.6115 |0.9896 |3.3647

With the increase of route length, the probability of vehicles affected by intersec-
tion signal control decreases, and the proportion of red light waiting time in travel
time decreases. Therefore, the value of coefficient of variation, buffer index and the
planning time index show a downward trend, at the same time, travel time reliability
increases. It can be concluded that with the increase of road length and the number
of intersections, the volatility of travel time decreases, the reliability is increased.
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5 Conclusions

In order to analyze the travel time characteristics of urban arterial road, this paper
uses the travel time data with different number of intersections based ANPR data, and
analyzes the travel time distribution and reliability characteristics. Firstly, the good-
ness of fit of travel time data is tested based on Burr distribution, and then analyzed
the travel time reliability by coefficient of variation, buffer index and planning time
index. The conclusions of this paper can be concluded as follows.

Burr distribution is a useful model to represent the route travel time reliability,
showing a high acceptance rate, and can well describe the characteristics of right
deviation and high peak of travel time. Further considering the number of intersec-
tions and the length of routes, it is found that the travel time of single link and short
routes often presents a bimodal phenomenon, which may be caused by the delay of
intersection signal control. However, with the increase of the number and length of
routes, the travel time distribution tends to be a stable unimodal distribution, showing
the characteristics of long right tail. And the more the number of intersections and the
longer the route length, the higher the goodness of fit of Burr distribution. It shows
that with the increase of route length, the influence of intersection signal control is
weakened and the travel time reliability increases.

Coefficient of variation, buffer index and coefficient of variation are used as reli-
ability evaluation indexes to evaluate the travel time reliability characteristics of
different road lengths. The results show that the travel time of a single link are
extremely unreliable. With the increase of the number of intersections and the length
of road, the values of the three indicators show a downward trend, the travel time
reliability increase.
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Optimal Vehicle Performance )
Parameters Selection for Electric Bus e
Routes

Jinhua Ji, Mingjie Hao, and Yiming Bie

Abstract Electric buses (EBs) have the characteristics of zero emission and low
noise, which plays an important role in reducing air and noise pollution and improving
air quality in metropolitan areas. Choosing the appropriate electric buses type to meet
the passenger demand and own interests is an important practical problem faced by
many bus companies, among many types of electric buses. This paper conducts an
optimization study on the vehicle and charger performance parameters selection for
electric bus routes, with the objectives of minimizing the total operating cost of the
bus company, including the annual average electric bus purchase cost, annual average
charging facilities cost, and annual charging cost of electric bus fleet, and considers
the passenger travel demand and integrity of bus service. Finally, two real electric
bus routes are taken as an example to validate the proposed method. Results show
that the optimized scheme is more conducive to saving the operation cost of bus
companies compared with the current scheme.

Keywords Electric bus * Performance parameters - Operating cost

1 Introduction

With the decrease of battery price and improvement of performance of electric buses
(EBs), the electrification of public transit buses has become an inevitable trend. EBs
have the characteristics of zero emission and low noise, which plays an important
role in reducing air and noise pollution and improving air quality in metropolitan
areas. According to a study by Bloomberg New Energy Finance Electric, the number
of electric buses will reach 1.2 million by 2025, accounting for more than 47% of
the world’s urban bus fleet [1]. By the end of 2019, China has 324,500 electric buses,
accounting for 46.8% of the national urban bus fleet, an increase of 27.47% compared
with the previous year. Many developed countries have also set electrification goals,
such as Paris, Los Angeles and Copenhagen will achieve only electric buses by 2025,
2030 and 2031, respectively [2, 3].
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In the face of many types of electric buses, how to choose the appropriate bus
type to meet the demand and own interests is an important practical problem faced
by many bus companies. The large EB has a large body size, which can carry more
passengers at the same time. In the actual scheduling process, it can reduce the
bus fleet size and the number of charging facilities. However, the purchase price of
large buses is relatively expensive, the recharging time required is longer, and the
unit mileage power consumption is more affected by its own curb weight. On the
contrary, the approved passenger of small electric buses is limited. To meet the travel
needs of passengers, a larger fleet size and a larger number of charging facilities
are usually required. But at the same time, small electric buses are cheaper to buy
and consume less power per mile. Therefore, combined with the operating mileage
requirements of urban bus routes, the construction conditions of charging facilities,
the price and performance parameters of electric buses, this paper establishes a
performance parameter selection optimization model of electric bus and charging
facilities, so as to optimize bus fleet and charging facilities for electric bus routes.

There are few studies on the direct selection of performance parameters of EBs
for specific routes. Chen et al. established a mathematical model to determine the
optimal deployment of various charging facilities and electric bus fleet size, satis-
fying the charging demand [4]. An developed a stochastic integer programming
model to jointly optimize charging station locations and bus fleet size under random
bus charging demand, considering time-of-use electricity tariffs [5]. Yao et al. estab-
lished an optimization model with the minimum annual total scheduling cost with
explicit consideration of differences in driving range, recharging duration and energy
consumption of EBs for multiple vehicle types [6].

In addition, Ceder proposed the deficit function method to solve the vehicle
scheduling problem based on a given vehicle type, in which the categories are sorted
in descending order of vehicle cost [7]. Hassold and Ceder developed a vehicle
scheduling method based on the minimum cost network flow, which considers the
substitution between vehicle types [8]. They developed a bus dwell time estimation
method at a bus bay [9] and a Trial-and-error train fare design scheme for addressing
boarding/alighting congestion at CBD stations [10]. But these researches are about
the traditional fuel bus.

Some study on the performance parameters selection optimization of electric bus
is reflected in the transition from fuel bus to pure electric bus, including the opti-
mization method of pure electric bus fleet size, performance parameters, charging
infrastructure and other related parameters. Pelletier et al. presented a fleet replace-
ment problem which allows organizations to determine bus replacement plans in
a cost-effective way, namely considering purchase costs, salvage revenues, oper-
ating costs, charging infrastructure investments, and demand charges [11]. Islama
and Lownes investigated the complete course of fleet replacement by minimizing
the Life Cycle Cost of owning and operating a fleet of buses and required infras-
tructures [12]. Rogge et al. provided a methodology for the cost-optimized planning
of depot charging battery bus fleets and their corresponding charging infrastructure.
The defined problem covered the scheduling of battery buses, the fleet composition,
and the optimization of charging infrastructure in a joint process [13].
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Following the present introduction, Sect. 2 introduces the methodology for devel-
oping the model and shows its structure. In Sect. 3, we display a numerical example
based on two real electric bus routes. Finally, conclusions are given in Sect. 4.

2 Problem Description and Formulation

The objective of this section is to establish a performance parameter optimization
selection model for an electric bus route based on the principle of buses adapting to
the route. We first provide a general description of the bus route, EBs, and charging
facilities. The length of electric bus route is / km and the daily operation time is ¢,
min. Passenger demand is even and known during the whole day operation time. All
EBs are uniformly arranged to the depot far away from the route, and recharging
is conducted with low electricity prices at night. According to the different rated
charging power, the chargers can be divided into J types, and the rated power of type
Jj chargeris denotedas G;,j = 1,2, ..., J. Let i be the serial number of each EB type,
i=1,2,...,1, and the main parameters of type i EBs mainly include the rated battery
capacity Q7" and the approved passenger P;.

This paper conducts an optimization study on the performance parameters selec-
tion of EBs and chargers for a bus route, with the objective of minimizing the total
operating cost, including the annual average electric bus purchase cost, the annual
average charging facilities cost, and the annual charging cost of electric bus fleet.

2.1 Total Operating Cost for an Electric Bus Route

We define EBs leave from the starting station, run to the terminal, and then run back
to the starting station as a complete turnaround. To meet the need of passengers and
ensure the normal turnover of the bus route, at least the number of type i EBs put
into operation every day Nid can be calculated by the following Eq. (1).

d _ Pmax X turn

L 1
! 60P; x p M

where P, is the maximum section passenger flow of the bus route, passenger/h; p
is the busload factor, %; fy, represents the turnaround time, including the inbound
trip travel time, outbound trip travel time and waiting time at the terminal, min.
Since EBs need regular inspection and maintenance, similar to that of study [11],
we assume that each EB will complete its daily service according to the vehicle
scheduling plan within 7, days every year, and the remaining time will be run by
substitute EBs. Then, the number of type i EBs needed yearly for the route Niy

and their annual average purchase cost C/ can be obtained by Egs. (2) and (3),
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respectively.
: 365 —
N} = N x (1 + _m) )
m
p_ Gl XN}
C/ = EE7E 3)

L

where C{’ is the unit price of type i EB, RMB/vehicle; Yib is the service life of type i
EB, year.

The service life of EBs are usually set at 8 years. However, the battery depreciation
rate and actual service life of EBs are uncertain for the influence of the initial state of
charge (SOC), depth of discharge (DOD) [14], and temperature of discharging. Lam
and Bauer [15] tested the effect of various stress factors on the battery cycle life, and
a practical capacity fading empirical model was proposed as Eqgs. (4) and (5).

2

SOCh, . T) =Y ((klsocjev,,. x ¢k250Ciei 4 k3ek4300§m)
d

x e(LR(’ld’]f))) x Qlf,l 4)
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SOH; = (1 _ §—> % 100% )

where &; is the total capacity fade of type i EB, kWh; 5, is the running days of type
i EB, day; SOCY,, ; and SOCY,, ; are the average SOC and the deviation from the
average SOC of type i EB per day, which are used to quantify the effects of initial
SOC and DOD:; R is the gas constant with the value of 8.314, J/(mol-K); 7 is the
temperature per day and 7., is the reference temperature, both in Kelvin; E,, is the
activation energy and it is 78.06 kJ/mol; ky, k», k3 and k4 are the fitting constant and
their value are —4.092 x 1074, —2.167, 1.408 x 1073, 6.130, respectively; Q¢ is the
energy consumption of type i EB per day, kWh; SOH,; is the state of health of type i
EB, %.

According to the definition of battery SOC, the relationships between SOC

50C4,, ; and Q¢ should satisfy Eqgs. (6) and (7) [16, 17].

d

avg,i’
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where A; is the battery SOC of each EB at the start operating time every day, %.
When SOH; = 80% the battery life is over, and 7, in Eq. (4) is the maximum

number of days that the type i EB can operate under fixed service intensity,

correspondingly. The actual service life of type i EB Yi" can be calculated by Eq. (8).

v)="2 @®)
m

The energy consumption rates of different EB types are significantly different,
because the energy density, size, and quantity of loaded battery cell are different.
The energy consumption rate increases significantly with the increase of the curb
weight of EB. Therefore, we fit the energy consumption of type i EB per day Qlfl as
shown in Eq. (9).

0f =ai——+ Q"™ ©)

turn

§,max

where «; is the energy consumption rate of type i EBs, kWh/km; Q;
energy consumption of auxiliary system of type i EBs per day, kWh.

The ratio of EBs to chargers is determined by the type of charging facilities and
the recharging time required for the optimized type of EB. When the battery SOC of
all EBs are recharged to A every night, the ratio of type i EBs to type j chargers 6; ;
can be presented as Eq. (10).

60N/ d
ei,j:[—lX&]‘i‘l (10)
nj X troral Gj

is the average

where 7 is the number of EBs that each type j charger can service simultaneously,
vehicle; #;,,; is the time range for electric bus fleet to recharge at night, min. Q;’ /G;
shows the recharging time needed for each EB at night, h. The symbol [-] is arounding
function.

The annual average charging facilities cost C;? and the annual charging cost of
the electric bus fleet C7 can be calculated by Eqs. (11) and (12), respectively.

N? x C¢
cl="1"_7 (11)

9,"_]' X Y;
C? = N x 0 x Cy % 1 (12)

where C¢ is the unit price of type j charger, including the construction and installation
cost RMB/pile; Y7 is the service life of type j chargers, year; C, is the unit price of
overnight recharging, RMB/kWh.
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2.2 Parameters Optimization Model

In the process of optimizing the performance parameters of electric bus fleets and
charging facilities, the interests of bus companies should be taken into account, and
the passenger travel demand and integrity of bus service should also be ensured, i.e.,
service interruption will not occur due to electricity depletion.

The objective function and constraints of the optimization model are combined
and listed as follows:

min Z = C/ + C] + €7 (13)

d
Mt 2 (14)

d
I S (15)

0.8Q"o™

01<6,; <6, (16)
NY.GjeZt i=1,2,....01; j=1,2,....J (17)

Equation (13) demonstrates the objective functions of the performance parameters
optimization model, and the calculation method of Cip s Cj and C{ are shown in
Sect. 2.1. Constraint (14) is to ensure the service integrity of all electric buses during
daily operation time and return to the depot safely by sufficient electric quantity.
A, is the safety threshold of battery SOC specified by experienced bus dispatchers.
Constraint (15) means that with the decline of battery life, the battery capacity of the
electric bus can still meet the scheduling requirements of the whole day operation
time. Equation (16) is the constraint for the ratio of EBs to chargers, its upper and
lower limits are determined by the area occupied by the depot and recharging time
required by other electric bus routes at night. Equation (17) lists the value ranges of
optimization variables.

The parameter optimization model established in this paper is an integer linear
programming model, which is relatively simple. In the process of practical appli-
cation, for an electric bus route, the calculation scale of the optimization model is
very small, and it can be solved directly. The branch and bound method and other
heuristic algorithms can be used to improve the calculation speed [18-21], when the
routes need to be optimized at the same time are large and there are many types of
vehicles and charging facilities available.
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3 Numerical Example

Meihekou city has been vigorously promoting the application of electric bus. At
present, the city has 10 electric bus routes, a total of 75 electric buses, the total length
of 177 km electric bus routes and the daily operating mileage of 11,430 km. The
city is located in 42.5 N 125.6 E, which belongs to the humid climate zone of the
middle temperate zone. The lowest and highest environmental temperatures are—
32 and 35 °C respectively, and the annual average temperature is 5.5 °C. We take
the circular electric bus routes 101 and 103 as an example to assess the proposed
parameters optimization model. The route 101 is 23 km long, with the turnaround
time of 75 min and the daily operational time of 720 min. The total length of route
103 is 17 km with the turnaround time of 51 min and the daily operational time of
680 min. The maximum section passenger flow of the bus routes101 and 103 is 948
passenger/h and 836 passenger/h during peak hours, respectively. EBs with size of
10.5 x 2.5 x 3.2 m? and battery capacity of 202.93 kWh (i.e. type 5 EB in Table 1)
are running on the routes.

The city is equipped with integrated DC fast charger in the depot, the output
power is 120 kw, each charging pile can serve two buses at the same time, and the
service life is 8 years. The cost of each new charger is 55600 RMB. Considering the
charging demand of other electric buses, the charging times that can be allocated to
routes 101 and 103 are 170 min and 120 min, respectively. The charging price at
night is 0.42 RMB/h. There are six common types of pure EBs available, and the

Table 1 Relevant parameters of six common types of pure electric buses

i | Size Total Q°"(kWh) | P;(passenger) | o;(kWh/km) Cl.b (RMB/vehicle)

(m3) mass
(kg)

1 [8.05x [12,000 |110.59 61 0.510 440,000
2.35 x
3.15

2 |85x 13,000 | 133.51 69 0.601 580,000
2.5 x
3.2

3 |85x 14,000 | 162.30 70 0.626 620,000
2.5 x
3.2

4 1105 x  |16,500 |199.37 79 0.671 680,000
2.5 x
32

5 110.5 % 16,500 |202.93 76 0.687 700,000
2.5 x
3.2

6 |12 x 18,000 |249.76 89 0.786 900,000
2.55 x
3.2
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Table 2 The values of other important parameters in the model

Parameter Meaning Unit Value
0 The busload factor - 1

A Lower bound of battery SOC % 100
A2 Upper bound of battery SOC % 10

N1 Service days every year day 292
Tref The reference temperature Kelvin 298.15
01 The minimum ratio of EBs to chargers - 2

(22 the maximum ratio of EBs to chargers - 4

relevant parameters are shown in Table 1. The values of other important parameters
in the model are shown in Table 2.

For the above two electric bus routes, the 5th and 6th types of EB are feasible
solutions. The 1st, 2nd and 3rd types of EB are difficult to meet the operation needs
in the first year of operation (SOH = 100%), while with the decline of battery life,
the 4th type of EB is gradually difficult to ensure the integrity of its service trip, so it
has to end the service ahead of time or replace the shorter route. The optimal solution
of the two EB routes are the type 6 EB, and the minimum total operating costs of
routes 101 and 103 are 2,417,809.7 RMB and 1,375,733.6 RMB respectively. The
comparison between the optimized and the current scheme is shown in Table 3.

According to Table 3, it can be found that the EB size and battery capacity obtained
by the optimization model are larger than those of the electric bus currently in use. If
the type 6 EB is used in route 101, its annual average total operating cost is 2417809.7
RMB, including annual average EBs purchase cost 2,076,923.1 RMB, annual average
charging facilities cost 315,145.9 RMB and annual charging cost 25,740.7 RMB.
If the type 6 EB is used in route 103, the average annual total operating cost is
1,788,502.3 RMB, including average EBs purchase cost 1,568,965.5 RMB, annual
average charging facilities cost 198,974.7 RMB and annual charging cost 20,562.1

Table 3 Comparison between the optimized and the current scheme

Parameter Route 101 Route 103
Optimize scheme | Current scheme | Optimized scheme | Current scheme
i 6 5 6 5
N¢ (vehicle) | 14 16 8 10
N/ (vehicle) |18 20 10 13
Y? (year) 7.8 5.9 7.7 5.8
C! (RMB) 2,076,923.1 2,389,078.5 1,176,470.6 1,568,965.5
C;! (RMB) 315,145.9 317,273.8 181,199.3 198,974.7
C? (RMB) 25,740.7 29,263.2 18,063.7 20,562.1
Z (RMB) 2,417,809.7 2,735,615.5 1,375,733.6 1,788,502.3
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RMB. Compared with the current 5th type, routes 101 and 103 can save 317,805.8
RMB and 412,768.7 RMB, respectively.

The battery capacity of the 5th and 6th types of EBs can meet the demand of
service integrity in the whole life cycle. From the price of a single EB, the type 5 EB
is indeed cheaper than the type 6, which may be the reason why the bus companies
choose the type 5 EBs. However, it is limited by the size and small approved number
of passengers. To ensure the normal turnover of the route, the bus fleet size required
by the route will increase. As shown in Table 3, the number of type 6 EBs needed
annually for the routes 101 and 103 are 2 and 3 less than that in the current scheme.
At the same time, the optimized departure intervals of routes 101 and 103 are 6 min
and 7 min respectively, which are 1 min more than the current scheme, having little
influence on the waiting time of passengers and the service satisfaction of urban
public transport system.

It is worth noting that the type 5 EBs have been in deep DOD, and the battery life
are significantly shortened. If routes 101 and 103 adopt the type 6 EBs, the battery
life of each EB will be extended by 1.9 years. The decrease of fleet size and the
extension of battery life are the reasons why the annual average purchase cost of the
type 6 EBs is lower than that of the type 5 EBs.

Obviously, when the upper limit of maximum charging time of each route is fixed,
the increase of bus fleet size will promote the ratio of EBs to chargers, which hoist
the annual average cost of charging facilities. Affected by bus size and curb weight,
the unit mileage power consumption of type 6 is greater than that of type 5. However,
the optimized result requires a smaller bus fleet size, which makes the annual average
charging cost not increase but decrease. Therefore, type 6 EBs are more economical
than type 5 EBs for routes 101 and 103 in terms of the annual average EBs purchase
cost, annual average charging facilities cost, and annual charging cost.

4 Conclusions

In this paper, an optimal vehicle performance parameters selection model of electric
bus fleet and charging facilities is established to help bus companies choose among
many types of buses. On the basis of meeting the passenger travel demand and
integrity of bus service, we aim to maximize the benefits of bus companies, that is,
to minimize the total operating costs of bus companies, including the annual average
EBs purchase cost, annual average charging facilities cost and annual charging cost.
Finally, two real electric bus routes in Meihekou city are taken as examples to verify
the effectiveness of the optimization model. The results show that the optimized
scheme is more economical than the current one in all terms of the annual average
EBs purchase cost, annual average charging facilities cost, and annual charging
cost. Routes 101 and 103 can save the total operating costs of 317,805.8 RMB
and 412,768.7 RMB, respectively.
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Evaluation and Optimization of Driver’s )
Training Methods in View of Public oo
Awareness

Zhuoxin Sun, Wanqing Long, and Weiwei Qi

Abstract In order to improve the training level of drivers, assist drivers to adapt to
the actual driving environment, and effectively prevent traffic accidents. This paper
based on a questionnaire survey of drivers and applicants for motor vehicle driving
licenses and made the investigation of status quo of driver’s training, public cognition
analysis and driver’s character analysis. This paper set about the public’s willing-
ness to drive, investigated the public’s general awareness of safety, and collected
the data of satisfaction survey. Through by comparison the state of before and after
training, it considered the problems existing in current driver’s training methods, as
well as the nodes that can be optimized. This paper restored the cognition of drivers
in different scenes, and acquired the psychological perception and cognition of the
crowd through before and after the training. Specifically, it was divided into stress
value, emotional value, caution and attention of psychological characteristics, visual
sense, auditory sense, tactile sense and health status of physiological characteris-
tics, and behavioral characteristics in different scenes. This paper summarized the
driver’s psychological and physiological characteristics, established the path among
the driver’s basic attributes, psychological characteristics, psychological character-
istics, and traffic accidents, and established the structural equation model (SEM)
model of driver’s characteristics including recessive factors. Based on this, this paper
proposed a classified driver’s training method based on public cognition. According
to the characteristics of the investigated population, the basic attributes are gender,
age and education level, and then the types are classified according to the analysis of
personality characteristics, so as to transfer the driving training from general training
to targeted training. According to the characteristics of different drivers to be trained,
the training intensity is different. It can make drivers develop more driving skills,
more sufficient driving experience, enough safety awareness and high-quality driving
character in the trainee stage to deal with the real driving environment.
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1 Introduction

In recent years, China’s car ownership has increased rapidly. According to the statis-
tics of the Ministry of Public Security in 2019, the number of newly registered motor
vehicles in 2019 reached 32.14 million, and the number of motor vehicles in the
country reached 348 million. The increase in car ownership has led to frequent road
traffic accidents and poses a huge challenge for road safety management. Studies
show that human factors account for a large proportion of traffic accidents, and
the driver’s own safety consciousness is an important influencing factor, which is
accounting for 27.6% [1]. In order to reduce traffic accidents, scholars have carried
out a lot of research related to autonomous driving [2-4], but it still takes time to
improve [5, 6]. At this stage, the driver’s driving level has a significant impact on
traffic safety. Previous studies have shown that a reasonable driver training program
can help drivers develop good driving habits and safety awareness [7, 8], and has great
potential in improving road traffic safety [9]. Pradhan pointed out that the proportion
of young novice drivers in fatal and non-fatal car accidents is too high, and one of
the main reasons is that compared with systematically trained drivers, their ability
to quickly identify potential threats is weak [10].

At present, the qualification examination in china generally carries on the targeted
training by the driving training institution. However, the current domestic training
form has certain limitation, the driver initial education mainly is the transportation
regulation, the basic driving technique and so on. In order to solve the limitations of
domestic driving training, scholars have carried out a lot of research. Li proposed t
puts forward an experiential teaching and training methods to provide various forms
of experience education, which is using warning education site and 3D accident
simulation to carry on the consciousness level prompt, and forms the strong warning
education effect. [11]. Bedinger propose a training method that can be applied to
different training institutions for task-level decomposition of operating vehicles. The
core is safety, efficiency and environmental friendliness as the triple standard [12].
Chen developed a driving game for the lack of risk detection for drivers, results show
that playing danger perception game is an effective way to improve the risk detection
skills of novice drivers [13].

Generally speaking, the training of drivers at home and abroad is mainly led by
training institutions. Although scholars at home and abroad have carried out a lot
of research on driver training, the existing programs are not targeted and difficult
to operate and promote. To solve this problem, this paper studies the physiological
and psychological cognitive characteristics of drivers in different safety scenarios
based on the structural equation model. The research results reflect the safety aware-
ness level and safety cognitive characteristics of drivers, which can provide a good
theoretical basis for the development of targeted driver training system.
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2 Materials and Methods

2.1 Sample and Procedure

The actual survey took an online survey, taking legal drivers after professional
training and the trainee drivers as the survey object, and making an online ques-
tionnaire based on the ‘Questionnaire Star’ platform. The questionnaire was divided
into two stages. In the first stage, different people were surveyed without certain
objects, and the total number of questionnaires was 107. In the second stage, the
subjects were locked into drivers after professional training. The total number of
questionnaires was 702.

Among them, A total of 72 drivers were interviewed in the top 107, Among them
self-study self-examination for 3 people, Professional driving school training for 69
people.

Relevant studies have shown that the sample size of the structural equation model
should be 5-10 times the number of question items. This questionnaire has 33 items
including basic information. The minimum sample size should be 165, that is, the
sample size of this survey is suitable.

2.2 Evaluation Content

In this paper, the questionnaire surveys the public’s overall perception, and starts
with the public’s willingness to drive, investigates the general public’s perception of
safety, and examines driver characteristics for specific analysis. The unintuitive indi-
cators of the training effect are reflected in each scene of actual manipulation, in order
to understand the driver’s characteristics in more detail and accurately, the question-
naire obtains its index from the driver’s different scene cognition. At the same time,
the psychological perception and understanding of the crowd before training were
obtained. The specific refinement is (1) Psychological characteristics: stress value,
emotional value, caution, attention, safety awareness and personal characteristic. (2)
Physiological characteristics: vision, hearing, touch and health value. (3) Simula-
tion of common accidents: failure to allow accidents, rear-end accidents, retrograde
accidents, non-human accidents, reversing accidents, parking and braking.

The psychological characteristics of drivers are investigated from the stress of
driving in the field, the uneasiness of meeting the car, the humble reaction of driving,
the decision of wrong route, the driving psychology of dangerous situation, the adjust-
ment of driving state comfort state and the psychological reaction in special situa-
tion. To obtain more real questionnaire data, among them, Quantifying the problem
options into four-point indices for analysis, corresponding to Stress Values (ST),
Caution (CA), Attention (AT), Safety Awareness (SA), and Personality Character-
istic (PC). Personality traits were also quantified in four-point terms according to
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common driver personality traits: Anger (PC-A), Humility (PC-H), Impatience (PC-
I), Courage (PC-C), and Mindful (PC-M), PC = H + C + M-A-I, the full score is
12.

The process of driving a vehicle is the process of continuous circulation in the
stages of feeling, perception, judgment and manipulation. The physiological char-
acteristics of the driver have a great influence on the whole process. Physiological
characteristics mainly refer to the driver’s routine health state, which consists of audi-
tory sensitivity H, visual sensitivity V, tactile sensitivity T, the possibility of fatigue
driving FD and the possibility of drunk driving DD.

The physiologic characteristics were quantified as follows: the interviewee said
she was completely drunk, quantified as DD = 0; Fatigue driving is an extremely
easy problem for many drivers to ignore, Hence the fatigue driving FD = average
(habit values, A formula of 0.3 + 0.7) for mild, the interviewee stated that she would
not choose to continue driving after being in a long driving state, and the habit value
= 0. And occasionally continue driving in sleepy situations, A mild value = 1. And
occasionally when she is feeling unwell, so the severity = 1, FD = 0.5(full score of
4); Always watch the front and rearview mirrors, V = 3; She is not sure if be aware
of the abnormal sound outside, H = 2; Before driving, always determine in advance
that the pedal seat is comfortable and tactile, T = 3; Physiological characteristics
= H + V + T-DD-FD (12 points as full). The physiological characteristics of the
interviewee are 7.5.

Again, the probability of an accident is quantified as follows: The probability
of failure is zero; The probability of a rear-end accident is zero; The retrograde
probability is 2; The probability of parking braking; Non-human causes and other
accidents is quantified as 0; The probability of drunk driving fatigue driving accident
is 0.25 4 0.3 * trailing 4+ 0.3 * average (retrograde, non-human accidents, drunk
driving, stop braking, other), The likelihood of an accident is 0.135 (a full score of
4) [14].

2.3 Establishment of Structural Equation

In order to better evaluate the overall characteristics of the driver before and after
training, it is planned to use the structural equation model for exponential evaluation.
The structural equation model is a new statistical analysis method that has appeared
since the middle of the twentieth century. It is also known as the statistics of recent
years. One of the three major advances in learning. Structural equation models include
measurement models and structural models. The measurement model part finds the
relationship between the observed index and the latent variable; while the structural
model finds the relationship between the latent variable and the latent variable.

The whole idea is to use the structural equation model to analyze the relationship
between variables, construct a theoretical model according to the research purpose,
and then use the measured data to verify the rationality of the theoretical model. Then
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Fig. 1 sets up the driver characteristic SEM model

evaluate the model, and finally modify the model according to various evaluation
indicators.

Therefore, this article continues to re-quantify the various indicators into variables
with a full score of 1, thereby establishing a preliminary model based on the previous
article. Since the basic attributes of the driver are affected by the psychological and
physiological characteristics, the driver reflects the driving through a traffic accident.
Skills proficiency and safety awareness. Establish the SEM model according to Fig. 1
and substitute the data.

Then compare according to the regression coefficients of the driver characteristic
model: According to the standardized path coefficient value to judge the standard
z and significance p, and check whether the influence relationship of the structure
model is established. And use the calibration index to compare with the standard
value to test the fitting effect of the model. The modeling calibration index in this
paper is: chi-square freedom ratio, GFI, RMSEA, RMR, CFI, NFI, SRMR.

According to regression coefficients and calibration indicators, the relationship
between each factor and its influence is further adjusted, and finally a structural
equation model of driver characteristics with better fitting effect is established.

3 Results and Analysis

3.1 Descriptive Statistical Analysis

The current driving training is mainly self-study self-examination and professional
driving school training, but self-study self-examination is only open in some cities
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in the country, most prospective drivers can choose the way is still professional
driving school training. Professional driving school training is generally divided into
theoretical knowledge training and field operation training. According to national
statistics, women accounted for about 70% of the total number of cars, while men
accounted for about 30% of the total (as of January 2019), and the results showed
that women were more than twice as many as men. The age of the main car learners
is also between 18 and 29 years old, indicating that young people have become the
main driving training population, accounting for more than half of the share. This
also means that driving training tends to be younger, that is, professional driving
school training as long as the 18-29 age group of the car market, will seize nearly
80% of the share.

Among them, a total of 72 drivers were interviewed in the top 107, self-study and
self-examination for 3 people, professional driving school training for 69 people.
The actual driving manipulation training attention is 87.5 points (a full score of
100 points), The importance of theoretical training is only 58.33 points. Training
satisfaction was 72.92, Safety awareness was 80.56, The average overall cowardice
before training was 52.78, After training, fear was 38.54, Overall, the driving fear was
reduced by 14.24 points. The total pre-diligence score was 39.70, the fear was 24.01,
the overall reduction was 15.69 points. Interviewees only scored 58.33 points on theo-
retical, the overall safety awareness score was 80. And theoretical emphasis shows,
Young people and middle-aged people pay less attention to theoretical training.
People with less driving age also showed obvious dissatisfaction. The participants
scored 87.5 points (100 points) for actual driving training. But after driving school
training, driving proficiency is still low, the average of female proficiency is lower.
People of different driving ages show dissatisfaction with driving training. It shows
that the driving training for many years shows the characteristics of ‘only do exercise
but no learning’.

According to gender, age, driving age and education level, the psychological
characteristics, physical characteristics and accident causes are clustered, and the
differences between different categories are compared, and the maximum score is
12 points. Table 1 analyzes the clustering characteristics of different populations.

3.2 Structural Equation Model

The model is further modified, personality factor is removed, and emotional value
factor is introduced to replace it.

Then, the evaluation index of the model is checked, except for the ratio of the
degree of freedom of chi-square, the other main evaluation indexes all meet the
requirements, and the fitting effect is more in line with the requirements, and the
model diagram is more in line with the objective facts (Table 2).

Finally, the result of model is as Fig. 2.
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Tal?le 1 Comparison of Category Personality index | Health values
Indicators
Male 6.56 10.88
Female 5.51 10.25
Average 6.44 10.81
18-29 5.61 10.07
30-39 6.67 11.00
40-49 6.63 10.99
Over 50 6.09 10.48
Average 6.44 10.81
Less than one year 4.50 8.47
One to three years 5.97 10.45
Three to five years 6.19 10.38
Five to seven years 6.62 11.11
Seven to ten years 6.47 10.61
More than 10 years 6.59 11.02
Average 6.44 10.81
Junior high school and | 6.65 10.89
below
Secondary or high 6.62 11.04
school
Junior college 6.40 10.78
Bachelor degree 4.97 9.42
Master and above 4.54 10.64
Average 6.44 10.81
Table 2 Comparison of Final Driver Characteristics Model
Indicators | CMIN | GFI RMSEA |RMR CFI NFI NNFI SRMR
Criteria <3 >0.9 <0.10 <0.05 >0.9 >0.9 >0.9 <0.1
Value 4314 0.958 0.066 0.002 0.962 0.951 0.924 0.077

3.3 Overview of Driving Training Methods

In this paper, a classified driving training method based on public cognition is
proposed. Firstly, age, sex and education are used as basic attributes input, gender
and age are used as basic characteristics to classify, and the proportion of teaching

methods is determined by academic qualifications (Fig. 3).

Then according to the analysis of personality characteristics, according to personal
characteristics subdivision, using the method of personality test, can be through

questionnaire or question-and-answer way to carry out personality index statistics,
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Fig. 3 Results of final driver characteristics model

at the same time set qualified line, according to traffic accident possibility statistical
analysis, the probability of one-year and three-year driving is much lower than that
of drivers.

The target values of each attribute are as follows: pressure value target value is set
to intermediate value 2.0, caution target value is set to 3.0, focus target value is set
to 2.5, safety consciousness is set to target value 4.0, emotion value is set to target
value 1.0, character target value is set to target value 6.0.
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Each type of training consists of theoretical knowledge training and practical
training. In which theoretical knowledge training from general training to targeted
training, Classification of theoretical knowledge as mandatory safe driving theory
(category A), Non-mandatory safety theory (category B), Traffic environment theory
(category C), Motor vehicle characteristics theory (category D), Normal manipula-
tion method theory (category E) and special case contingency theory (category F),
Assign school hours by category. According to subject 1 syllabus, Motor vehicle
basic knowledge is recommended for 3 h. The recommended hours for laws, regu-
lations and road traffic signals are 9 h, and this part is divided into A, B, C, D four
categories. Subject 4 The syllabus provides for safe and civilized driving operation
requirements, knowledge of safe driving under severe weather and complex road
conditions, and methods for dealing with emergency situations such as tire burst.
And knowledge of handling traffic accidents. But there is no set time, this part is
divided into E, F categories. According to the rule of Ebbinghaus memory curve,
this paper calculates the daily concentrated study time of one or two hours, a total of
15 days of study time.

After fully adapting to the real driving environment, we begin to carry out the
multi-environment experience training of continuous driving, including highway
(including tunnel, continuous downbhill, etc.), urban road (including crowded meeting
car, reasonable avoidance, etc.), rural road (including mountain road, bend, etc.)
and so on. If the conditions do not allow the use of simulated driver experience
teaching method for experience. At the same time, accident stress training and acci-
dent management training. Through the scene simulation before the real accident and
the scene restoration after the accident, the students are trained to make subconscious
response and action. Through the above training, students can get more driving expe-
rience training in a short time, which is beneficial to the improvement of the overall
level of novice drivers.

4 Discussion

Through the investigation and design of this period, the following work has been
completed: first, the characteristics of driver training methods at home and abroad
are analyzed, the existing driving training methods are investigated and evaluated, and
the existing problems of driving training are put forward. Second, study and analyze
the characteristics of driver group. Thirdly, the model of driver’s characteristic and
accident-related structural equation is established by quantifying index. According
to the structural equation model and group characteristics, a new idea is put forward
and improved on the basis of the existing training methods, and a classified driving
training method based on public cognition is put forward. The effect of the new
training method is evaluated and analyzed through a small-scale investigation.

In the subsequent development period also encountered with a lot of problems.
Due to the influence of the epidemic situation, the questionnaire collection adopts
the method of online distribution, which leads to the screening of a large number
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of people with lower education, and the distribution scope mainly depends on the
snowball distribution mode in the circle of friends. The randomness of the crowd
was also affected.

However, in the future questionnaire survey, we will use the combination of offline
access and online questionnaire as far as possible to ensure the average and rich
collection of samples in each layer, and at the same time make the scene more
diversified. Besides, we should continue to optimize the SEM model of driver’s
characteristics, introduce more influence factors, and improve the reliability and
validity of reliability. In the optimization of driving training methods, there is still a
lot of work to continue, in the subsequent research will also focus on the refinement
of the method, and the effect of a larger and more accurate quantitative analysis.
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Optimization of Pure Electric Bus m
Scheduling Based on Immune oo
Optimization Algorithm

Lianjie Ruan, Xiaoni Hao, and Weiwei Qi

Abstract In the past two decades, more and more people have gathered in cities,
which are facing serious traffic congestion and environmental pollution. Shenzhen
has taken the lead in completing the upgrade from fuel buses to fully electric buses,
proving that it is inevitable for urban public transportation companies to adopt pure
electric buses. However, due to the limitations of the current level of technological
development, electric buses are marked by short cruising distance and long charging
time, and traditional fuel bus scheduling models are no longer feasible. Research on
the application of pure electric bus dispatching is imminent and difficult. Depending
on the characteristics of pure-electric bus dispatch, this paper constructs an opti-
mization model of vehicle dispatching with minimum cost from the perspective of
operating enterprises and designs a solution process based on immune optimization
algorithm. Finally, four bus routes are selected for example analysis to obtain driving
dispatching schemes with different battery capacities and charging characteristics.
The example results show that with the increase of the cruising distance and charging
speed, the minimum fleet size required for dispatch and the corresponding dispatch
cost have all decreased, but when it increases to a certain value, the characteristics
of the bus no longer affect the dispatch plan.

Keywords Pure electric bus + Operational scheduling - Immune optimization
algorithm

1 Introduction

With the rapid development of social economic, and great improvement of the level
of urbanization and motorization, traffic congestion and environmental pollution are
becoming more and more prominent. According to the big traffic data of AutoNavi
Map in 2019, the proportion of unobstructed roads in China is only 39%. In megac-
ities, the main source of air pollution is no longer industrial emissions, but traffic
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pollution. Shifting private car travel to public transportation is currently the main
strategy to reduce traffic congestion, energy consumption, and emissions. Kun Gao’s
research shows that when the convenience of public transportation is improved, it
not only improves the quality of public transportation services, but also reduces the
possibility of car users to use cars, thus reducing traffic congestion [1]. Under the
dual pressure of traffic congestion and environmental pollution, zero-emission pure
electric vehicles for public transportation have received more and more attention.
Compared with traditional fuel vehicles, the most significant difference between
pure electric buses is power source. Due to the development of battery technology,
pure electric bus vehicles cannot reach the same cruising range as fuel buses, and
traditional bus dispatching models cannot be applied to pure electric buses. The
dispatch and operation of pure electric buses must pay attention to battery restric-
tions, that is, mileage and charging restrictions must be considered. Therefore, it is
necessary to conduct scheduling studies based on the characteristics of pure electric
buses. Antti Lajunen studied the life cycle cost of pure electric buses with different
charging methods and different routes through simulation analysis [2]. Yueru Xu
studied the microscopic motion model of pure electric vehicles in congested traffic
flow. Based on the unique dynamics and characteristics of the vehicle, more accurate
energy consumption and vehicle mileage can be obtained [3]. Baojun Tang estab-
lished a life cycle cost model for pure electric buses. And through sensitivity analysis,
it was determined that the purchase cost is the key to the application cost of pure
electric buses [4]. From the perspective of user benefits, Kun Gao proposed an anal-
ysis method for the economic benefits of a single trip. The economic benefits of each
trip were quantitatively evaluated in terms of travel time and usage costs through a
travel choice model [5]. Under the premise of a given number of public buses, Palma
constructed a single-line departure frequency optimization method based on passen-
gers’ unique expectations of delay costs [6]. Xueqin Niu established a single-line
bus frequency planning model based on passenger flow demand, with the goal of
maximizing the weighted average of passenger satisfaction and enterprise satisfac-
tion [7]. Yiming Bie developed a bus travel time prediction model under the dynamic
control method, which makes the arrival time interval of bus vehicles more uniform
and improves the reliability of bus operation dispatching services [8]. Xiaobo Qu
has developed a vehicle-following model using reinforcement learning methods for
future self-driving pure electric bus vehicles, which effectively reduces delays in bus
operation and improves the quality of operation from the aspect of vehicle driving,
which can accurately reduce the size of the fleet [9]. However, during low peak
periods, single-line scheduling is always troubled by idle vehicle resources. Amar
Oukil proposed a method based on combined column generation and preprocessing
variable stabilization to solve the problem of multi-site vehicle scheduling [10].
Enjian Yao found that the total operating cost of the electric bus area plan could
be reduced by 18.20% [11]. Jun Li analyzed the effect of different charging and
discharging strategies on the minimum vehicle demand on a single line [12]. Le
Zhang analyzed the battery capacity decay in the battery charging and discharging
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cycles, and extended the service life of the battery through different charging strate-
gies, thereby reducing the life cycle cost of the bus fleet [13]. Panhathai Buasri estab-
lished a scheduling model for the electric bus charging demand related to the total
driving distance and energy consumption rate, and solved the scheduling results under
two different charging measures: charging at night and charging during the day [14].
With the objective of minimizing the number of vehicles required and minimizing
the total distance traveled, Ming Wen developed a mixed integer programming model
with a large-scale adaptive neighborhood search heuristic algorithm for the electric
bus scheduling problem and presented a partial charging scheduling problem [15].
Tao Liu uses a formula based on the deficit function theory and an equivalent dual-
objective integer programming model to minimize the total number of electric buses
and the total number of chargers required for pure electric bus dispatch [16]. Jing
Wang considered the relationship between battery load and battery capacity degrada-
tion and established a scheduling model to minimize the cost of battery replacement
[17]. Matthias Rogge optimized the fleet size and its corresponding charging infras-
tructure based on cost-effectiveness to minimize the total cost of the entire fleet [18].
Xindi Tang proposed static and dynamic electric bus deconfiguration strategies to
cope with random urban traffic conditions [19].

Among the scheduling optimization models, there are not only studies on the
optimization of the bus company’s operational efficiency or the single objective of
passenger transportation cost, but also studies on multi-objective optimization that
integrates the interests of passengers, bus companies, society, etc. They provide a
solid theoretical basis for the pure electric bus scheduling optimization model studied
in this paper.

2 Model Establishment

2.1 Problem Description

A set of bus departure and destination stations and the departure tasks running
between them are known. The collection of known departure task information
constitutes the departure schedule. The detailed information of the departure task
includes departure station, departure time, arrival destination and arrival time, etc.
The problem of pure electric bus scheduling is to select the appropriate vehicle for the
tasks on the schedule, that is, to select the appropriate departure task for each vehicle.
The bus executes a series of orderly departure tasks, that is, the vehicle scheduling
plan. The task of the scheduling optimization model is to arrange the vehicles more
optimally for the departure tasks of the departure schedule. First of all, it is necessary
to ensure that the scheduling plan meets operating requirements, such as mileage,
charging time, etc. and secondly, it is necessary to optimize the value of the objective
function as much as possible.
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2.2 Model Assumptions

Although the actual conditions are fully considered in this study, the factors affecting
the daily operation of pure electric buses are very complicated. In order to adapt the
model to more scenarios, we need some reasonable assumptions to simplify the actual
conditions. These assumptions are as follows:

1. The vehicles on all lines are identical, that is, the vehicles on all lines have the
same characteristics and are allowed to run on any other line.

2. Theavailable charging equipment is able to meet the charging demand, ensuring
that charging posts can be found when charging is required and that there are
no queues. The performance of charging power with time is always fixed, that
is, the relationship between charging capacity and charging time is linear.

3. The bus operation scheduling is based on a 24-h cycle. If the destination of the
last trip in the bus cycle is not the departure station of the first trip, it needs to
add a trip to return it to the original station.

2.3 Model Expression

Table 1 provide an overview of the notation used in the model descriptions.

Table 1 Natation table

Variable | Definition

Cp The purchase cost of a single bus

Cp Operating cost per mileage of a single bus

Cy The unit time cost of waiting for departure at the station during operation

D Total number of vehicles required

Ly Average daily mileage of the k-th bus

Twk Average daily waiting time of the k-th bus

a; a decision variable. If the task has been scheduled for execution by the vehicle, then
a;=1, otherwise it is 0

B/ The remaining power after trip (j)

B/ the amount of electricity required for safe operation of trip (j)

C Charging rate

do The cruising distance

Tarrive Arrival time

Tpepart Departure time

Tcharge | Charging time

TL]) cadline | After task (j), the time required for the bus to go to the departure station of the next

task without stopping
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Here, we can build the following scheduling model.
MinC =Cp*D+Cpx Y Li +Cu*Y i) Tuk (1)

Subject to:

ia[ =n (2)
i=l

Bej + Ttharge * d% = Bj+l (3)
Tf{rrive + TCj‘lharge + T[J;eadline = Té:rplart (4)
B ) < Toype < L (5)
T[J)':plart - T/{rrive - Téead!ine > Tmin (6)
Z};’:l T)(rrive - Tgeparr < Tnax @)

Known parameters of the model: departure timetable, operating data (mileage,
time spent, etc.), purchase unit price of bus, operating cost per unit mileage, waiting
costs in stations, characteristic data of public transport vehicles (endurance range,
charging rate).

3 Solving Algorithm

3.1 Immune Optimization Algorithm

Inspired by the biological immune system, the immune optimization algorithm
applies the immune concept and theories to the genetic algorithm. Under the premise
of maintaining the excellent characteristics of genetic algorithm, immune optimiza-
tion algorithm attempts to selectively and purposefully use some characteristic infor-
mation of the problem to be solved to suppress the degradation phenomenon in the
optimization process, so as to obtain the global optimal solution.
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3.2 Encoding

Encoding is the process of converting the actual problem to be solved into a mathe-
matical form that can be solved directly by an algorithm. Generally, there are binary
encoding, integer coding, etc. In this article, integer encoding is used. For example,
the simple antibody [1 2 3 4 1 3 2 4] means that the first and fifth departure tasks
are executed by vehicle 1, the second and seventh departure tasks are executed by
vehicle 2, the third and sixth departures tasks are executed by vehicle 3, and the 4th
and 8th departure tasks are executed by vehicle 4.

3.3 Initial Population

According to the model proposed in Sect. 2, the specific steps for generating n
antibodies are as follows:

The trip tasks are sorted according to the departure time to form a task table,
which mainly includes trip information, departure time, departure station, arrival
time, arrival station, mileage, and other information.

Arrange a vehicle for the first task. The vehicle is required to be randomly selected
from the departure station. Record: vehicle mileage (calculated based on the rela-
tionship between battery status and mileage), remaining vehicle mileage (vehicle
mileage minus route mileage), and task number.

Assign vehicles for the remaining trips. and find the idle vehicles that can perform
trip(i). The requirements: (1) The remaining cruising mileage plus the mileage added
by charging minus the empty trip mileage is greater than the route mileage; (2) The
arrival time of the last vehicle to complete the execution plus the time of the empty
trip is less than the departure time of the next task. And the following principles
are considered: (1) Prioritize allocation of vehicles that meet both conditions; (2)
Within the constraints of the two conditions, if there are no idle buses that meet the
requirements, new buses need to be added to execute this task.

The antibodies obtained according to the above rules are all feasible solutions.
But in order to ensure the eligibility of the solution, it is also necessary to pass a test
function. The core of this test function is to check the time and cruising range of the
vehicle used by the antibody.

3.4 Selection, Crossover, Mutation

First of all, calculate fitness.The fitness represents the objective function value of the
current antibody, which is expressed as the total cost of all trips.

Crossover reflects the genetic recombination in the evolution of biological immu-
nity, and it is the main way to generate new individuals for offspring. Usually the
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crossover operation is to select the antibodies i1, i2 that need to be exchanged within
the population through two random numbers, and then determine the crossover posi-
tion j1 by a random number. However, due to the large number of constraints in the
vehicle scheduling problem, there may be no effective solution after the crossover.
Therefore, the method used in this paper is to first select the antibodies il and i2
that need to be exchanged by two random numbers. After finding the same planned
point in both antibodies, the position of such a point is randomly selected, and then
the exchange of antibodies is performed after this point. After the exchange, invalid
individuals may still be generated, so the two antibodies obtained after the exchange
need to be tested.

Mutation is to imitate the genetic mutation process in biological immune evolu-
tion, and it is an important way to produce new individuals. The mutant antibody
may no longer meet the constraints, so the mutant antibody needs to be tested. If the
requirements are met, the mutation is completed and the next antibody mutation can
be performed. If it fails, continue until the maximum number of times is reached,
forcing the mutation process of the next antibody.

The degree of optimization is related to the number of iterations and calculation
time. As the number of iterations and calculation time increase, a better solution may
appear. When the calculation time increases and the optimal objective function does
not change, it can be considered that the optimal solution of the model under this
parameter condition has been reached.

4 Case Analysis

4.1 Status of Bus Operation

In this paper, four bus lines (180, 195, 257 and 884) running in both directions
in Guangzhou are selected for example analysis. After a detailed investigation and
reasonable simplification of the operating data of these buses, the operating data is
as Table 2.

After collating the departure timetable, a total of 512 departure tasks were obtained
for a departure timetable running 16 h per day (6:00 am and 10:00 pm).

4.2 Parameter Calibration

The vehicle acquisition cost factor (Cp) is the unit price of the bus. The average price
is taken as $1.5 million.

The driving cost conversion coefficient (C},) is the unit operating cost of the bus.
According to the research results of Bin Zhou, combined with the operating days
of the bus vehicle (taken as 353 days) and the service life (8 years), it is taken as 1
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Table 2 Bus operation data

Route | Direction Length | Departure | Drive-time | Empty trips
No. (km) interval (min) drive-time
(min) (min)
257 Guangzhou Railway 10 15 30 15
Station—Tianhe Coach
Terminal
195 Lijiao 20 20 70 35

Station—Guangzhoudong
Railway Station

180 Lijiao Station—Guangzhou 15 15 60 30
Railway Station
884 Tianhe Coach 5 10 20 10

Terminal—Guangzhoudong
Railway Station

yuan/km. Therefore, the average driving distance needs to be multiplied by 2824, and
the driving cost conversion coefficient (C,) is taken as 2824. The vehicle’s charging
cost factor can also be converted to a mileage cost based on the price of electricity.

The waiting time cost coefficient (C,,) is the cost factor for the time spent on
standby at the station when the vehicle is in daytime operation. The coefficient is
taken as 1.5 yuan/minute, which is calculated by combining the operating days and
service life like the driving cost conversion coefficient (C),).

In the pure electric bus dispatching model of this paper, battery capacity and
charging rate affect the whole dispatching plan, so battery capacity and charging rate
are used as optimization parameters to study their effects on the objective function.

The cruising distance (D0) can be a number between 100-300 km. The charging
rate is an integer value of 1C-6C, that is, the charge time is taken as 60—10 min. The
above values are substituted into the model for calculation.

4.3 Result Analysis

The results are calculated by MATLAB software. Taking the cruising distance of
100 km and charging speed of 5C as an example, the results of iterative solution of
the model are as follows.

From the graph of iteration results of the algorithm (Fig. 1), it can be seen that
the optimal fitness does not change after 150 iterations of the algorithm, and it can
be considered that the optimal solution of the model under this parameter condition
has been reached. The optimal vehicle scheduling solution under other parameters
can be obtained by modifying the parameters.

In the same way, the dispatching plan of other numbered vehicles (24 vehicles in
total) can be obtained (Fig. 2).
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Fig. 1 Iterative results of the
algorithm

Fig. 2 Comparison between
single-line scheduling and
regional scheduling
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It can be seen that regional scheduling can effectively reduce fleet size and oper-
ating costs compared to single-line scheduling. Depending on the dispatching results
obtained under different conditions, the optimization range is about 10% to 20%.

The biggest difference between pure electric bus scheduling and traditional fuel
bus scheduling is the energy supply conditions. Today’s electric buses are severely
limited by their cruising distance and charging rate. These two factors are analyzed

separately below.

As the cruising distance of pure electric buses gradually increases, the fleet size
and operating costs gradually decrease. When the cruising distance reaches a certain
level (cruising distance is greater than the maximum daily driving distance), the
increase in cruising distance will no longer affect the scheduling plan, and thus the
minimum operating cost and minimum fleet size will be determined (Fig. 3).
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Fig. 3 The result of quantitative analysis

As the charging rate of pure electric buses increases, the operating cost and fleet
size of the vehicle dispatching plan gradually decrease. When the cost of charging
equipment is not considered, the dispatch cost and minimum fleet size of pure electric
buses are inversely proportional to the charging rate.

5 Discussion

Pure electric buses are an inevitable choice for future development. In this paper,
we use reasonable vehicle scheduling to reduce enterprise operation cost, establish a
vehicle scheduling model under the condition of known departure schedule, and use
immune optimization algorithm to solve the large-scale calculation problem. The
validity of the model is verified in the actual bus lines in Guangzhou, and the method
can be directly applied to the operation optimization of pure electric bus lines.

However, many problems were encountered in the study. Due to the influ-
ence of the epidemic and the equipment, a detailed analysis of different algo-
rithms and multiple influencing factors is not presented in this paper. In addition,
the detailed description of the algorithm processing and the comparison between
different scheduling schemes are reduced due to the limitation of space. If necessary,
If necessary, these can be studied in detail in future work.
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Optimal Design of Mixed Charging m
Station for Electric Transit with Joint oo
Consideration of Normal Charging

and Fast Charging

Le Zhang, Ziling Zeng, and Kun Gao

Abstract In this paper, we propose a bi-level model to optimize the design of mixed
charging station deployed at the terminal station for electric transit. At the lower level,
the service schedule and charging strategy of electric buses is optimized under the
given design of mixed charging station. The lower-level model is a management opti-
mization at the operational level, aiming at minimizing the total daily operational cost.
The model is formulated as a mixed integer programing subject to limited charging
facilities of multiple types. At the upper level, the design of charging station is opti-
mized based upon the results obtained at the lower level. It is a kind of decision
making at the tactical level, with the objective of minimizing the sum of operational
cost of electric bus fleet (i.e., objective function of the lower-level model) and instal-
lation cost of charging infrastructure. We conducted numerical cases to validate the
applicability of the proposed model and some managerial insights stemmed from the
numerical case studies are discussed, which can help transit agencies design charging
station scientifically.

Keywords Electric bus + Charging station - Vehicle scheduling - Bi-level model

1 Introduction

Electric transit is considered as the key to the world’s clean transport future due to its
high energy efficiency, zero emissions [1-5] and shareability [6-9]. Compared with
diesel buses, battery-electric buses are able to improve energy efficiency by 50%
and reduce greenhouse gas emissions by 98.36% [10]. During the past decade, the
public transit is electrified step by step. For example, in the United State, the share of
electric buses in the transit bus market increased rapidly from 2% in 2007 to nearly
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20% in 2015 [11]; in Europe, the percentage of electric buses on the sales volumes
of city buses is up to 10% by 2019 and this number rises up to around 20% in 2020.
Undoubtedly, transit electrification is becoming an unstoppable trend.

Compared with diesel buses, the driving characteristics and refueling manner of
electric buses are distinct. Specifically, battery-electric buses generally have a much
shorter operational range than buses powered by other energy sources, resulting in
users’ “range anxiety”. To ensure normal operations, the consumed electricity must be
replenished by either battery swapping or battery recharging [12, 13]. Unfortunately,
instead of mitigating this disadvantage, lack of sufficient charging facilities further
aggravates it. However, if sufficient charging facilities are deployed, it may cause
severe budget burden for transit system. Therefore, how to design the charging station
at terminal, trading off between charging availability and limited budget, becomes
an important issue in transit electrification. To this end, we aim at studying the
optimal design of charging station deployed at the terminal station for electric transit
in this paper. To be specific, we propose a bi-level model, where the lower-level
model optimizes the scheduling of electric buses given the design of charging station,
including the number of charging facilities under different charging modes (i.e., fast
charging and normal charging); the upper-level model optimizes the design of mixed
charging station given different electric bus scheduling optimized at the lower level.
In the bi-level approach, the lower-level problem, i.e., optimal scheduling of electric
buses, is the key and difficult part of the work. Therefore, we next present the relevant
studies in the realm of vehicle scheduling.

The bus scheduling problem consists of assigning buses to serve a series of
timetabled trips with the objective of minimizing fleet size and/or operational costs.
It is an extension of the well-known vehicle scheduling problem (VSP), which has
been extensively studied in the literature [14, 15]. Generally speaking, VSP can be
categorized into two groups: the single-depot vehicle-scheduling problem (SDVSP)
[16—18] and the multiple-depot vehicle-scheduling problem (MDVSP) [19, 20]. Over
the years, many varieties and extensions of VSP have been proposed to incorporate
the real-word constraints and conditions, including vehicle scheduling problem with
multiple vehicle types [21], vehicle scheduling problem with route constraints (VSP-
RC) [22], the alternative fuel vehicle scheduling problem (AF-VSP) [12, 23] and
electric vehicle scheduling problem (E-VSP) [24]. Among these varieties, VSP-RC,
AF-VSP and E-VSP are strongly motivated by electric vehicles. To accounting for the
specifics of electric vehicles, route duration or route distance [25] are constrained in
VSP-RC. If vehicles are allowed to be refueled at given recharging stations to prolong
the total distance, that is AF-VSP. However, traditional AF-VSP only considers full
charging and the charging time is set as fixed. Specifically, the vehicle’s fuel level is
set to be full after visiting any recharging stations. For example, Li [12] incorporated
vehicle waiting time at charging stations into the model, and the charging time was
simplified as fixed by considering battery swapping. Later, E-VSP was proposed,
where partial charging was allowed and the charging time was usually assumed to
be a linear function of the charged amount.

In light of the above, in this paper, we would employ the latest study in electric
vehicle scheduling to study the optimal design of mixed charging station deployed at
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the terminal, and the bi-level solution approach is adopted. Numerical case studies
were conducted to validate the applicability of the proposed model. It reveals that it
is a cost-efficient choice to deploy sufficient charging facilities at the terminal station
as the unit cost of charging facilities per day is much lower than that of electric buses.

The rest of this paper is organized as follows. Section 2 presents the problem
formulation, i.e., a bi-level model. The numerical cases are conducted in Sect. 3.
Conclusions are summarized in Sect. 4.

2 Formulation

In this section, a single-terminal transit network is considered (see Fig. 1) to define
the optimization problem of charging station design, where electric buses depart from
the terminal station to operate a sequence of scheduled round-trips, denoted as set
V. Charging facilities in mode ¢ € Q £ {1, 2} are deployed at terminal station with
limited capacity C,, where ¢ = 1 indicates normal charging and ¢ = 2 indicates
fast charging. For each round-trip i (€ V), the departure time s;, travel time e; and
the consumption of battery level relative to battery capacity, m; are predefined and
deterministic. The objective of this problem is to minimize the total cost of transit
agency, including bus acquisition cost, charging fee, maintenance cost of electric bus
fleet and the cost incurred by the deployment of charging facilities. Therefore, the
operators shall make decisions at both tactical and operational levels. To be specific,
at the tactical level, the number of charging facilities in each type deployed at the
terminal station should be optimized and the vector of decision variables at this level
is denoted by C £ {C,lg € Q}. Atthe operational level, the operators need to make
decisions on how to operate electric buses, and the vector of decision variables at
this level (i.e., service sequence and charging strategy) is denoted by X.

We next present the lower-level model (i.e., at the operational level) and upper-
level model (i.e., at the tactical level) in Sects. 2.1 and Sect. 2.2, respectively.

A"I

Round-trip 1

l

, Terminal .
Round-trip 3 Round-trip 2

Fig. 1 Single-terminal transit network
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2.1 Optimal Schedule of Electric Buses for Given Charging
Station Design C

The objective of the lower-level model is to minimize total operational cost, including
bus acquisition cost, charging fee and maintenance cost within one day, where the
maintenance cost is mainly incurred by battery deterioration. In regard of this, we
need to decide: (i) how to assign electric buses to serve a series of trips under the
minimal battery level constraint; and (ii) how to optimize recharging schedules with
limited charging facilities. It is worth to note that the total charging fee is constant in
our model as it is related to the predefined trip service, which is fixed and independent
of electric bus schedule. Therefore, the objective function is simplified as the sum of
bus acquisition cost and maintenance cost. The time is discretized with the unit time
as 10 min. In this model, we make the assumptions that the time for full charge in
mode 1 (i.e., normal charging) and mode 2 (i.e., fast charging) are 2 h (i.e., 12 time
steps) and 10 min (i.e., 1 time step) respectively.

The vector of decision variables at the operational level, X, is defined as follows:

8ij € {0, 1}: set to one if a bus serves round-trips i and j consecutively, where trip i
begins earlier than trip j; and to zero otherwise,i € VU O, j € VUD, i # j;here,
we use O and D simply to represent the original and destination depot respectively
for notational convenience;

Wirg € {0, 1}: set to one if bus begins to charge in mode ¢ in the time step ¢ after
finishing round-trip i and to zero otherwise,i € V,t € T,q € Q;

@irq € {0, 1}: set to one if bus is charged in mode ¢ in the time step ¢ after finishing
round-trip i and to zero otherwise,i € V,t € T,q € Q;
The lower-level model [P1] can be formulated as:

minJipy =7 Soi+ Y > > Higdg(SOC;, 1) (1a)

ieV ieV teT qeQ
Subject to:
Y sy=1. Vjev (1b)
ieVUoO
Y 8- Y. 8;=0, VieV (Ic)
jevuD jevuo
DD g S1 VieV (1d)
teT geQ

L= tig [MAY D pig-t=si+e. YieV  (le)

teT geQ teT geQ
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In the above model, the objective function (la) is to minimize the total opera-
tional cost over the operation hours of one day, including bus acquisition cost and
maintenance cost, where v denotes the unit acquisition cost of an electric bus per
day, and d,, indicates the cost incurred by battery degradation with the state of charge
(i-e., SOC) from SOC; (i.e., the SOC of electric bus after finishing trip i) to 100%
under charging mode g. Constraints (1b) guarantee that each round-trip is served
exactly once. Constraints (1c) represent covering and flow conservation. Constraints
(1d) state that after round-trip i, bus may start charging in a certain time step with a
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certain charging mode. Constraints (1e) ensure that the starting time of bus charging
after round-trip i should be no earlier than the end time of round-trip i, where M is a
sufficiently large number. Constraints (1f) guarantee the number of charging facilities
used in each time step cannot exceed its capacity. Constraints (1g), (1h) state that 12
(1) time steps are occupied if normal (fast) charging operation is applied. Constraints
(11) indicate that the bus is fully charged when it departs from the original depot O.
Constraints (1j) guarantee that SOC should be no smaller than a predefined lower
bound /b to reduce range anxiety. Constraints (1k—1n) record the dynamic SOC of
electric buses if §;; = 1. Constraints (1o) define the function d, where W indi-
cates the battery acquisition cost, x is the end-of-life related parameter. The term
£(SOC;, 1) denotes the corresponding battery capacity fading rate, borrowed from
Lam and Bauer [26]. Constraints (1p—1r) state the stating time of trip j should be no

earlier than the ending time of trip i if §;; = 1 and >y Witg = 0; and the stating
teT qgeQ
time of trip j should be no earlier than the ending time of charging operation after

trlpl 1f8,j = 1and Z Z Mitqg = 1.

teT qeQ

2.2 Optimal Design of Charging Station

The bi-level model can be formulated as follows:
The upper-level model [P2]:

minJipo = > ACy+ (X, C) (2a)
q€Q
subject to:
X =g(0) (2b)

where A, indicates the installation cost of charging facility in mode g amortized
to one day, measured in $/day; g(-) denotes the optimal lower-level solution for
X under a given design of charging station C, which is found by solving model
[P1]. Jip11(X, C) indicates the daily operational cost under tactical decision C and
operational decision X, which is consistent with the objective function of model
[P1].
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3 Numerical Cases

To validate our model, in this section we focus on a case study with the terminal
denoted as terminal station A. Departing from terminal station A, five yet-to-be-
electrified lines are studied. The lengths of the five lines are 11 km, 11.5 km, 12.6 km,
19.3 km and 16.8 km respectively. Their travel durations (terminal to terminal) are
80 min, 90 min, 105 min, 150 min and 130 min respectively. The timetables for
these five lines are shown in Table 1. The technical parameters needed for this paper
are obtained from Yutong ZK6850BEVGS53, as specified in Table 2. The lower-level
model is solved by the commercial solver SCIP. Here, for simplicity, we only consider
one type of charging facilities, i.e., normal charging.

We optimize the electric bus service and charging schedule under a range of
charging station capacity: C; € [5, 25], as presented in Fig. 2. The figure shows that
the optimal operational cost (the solid curve with circle markers) decreases as C;
increases, until it reaches a threshold of 16, as marked by the vertical dashed curve
on the right-hand side of Fig. 2. This threshold represents the maximum number of
charging facilities needed for electric buses at terminal station A; i.e., any additional
charging facilities would be redundant, and the optimal total cost would stay the
same ($1.106 x 10%).

Table 1 Timetables for selected bus lines, departing from terminal station A

Line 1 Line 2 Line 3 Line 4 Line 5
07:00:00 06:10:00 07:00:00 06:20:00 06:40:00
07:20:00 Every 20 min 07:30:00 Every 30 min 07:10:00
07:40:00 09:10:00 08:00:00 18:50:00 07:40:00

Every 20 min Every 30 min Every 20 min Every 10 min
10:40:00 15:10:00 14:20:00 18:20:00

Every 30 min Every 20 min 14:45:00 18:50:00
16:40:00 19:10:00 15:15:00 19:20:00

Every 20 min Every 20 min 19:50:00
19:20:00 20:35:00
Table 2 Parameter definitions and values

Parameter Notation | Value Unit
Lower bound of battery level b 20 %
Unit acquisition cost of a electric bus (without battery) per day | v 16.5 $/day
Battery acquisition cost w 28,000 | $
Unit cost of a normal charging facility per day Ay 5 $/day
End-of-life related threshold X 0.2 -
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Fig. 2 Effects of the number of charging facilities on the optimal costs

The diamond-marked solid curve represents the corresponding total cost at the
upper level. We note that, the optimal total cost decreases as C; increases, until
it reaches to 16. After that, the optimal total cost increases as C| increases. This is
because any more charging facilities would be redundant and the optimal operational
cost at the lower level would not reduce any more. Therefore, for the studied transit
network, itis optimal to deploy 16 charging facilities at the terminal station A. Further
investigation reveals that, since the unit cost of charging facilities per day is relatively
low as compared with that of electric buses, it is cost-efficient to deploy the charging
facilities as more as needed so that the total cost of transit agency can be saved by
reducing fleet size.

4 Conclusions

In this paper, we present a new mathematical formulation aimed at optimizing the
design of charging station deployed at the terminal station for electric transit. To
this end, a bi-level model is built with full consideration of the decision makings
at both tactical and operational levels. Specifically, the lower-level model optimizes
the scheduling of electric buses given the design of charging station, including the
number of charging facilities under different charging mode (i.e., fast charging and
normal charging), while the upper-level model optimizes the design of charging
station given different electric bus scheduling optimized at the lower level.
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In the future work we plan to explore more realistic scenarios where the “full-
charging” assumption is relaxed, i.e., partial charging among electric buses is allowed
and the charging time depends on the amount of energy to be replenished following
the non-linear charging profile. Meanwhile, we would also plan to extend the transit
network to the one with multiple terminals; explore more efficient solution approach
with high quality, instead of using the commercial solvers; consider agency budget for
the installation of charging infrastructure; and consider users’ psychological inertia
[27].
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Impact of Ambient Temperature )
on Electric Bus Energy Consumption L
in Cold Regions: Case Study of Meihekou

City, China
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Abstract Electric buses are more environment-friendly due to their low noise and
less air pollution. However, their electricity consumption on the route will change
with operating conditions. According to field investigations, ambient temperature is
one main contributing factor to energy consumption of an electric bus. When the
temperature is very low, the energy consumption would increase significantly. The
operational performance of the electric bus in cold regions should be examined care-
fully based on real world operation data. Thus, we choose Meihekou city, China
which belongs to cold regions to collect ambient temperature and corresponding
electricity consumption for six buses on a bus line. We gathered ambient temper-
ature and corresponding electricity consumption of a trip in one day for six buses
around a year to test the relationship between them. Pearson Correlation Coefficient
is applied to verify the relevance of ambient temperature and electricity consump-
tion. Results prove a negative correlation between them. After that, temperature and
corresponding electricity consumption of the whole day for a year are studied. Ulti-
mately, results illustrate electricity consumption variation is diverse during different
seasons, and the largest electricity consumption is in winter. Results also show that
when ambient temperature range drops from [—2, 3] to [—10, —2], change of elec-
tricity consumption is unstable and violent, which rises from 0.45 to 0.7 kWh/km.
However, when ambient temperature ranges from —10 to —25.5 °C, the fluctuation
of electricity consumption is small, which is dispersed between 0.6 and 0.7 kWh/km.

Keywords Cold regions - Ambient temperature - Electric buses - Electricity
consumption
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1 Introduction

Public transportation is more and more popular, which could alleviate traffic conges-
tion and environmental pollution [1]. There are many studies about bus scheduling
i.e., bus route design, dynamic control, and timetable design [2—4]. The effect of
irrational psychological inertia in commuting mode shift behavior is studied [5].
Gao et al. provided an innovative approach that could quantify the benefits of using
bike-sharing systems at the trip level [6]. Meanwhile, Electric buses (EBs) have been
popular with the public in recent years. It is common for bus companies to replace
traditional fuel buses with EBs as they have the advantage of low-noise, low-polluting
and high driving stability, which could improve the comfort of passengers and the
public transportation attraction. Xu et al. [7] proposed a micro-traffic flow model
for EVs by considering their unique acceleration/deceleration characteristics. Zhang
et al. [8] proposed to constrain state of battery charge within a predefined range
and quantify its cost-effective feature through lifecycle cost analysis in view of the
practical battery capacity loss within charge and discharge cycling.

Studying the energy consumption for EBs is necessary [9—13], such as based on
Time-efficient stochastic model to predictive energy [14], the relationship between
energy consumption and well-to-wheels air pollutant emissions [15], electric vehicle-
routing problem [16] and the studies of energy demand uncertainty [17].

There are several studies about influential factors of electricity consumption [18,
19]. A forest-based stochastic model was established to consistently study the influ-
ence of environmental conditions, route characteristics and dynamic traffic conditions
[20]. Pamua and Pamuta [21] proposed a model which applied a reduced number
of readily acquired bus trip parameters: arrival times at the bus stops, map positions
of the bus stops and a parameter illustrating the trip conditions. Furthermore a deep
learning network was established for deriving the estimates of energy consumption
stop by stop of bus lines. Kivekds et al. [22] developed a novel driving cycle syntheti-
zation method and this method was utilized to examine the effect of driving cycle
and passenger load changes on the energy consumption of EBs. Lajunen [23] intro-
duced the cost—benefit analysis of hybrid and electric buses in fleet operation and
the analysis was based on energy consumption, which was collected from a large
number of simulations of different bus routes.

In addition, some studies regard ambient temperature as a influence factor of elec-
tricity consumption. Concretely, a two-dimensional grid stochastic energy consump-
tion model based on a data-driven approach was established so as to distinguish the
influence of different ambient temperatures on the heterogeneous energy costs and
charging demand of autonomous electric vehicle fleets [24]. For the purpose of
evaluating the impact of ambient temperature on energy consumption and mileage,
and considering various reference driving cycles, a general quasi-steady backward-
looking model was proposed to estimate the energy consumption of electric vehicles
[25]. Based on GPS observations of 68 electric vehicles in Aichi Prefecture, Japan, an
energy consumption model was proposed and calibrated according to ordinary least
square regression and multi-level mixed effect linear regression. The results showed
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the ambient temperature greatly affected energy efficiency by directly impacting
output energy loss and interaction with vehicle auxiliary loads [26].

Based on previous studies, most of them work on many impact factors about
electricity consumption. Some of them review the ambient temperature has an effect
on electricity consumption. However, the existing literature does not consider that
ambient temperature is taken as a single influence factor on electricity consumption
of electric buses, using data from cold regions in China. Ambient temperature has a
significant impact on electricity consumption of EBs, especially in cold regions where
temperature in winter is extremely low. Therefore, examining electricity consump-
tion change for EBs by ambient temperature in cold regions is of great importance.
The purpose of this study is to discuss the electricity consumption variation of elec-
tric bus under different temperature conditions. Findings illustrate that electric bus
manufacturers should pay attention to improve battery performance under the low
temperature, moreover, the bus company should choose to purchase the electric bus
that is suitable to cold regions and formulate different bus scheduling strategies as
well as charging planning according to the change of electricity consumption by
temperature variation.

The remainder of the paper is structured as follows: Sect. 2 is data description
and processing of Meihekou city, China. Conclusions are drawn in Sect. 3.

2 Data Description and Processing

In order to study the relationship between electricity consumption and temperature,
we collect the data for a year about bus electricity consumption from Meihekou city,
Jilin province, China. The city is located in the north of China where belongs to cold
regions and the ambient temperature is extraordinary low in winter. The data sample
covers 6 electric buses marked as 1, 2, 3, 4, 5, 6, which are dispatched to run 108
line, 8.1 km. The charging planning is overnight charging, and not daytime charging.

(1)  Variation of electricity consumption under different ambient temperature

We collect electricity consumption and corresponding temperature of a trip in one
day for 6 EBs and utilize Pearson Correlation Coefficient to verify the correlation
between ambient temperature and electricity consumption, as shown in Table 1. It
should be noted that 7; expresses the temperature of trip i and E; indicates the
electricity consumption of trip i.

Table 1 indicates relationships between ambient temperature and electricity
consumption are significantly related for six buses. Relationship between ambient
temperature and electricity consumption are negative correlation for six buses.

We take Bus 1 and Bus 3 as examples for showing the electricity consumption
variation by ambient temperature, as shown in Figs. 1 and 2.

Figures 1 and 2 show electricity consumption vary significantly by ambient
temperature. The temperature studied ranges from —25 to 35 °C and there is the same
trend on two figures that electricity consumption decreases at first then maintains a
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Table 1 Pearson correlations of six buses

T; E;
Bus 1 T; Pearson correlation 1 —0.684™
Sig. (2-tailed) 0.000
E; Pearson correlation —0.684"" 1
Sig. (2-tailed) 0.000
Bus 2 T; Pearson correlation 1 —0.315""
Sig. (2-tailed) 0.000
E; Pearson correlation —0.315™ 1
Sig. (2-tailed) 0.000
Bus 3 T; Pearson correlation 1 —0.594""
Sig. (2-tailed) 0.000
E; Pearson correlation —0.594™ 1
Sig. (2-tailed) 0.000
Bus 4 T; Pearson correlation 1 —0.430™"
Sig. (2-tailed) 0.000
E; Pearson correlation —0.430"" 1
Sig. (2-tailed) 0.000
Bus 5 T; Pearson correlation 1 —0.148™
Sig. (2-tailed) 0.000
E; Pearson correlation —0.148"" 1
Sig. (2-tailed) 0.000
Bus 6 T; Pearson correlation 1 —0.544™
Sig. (2-tailed) 0.000
E; Pearson correlation —0.544™" 1
Sig. (2-tailed) 0.000

**Correlation is significant at the 0.01 level (2-tailed)

stable value with the increasing of temperature. Specifically, when temperature rises
from —20 to —5 °C, electricity consumption per kilometer is more than 0.6 kWh/km.
When temperature is higher than —5 °C, the change of electricity consumption per
kilometer is gradually stable, mainly between 0.4 and 0.6 kWh/km. For different
buses, electricity consumption is various. Maximum electricity consumption is
1 kWh/km for Bus 1 while 1.6 kWh/km for Bus 3. This is because many factors
affect bus electricity consumption, such as driver’s driving style, travel speed and so
on, although Bus 1 and Bus 3 run the same line.

(2) Examining influence of temperature on electricity consumption

We collect ambient temperatures at different times in the whole day from January
to December in 2020 of Meihekou city, moreover, the electricity consumption and
driving mileage of six buses on 108 line in the whole day were collected, taking one
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Fig. 2 Electricity consumption variation with ambient temperature for Bus 3

week as the sampling interval. Afterwards obtained data with large error is deleted
to analyze the effective data. According to different months, one year is divided into
four seasons, spring (from March to May), summer (from June to August), fall (from
September to November) and winter (from December to February). We take Bus 1
and Bus 2 as a example to examine the change of electricity consumption by season.
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Fig. 3 Variation of electricity consumption by season for Bus 1 (a) and Bus 2 (b)

Figure 3a, b illustrate seasonal variation has a significant effect on electricity
consumption. Vertical line denotes the range of electricity consumption in a certain
season, and the top end of it represents the maximum electricity consumption while
the bottom of it represents the minimum electricity consumption. The black dot
at the vertical line indicates the average electricity consumption. The largest elec-
tricity consumption of two buses are both in winter, around 0.7 kWh/km, because
the lowest temperature of cold regions is in winter. As temperature variation of
fall is apparent, the change of electricity consumption in fall is more obvious than
others. The minimum electricity consumption for Bus 1 and Bus 2 are both nearly
0.45 kWh/km.

According to gained ambient temperature, the daily temperature variation range is
calculated, sorted based on the minimum temperature. Furthermore, the relationship
between temperature and electricity consumption is represented by Fig. 4.

Figure 4 demonstrates the electricity consumption of all buses has an identical
trend with the increasing of ambient temperature. On the whole, electricity consump-
tion is reducing as ambient temperature is rising. The maximum electricity consump-
tion for Bus 3 is 0.8 kWh/km and it is about 0.7 kWh/km for other buses and the
minimum electricity consumption for six buses is nearly 0.45 kWh/km. Specifi-
cally, when ambient environment range is between [—25.5, —14.2] and [—10, —
2], the fluctuation of electricity consumption is little. When the temperature range
drops from [—2, 3] to [—10, —2], change of electricity consumption is unstable and
violent, which rises from 0.45 to 0.7 kWh/km. Reasons are mainly by two aspects.
On the one hand, bus drivers tend to choose to turn on the air conditioner to make
passengers who are inside the bus feel warm, especially in cold regions where temper-
ature is even lower than —25 °C in winter in order to ensure the temperature inside
the bus is appropriate and improve the comfort of buses and passenger satisfaction
under extremely cold weather. On the other hand, the performance of the battery will
also be affected in extremely cold conditions, and the internal chemical reaction of
the battery will be weakened by the low temperature, resulting in the increasing of
electricity consumption.
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Fig. 4 Influence of temperature range on electricity consumption

Moreover, electricity consumption is nearly 0.5 kWh/km and the variation of that
is stable when temperature range is from [—2, 3] to [15.9, 26.1], because ambient
temperature is comfortable for passengers so that air conditioners do not need to be
turned on under this circumstances, electricity consumption becomes less.

When ambient temperature range is from [15.9, 26.1] to [21, 28.6], electricity
consumption increases slightly, but this change is less than the situation where the
temperature range is between [—25.5, —14.2] and [—10, —2]. This is because the
weather is so hot that air conditioner has to be turned on, however, the requirement
for air-conditioning is not rather intense, because passengers could open windows to
keep comfortable.

Furthermore, the variation of electricity consumption of Bus 3 and Bus 6 is obvious
while that of others is inapparent with the change of ambient temperature. The major
reason is that impact factors of electricity consumption for buses include not only
ambient temperature but also the usage time of buses, the driving habits of drives
and so on.

3 Conclusions

This paper analyzes the relationship between electricity consumption and ambient
temperature. We utilize Pearson Correlation Coefficient to verify the correlation
between electricity consumption and ambient temperature. The result proves a nega-
tive correlation between them. Curves that electricity consumption and ambient
temperature of one trip for certain buses are drawn, it can be concluded that electricity
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consumption increases with the decreasing of ambient temperature. Meanwhile,
seasonal variation could affect electricity consumption, and electricity consumption
in winter reaches the maximum. In addition, we collect the temperature range and
electricity consumption of the whole day, and it is found that the minimum electricity
consumption is in winter. Besisdes, the result represents when ambient temperature
changes from [—2, 3] to [15.9, 26.1], electricity consumption of six electric buses
maintain nearly 0.5 kWh/km. When ambient temperature range is lower than [—2,
3] or higher than [15.9, 26.1], electricity consumption obviously increases and the
maximum is 0.8 kWh/km.

In the future study, the influence of temperature on electricity consumption
requires more buses on multiple routes to verify the validity of the results.
Furthermore, more influence factors on electricity consumption should be studied.
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Impacts Analysis of Rainfall on Road )
Traffic Operation oo

Shengyue Lyu, Wei Guo, and Yadan Yan

Abstract The rapid development of cities puts forward higher requirements for the
resilience of the road network. As one of the unfavorable weathers, rainfall has a great
impact on the operation of road traffic. Using weather and vehicle speed data of a city
in China, this paper compares and analyzes changes in traffic operation indicators
such as the standard speed and the percentage reduction of the standard speed under
different rainfall intensities. Results indicate that under the same rainfall conditions
and time period, the traffic operation of the elevated road is least affected by rain-
fall, and the traffic operation of underpass tunnels and flat roads is more affected
by rainfall. With the increase of rainfall intensity, the reduction percentage of the
standard speed of the underpass tunnel shows an increasing trend; however, it is less
affected in light rain and moderate rain, and more affected in heavy rain and rain-
storm. With the increase of rainfall intensity, the standard speed of the elevated road
has no obvious change trend, and it is less affected by light rain and moderate rain,
but more by rainstorm. In each time period, the standard speed reduction percentage
of flat roads shows an obvious increasing trend with the increase of rainfall intensity.

Keywords Road traffic - Rainfall intensity + Standard speed * Road type

1 Introduction

According to the national natural disaster statistics for 2019 released by the Ministry
of Emergency Management, waterlogging is one of the most destructive disasters
faced by many cities [1]. As the lifeline system of the city, the road traffic system
is an important part of the urban infrastructure. Under rain scenarios, road surface
water may seriously affect the operation of urban road transportation systems, and
even cause severe disruption of urban transportation networks [2]. With the advent
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of the era of big data, the acquisition of traffic data has brought more opportunities
to the study of traffic problems. Continuous rainfall will cause great fluctuation in
traffic operation. Zhou et al. proposed a recurrent neural network based microscopic
car following model that is able to accurately capture and predict traffic oscillation
[3]. Based on the V-K relationship of traffic flow, Pregnolato et al. developed a
relationship between depth of standing water and vehicle speed [4]. Gong et al.
analyzed the travel speed and traffic operation index under rainy weather and normal
weather, carried out analysis from the perspectives of rainfall intensity, time period,
congestion level, etc., and established a rainy weather speed prediction correction
model [5]. Qu et al. identified that the speed-density relation could be well represented
by single-regime models using a weighted least square method [6]. Then they applied
a new calibration approach to generate stochastic traffic flow fundamental diagrams
[7]. Su et al. studied the behavior of drivers in heavy rain, estimated the speed of
vehicles under different water depth and visibility conditions, and then predicted
the traffic conditions [8]. Kermanshah and Derrible studied the robustness of road
networks to extreme flood events, using actual trips completed, changes in geographic
information system attributes, and network topology indicators to characterize them
[9]. Essien et al. discussed the impact of rainfall intensity on traffic flow parameters
during peak and off-peak hours [10]. Ji and Shao analyzed the difference in free flow
velocity between normal weather and heavy rain, and established a free flow velocity
evolution model that varies with rainfall intensity under heavy rain using a fitting
model [11]. Zhang and Alipour studied the degree of closure of roads and bridges
under floods and real-time network characteristics to evaluate the user loss caused by
increased traffic time [12]. In addition, Gao et al. examined the effects of irrational
psychological inertia in mode shift behavior with controlling potential endogeneity
[13]. Wu et al. proposed an emergency vehicles (EVs) lane pre-clearing strategy to
prioritize EV's on such roads through cooperative driving with surrounding connected
vehicles [14].

Most of existing studies have analyzed the impact of rainy weather on traffic flow
parameters, and have not considered road types. Using the vehicle speed data, this
paper studies the urban road traffic operation under rainfall scenarios, focusing on
road segments with different vertical elevations. It is expected that this study could
provide a reference for traffic management, as well as a reference for road users to
formulate travel routes.

2 Data Preprocessing

The rainfall classification standard of the meteorological department is referred. The
standard uses 24-h rainfall as the basis for dividing rainfall into four levels: light rain,
moderate rain, heavy rain and rainstorm (Table 1). The vehicle speed data of 200
vehicles on 12 road segments in 12 days were used, covering four rainfall scenarios
and three road types with different vertical elevations, as shown in Table 2. Three
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Table 1 Date and weather condition in 2020
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Weather No rain Light rain Moderate rain Heavy rain Rainstorm
Data Sep 25 Aug 14 Sep 23 Sep 19 Aug 12
Oct 7 Aug 15 Sep 26
Oct 14 Sep 21 Oct 13
Sep 27
Table 2 Road segments with Road type | Underpass Plane road Elevated road
three different types tunnel
Segments | Huakou Tunnel | Nanguo Middle | Foshan Ist
Road Ring Highway
Bigui Road Wenhua Road | Jiangwan
Tunnel Interchange
Fenjiang Road | South of Xingye Road
Tunnel Nanhai Avenue | Interchange
Luocun Tunnel | Foshan Avenue | Luonan Bridge

time periods, i.e., morning peak period (7:00-9:00), off-peak period (12:00-14:00),
and evening peak period (17:00-19:00) are selected for analysis.
In rainy weather, the road surface is slippery and the friction coefficient decreases.

Drivers affected by the rainfall will have their sight blocked and their sight distance
shortened, resulting in the inaccurate identification of the vehicle ahead and the
signs and markings. In order to be safe, the driver often reduces the speed carefully.
Especially when high-level rainfall occurs, road surface water will be produced,
which will seriously affect the normal operation of the urban transportation system.
Different road types are affected by precipitation differently. In particular, underpass
tunnels are particularly serious due to their low elevation. On the contrary, high
elevation segments such as elevated roads are not prone to water accumulation.
Examples of different road types are shown in Figs. 1, 2 and 3.

3 Results Analysis

3.1 Indicators

The change of driving speed is an obvious indicator for the impact of rainfalls on
traffic. In order to unify the evaluation standard, the average speed is standardized
based on the speed limit value:

(D
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Fig. 1 Huakou Tunnel (underpass tunnel)

Fig. 2 Nanguo Middle Road (plane road)

Fig. 3 Jiangwan Interchange (elevated road)

where V is the standard speed, and 0 < V < 1; v is the average speed of vehicles,
km/h; vy is the speed limit, km/h.
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Table 3 Average speed of underpass tunnels

Road segment Weather v (km/h)
Morning peak Off-peak Evening peak
Huakou Tunnel No rain 58.0 70.4 47.6
Light rain 56.6 56.6 44.1
Moderate rain 46.4 60.0 39.4
Heavy rain 40.0 51.0 46.3
Rainstorm 31.8 32.4 32.0
Bigui Road Tunnel No rain 58.6 54.8 61.6
Light rain 49.2 48.0 61.0
Moderate rain 37.8 43.6 45.7
Heavy rain 320 56.0 32.8
Rainstorm 26.0 44.0 18.4
Fenjiang Road Tunnel No rain 52.6 42.0 47.8
Light rain 38.0 40.0 42.6
Moderate rain 20.0 26.0 40.5
Heavy rain 32.0 12.8 24.6
Rainstorm 8.2 8.0 10.7
Luocun Tunnel No rain 27.4 63.5 48.0
Light rain 25.5 44.0 57.7
Moderate rain 42.0 44.0 37.5
Heavy rain 223 36.0 22.0
Rainstorm 19.2 29.8 26.6

3.2 Calculation Results

As shown in Tables 3, 4 and 5, the average speed of three types of roads all shows
an overall downward trend with the increase of rainfall intensity. But the average
speed of some road segments increases during moderate rain and heavy rain. This
may be because that heavy rainfall causes changes in people’s travel demand, that is,
fewer trips and lower road saturation. For further comparison, the average standard
speed of different types of roads under different rainfall conditions is calculated (see
Table 6).

The changes of standard speed under different time periods, road types and rainfall
intensity are compared in Figs. 4, 5 and 6. Under various rainfall intensities, as a
whole, the standard speed of the elevated road is least affected by rainfall at peak and
oft-peaks, while underpass tunnels and plane roads are more affected. Specifically,
it can be found that:

(1)  As the rainfall intensity increases, the percentage reduction of the standard
speed of the underpass tunnels is increasing. However, it is less affected during
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Table 4 Average speed of elevated roads

Road segment Weather v (km/h)
Morning peak Off-peak Evening peak
Foshan 1st Ring Highway | No rain 95.2 96.4 93.1
Light rain 85.0 90.1 85.6
Moderate rain 83.8 84.4 92.7
Heavy rain 95.2 82.5 84.7
Rainstorm 65.4 69.7 68.6
Jiangwan Interchange No rain 37.5 40.0 22.6
Light rain 28.6 39.1 18.7
Moderate rain | 26.5 38.6 19.4
Heavy rain 26.4 26.0 15.9
Rainstorm 20.0 23.8 12.8
Xingye Road Interchange | No rain 81.0 86.6 74.0
Light rain 81.6 82.7 75.3
Moderate rain | 75.5 78.6 50.0
Heavy rain 83.4 87.4 64.1
Rainstorm 73.5 74.0 62.4
Luonan Bridge No rain 84.0 80.1 81.3
Light rain 82.1 77.0 78.3
Moderate rain | 86.0 80.0 73.7
Heavy rain 88.3 73.0 80.6
Rainstorm 79.9 69.3 71.4

@

light rain and moderate rain. During the morning peak, the reduction percent-
ages of the standard speed are 6.8% and 6.7%, respectively. At the off-peak, the
reduction percentages are 17.9% and 25.0%, respectively. At the evening peak,
they are 2.1% and 18.2%, respectively. During heavy rain and rainstorm, the
reduction percentage of the standard speed is greatly affected. The reduction
percentages for the morning peak are 30.3% and 39.8%, respectively. At the
off-peak, the reduction percentages are 34.7% and 53.2%, respectively. At the
evening peak, the reduction percentages are 52.3% and 57.8%, respectively.
The possible reason for the great reduction is the accumulation of water in the
tunnel.

The standard speed reduction percentage of the elevated road has no obvious
trend with the increase of rainfall intensity. And it is less affected by light
rain and moderate rain. The reduction percentages in the morning peak are
7.9% and 9.5%, respectively. At the off-peak, the reduction percentages are
4.5% and 6.4%, respectively. At the evening peak, the values are 5.4% and
12.8%, respectively. The reduction percentage of the elevated road is greatly
affected by the heavy rain. The reduction percentage is 20.8% in the morning
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Table 5 Average speed of plane roads
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Road segment Weather v (km/h)
Morning peak Off-peak Evening peak
Nanguo Middle Road No rain 54.9 46.8 40.7
Light rain 47.8 40.0 37.6
Moderate rain 38.9 40.0 40.0
Heavy rain 36.1 36.0 19.8
Rainstorm 15.0 20.0 14.0
‘Wenhua Road No rain 18.4 27.0 16.0
Light rain 15.9 28.3 20.0
Moderate rain 17.6 20.0 13.6
Heavy rain 11.7 12.0 11.7
Rainstorm 10.8 13.4 7.8
South of Nanhai Avenue No rain 43.6 28.3 25.7
Light rain 38.5 20.0 26.3
Moderate rain 34.9 22.1 24.2
Heavy rain 36.7 18.6 13.6
Rainstorm 32.5 17.7 14.3
Foshan Avenue No rain 48.5 52.7 41.6
Light rain 39.1 494 34.0
Moderate rain 22.0 48.0 29.7
Heavy rain 272 52.0 44.0
Rainstorm 25.0 42.2 40.0
Table 6 Average standard speed of different types of roads
Road type | Time period Norain |Lightrain | Moderate rain | Heavy rain | Rainstorm
Underpass | Morning peak | 0.514 0.479 0.479 0.368 0.309
tunnel Off-peak 0.838 0.688 0.629 0.547 0.392
Evening peak |0.549 0.537 0.450 0.314 0.232
Elevated Morning peak | 0.859 0.792 0.778 0.833 0.680
road Off-peak 0.874 0.836 0.818 0.554 0.675
Evening peak | 0.766 0.725 0.688 0.690 0.604
Plane road | Morning peak | 0.728 0.619 0.504 0.483 0.361
Off-peak 0.701 0.633 0.584 0.519 0.241
Evening peak | 0.550 0.533 0.476 0.396 0.333
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Fig. 4 Variation of standard speed reduction percentage (morning peak period)
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Fig. 5 Variation of standard speed reduction percentage (evening peak period)
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Fig. 6 Variation of standard speed reduction percentage (off-peak period)

peak, 22.8% in the off-peak, and 21.2% in the evening peak. The standard
speed reduction percentage under heavy rain is greater than the speed reduction
percentage under rainstorm, which may be due to the reduced travel demand.
(3) The standard speed reduction percentages of plane roads at various time periods
shows an obvious trend of increasing with the increase of rainfall intensity.
During the morning peak, the reduction percentage increases from 14.9% under
the light rain condition to 50.4% under the rainstorm condition. At the off-peak,
the value increases from 9.8% under the light rain condition to 65.7% under
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the rainstorm condition, and the evening peak increased from 3.1% under the
light rain condition to 39.4% under the rainstorm condition.

4 Conclusion

Based on the weather data and the driving speed data, the speed changes of three
road types at different time periods and under different rainfall intensities are studied.
However, there are still limitations for this work. Further studies can be carried out
about the strategies from different perspectives to reduce the impacts of rainfall on
the traffic operation.
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Abstract Shipping is the most cost-effective way to transport large volumes of
goods over long distances, and over 80% of goods traded worldwide are carried by
sea. To keep our economy running, especially in difficult times of epidemics, such
as the coronavirus disease 2019 (COVID-19), it is of utmost importance to keep
ships sailing, moving the bulk of goods including medical supplies and food. Every
month, around 100,000 seafarers need to disembark from the ships that they operate
to comply with regulations governing safe working hours and crew welfare, and
another 100,000 seafarers will embark to continue to move the global trade safely.
However, as countries around the world tighten border controls in against the spread
of the coronavirus outbreak, seafarers are prohibited from boarding or leaving ships
at most ports, with the exception of just a few. This situation is leading seafarers to
serve onboard vessels beyond their contracted shifts. Given that more than a quarter
of seafarers suffer from depression because of their long time spent at sea and being
away from family and friends, banning crew changes will put their mental health at
risk. This will further increase the likelihood of marine accidents, jeopardize global
supply chains, and ultimately exacerbate current hardships. To tackle this emergency,
the International Maritime Organization and the European Commission, amongst
others, call on governments to coordinate efforts to designate ports for crew changes
while preventing the potential spread of the coronavirus. The aim of the study is
to develop a framework that integrates big data, machine learning, and operational
research for governments and supranational organizations to choose ports for crew
changes, safeguarding seafarers’ welfare, and strengthening the global response to
the threats of epidemics.
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1 Introduction

Shipping is the backbone of international trade. The United Nations estimated the
annual global volume of seaborne shipments in 2018 at 11 billion tons [1]. In the
European Union (EU), 75% of the international trade of goods and 30% of goods
circulating in the internal market are transported by sea [2]. For island countries such
as the United Kingdom (UK), Japan, and New Zealand, almost 100% of exports and
imports are fulfilled by ships. In the time of a global crisis, such as the COVID-19, it
is more important than ever to allow maritime trade moving to sustain global supply
chains.

The world’s merchant fleet at sea is operated by two million seafarers. Seafaring
contracts typically last between three and nine months, followed by unpaid time
ashore. Crew members work for long hours in a day and seven days a week. Stress,
anxiety, and depression are common among those who spend a long time at sea,
away from family and friends. Research from Yale University in 2018 revealed that
more than a quarter of seafarers suffered from depression [3], while a survey last
year conducted by Yale University showed 20% had either considered suicide or
attempted suicide [4].

Crew changes are essential to functioning international shipping industry. About
100,000 seafarers need to change over on a monthly basis to comply with maritime
and labor regulations, according to estimates of the International Chamber of Ship-
ping and the International Transport Workers’ Federation. However, with most of
the world in lockdown mode in a bid to limit the spread of coronavirus, seafarers are
stuck on board because they are denied the right to board or leave ships at many ports.
This situation is leading seafarers to serve onboard vessels beyond their contracted
shifts, putting their physical and mental health at risk. Considering that a quarter of
seafarers already suffer from depression, prolonging their duration of work at sea
will exponentially raise the probability of marine accidents, a disaster for an already
fragile and stretched global economy.

A handful of authorities have taken efforts to alleviate the problem. The UK is
by far the only country that categorized seafaring as an essential service. Ports in
Canada have remained open for crew changes. China and Singapore have started to
allow crew changes on a case-by-case basis. Nevertheless, these fragmented efforts
are insufficient to ensure the movement of seafarers around the world.

To tackle this emergency, number of industrial associations and intergovernmental
organizations have called on governments to coordinate efforts to designate ports for
crew changes while preventing the potential spread of the coronavirus. The Inter-
national Maritime Organization (IMO), a body of the United Nations, has called
for governments to put in place pragmatic and coordinated arrangements to allow
crew changes to take place. The International Chamber of Shipping and Interna-
tional Transport Workers’ Federation has stressed that the shipping industry urgently
needs governments and administrations to coordinate their efforts to facilitate the
changeover of ships’ crew. In April 2020, the European Commission (EC) called on
its Member States to coordinate efforts to designate several ports in the EU for crew
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WPI1: Examine the
requirements of shipping
companies for crew changes
(Questionnaire survey)

)
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Fig. 1 Framework of the study

changes. China’s Ministry of Transport has issued guidance on coordinating local
governments and port authorities to allow crew change yet targeting only Chinese
seafarers working on international-trading ships to date.

The aim of the study is to develop a framework of a scientific tool that integrates big
data, machine learning, and operational research for governments and supranational
organizations to choose ports for crew changes, and thus to safeguard seafarers’
welfare and strengthen the global response to the threats of epidemics. The overall
framework of this work is presented in Fig. 1.

2 Literature Review

The existing research focuses on the physical and mental stress of seafarers and on
the shortage of seafarer supplies. Researchers from Cardiff University [5] surveyed
1856 seafarers and found that seafarers suffered from excessive working hours, often
more than 12 h a day, hidden by a concerning number of falsified audited records;
furthermore, over 40% of the seafarers reported disturbed sleep, mainly due to noise
and motion. An Australian team [6] summarized maritime accident data from 1960
to 2009 and pointed out that over 9000 seafarers committed suicide or disappeared
at sea, which proves that the mental health of seafarers is poor and often fatal. This
result is echoed by research conducted by Yale University in 2019, which showed
20% of seafarers had either considered suicide or attempted suicide [4]. Because of
the chronic physical and mental fatigue, overwork time, and isolation from families
and friends at sea, seafarers are moving away from maritime jobs and it is difficult for
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the industry to attract sufficient new laborers. The International Chamber of Shipping,
based on their maritime manpower report, forecasted that there will be a shortage of
147,500 senior seafarers by 2025 [7].

The global large-scale denial of crew changes occurring in 2020 poses an unprece-
dented challenge since World War II. There is a pressing need to develop scientific
and innovative approaches for tackling the problem by choosing ports in a holistic and
coordinated manner for crew changes. This study will adopt a framework consisting
of multidisciplinary approach by taking advantage of big data, machine learning, and
operational research to address this problem.

3 Work Packages and Planned Tasks (Gantt Chart)
and Methodology

This framework consists of six work packages (WP), as shown in Fig. 1. The details
of each work package are presented as follows.

WP1: Examine the requirements of shipping companies for crew changes
(Questionnaire survey)

A questionnaire survey will be conducted among shipping companies to solicit their
actual crew change requirements.

Task 1.1. Questionnaire design. The questionnaire survey will be designed to solicit
(i) ships’ features (type, tonnage, age, flag states, etc.), and (ii) seafarers’ features
(number, nationality, contract duration, preferred ports for embarkation and disem-
barkation). The designed questionnaire will first be circulated to a small group of
respondents to obtain their feedback and then a revised questionnaire will be sent
out.

Task 1.2. Administer survey. The questionnaire survey will be administered to
collect shipping companies’ responses covering no fewer than 100 ships. Marine
government agencies will be contacted to help promote the survey. The respondents
will be contacted via telephones, emails, and WhatsApp. Online survey tools will be
used to facilitate data collection.

WP2: Model the requirements of crew changes of all ships in the world (Machine
learning)

The requirements for crew changes obtained by the survey in WP1 is only a small
sample of all ships in the world. It is impossible to obtain crew change requirements
data for all ships of the world. We will, therefore, utilize the survey data obtained
in WP1 and develop a random forest based supervised machine learning model to
predict the crew change requirements of ships based on ships’ features such as ship
type, tonnage, age, and flag states. A database of type, tonnage, age, flag states of the
world’s ships is available in the library of the principal investigator’s institute. We
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will then use the machine learning model to predict the crew change requirements
of all ships in the world.

WP3: Extract the trajectories of all ships in the world (Big data analysis)

Seafarers can embark or disembark only when their ship is calling at a port. The
crew change requirement of a ship in WP1 and WP2, for example, seafarers from
Indonesia prefer embarking or disembarking at a port in Southeast Asia, must be
combined with the actual trajectories of ships (including when and which ports are
visited) to serve as inputs for governments to designate ports for crew changes. The
automatic identification system (AIS) is an automatic tracking system compulsory
for all ships of 300 gross tonnage and upwards, recording the locations of ships
at different timestamps which are transmitted to other ships, ports, and maritime
authorities. The volume of one year’s AIS data is several terabytes (TB). We will
apply big data analysis techniques to merge the AIS big data with port data (name,
country, location) to extract one year’s trajectory of each ship in the world’s fleet.

WP4: Investigate factors that affect the suitability of ports for crew changes in
face of epidemics (Interview survey)

Ports that are suitable for crew changes in situations of epidemics should have accom-
modation areas for seafarers to quarantine and should be connected to operational
airports and rail stations to allow for swift travel and repatriations of seafarers. To
obtain a holistic view of the current practices for choosing a port for crew changes,
we will conduct 20 face-to-face structured interviews with target interviewees drawn
from ports, customs, maritime authorities, and transport authorities. Due to limited
inspection and quarantine resources, a government can only open a limited number
of ports for crew changes. We will develop a tool for governments to choose the ports
for crew changes in a coordinated manner.

WPS: Develop a scientific tool for governments to choose ports for crew changes
(Operational research)

The outputs of WP2, WP3, and WP4 will be the input of a scientific tool for govern-
ments to identify ports where crew changes can be organized. For example, if China
plans to open three ports for crew changes, which three ports should be chosen to
maximize the total number of seafarers changed? Intuitively, major ports with a large
number of ship calls should be prioritized. However, in reality there are many factors
that affect whether a port should be chosen. For instance, Ningbo-Zhoushan is the
largest port in the world in terms of cargo throughput, however, there is no major
airport nearby and it is inconvenient for seafarers to disembark at Ningbo-Zhoushan
and go home. In general, the chosen ports should be geographically dispersed so as
to cover a large hinterland. Nevertheless, there are too many ports to choose from
in reality. For instance, the UK has 260 ports and China has 157 ports. It is practi-
cally impossible to enumerate all possible combinations of port choices. To address
this challenge, we will use operational research to develop mathematical models to
generate optimal decisions for authorities.
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WP6: Conduct a case study of Chinese ports and formulate policy recommen-
dations (Case study)

Chinais the world’s largest supplier of seafarers. China owns the third-largest tonnage
of ships, and seven of the world’s top ten ports in terms of cargo throughput are located
in China. Therefore, crew changes are of vital significance to China. Therefore, a
case study of Chinese ports will be conducted, and the same method can be applied
to other governments and supranational organizations.

Task 6.1. Case study. A case study based on Chinese ports and all ships in the
world that visit Chinese ports will be conducted to validate the effectiveness of the
developed port choice tool.

Task 6.2. Focus group meeting. We will invite representatives of maritime authorities,
shipping companies, and seafarers to take part in a focus group meeting to present the
study findings to stakeholders and solicit their comments. Policy recommendations
will be formulated for maritime authorities.

We will summarize research findings, including guidelines for maritime authori-
ties, the tool for choosing ports for crew changes, and the results of case study. An
online platform will be developed to share the research findings so that governments
and shipping professionals can freely download the tool and tailor it to their needs.
We will present our findings to the Ministry of Transport of China and invite the Inter-
national Maritime Organization to promote the research findings among maritime
authorities.

4 Impact of the Work

4.1 Impacton Insurance Business/Main Risk

Seafarers are vulnerable to epidemics. Once they contract an epidemic at sea, it
is difficult for them to receive timely medical treatment. Due to the international
nature of shipping, most seafarers have to disembark at a port in a foreign country.
However, in case of an epidemic, many countries will shut down their borders, leaving
the seafarers stranded at sea for periods far beyond their contracts, no knowing when
they can return home. Considering that in normal situations seafarers already have
to work in an isolated environment for several months and suffer from stress, anxiety
and depression, prohibiting them from leaving a ship will be detrimental to their
mental health. A scientific tool for governments and supranational organizations to
choose ports for crew changes will contribute to protecting the welfare of 1.6 million
seafarers from epidemics.
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4.2 Impact on Society

Shipping the most cost-effective mode of transporting large volumes of goods
over long distances. Over 80% of goods traded worldwide are carried by sea,
including food, medical supplies, energy, raw materials and manufactured prod-
ucts. In epidemics, a number of production activities are stopped to prevent the
transmission of diseases. Then, shipping plays a more vital role to sustain global
supply chains and provide many countries with essential food and medical supplies.
Facilitating crew changes will enable them to continue keeping world trade flowing,
strengthening the global response to epidemics.

5 Conclusion

As the economic development and world trade depend largely on maritime trans-
portation, it is important to continue transporting cargos in COVID-19. The world’s
merchant fleet at sea is operated by two million seafarers. Seafaring contracts typi-
cally last between three and nine months, followed by unpaid time ashore. Working
long hours every day in ships, crew members fell anxiety, stress and depression
causing 20% has potential risk to suicide. Hence, it is essential to crew changes
over on a monthly basis to comply with maritime and labor regulations. However,
seafarers are stuck on board with most of the world in lockdown mode in a bid to
limit the spread of coronavirus which means it is difficult to crew changes. In order
to tackle this emergence, IMO has called for governments to allow crew changes to
take place.

In this work, we aim to develop a framework of a scientific tool that integrates big
data, machine learning, and operational research for governments and supranational
organizations to choose ports for crew changes, and thus to safeguard seafarers’
welfare and strengthen the global response to the threats of epidemics. In the frame-
work WP1, we collect information through questionnaire which include ships’
features and seafarers’ features to examine crew changes requirements. Because
data is small in WP1. Hence, we utilize the survey data obtained in WP1 and develop
arandom forest based supervised machine learning model to predict the crew change
requirements in WP2. We need to extract trajectories of all ships. Because the crew
change requirement of a ship in WP1 and WP2 must be combined with the actual
trajectories of ships. Due to limited inspection and COVID-19, we will develop a tool
to choose the ports for crew changes in a coordinated manner. How to choose ports
is a problem. To address this challenge, we will use operational research to develop
mathematical models to generate optimal decisions. Finally, we will conduct a case
study because crew changes are of vital significance to China.

Crew changes will have good impact on seafarers and society. From the seafarers’
perspective of a scientific tool to choose ports for crew changes could contribute to
protecting the welfare of 1.6 million seafarers from epidemics. Form the perspective
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of society, facilitating crew changes will enable them to continue keeping world trade
flowing, strengthening the global response to epidemics. Because shipping plays a
more vital role to sustain global supply chains.
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Driving Style Recognition Incorporating )
Risk Surrogate by Support Vector e
Machine

Qingwen Xue, Jianjohn Lu, and Kun Gao

Abstract Accurate driving style recognition is a crucial component for advanced
driver assistance systems and vehicle control systems to reduce potential rear-end
collision risk. This study aims to develop a driving style recognition method incor-
porating matching learning algorithms and vehicle trajectory data. A risk surrogate,
Modified Margin to Collision (MMTC), is proposed to evaluate the collision risk
level of each driver’s trajectory. Particularly, the traffic level is considered when
labelling the driving style, while it has a great impact on driving preference. After-
wards, each driver’s driving style is labelled based on their collision risk level using
the K-means algorithm. Driving behavior features, including acceleration, relative
speed, and relative distance, are extracted from vehicle trajectory and processed
by time-sequence analysis. Finally, Supporting Vector Machine (SVM) is applied
to recognize driving style based on the extracted features and labelled data. The
performance of Random Forest (RF), K-Nearest Neighbor (KNN), and Multi-Layer
Perceptron (MLP) are also compared with SVM. The “leave-one-out” method is used
to validate the performance and effectiveness of the proposed model. The results show
that SVM over performs others with 91.7% accuracy. This recognition model could
effectively recognize the aggressive driving style, which can better support ADAS.

Keywords Driving style recognition + Vehicle trajectory - Risk surrogate - Key
feature extraction -+ SVM

1 Introduction

Driving style refers to how drivers choose to drive habitually and the driver states that
represent the common parts of varied driving behavior [1]. Recognition of a driver’s
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driving style based on rear-end collision risk is of great significance to improve
driving safety. It is important to guarantee the safety and adequate performance of
drivers and essential to meet drivers’ needs, adjust to the drivers’ preference, and
ultimately improve the driving environment’s safety. Driving style recognition also
has potential value to help agencies effectively design control strategies [2, 3].

The paper proposed a driving style recognition model to consider the impact of
traffic flow levels on driving behavior. The traffic flow level could be classified into
normal and congested traffic, and the driving style is labelled concerning the road
condition. The difference of risk surrogates between normal and congested traffic
would be explored. The decision about driving style ignoring the traffic level is not
acceptable. Therefore, the traffic flow levels would be taken into consideration when
labelling and recognizing the driving style. The trajectory data extracted from the
video are studied in the paper, which contains the identification, GPS, velocity, and
acceleration.

2 Literature Review

Inrecent years, the studies about new modes of travel transportation [4, 5] and innova-
tive approaches have been developed. Some research concentrates on the cooperative
schedule to achieve the optimization [6, 7]. Machine learning algorithms applied to
driving behavior recognition have been studied in some previous works. Different
types of neural network (NN) algorithms have been used [8—11]. However, a larger
size of the network could lead to a long training time [12]. The tree-like algorithm [13,
14] and Hidden Markov Model (HMM) [15, 16] are also adopted to detect the driving
behaviors according to the extracted features. Some researchers also combined the
HMM with dynamic Bayesian networks or ANN to predict the driving behavior
by learning the driving data [17, 18]. While HMM requires a long training time,
especially for a high number of states, the recognition time also increases with the
number of states [19]. Therefore, a more suitable and effective method should be
found to identify the driving style. SVM has been widely applied to various kinds of
pattern recognition problems, including voice identification, text categorization, face
detection [20, 21]. In addition, SVM performs well with a limited number of training
samples, and SVM has fewer parameters to be determined [22, 23]. Therefore, many
studies employed SVM to build driving style recognition models.

Except for unsupervised machine learning algorithms, for example, clustering,
other machine learning algorithms require labelled or partially labelled driving
behavior data. Some research adopted behavior-based or accident-based method to
label the driving style [20, 24]. Driver self-reported questionnaire [25] and expert
scoring [13] are also adopted to evaluate driving style. However, these two methods
rely on drivers or experts’ subjective judgments and can be very time-consuming
when the number of drivers in the sample is huge. This paper proposes a new driving
data label method based on collision surrogates incorporating traffic level.
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3 Methodology

Three collision risk surrogates are used to determine the risk level of the car-following
process for each following pairs. The threshold value to classify the risk level is
different for normal and congested traffic. The K-means algorithm is applied to
group the drivers as calm or aggressive, based on their trajectory risk levels. As the
traffic flow has a great impact on driving behavior, it is considered when labelling
the driving style.

3.1 Collision Risk Surrogate

It is essential to find the most effective surrogates to describe the collision risk when
driving on the road [26-29]. Vehicle trajectory data such as the vehicle’s velocity
and acceleration are usually not good enough to estimate the rear-end collision risk.
In the paper, the Margin to Collision (MTC) is used to evaluate the risk.

MTC indicates the final relative position of PV and FV if two vehicles decelerate
abruptly.

MTC = (x, +v/2a,) [ (v}/2ay) (1)

where ay and a,, denote the deceleration for FV and PV, respectively. Usually, both
are defined as 0.7G. vy and v, respectively denote the velocity of FV and PV. x,
denotes relative distance. A modified MTC (MMTC) is proposed in the paper to
include the following vehicle’s reaction time when the PV abruptly decelerates. The
equation is modified as follows.

MMTC = (x, 4+ v}/2ay — v, /2a,) [vy ()

MMTC evaluates the minimum reaction time needed for FV to avoid a collision
when PV abruptly decelerates. The collision risk is higher with a lower MMTC value
since drivers have little time to react. MMTC can evaluate potential collision risk
with the abrupt deceleration of PV.

3.2 Key Features Extraction

In this paper, the vehicle acceleration ay, relative distance x,, and relative velocity v,
are adopted to recognize the driving style. The Discrete Fourier Transform (DFT), and
Statistical method (SM) are used respectively to extract the effective key features from
the vehicle trajectory. The key parameters that can capture most of the distribution
information of vehicle trajectory.
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3.3 Recognition Algorithms

Four machine learning algorithms, i.e., SVM, RF, KNN, and MLP, are adopted to
build the driving style recognition model. The inputs of the model are the features
extracted in Sect. 3.2. The output of the model is the driving style. The recognition
process of driver’s aggressive driving style is as follows:

Step 1: Use “leave-one-out” to divide the test set and training set for the model.
Select one sample as the training set and the others are test set, ensuring the training
set contains calm and aggressive driving styles.

Step 2: In order to avoid the influence of dimension among different trajectory vari-
ables and eliminate the differences, the min—-max normalization method is used to
normalize the sample data.

Step 3: The Differential Evolution algorithm (DE) is applied to optimize the
parameters of algorithms, and get the initial structure value of the optimized
algorithm.

Step 4: Four algorithms are used to identify the aggressive driving style under normal
and aggressive traffics.

Step 5: Model performance evaluation.

4 Results and Discussion

In this paper, the I-80 trajectory dataset of Next Generation Simulation (NGSIM) is
adopted to study driving style. According to the data analysis, the aggregate flows of
HOV lanes are respectively 250 and 398 vph during two periods, indicating two levels
of traffic flow. 370 Leader-follower Vehicle Pairs (LVP) are chosen under congested
and normal traffic to study the driving style in this paper since fewer interrupting
vehicles are from other lanes.

4.1 Significant Analysis Considering Traffic Levels

Based on the trajectory data extracted from NGSIM, the significant analysis between
trajectory features considering traffic levels has been conducted, shown in Table 1.
Table 1 shows that there is no significant difference of ITTC surrogate in different
traffic levels. Besides that, the drivers tend to keep higher velocity (17.314 m/s) and
lower acceleration (0.040 m/s?) when following preceding vehicles. And drivers in
congested traffic flow keep higher velocity difference with preceding vehicles to keep
safe, while the gap is smaller. However, the ITTC, THW, and MMTC are smaller
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Table 1 Significant analysis considering traffic level

Variables | Description Normal Congested P
Mean |SD Mean SD

vr The velocity of following vehicle 17.31 3.76 | 13.80 3.20 | 0.000%**
(m/s)

ay The acceleration of following 0.04 1.93 | 0.06 1.69 | 0.005%*
vehicle (m/s?)

Vy The difference of velocity between | 0.02 2.52 0.138 2.33 | 0.000%*
two following vehicles (m/s)

Xr The gap between two following 3775 |28.97 | 25.90 16.07 | 0.000%%*
vehicles (m)

THW Time to headway (s) 2.20 1.79 1.88 1.08 | 0.000%*

ITTC Inversed time to collision (s~ 1) —0.01 2.57 | —0.06 15.95 | 0.373

MTC Margin to collision (s) 2.24 2.08 1.94 1.46 | 0.000%*

- Significant correlation at 0.01 level (bilateral)

for congested traffic condition. Therefore, the traffic condition should be taken as a
reference when labelling the risky following maneuvers.

4.2 The Sample Data Label

Figure 1 shows the fitting curves of MMTC by adopting three distributions for
normal and congested traffic flow, i.e., normal distribution, logistic distribution, and
t distribution. The t distribution achieves a better fitting performance than the other
two distributions. Therefore, the t distribution is adopted to determine the threshold
value of features. The 85% percentile value based on cumulative distribution are also
obtained as threshold to classify the car-following maneuvers into several segments
with two levels of risk, i.e., safe and risky.
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Fig. 1 Statistical fitting curves for MMTC for normal traffic flow and congested traffic flow
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Each driver’s driving trajectory can be divided into several segments, which belong
to two different driving risk levels. A driver is selected to show the trajectory segments
according to the threshold values of MMTC, shown in Fig. 2.

The proportions of trajectory segments with different risk levels can determine
each driver’s driving style. The K-means algorithm is applied to trajectory under
different traffic flow to classify the drivers as calm and aggressive based on the ratio
of risky maneuver. The clustering results show there are 246 calm drivers and 124
aggressive drivers under normal traffic flow, and 200 calm drivers and 170 aggressive
drivers under congested traffic flow.

4.3 Driving Style Recognition

The SVM method is adopted to recognize the driving style under each traffic level. In
this paper, the trajectory data including the vehicle acceleration ay, relative distance
x,, and relative velocity v, are adopted to recognize the driving style, respectively.
The Discrete Fourier Transform (DFT) and Statistical method (SM) are respectively
used to extract the effective key features from the vehicle trajectory. The z-score
method is adopted to standardize features before model training.

In the study, the accuracy, precision, and recall rates are assessed to evaluate the
model’s ability to recognize aggressive drivers among all vehicles. The performance
of the recognition model is evaluated using the “leave-one-out” cross-validation
method. Driving style recognition results based on different feature extraction
methods and SVM are shown in Table 2. Except mentioned, the SVM algorithm
uses the linear kernel function.

As shown in Table 2, the DFT outperforms SM in feature extraction, with an
accuracy of 91.7%. With any combinations of features, the accuracy rate of the SM
is lower than that based on DFT. In general, the feature x, and v, perform better than
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Table 2 The recognition
results of driving style based
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on SVM with DTF and SM

Features DFT (%) SM (%)
af 67.0 66.2
vr 83.2 79.7
Xr 88.9 83.5
af + vr 83.2 78.7
VI + Xr 87.8 83.2
af + xr 88.9 84.6
af + xr + vr 91.7 85.7

Table 3 The recognition results of driving style based on RF

Features Algorithm Accuracy (%) Precision (%) Recall (%)
af + xr + vr RF 91.6 89.2 82.0

MLP 88.1 73.0 87.3

KNN 87.6 85.7 76.2

SVM 91.7 92.8 81.8

Table 4 The recognition results of driving style with and without traffic level

Features Accuracy (%) Precision (%) Recall (%)
af + xr + vr With context 91.7 92.8 81.8
No context 76.50 87.5 68.4

ar in recognizing the driving style. A possible reason is that the rear-end collision
risk determines the driving style label, the feature a; cannot accurately describe the
relative motivation between two following vehicles.

The performance of four machine learning algorithms RF, MLP, KNN and SVM
using all features with DFT method are compared. The accuracy, precision, and recall
rates are listed in Table 3. It can be seen that SVM outperforms other machine learning
algorithms. Random Forest is the second best algorithm. However, MLP gives the
highest recall rate among all candidates. KNN, as the simplest classification method,
unsurprisingly obtains the worst performance. As seen from Table 4, the recognition
accuracy of driving style without traffic levels is 76.50%, lower than that with context.
Therefore, the traffic levels should be taken into consideration.

5 Conclusion

In this study, a novel driving style label method is proposed to assign calm and
aggressive labels based on collision risk incorporating traffic levels, which is critical
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to sample data needed in supervised machine learning. The main findings could be
summarized as follows:

The rear-end collision risk surrogates, namely MMTC, are adopted to evaluate
the risk during the car-following process. Each driver’s trajectory can be divided into
two risk levels incorporating traffic levels, and all drivers can be grouped into calm
or aggressive using the K-means algorithm.

Two feature extraction methods are compared in the recognition model. Three
machine learning algorithms including RF, MLP, and KNN are also adopted to
compare with the SVM. The results show that DFT could better capture the char-
acteristics of driving behavior. The driving style can be recognized with the highest
accuracy of 91.7% using SVM.

This study offers the possibility of developing more sophisticated driving style
recognition methods. For further work, the proposed method can be extended by
selecting other features that can reflect the driving style more accurately. As we
know, the driving style is also influenced by the road conditions. Such results can
also be used to improve driving style recognition.
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An Online Processing Method )
for the Cooperative Control of Connected | @i
and Automated Vehicle Platoons

Xiangyu Kong, Jiaming Wu, and Xiaobo Qu

Abstract The recent development of connected and autonomous vehicles (CAVs)
makes it increasingly realistic to develop the next generation of transportation
systems with the potential to improve operational performance and flexibility. The
cooperative control of CAV platoons remains one of the most crucial yet challenging
problems before the CAVs can be widely implemented in practice. The present
study focuses on an application of CAVs at signalized intersections to realize a well-
organized CAV permutation as well as improving the performance of the intersection.
An online processing A* (OPA*) algorithm is developed to improve the optimality
and computation performance. A comparative analysis between the proposed OPA*
algorithm and an existing A* method is made. In summary, the OPA* could result
in stable and scalable results which makes it possible for widely industrial usage.

Keywords Sorting - Hash table - Heuristic algorithm + Online processing A*

1 Introduction

Along with the fast development of urbanization, the transportation system also
encounters unprecedented challenges, especially in cities and metropolitan areas.
The traffic congestion has also been a huge problem worldwide and leads to a 272 h
lose and a $2291 cost per car at most [1]. Many approaches exist for improving
traffic capacity. In general, there are mainly two widely applied approaches, either
extending the road network physically or introducing new technologies for a better
use of traffic facilities [2-4].

The devoted efforts of improving traffic capacity in urban city mainly focus on
the intersections. To enlarge the capacity of intersections, several approaches are
proposed [5, 6]. Among them, Dresner and Stone found that reservation-based system
or Autonomous Intersection Management (AIM) could improve the traffic perfor-
mance of intersections comparing to the conventional traffic lights [ 7]. Matthew et al.
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illustrate the multi-intersection AIM using time-based A star which have a significant
improving effect on traffic efficiency [8].

Most cases, the traffic-light-based methods are better than the reservation-based
intersection methods, and the main contribution for the time reduction mentioned in
the reservation method is the shorten headway, which also causes a lot of problems
[9]. The theory limit of improvement for the intersection comparing to the rules
nowadays can reach up to 2 times according to Sun’s research [10].

Besides increasing traffic capacity, the road safety also witnesses an apparent
improvement as self-driving excludes human drivers, which are one of the main
contributors for road accidents [11]. In this research, each vehicle will be regarded
as a tile in the grid world to find the optimal trajectories.

2 Methods

To solve the CAVs’ sorting problem several approaches are investigated. Among
these, the extensions of the A* algorithm show the great potential of getting solutions.
Jump Point shown in the Searching (JPS) algorithm is an extended version of the A*
algorithm with the help of the online pruning [12]. JPS could improve the efficiency
of the A* algorithm to several orders of magnitude [13]. Besides the JPS algorithm,
preprocessing algorithms are used commonly in path-finding research. One of these
is called ALT (A*, Landmark, Triangle Inequality) algorithm, and it could improve
the performance to more than one order of magnitude [14]. Based on the shortcuts,
the contraction hierarchies (CH) algorithm is promoted [9] before the hub-based
labeling (HL). HL could be six orders of magnitude faster than Dijkstra’s algorithm
for random (long-range) queries [15]. However, for the increasing search space, the
Dijkstra algorithm is faster than the preprocessing algorithms with five orders of
magnitude [16].

Moreover, the abstract, hidden, dynamic, asymmetric sorting environment has
an infinite searching space. All methods above show better performance in the
real world but not suitable for the infinite decision-making process. An alterna-
tive approach focuses on the model-free RL (Reinforcement Learning) method as
it always shows good performance with expensive data gathering [17]. Most RL
algorithms are derived from Markov Decision Process (MDP) [18]. A smart agent
with the knowledge of the relationship between states and actions (value-based) for
sorting will be the answer for solving the problem.

Monte Carlo Tree Search (MCTS) could also solve the N-puzzle-like problem.
And the procedure between MCTS and heuristic algorithm shows a high similarity.
For example, Rubik’s Cube also has an extensive configuration to explore. With
44 h training, the method of the RL and MCTS could perform a 10-min median
solve time comparing with the one using professional knowledge (within 1 s) [19].
By modifying the strategy of selection and backpropagation, the method Single-
Player Monte-Carlo Tree Search (SP-MCTS) could solve problems similar to A*
algorithm, and it could perform better when the environment does not have a specific
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and accurate, and appropriate evaluation function [16, 20-22]. However, few results
support SP-MCTS could perform better than A* when the heuristic function is given,
in this essay, the Menhaden distance or norm 1. In the Alpha Go, only the rollout
itself could score 1457 with a time cost of three milliseconds. This demonstrates the
traditional algorithm could improve the performance of the RL.

However, this decision-making problem is memorable which will significantly
increase the difficulty of converging, not to mention getting an adorable agent. At
the same time, the judge criteria in the SP-MCTS is not fixed because of the mutual
transformation between good and bad actions. In this case, the modification of the
A* algorithm is required for getting suitable solutions.

2.1 Improvement of A* Algorithm

The maintenance of the open list and the close list will repeatedly do operations
like adding a node, selecting a node, and deleting a node. Traditional data structures
like adjacency matrix or adjacency linked list sharing an average time complexity of
O(n?), where n is the scale of nodes. In comparison, the binary heap could promote
it to the level of O(nlogn) and hash table could perform even better, with the time
complexity of O(1). Because of the better performance hash table shows in the
domain of time consumption, in this essay, the A* algorithm will use it as the data
structure for storing global information.

2.2 OPA* Algorithm

As there is no solution for a large scale sorting problem yet, finding a feasible
solution has a higher priority than figuring out the optimal global solution. Based
on this standard, this paper proposes the OPA* algorithm as A* algorithm could
give a general solution with no restriction but not for a large number. In this case,
the adding limitations should narrow the scope of the problem. To fulfill the aim
mentioned before, one prerequisite is made: the maximum moving forward distance
limits to 2 rows for cars on the front part. By doing this, the sub-state is limited to 3
rows for the front part, and for the last 6 cars, no matter how many rows they take,
they will be sorted together to improve the global optimality.

This limitation is determined by the computing power as in the worst case, the
puzzle is limiting to the sorting of six cars in six rows, and the corresponding searching
space is:

A%, = 13366080

This searching space is probably within the capacity of the A* algorithm. With the
increasing computing power, moving forward for four rows could also be possible.
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With the help of this prerequisite, the termination could be achieved. However,
the one using OPA* needs to adjust the aim state to satisfying the assumption, which
could lower down the overall optimality to a certain extent.

2.2.1 Pseudocode for the OPA* Algorithm

The start and end states are generated randomly according to the assumption for 1000
times. Then, the pseudocode for the OPA* Algorithm is shown in Table 1.

By dividing the whole platoon into several sub-platoons, the problem shrinks to
the scale the A* algorithm could solve. Then, the time complexity will witness a
linear increase with the increasing scale of cars. As a result, the problem of the
dimensional explosion is avoided with the limitation on the dimension.

3 Results
3.1 Optimality of OPA*

In this research, the sorting steps are summarized into aggressive sorting steps. An
aggressive step means all cars could move at the same time without collision. Figure 1
is performed on the 9 cars scenario with the same 100 random seeds.

From Fig. 1, the median length of decision-paths planned by the OPA* algorithm
is around 8, comparing with the global optimal length given by the A* algorithm
which ranging from 6 to 7. It indicates that the OPA* algorithm could be a practical
and time-efficient solution for solving this kind of problem.

3.2 Generalization of OPA*

Figure 1b shows the relationship between the median value from time consumption
and sorting steps against the scale of the vehicle platoon for 1000 random seeds on
each scale. The color temperature represents the scale of the vehicle platoon. The
larger the platoon is, the colder the color temperature will be.

A near-linear relationship is shown with some fluctuation in the time consuming,
and the R square equals 0.98 with MSE (Mean Squared Error) equals to 0.0000083,
as for the sorting steps, the linear relationship is even better with 1.0 (R square) and
0.19 MSE. The overall performance of the OPA* algorithm is stable, scalable, and
reliable with little time consumption.



An Online Processing Method for the Cooperative Control ... 137

Table 1 Pseudocode for OPA* algorithm

Online processing A* algorithm

Input: startS: The start state for the sorting problem

endS: The aim state for the sorting problem

sortVeh: The number of cars that have been sorted

tailVeh: The number of cars that have not been sorted

subStart: The start state for each sub state

subEnd: The end state for each sub state

carNum: The total number of vehicles
Output:
subClose: The optimal global results from subStart to subEnd using A*

closeDict: A dictionary that contains global solution for solving the puzzle

1 def aStar():

2 return subClose;

3 Initialize

4 carNum = 99; loopTime = 1;

5 subStart = startS[:9];

6 subEnd = endS[:3];

7 while true

8 tail = deepcopy(subStart);

9 for i in subEnd:

10 tail = tail.remove(i);

11 subClose = aStar(subStart, subEnd);

12 carNum - = 1;

13 end

14 if carNum == 0

15 break;

16 elif carNum ==

17 subStart = startS[:];

18 subEnd = endS[3 * loopTime:(loopTime +
2) *3];

19 else

20 subStart = startS[:9];

21 subEnd = endS[3 * loopTime:(loopTime +
1) *3];

22 end
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Fig. 1 Performance between A* and OPA* (a) sorting steps (b) computation time
4 Conclusion

In this article, the path planning is structured as an NP-hard path planning problem,
for which A* algorithm and its extensions are proved to be useful for speeding up the
process. However, A* related algorithms suffer for a nodes-unknown environment,
and incomplete preprocessing decreases the performance. This essay uses hash tables
for reducing the operation time complexity to around O(1) if no hash crash happens
but the time complexity for getting a solution still expands exponentially with the
increasing dimension.

The exponential expansion of the searching space consists of both the increase of
the width and the depth of the searching tree. Either reducing the width or limiting
the depth or together could compensate the computing speed with the cost of the
reducing optimality.

The OPA* algorithm is promoted with a hypothesis, that is, in the sorting of
the subspace, a car cannot move forward or backward more than three rows. Under
this assumption, the OPA* algorithm is tested with randomly generated start states
and end states. In the large-scale scenario, the OPA* algorithm shows fast, scalable,
and stable performance, and has the migrating ability for other similar problems for
unmanned driving equipment in specific environments.
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Abstract The inertia effect of past behavior has attracted attention in the travel
behavioral literature because of its bearing on travel choice modeling. Several
measurements have been proposed to model the inertia effects. However, no
consensus concerning appropriate modelling methods is reached, which leads to
potential biases in analysis. The study aims to conduct a comprehensive investiga-
tion of modeling measurements regarding inertia effects of past behavior from the
perspectives of estimation, behavioral indications and predictions. Differing from
existing literature that only focused on estimation performance, we examine the
performances of different methods in predictions and behavioral interpretations.
To our best knowledge, these aspects are not investigated in the literature based
on empirical data. The necessary information for constructing the measurements,
underlying consumption, significance in estimation, behaviorally implausible issue,
performances in estimation and predictions for these measurements are all compared
based on behavioral data. The results shed lights on performances and suitability of
different measurements for inertia effects in terms of estimation, behavioral inter-
pretation and prediction, which support the further investigations of past behavior
on travelers’ choice behavior.
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on travel demand forecasting [1—4]. In the context of transportation travel behavior
research, the inertia effect of past behavior presents the impacts of past behavior on
the current decision-making process and could appear as the tendency to stick with
former choice or the willingness to change to a new alternative [1-3, 5-9]. Given the
fact that the inertia effect is obviously related to the past experience and behavior, the
modeling framework considering the inertia effects congenitally requires panel data
across different periods. One of the noticeable problems in modeling the inertia effect
is determining an appropriate measurement of the inertia effect that has theoretical
interpretations and could be compatible with quantitative transportation models. In
the context of discrete choice models, the inertia effect of past behavior is commonly
represented by specific terms depending on the attributes of the alternatives in the
past. Several measurements have been proposed to properly model the inertia effects
in the literature [10]. The various indicators can be summarized into three main
categories: the dependence dummy variable or frequency [11], measures related to
the level-of-service variables of previous choice [2] and measurements depending on
the differences in level-of-service variables [1, 2, 5, 12]. Different studies have used
different measurements according to the available information from their data and
few investigations have been conducted for the comparatively better measurement
of inertia effects. These result in no consensus concerning appropriate modelling
methods of inertia effect of past behavior, which further lead to potential biases in
travel behavior analysis.

This study standing on the deficiency of investigating the performances of different
measurements for inertia effects, comprehensively compares the performances of
different measurements in terms of estimation, behavioral interpretation and predic-
tion. Differing from existing literature that only focused on estimation performance,
we comprehensively examine the performances of different methods in predictions
and behavioral interpretations. To our best knowledge, these aspects are not investi-
gated in the literature based on empirical data. The results are expected to deepen the
understanding of properly modelling the inertia effect of past behavior for supporting
further modeling formulation of travel choice models, which are crucial components
of travel demand forecasting and transport planning.

2 Data Description

The data used in this study were reference preference (RP) and stated preference (SP)
mixed datasets regarding commuting mode shift behavior collected in Shanghai,
China in 2017. The respondents were asked to report their RP information about
the current commuting trip, such as the most commonly used and other available
transport modes, level-of-service variables (e.g. travel time, overall cost, commuting
distance and comfort) and personal demographic attributes. Afterwards, based on the
individual RP information, individual-specific SP scenarios were generated immedi-
ately using web-scripted code and given to the same respondent. The SP scenario was
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a choice between current commuting transport mode and a new hypothetical alterna-
tive. Four transport mode (private car, metro, bus and taxi) were included. The details
about the survey design are available in Gao et al. [6]. Investigators were recruited to
conduct face-to-face and one-to-one surveys to guarantee the validity and represen-
tativeness of data. Over 1200 respondents were initially interviewed. However, the
measurements of inertia effects related to differences in level-of-service variables
require full information yielding available alternatives in RP contexts. Therefore,
some valid respondents have to be deleted due to lacking corresponding RP infor-
mation. For instance, a car user finished the SP scenarios of car versus bus, but there
were no feasible bus lines from the traveler’s home to the workplace in actual RP
context, which results in the impossibility to make use of it. Finally, a sample of 779
respondents (3116 efficient SP scenarios with corresponding 779 RP observations),
was collected for this study. The sample percentages for private car users, metro
users and bus users are 49%, 36% and 15%, respectively.

3 Model Formulation and Estimation

The model specification is built on the random utility theory depending on level-of-
service (LOS) variables, inertia effects and unobservable components. The utility of
alternative j perceived by individual g in SP and RP situations could be expressed
by:

Ufp VSP + d/q¢(1SqP) + 8}9; 85; ~ (0, (78231’) (D)

U;;P = V./‘IZP + 8§qp qup ~ (0, ang,,) (2)

o)) = (B +opg) x I3 3)

Vel = ASCIP + (B,F +onl) x LOS,Y @)
pvif

VRP = ASCR + (BT 4+ onl) x LOSKT (5)
DVRP

Jq

where VSqP and VR P are the determined segments of utility in SP and RP scenarios.
D VS P and D Vi rF are the utility without alternative-specific constants. ¢ U;, 5P repre-
sents the 1nert1a effect d;, is an index that equals one if ¢ (15, 5P appears in the utility

function of alternative j, and zero otherwise. If the value of X0 ]qu ) is positive, it
denotes the resistance to change; if it is negative, it implies a disposition to change.
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The &) and ¢ are the error terms with different variances (i.e., 0%, # 0%) in
SP and RP specifications, respectively. Equation (3) assumes that the inertia effect

randomly varies across individuals. ,quP is the mean for inertia effect that might
SP
1jq
distributed variances. is the measurement of inertia effects. As discussed in the
introduction, several measures have been proposed in the literature. In this paper, we
empirically compare the most popular measurements as shown in Eq. (6) to examine

their serviceability.

vary over alternative j but fixed over individuals and o
13r

is the deviation normally

Dummy variable
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=1 (©6)
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The first one is the state-dependence dummy variable, which is the most typical
measure of inertia effect [13]. It would equal to 1 if the alternative j was chosen in
the past and zero otherwise. The second one belongs to the measurements associated
with level-of-service variables and counted by the utility of alternative j in the RP
situation [2]. Herein, we do not test the measurements using only one attribute of past
choice (e.g. RP travel time). The utility of previously used option is determined by
all level-of-service variables rather than one attribute. It is not logical to ignore other
influencing factors according to the basic thinking of the measurements. Using the
RP travel time for the measurement of inertia effect is a special case of Vj’;P where the
utility only depends on travel time. The third measurement in Eq. (6) was proposed
by Cantillo et al. [1] and calculated by the difference in the level-of-service variables
of alternative j and other alternative k in the RP situation. The fourth measurement
is similar to the third measurement, but includes the alternative-specific constants to
consider unobserved preferences for different modes. It should be noted that specific
inertia effect terms for different modes are used in this study.

We apply joint RP/SP estimation to make full use of behavioral information
collected from the data. The joint estimation of RP and SP datasets needs scaling
the utility in the SP situations to make the variances in both datasets equivalent [14].
Therefore, the final utility functions can be expressed as:

szgq” = )»SP(V/'SqP + djq¢(lj'sqp) + EJSQP) )
RP RP 4 oRP
Uil =2ep(Vig +ei)) ®)

where Ag paf ; = Ag psfqP . The scale parameter is the only control parameter for
obtaining the same variance in the RP and SP datasets [2, 13, 14]. We normalize
the model based on the RP data (i.e., Agp = 1). The joint estimation of the RP
and SP datasets is conducted by simulated maximum likelihood estimation methods
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[15]. To examine the performances of the selected measurements of inertia effect in
both estimation and prediction, we divide the overall data into calibration part and
validation part [9, 16, 17]. 85% of all respondents were randomly extracted to be
estimation dataset and the remaining 15% respondents were prediction dataset. The
above models were calibrated based on the estimation dataset for testing estimation
performances and then applied into the prediction datasets for testing predictive
performance. To diminish the possible random effects of selecting estimation and
prediction datasets, the above process was repeated five times, referring to the cross-
validation methods in machine learning. Therefore, the performances in estimation
and prediction were measured by the overall likelihood of the sample. To avoid the
unexpected signs of parameters in the estimation, one-sided constrained triangular
distribution were used to constrain the signs of estimated parameters for cost, travel
time and crowding levels [18]. Pythonbiogeme was applied to estimate the models
with 1000 random draws. The panel effect was considered and the error component
models were performed firstly to examine several possible nested structures among
modes and serial correlations among RP and SP situations.

4 Results and Analysis

4.1 Performances in Estimation and Behavioral
Interpretation

The estimated results of estimation datasets are demonstrated in Table 1. We actually
generated five sets of data for estimation. For the sake of the text limit, we merely
show one sample since the other four estimation results reveal similar principles. On
overall goodness of fit in terms of the log-likelihood, Akaike Information Criterion
and Bayesian Information Criterion, the Model 1 and Model 4 are comparatively
preferred followed by Model 3 and Model 2 consecutively. The differences in model
fitness are significant on the standard likelihood ratio test. However, the differences
in terms of model fitness are not very substantial. Besides the estimation fitness, it is
more crucial to analyze the behavioral hints from the results to examine if they are
in accordance with their behavioral assumption and intuition.

For Model 1 using dependence dummy variables, most of the estimated coeffi-
cients are significant at 95% confidence level. The estimated inertia effect of car is
up to 10.6 with a standard deviation (SD) of 0.939. The mean inertia effect of the car
users is equivalent to the incremental utility of 30 CNY reduction (1 CNY = 0.15$)
in cost. It indicates that most car users show strong resistance to change in mode shift
and are unwilling to switch from private cars to others. The inertia term for metro is
0.241, but cannot be rejected to be different from 0. The SD of the inertia term for
metro is 2.93 and significant (t-value: 2.89) indicating large variances exist among
metro users’ inertia effect due to past behavior. It can be deduced from the results
some metro users have positive inertia effect (i.e. resistance to change) while others
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show a disposition to change. For the bus users, a mean inertia term of —0.309 with
an SD of 1.71. The mean value and SD for bus are not significant.

For Model 2 using the RP utility to measure the inertia effect, the estimated inertia
effect for car is —1.41 on average and has an SD of 0.368. Given that the RP utility
in Model 2 is always negative, the result virtually denotes car users’ resistance to
change in mode shift. Nevertheless, the negative inertia term means that the smaller
is the RP utility is (i.e., the worse is the used option), the more stickiness the traveler
shows to using private car. The result is not really in line with behavioral intuition
and basic thinking of the measurement. It is expected that the better is the RP utility
is, the more unwilling is the traveler to change. The mean values of inertia effects
for metro and bus are both small, positive and non-significant. Substantial variances
are observed in the inertia effects of bus and metro as in Model 1.

For the Model 3 and 4 using the differences in utilities as the measurement of
inertia effects, the estimated results from the two models are similar, while the Model
4 performs better in terms of model fitness and significances of parameters. We can
find highly significant positive inertia effect for car users with a mean of 1.38 and an
SD of 0.604 from Model 4. The result means that the larger is the utility of car than
other alternatives in the RP context, the more resistance to change the car users show
in SP choices. It is logical and in line with basic assumption of the measurement.
The mean inertia effects for metro is 0.664 and significant, indicating that the metro
users show resistance to change on average. The mean value of the inertia effect for
bus is very small (0.114) and not significant. However, we can find that the standard
deviation of inertia term of bus is significant at a 95% confidence level and much
larger than the mean value, which demonstrates significant heterogeneity among bus
users.

4.2 Performances in Prediction

Using sample enumeration, we can calculate the prediction accuracy towards trav-
elers’ mode shift behavior of Model 1-4 for each individual in the validation sample.
We use the log-likelihood and corresponding probability of correctly predicting the
selected mode in SP scenarios as the measurement of prediction performances [19].
The larger are the log-likelihood and probability of correct prediction, the better
the model performs in prediction. Paired comparisons are employed to identify
the differences in prediction results from different models. The comparison results
among Model 1-4 are demonstrated in Table 2. The Model 2 using RP utility as
the measurement of inertia effect has larger log-likelihood and probability of correct
prediction than other measurements according to results, indicating that the measure-
ment of RP utility is comparatively superior to other measurements in prediction.
The advantages of Model 2 in prediction over other models are significant at a confi-
dence level of 95% (except the Pair 1 in the probability of correct prediction). The
Model 1 using dependence dummy variable performs better in prediction compared
to Model 3 and 4 who employ the differences in RP utility as the measurement of
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inertia effects. The discrepancy is statistically significant in terms of log-likelihood
and correctly predicting probability. The predicting log-likelihood by Model 3 is
comparatively larger than but not significantly different from Model 4. There are no
obvious differences in the correct prediction probabilities between Model 3 and 4.
We can conclude that the Model 3 and 4 perform similarly in predicting travelers’
mode shift behavior.

According to the estimated results in Table 1, we can find that the inertia effects
for metro and bus users are not significant and have noticeable variances in some
models (e.g. Model 1 and 3). However, the inertia effect for car are highly significant
and show resistance to change in all models. To eliminate the possible impacts of
non-significant parameters, we further test the prediction power of different models
based on a reduced validation sample. The reduced validation sample only contains
car users. The comparison outcomes are presented in Table 3. In terms of the indi-
vidual predicted log-likelihood, the Model 2 using RP utility shows significantly (at
a confidence level of 95%) better predicting power in contrast to others. The proba-
bilities of correct prediction by Model 2 are also 1.6-2.2% larger than other models.
However, the differences between Model 2 with Model 1 and Model 4 in the proba-
bilities of correct prediction are only statistically significant at the confidence level
of 90%, rather than 95%. It can be summarized that Model 2 performs better but not
noticeably better in the predictions for the reduced sample compared to other models.
The predicted log-likelihood of Model 1 using dependence dummy variable is signif-
icantly larger than Model 4 and has no obvious distinction compared to the Model
3. However, we cannot find substantial and significant differences at a confidence
level of 95% among Model 1, 3 and 4 in terms of correctly predicting probability.
Model 3 has larger log-likelihood value compared to Model 4. Nevertheless, there is
no substantial and significant distinction between the correct prediction probability
of Model 3 and 4. We can summarize that there are no marked differences in the
predicting power among Model 1, 3 and 4 according to the above results.

5 Summary

The study is aimed to conduct a comprehensive comparison of measurements
regarding inertia effects of past behavior from the perspectives of estimation, behav-
ioral indications and predictions. The overall comparisons could be summarized
in Table 4. The necessary information for constructing the measurements, under-
lying consumption, significance in estimation, behaviorally implausible issue, perfor-
mances in estimation and predictions for these measurements are all illustrated. The
results shed lights on performances and suitability of different measurements for
inertia effects in terms of estimation, behavioral interpretation and prediction. The
results provide many implications for formulating appropriate measurement towards
inertia effect of past behavior in discrete choice models and thus support the further
investigations of past behavior on travelers’ choice behavior.
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Table 4 Summary for the comparison about different measurements of inertia effects

Model 1 Model 2 Model 3 Model 4
Dependence | RP utility RP utility RP utility
dummy difference difference
variable without ASC | with ASC
Data The The detailed information of | The detailed The detailed
requirement | previously the previously used option information of | information of
used option the previously | the previously
used option used option
and other and other
alternatives alternatives
Underlying | None Inertia effect is related to the | Inertia effect is | Inertia effect is
assumption performance of the used related to the | related to the

option differences in | differences in
the the
performances | performances
of used option | of used option
and other and other
alternatives alternatives
Significance of estimated Car: sig Car: sig Car: sig Car: sig
inertia effects in this study Metro: not Metro: not sig | Metro: sig Metro: sig
(95% confidence level) sig Bus: not sig Bus: not sig Bus: sig
Bus: not sig
Behavioral implausible issue | No Yes Partly Partly
Performance | AIC 3106.625 3121.551 3116.797 3113.815
In estimation | gy 3258343 | 3273.269 3267.515 3273.533
Rank 1 4 3 2
Performance | Average —0.65326 —0.60595 —0.67138 —0.68846
in prediction | log-likelihood
(full Average 0571535 | 0.583812 0.557583 0.560167
validation |, bability of
sample) correct
prediction
Rank 2 1 4 3
Performance | Average —0.65302 —0.59442 —0.66209 —0.69835
in estimation | log-likelihood
(reduced Average 0.566261 | 0.583113 0.561024 0.560541
validation probability of
sample) correct
prediction
Rank 2 1 3 4
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Measuring Transportation Accessibility )
Based on Different Data Sources: R
A State-of-the-Art Review

Ke Ren, Can Cui, and Yadan Yan

Abstract Accessibility plays an important role in the field of transportation. In
previous studies, due to the limitation of data sources, the research on dynamic
accessibility is limited. In recent years, the emergence of new data sources provides
possibilities for the dynamic accessibility. This paper summarizes four classic acces-
sibility evaluation models, including the space separation measure, cumulative oppor-
tunities measure, potential accessibility measure, and space—time prism. Moreover,
this paper introduces the limitations of traditional data sources and analyzes the char-
acteristics of new data sources such as floating car data, smart cards data, mobile
phone recording data, and navigation map (API) data. A comprehensive overview of
the application of different data sources in transportation accessibility is also devel-
oped. Finally, this review study shows opportunities and challenges for transportation
accessibility studies.

Keywords Transportation accessibility + Big data - Review

1 Introduction

Accessibility analysis has played an important role in transportation planning.
Although the concept of accessibility has been discussed in literature for more than
sixty years, it is still hard to define and measure. Hansen [1] defined accessibility
as the potential of opportunities for inter-action. Geurs and Jan [2] described it as
the degree of easiness to which a hypothetical land use and a given transporta-
tion system allow persons or goods to reach activities or destinations by combining
means of transport. Accessibility was commonly calculated on the basis of a person’s
ease of carrying out desirable activities, using desirable means of transport and at
the desired time [3]. Bertolini et al. [4] introduced accessibility as the number and
diversity of places that can be reached within a given travel time or cost. There
are different measuring methods of accessibility from different perspectives, e.g.,
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(1) travel impedance, considering factors of travel time, travel distance, travel cost,
the degree of congestion, comfort, and safety; (2) the attractiveness of destinations,
including population density, infrastructure system, population size, regional area,
number of jobs, number of points of interest, and travel demand, etc. Li et al. [5]
aimed to maximize the total weighted benefits between users and multiple services
by studying location design. Meanwhile, with the development of science and tech-
nology, different data sources continuously emerge. How to use multi-source big
data for accessibility research has attracted a lot of attention in recent years.

Many different studies on transportation accessibility have been conducted during
the last decade. However, none of the previous studies present a comprehensive
review of literature based on the data sources. Neilson et al. presented an extensive
review of published research that measures active accessibility [6]. Some reviews
were conducted from the perspective of transit accessibility models [7] and from the
perspective of temporal dimension of accessibility [8]. Some experts and scholars
have also reviewed and analyzed the application of big data in the transportation
field [9-11]. But the research scope is wide and the application and challenges of big
data in transportation accessibility research have not been mentioned. Therefore, this
study focuses on the review of multi-source big data in transportation accessibility
research, with the purpose of suggesting implications for future accessibility research.

2 Accessibility Measure

Four perspectives on measuring accessibility are identified in existing studies,
and they are infrastructure-based measures, location-based measures, person-based
measures, and utility-based measures, respectively [12]. The four classic models for
transportation accessibility measurement are summarized as follows.

2.1 Space Separation Measure

The accessibility model based on space separation defines accessibility as the diffi-
culty of overcoming the space separation between two points. The index of space
separation can be expressed by distance, time and cost etc., shown as follows:

l n
A= . Z d;j (D

J=1j#i

where A; represents the accessibility of zone i; n is the number of zones; d;; is the
impedance for traveling between zone i and j, generally expressed by travel distance.

The model reflects the spatial position relationship between nodes, which is simple
in form and easy to calculate. But it focuses on the transportation network itself
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without considering many factors such as land use and travel demand, and lacks the
embodiment of the true connotation of accessibility.

2.2 Cumulative Opportunities Measure

The cumulative opportunities measure is also called the isochrones measure. It calcu-
lates the number of service opportunities accessible to a certain location under a
specified travel cost (e.g., distance, time, and expense). The more opportunities, the
higher the level of accessibility. The basic formula [12] is as follows:

T
m=/fmm ®)
0

where T represents the chosen travel cost; f (¢) is the opportunity distribution function
that varies with travel costs.

Since the cumulative opportunity method does not make assumptions about
passenger travel experience, and land use, this method requires less data to calculate
accessibility. It is easy to explain the physical meaning of accessibility, but it fails
to consider travel distance. The impact of attenuation is that all opportunities within
the limit of travel costs can be obtained by waiting for opportunities.

2.3 Potential Accessibility Measure

Potential accessibility measure believes that accessibility refers to the degree of diffi-
culty for a place to obtain services. This degree of difficulty is inversely proportional
to the spatial distance between the demand point and the service point, and is directly
proportional to the service capacity or scale of the service point.

Hansen [1] proposed a potential model to measure accessibility in 1959. Later,
some scholars improved it and proposed a gravity model, combining the ideas of
space obstruction and opportunity accumulation and drawing on the law of gravity
in physics.

n

_ M;
m—ZﬂM (3)

j=1 J

where M; indicates the service capability of the service point j; f (d,- j) is the
impedance function; d;; represents the traffic impedance between the demand point
i and the service point j, usually expressed by spatial distance.
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2.4 Space-Time Prism

The space—time prism model is also called the individual characteristic model, which
is used to calculate the accessibility of an individual for a specific opportunity within
a given period of the day. From the perspective of space—time geography, accessibility
refers to the use of space—time prisms to describe the time—space range that an indi-
vidual can reach and the corresponding activity opportunities from the perspective of
individual travelers under certain time—space constraints to evaluate characteristics
of individual travel activities. The model can intuitively display the time and space
constraints of travel individuals and the corresponding possible activity spaces. Based
on different constraints and activity spaces, it reflects the diversity of individual travel
behaviors, but the model needs a large amount of data to support. The basic formula
is as follows:

A= Z Wi I(i) “4)

I(i)z{l,ifieFOS )

0, otherwise

where W; represents the number of opportunities in zone i; FOS is the feasible
opportunity set.

3 Application of Big Data in Measuring Transportation
Accessibility

3.1 Data Description

Traditional data sources mainly include field survey data and static sensor data. Static
sensors are expensive, and are often concentrated on highways or high-grade roads.
Field surveys are time-consuming and laborious, and unable to obtain accurate and
comprehensive travel information.

New multi-source big data provides new possibilities for dynamic accessibility
research. As a typical representative of big data, floating car data (FCD) is generated
by taxis or buses equipped with GPS. The taxi’s on-board GPS system collects
the position coordinates, driving speed, and passenger status of the taxi at regular
intervals, and then stores the data in the database through wireless transmission. These
data are easily obtained and have the characteristics of all-weather, wide coverage,
strong real-time and high information accuracy. Moreover, with the development and
popularization of intelligent transportation systems, transportation smart cards are
another major source of transportation data. The smart card data contain information
about the user’s travel mode, origin, destination, start time, and end time. It is also
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worth noting that the availability of mobile phone recording data opens up new
opportunities for dynamic accessibility analysis. Phone data includes anonymous
user identification, call time, and user location at the base station level.

Internet open data, especially map-based open platforms, provide more accurate
data support for accessibility research. The advantages of Internet open data are wide
coverage, fast update, and authentic data. For instance, TomTom’s Speed Profiles
data can be used to obtain relevant speed data. Open-access General Transit Feed
Specification (GTFS) data can be used to retrieve up-to-date routes and schedules
for public transport. OpenStreetMap is helpful for obtaining road network data.
Navigation map APIs can be used to obtain information such as travel time, distance,
cost, the number of transfers, and walking time between OD pairs.

3.2 Application of Multi-source Big Data

Combining new data with classic accessibility evaluation models has great research
prospects and is expected to improve the quality, quantity and frequency of avail-
able information, thereby improving the efficiency and effectiveness of transporta-
tion and urban planning policies. Studies of the application of multi-source data in
transportation accessibility research are shown in Table 1.

Wang et al. [ 13] constructed an inter-regional accessibility evaluation model based
on taxi GPS data, and extract complete trips from taxi GPS data to calculate the actual
trip time to improve the average accuracy of travel time. Jiang et al. [14] used large-
scale taxi GPS data to compute real-time taxi accessibility in Beijing, China, while
Cui et al. used taxi GPS data to measure network accessibility [15]. Xu et al. [16]
developed two models that have stronger performed in predicting fuel consumption
in new routes based on Internet of Vehicles data. Based on multi-source data such
as bus smart card data and departure time interval data, Yu et al. [17] proposed
a method for calculating station waiting time considering routes and traffic, and
established a two-stage opportunity mode. Wu et al. [18] comprehensively used
Nanjing rail transit AFC data, shared bicycle operation data, and online map POIs
data to explore the connection characteristics of shared bicycles and rail transit, and
established a model to calculate transit station accessibility. Chen et al. [19] provided
an acquisition method for more accurate travel time data in the multimodal public
transportation network on the basis of an Internet mapping service, which simplified
road network modeling efforts. Guan et al. [20] proposed a new index called dynamic
modal accessibility gap (DMAG) and used taxi GPS and metro smart card data as
well as POIs data to generate the DMAG index. Gao et al. [21] used data collected
in Shanghai of China in Autumn to examine the effects of irrational psychological
inertia in mode shift behavior. Pedro et al. [22] used mobile phone records and online
route planners to conduct a dynamic analysis of urban accessibility considering its
two main components: travel times and the attractiveness of destinations.

It can be found that the accessibility measures are relatively mature. For a long
time, transportation planners, engineers, and decision makers have been committed
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Table 1 Application of multi-source big data in transportation accessibility research

Measure Data types Data sources References
Cumulative opportunities | Travel time Taxi GPS data [15]
measure
Cumulative opportunities | Travel time; travel distance; | 2011 census data; [23]
measure OD-travel-matrix employed labor force
commuting trips data;
GTEFS data
Potential accessibility Travel time; opportunities | TomTom’s Speed [24]
measure Profiles data; 2011
census data
Space separation measure | Travel time Baidu map LBS open | [25]
platform
Potential accessibility The number of GTES data [26]
measure potential-opportunities;
travel time
Space separation measure | Routes and schedules for GTEFS data; [27]
PT; travel time; the OpenStreetMap road
distribution of population | network data;
population register data
Space—time prisms Transit networks and GTFS data; [28]
schedules data; transit and | OpenTripPlanner tools;
pedestrian network data; Infogroup business
healthcare services data data
Cumulative opportunities | Travel time; OD travel Google Maps API; [22]
measure matrices mobile phone records
Space separation measure | Road network data; travel | OpenStreetMap [29]
time; spatial locations of O | database; Baidu Maps
and D points APIL
Cumulative opportunities | Travel time; distance; the Taxi GPS data; metro | [19]
measure number of POIs smart card data; Baidu
Maps API
Potential accessibility Travel time; travel distance; | Baidu Maps path data | [30]

measure

the number of traffic lights

to study accessibility through models based on traditional static surveys and historical
data. New data brought about by emerging technologies can help increase opportu-
nities for accessibility research. Furthermore, new sources of data show good appli-
cation in time-sensitive accessibility (i.e., dynamic accessibility) studies because
they produce more accurate and realistic information than static or partially dynamic

analysis.
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4 Conclusion

This study reviews the accessibility research from the perspective of common types
of new multi-sources data combined with classic accessibility measures. In terms of
accessibility measures, data types, and data sources, etc., the past five-years accessi-
bility studies are sorted out in chronological order. New data sources are suitable for
various time-sensitive types of dynamic accessibility modeling, and the emergence
of new data sources alleviates this limitation.

Though increasing availability of multi-sources big data provide numerous oppor-
tunities for accessibility research, these data also pose many challenges, including
access permission to use such data for research, data governance, ethics, and privacy.
These challenges can be summarized as data collection, quality, storage, and secu-
rity issues [10]. For example, the possibility that the data from GPS-enabled smart-
phones or vehicle-embedded sensors share data with unconsented third parties, such
as Google Maps, will raise privacy concerns. This raises issues of personal safety
accruing to commercialization of personal data and possibility of data leakage. To
some extent, the quality of data affects data processing and accurate interpretation.
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Abstract With the development of computer science, Forward Collision Warning
(FCW) systems have been installed in various vehicles in order to improve road
safety. Previous studies have been conducted to evaluate the acceptance of FCW
systems and explore the contributing factors affecting drivers’ attitudes. However,
few research studies have focused on the attitudes of commercial vehicle drivers,
though commercial vehicle accidents were proved to be more severe than passenger
vehicles. This paper tries to examine the attitudes of commercial vehicle drivers
toward FCW systems and identify the contributing factors by using a random forests
algorithm. FCW data of 24 commercial vehicles were recorded from November 1st
to December 21st, 2018 in Jiangsu province. The acceptance rate (FCW records with
response) of commercial vehicle drivers for FCW systems is 69.52%. (Acceptance
was measured by identifying drivers who reduced their speed in response to a warning
from the FCW system.) The accuracy of random forests model is 0.816 after tuning
the parameter. In addition, the most important influence variable in this model is
vehicle speed with an importance of 0.37. Duration time and warning hour also have
significant influence on driver reaction, with values of 0.20 and 0.17, respectively.
The results showed that commercial vehicle drivers’ acceptance of an FCW system
decreases with the increase of vehicle speed. The response time for most cases is
timely, usually within 2 s. And the response percentage is higher during daytime
than at night. These regularities may be attributable to the larger size and heavier
weight of commercial vehicles. The results of this study can help researchers to better
understand the behavior of commercial vehicle drivers and to develop more effective
FCW systems for commercial vehicles.
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1 Introduction

Transportation, as a complex system, has caused a lot of concern in many aspects
including transportation efficiency [1-3], environmental protection [4-6], and road
safety [7, 8]. Among all these aspects, road safety is an extremely important topic.
Road accidents cause serious loss of life and property. Among all accidents, those
caused by commercial vehicles were more severe and have more consequences than
those involving passenger vehicles. In addition, rear-end collisions were the most
common crash type in 2015 according to the National Highway Traffic Safety Admin-
istration data [9], which accounted for about one third of the total crashes and resulted
in 2203 fatalities. In order to prevent this type of crash, a Forward Collision Warning
(FCW) system has been installed on more and more vehicles. It can calculate the
distance, location and relative speed between the system-equipped vehicle and the
vehicle in front of it by monitoring the front vehicle continuously. A visual, audible,
and/or tactile signal will occur to alert the driver when the system-equipped vehicle
comes too close to the front vehicle. It has significant effects on improving road safety
and preventing a forward collision. Up to 70% of rear-end collisions and 20% of all
police-reported crashes can be potentially prevented if an FCW system is installed
[10].

The FCW system was first proposed by Mercedes-Benz in model year 2000,
and then applied on several types of vehicles, including Acura, Audi, and Volvo
in the following few years [11]. In the beginning, this function was offered as an
optional function in some luxury vehicles. Soon it became more and more common
in new model vehicles due to its effectiveness. For most traditional FCW systems,
Kalman filtering was the most common algorithm for front vehicle recognition and
tracking [12, 13]. With the development of computer science and deep learning,
computer vision has become widely used in the development of FCW systems.
It can provide more accurate identification results [14—16]. Several FCW algo-
rithms including perceptual-based warning algorithms, Kinematic-based warning
algorithms, and others were proposed by researchers to attain a better warning timing
[17, 18].

Since the FCW system was proposed, many researchers have explored the effec-
tiveness of this system. Ben-Yaacov et al. [19] evaluated the effect of an imperfect
collision avoidance warning system (CAWS) both on driver headway maintenance
and the response to warning errors. The result showed that drivers were able to
maintain longer and safer time headway after a short adaption of this system. An
experiment including 43 drivers for 6 weeks (3 weeks without an FCW system and
3 weeks with an FCW system) were conducted by Shinar and Schechtman [20]. They
found that the time spent in short headways (<0.8 s) was reduced by approximately
25% and the time spent in safer headways (>1.2 s) was increased by nearly 20%.
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In recent years, Adell et al. [21] evaluated a driver assistance system with 20 test
drivers in real traffic conditions along a 50 km long test road. The result indicated that
the system can bring faster reaction time and longer time headway, but it may cause
slight degeneration of driving skills. Liu et al. [22] carried out more than 500 tests with
55 drivers on a test road in order to understand the effect of a collision avoidance
system (CAS). Based on the result, the system can change drivers’ behavior and
reduce the frequency of dangerous situations if the warning message is timely and
accurate. Furthermore, a smart driving system was evaluated by Birrell et al. [23] in
real-world driving trials. Two conditions with or without the system were adopted.
Key findings from this research showed that the average time headway increased
from 1.5 to 2.3 s after the installation of the system.

In addition to evaluating the effectiveness of FCW systems, some researchers
focused on the factors influencing drivers’ acceptance of this system. Vahidi and
Eskandarian [24] conducted a review of FCW systems and concluded that the warning
timing of FCW systems has a significant influence on driver acceptance. One study
[25] examined an enhanced FCW system with auto braking with a driving simulator
study. The analysis of the gaze behavior indicated that driving with the system didn’t
lead to a stronger involvement in secondary tasks. On the other hand, a negative
adaptation was reported by Wege et al. [26] in a study from 30 Volvo trucks driving
for approximately 40,000 h for four million kilometers due to an “eyes-off-road
effect” during the warning period caused by visual warning signals, which may cause
dangerous situations. Li et al. [27] evaluated the driver acceptance of advanced driver
assistance systems (ADAS) in Chinese road conditions. They found that there are
significant differences in driver acceptance with the variation of driver gender and
driver age.

To improve the effect and acceptance of FCW systems, some researchers are trying
to develop more intelligent systems by considering drivers’ attitudes and reactions.
There are mainly two types of intelligent FCW system algorithms. One type combines
several risk models in one system and chooses the most suitable model based on
driver real-time behavior [28]. James et al. [29] applied this method and proposed an
FCW model based on driver acceptance. This model can choose the best risk model
based on drivers’ brake behaviors. Another type of intelligent FCW system uses one
model with a continuous adjustable parameter. This type of system can adjust the
parameter values by autonomic learning [30, 31]. Wang et al. [32] proposed an FCW
system based on driver behavior and driver characteristics. Based on the result, this
model can match driver characteristics throughout a long driving period and change
the model parameter in a timely manner. Pei et al. [33] proposed a new parameter
Tbuffer to establish its warning strategy, which is a modification of time to collision
(TTC) by taking both vehicles into consideration.

We find that many efforts have been conducted to evaluate the influence factors of
driver acceptance on FCW systems and improve system efficiency. However, most
FCW systems were designed based on private cars. Relevant studies on the influence
factors of commercial vehicle drivers’ acceptance are rare. Therefore, it’s essential for
researchers to evaluate the influence factors of commercial vehicle driver acceptance
on FCW systems to help better design the system for commercial vehicles.
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Therefore, this article will focus on the influence factors of commercial driver
acceptance of FCW systems. A random forests model was applied. Driver reaction
was used as a dependent variable and several driver characteristics and road char-
acteristics were used as input variables. The results of this study can help system
designers better understand the influence mechanism of FCW systems on commer-
cial vehicles and help to design a differentiated FCW system for commercial vehicles
based on various factors.

2 Data Extraction

The data that was used in this study is from the intelligent data platform of commercial
vehicles in Jiangsu province. An FCW system (designed by Mobileye) was installed
in all these commercial vehicles. The study gathered the warning information from 24
vehicles (12 buses and 12 trucks) from November 1st to December 21stin 2018. Since
the majority of commercial vehicle drivers are male, the 24 drivers are all male drivers,
including 9 young drivers (18-35 years old), 11 mid-aged drivers (35-50 years old),
and 4 older drivers (more than 50 years old).

Using the data systems of commercial vehicles in Jiangsu province, all the FCW
signals were recorded and uploaded to the platform. Each record contains several
variables including driver ID, warning start time, warning end time, vehicle speed
before warning, vehicle speed after warning, vehicle GPS. 1706 FCW records were
collected during 51 days. First, we preprocessed these records to obtain more useful
information.

The GPS data of each record was transferred to a Baidu coordinate system. The
location of each record was then identified. In this study, we separated FCW records
into two different road types, urban road and highway.

The driver acceptance of each record is measured by acceleration. We divided
acceleration into response and no response. The driver is regarded as showing a
“response” if the vehicle speed before FCW signals is larger than the speed after
FCW signals, otherwise, the driver is regarded as “no response.”

3 Methodology

In this study, a random forests algorithm was applied. It is one of the most common
machine learning methods and was proposed by Breiman in 2001 [34]. This method
consists of numerous decision trees. All these decision trees are independent. The
result of random forests can be acquired by combining the results of all decision
trees. This method can improve the accuracy substantially without adding a lot of
computation. It’s more suitable than other machine learning methods in classification
problems. In addition, it can obtain the importance of influence factors by using out
of bag (OOB) data.
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3.1 Decision Trees

Before introducing random forests, a decision tree, the sub-unit of random forests
should be introduced. A decision tree can also be called a classification tree or regres-
sion tree, depending on the output variable type (classified variable or continuous
variable). This method was first proposed by Hunt et al. [35] in 1966. It can be
expressed as a tree-like structure. Each internal node in the tree represents a “test”
on an attribute, each branch represents the different result of the test, and each leaf
node represents a class label. The process from root to leaf represents classification
rules. A binary tree example is shown in Fig. 1.

For the process of decision tree establishment, the most important part is decision
rules [36]. The rules can help to derive the best criterion of internal nodes and choose
the best split point. In this study, we use the Gini index to measure the purity of data.

The Gini index is a common method for data purity measurement. It can also be
used to divide the characteristics. The expression of a Gini index is shown as Eq. 1.

Gini(D)=1-Y_p} (1)

i=1

Gini(D) means randomly select 2 samples from dataset D, the probability that the
categories of two samples are inconsistent. p; means the probability of category i in
the whole dataset D. If we choose condition A as a classification standard, the Gini
index after the split can be expressed as follows:

[Pi]

D Gini(Dj) 2)

Ginis(D) = Z
j=1
Therefore, the Gini index gain value can be calculated as:

Condition 1:True Condition 1:False

L |

Subset | Subset 2

Condition 2., 3...
‘ Subset 1A ‘ ‘ Subset 1B ‘ ‘ Subset 2A ‘ ‘ Subset 2B ‘
‘ Output 1 ‘ ‘ Output 2 ‘ ‘ Output 1 ‘ ‘ Output 2

Fig.1 Structure of a binary tree
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AGini(A) = Gini(D) — Ginis(D) 3)

When selecting the best criterion of internal nodes, we should choose the one with
the largest AGini(A).

3.2 Random Forests

From the introduction above, we know that a decision tree can handle classification
problems effectively. However, in most cases, a single decision tree is inadequate
for a good result. Therefore, the concept of ensemble was applied. In this concept,
to solve the inherent shortcomings of a single model, we combine several models
together and obtain the results by considering the results of all these models. The
random forests algorithm is the outcome of this concept.

The main steps of the random forests algorithm can be summarized as follows:

Step 1: For each decision tree, the training set is drawn by sampling with replace-
ment, which is called the bagging method. This is one characteristic of random
forests. About one-third of the cases are left out of the samples. These cases are
called out-of-bag (OOB) data [37]. The data can be used in the following steps to
get an error estimate and evaluate the importance of variables.

Step 2: After all the samples are selected, the input and output variables should
be run down the tree. Each tree is grown to the maximum depth. At the end of the
run, the result of each decision tree can be drawn. The result of the random forests
algorithm is obtained by averaging all the results of the individual decision trees.
Since there are a large number of decision trees, the generalization error is limited.
In other words, an over-fitting problem is impossible in the random forests algorithm.

Step 3: The OOB error is estimated after getting the result. In random forests,
there is no need for cross-validation or a separate test set to get an unbiased estimate
of the result [38]. It has been estimated internally during the run. The OOB error of
the prediction can be calculated by:

ER=n"'Y"1(Y?° (X)) # 1)) €
i=l1

where I(*) is the indicator function; n means the number of trees in the random
forests; Xi means the input of ith OOB data; Yi means the actual output of ith OOB
data; and YOOB(Xi) represents the predicted output calculated by random forests.
Step 4: The variable importance should be calculated to understand the impor-
tance of each input variables on the results. In random forests, two different kinds of
methods are mainly used to calculate the variable importance: Permutation impor-
tance and GINI importance. The accuracy of permutation importance is a little higher
than GINI importance if the input variables have both classified variables and contin-
uous variables. Therefore, we choose permutation importance in this article. It’s also
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based on OOB data. We use VIMop to represent the permutation importance of
the variable. It can be calculated by:

X F(n=7)x)
VIMoog(ij) = ~ &)

n]

In which F(*) is the indicator function; n}, means the number of OOB data in jth
decision tree. Y, is the actual output of pth OOB data; Y,i,xi means the predicted
result after Xi is permuted.

Finally, the permutation importance can be calculated by:

1 n
VIMoos(i) =~ Y _ VIMoos(ij) 6)
n o

In this study, the Python software was used to develop the random forests algorithm
and calculate the OOB error and importance.

4 Results and Analysis

A total of 1706 valid FCW records were identified during 51 days. The statistics of
FCW record data characteristics are shown in Table 1. In this table, vehicle speed
means commercial vehicle speed at the start time of FCW signals. Warning hour

Table 1 Statistics of FCW record data characteristics

Variable Maximum Minimum Average SD
Vehicle speed 100 30 60.57 19.76
Warning hour 23 0 13.00 3.97
Duration time 5 3.05 1.19
Variable Type Frequency
Road type 1 (Urban road) 1407

2 (Highway) 299
Driver age group 1 (Young) 670

2 (Mid-aged) 518

3 (Elder) 518
Vehicle type 1 (Passenger car) 1066

2 (Truck) 640
Driver reaction 0 (No response) 520

1 (Response) 1186
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means the time of t day (0 a.m.—23 p.m.) when an alarm occurs, from 1 o’clock to 23
o’clock. The duration time means the time interval between warning start time and
warning end time. In this study, the maximum duration time is 5 s.

Several classified variables including road type, driver age group, and vehicle type
were applied as inputs in this study. Different numbers are used to represent different
types of variables. These details are also listed in Table 1.

For the output driver reaction, 0 means no response and 1 means response. We
found 1186 response cases among 1706 samples. The acceptance percentage of
commercial vehicle drivers is 69.52%. Therefore, the driver acceptance rate was not
as high as expected. The influence of various variables on driver acceptance should
be explored to better design the system and improve the acceptance.

The random forests analysis was conducted using the binary output variable,
response or no response. Input variables included vehicle speed, time, duration time,
road type, driver age group, and vehicle type. In random forests, two parameters
should be tuned in order to obtain an optimal performance. One parameter is called
m_try, which means the number of input variables in each decision tree. The other
one is called n_tree, which means the number of decision trees in a random forests
algorithm.

For the parameter m_try, the common value selected is \/N , where N represents
the total number of input variables. In this case, a total of 6 variables were applied,
so the value of m_try can be 2 or 3. In addition, n_tree is usually identified as a value
that provides stable OOB errors. It can be confirmed by comparing the OOB error of
different parameters from low to high. Therefore, we drew a line graph to represent
the accuracy tendency (1-ER) when n_tree increases. Both m_try = 2 and m_try =
3 were considered when drawing this figure.

In Fig. 2, we see that at the very start, the accuracy increases with the increase of
n_tree and then becomes stable. When m_try = 2 and n_tree = 194, the accuracy

0.3 A f

0.79

0.77

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200

Fig. 2 OOB error tendency under different parameters
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Duration Time W 0.20

Warning Hour iy 0,17
Vehicle Type Sy 0.13
Driver Age m 0.10

Road Type E 0.03

0.00 0.10 0.20 0.30 0.40

reached the largest value. Therefore, the most suitable parameter values in this case
are m_try = 2 and n_tree = 194. In this situation, the accuracy is 0.816. It’s relatively
high and the results of the model can be used for further analysis.

The permutation importance of each variable was calculated when running the
random forests model. After normalization, the importance for each factor was
displayed in Fig. 3. Among the 6 influence factors, we find that the most important
variable affecting commercial vehicle driver reaction is vehicle speed. The impor-
tance value is 0.37. Duration time and warning hour also have significant influence
on driver reaction. The values are 0.20 and 0.17, respectively. Road type has the
lowest importance among the 6 variables—the importance is only 0.03.

Based on the importance value, we choose three key variables, vehicle speed,
duration time, and warning hour to further analyze the potential characteristics of
driver reaction and relevant influence factors. The importance values of these three
variables are all larger than 0.15.

4.1 Vehicle Speed

Figure 4 represents the relationship between vehicle speed and acceleration after the
FCW warning signals. Vehicle speed is the speed at the start time of FCW signals
and acceleration is the average acceleration between the start time of FCW signals
and the end time of FCW signals. Drivers’ reaction is more obvious if the absolute
value of acceleration is larger.

From this figure, we find that most drivers have an obvious reaction to FCW
signals while the initial vehicle speed is low (30-60 km/h). With the increase of
speed, the percentage of obvious reaction reduced. When vehicle speed is larger than
60 km/h, the acceleration value becomes small (less than —2.00 m?/s).

Therefore, we can conclude that the commercial vehicle driver acceptance of
FCW system decreases with the increase of vehicle speed. It may be attributable to
the fact that commercial vehicles have greater size and weight than private cars and
are harder to decelerate. Drivers prefer to maintain the speed and don’t brake hard
when the original speed is high.
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4,00

Acceleration

-8.00
Vehicle Speed

Fig. 4 Relationship between vehicle speed and acceleration

4.2 Duration Time

The number of FCW records for the two types of responses were counted based
on different duration time (from 1 to 5 s) and shown in a heatmap (Fig. 5). In this
heatmap, a darker color means a higher percentage. We can conclude that when
drivers respond to FCW signals, the duration times are mainly 1 s (28.83%) or 2 s
(31.45). When duration time increases, the percentage decreases. When drivers have
no response to FCW signals, the duration times are usually 3 and 4 s. This suggests
that these drivers didn’t take any steps to respond after 3—4 s warning.

Percentage
0.45

Duration Time (s)

0.11

0.03

Respond No Respond

Fig. 5 Heatmap of duration time
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Therefore, it can be concluded that commercial drivers prefer to respond to FCW
signals right away, mainly in less than 2 s. If they choose to ignore the warning,
longer warning signals won’t have a significant effect.

4.3 Warning Hour

The histogram of warning hour is shown in Fig. 6. In this figure, we divided one day
into 8 time periods. Every time period contains 3 h. The percentage of response and
no response in each time period was calculated and drawn as a bar.

In this figure, we can find that between 6:00 and 18:00, commercial vehicle drivers
have higher response percentage on FCW signals. The percentages in these time
periods are all larger than 70%. Furthermore, it can be easily observed that this time
period (6:00-18:00) mainly falls within daytime.

In other words, we find that commercial vehicle drivers have higher response
percentages on FCW signals in the daytime than at night. This result is contrary to
what we expected. When the light condition is good, these drivers prefer to trust the
system and respond to FCW signals. When the day becomes dark, drivers prefer to
trust their own judgment and ignore FCW signals. This phenomenon may also be
due to the larger size and weight of commercial vehicles.

In general, vehicle speed, duration time, and warning hour are three key influ-
ence factors affecting commercial drivers’ attitudes towards FCW systems. Drivers
have higher acceptance of FCW systems during daytime when commercial vehicles’
speeds are relatively low. The acceptance may decrease at night when commercial
vehicles’ speeds are relatively high. Driver responses to FCW systems are sensitive
and timely, usually within 2 s.



178 Y. Xu et al.

5 Conclusion

The investigation of drivers’ attitudes towards FCW systems is very important in
human factor research. Previous studies have been applied to evaluate the accep-
tance of FCW systems and identify the contributing factors affecting drivers’ atti-
tudes. However, most studies have focused on private cars, and few have addressed
commercial drivers’ attitudes toward FCW systems. Therefore, this paper aimed to
examine the attitudes of commercial vehicle drivers toward FCW systems under the
influence of several factors by developing a random forests model.

The data of 24 commercial vehicles including 12 buses and 12 trucks from the data
systems of commercial vehicles in Jiangsu province were used in this study. A random
forests algorithm was applied i to model the relationship between driver response
and relevant variables. After tuning the parameters, the accuracy is 0.816, which is
relatively high for further analysis. The permutation importance of each variable was
calculated. The most important influence variable is vehicle speed with an importance
of 0.37, followed by duration time and warning hour, with an importance of 0.20 and
0.17, respectively.

In addition, we found that commercial vehicle drivers’ acceptance of an FCW
system decreases with the increase of vehicle speed. They prefer to respond to FCW
signals in a timely manner, usually in less than 2 s. The response percentage is higher
during daytime than at night. These regularities may be due to the fact that commercial
vehicles have larger size and heavier weight. Therefore, it may be beneficial to
increase the sensitivity of FCW systems during daytime when vehicle speed is low
and improve the accuracy of FCW systems at night when vehicle speed is high. This
may improve the acceptance of the system by commercial vehicle drivers. The alarm
form for FCW warnings can be short and rapid signals since the responses to FCW
signals are timely.

This paper explored the influence factors of commercial drivers’ attitudes towards
FCW systems. The results of this study can help system designers better understand
the behavior of commercial vehicle drivers and develop more effective FCW systems
for commercial vehicles.

In this study, the accuracy of FCW system is regarded as relatively high and be
consistent at all times since Mobileye is a leading company of ADAS systems and
have high quality of products. But we also plan to discuss the accuracy of FCW
system under different situations and investigate commercial vehicle drivers about
the system accuracy in the future to further understand the acceptance.
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